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A B S T R A C T   

Network psychometric models are often estimated using a single indicator for each node in the network, thus 
failing to consider potential measurement error. In this study, we investigate the impact of measurement error on 
cross-sectional network models. First, we conduct a simulation study to evaluate the performance of models 
based on single indicators as well as models that utilize information from multiple indicators per node, including 
average scores, factor scores, and latent variables. Our results demonstrate that measurement error impairs the 
reliability and performance of network models, especially when using single indicators. The reliability and 
performance of network models improves substantially with increasing sample size and when using methods that 
combine information from multiple indicators per node. Second, we use empirical data from the STAR*D trial (n 
= 3,731) to further evaluate the impact of measurement error. In the STAR*D trial, depression symptoms were 
assessed via three questionnaires, providing multiple indicators per symptom. Consistent with our simulation 
results, we find that when using sub-samples of this dataset, the discrepancy between the three single-indicator 
networks (one network per questionnaire) diminishes with increasing sample size. Together, our simulated and 
empirical findings provide evidence that measurement error can hinder network estimation when working with 
smaller samples and offers guidance on methods to mitigate measurement error.   

1. Introduction 

In recent years, there has been an immense increase in empirical 
studies utilizing network psychometrics (Robinaugh, Hoekstra, Toner, & 
Borsboom, 2020). Network psychometrics is a collective term for sta
tistical models that estimate a network structure on psychological data 
(Epskamp, Maris, Waldorp, & Borsboom, 2017). Despite its popularity, 
the replicability of network models—that is, the extent to which 
network properties generalize across samples and measurement 
scales—is still under scrutiny (Fried, 2017, Forbes, Wright, Markon, & 
Krueger, 2017; Borsboom et al., 2017, Funkhouser et al., 2020; Jones, 
Williams, & McNally, 2021). The debate about network replicability 

prompted the development of methods that assess the stability of net
works, such as bootstrapping (Epskamp, Fried, & Borsboom, 2018) and 
permutation tests (Van Borkulo et al., 2017). These metrics investigate 
parameter precision via resampling, showing that sampling variability is 
one main source diminishing network replicability. Additionally, recent 
work by Herrera-Bennett and Rhemtulla (2021) found that variability in 
measurement scales is a source of inconsistencies between networks, 
underscoring the importance of measurement in network replicability. 
In the current paper, we investigate the impact of measurement error on 
cross-sectional network models. 

Many network studies investigate relationships among variables 
measured by a single item, typically by including each item of a 
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questionnaire as its own node in the network. In such single-indicator 
networks, variables are treated as observed and measurement error is 
not taken into account. However, measurement error is typically 
assumed to be present in psychological data, given that the variables of 
interest in psychological research are often not directly observable 
(Flake & Fried, 2020; Schmidt & Hunter, 1999; Schuurman & Hamaker, 
2019). This may seem obvious for complex, multi-dimensional con
structs such as depression, but even with relatively simple constructs, 
such as the symptom depressed mood, the observed behavior (e.g., the 
response to an item on a questionnaire) is unlikely to be solely deter
mined by the variable of interest. The failure to account for this mea
surement error may diminish the precision of network estimation. 

Measurement error is not a problem unique to psychological net
works: It has long been known that ignoring measurement error can bias 
estimated relationships between variables (e.g., Cole & Preacher, 2014; 
Jaccard & Wan, 1995). For instance, measurement error attenuates the 
effects of non-zero partial correlations (i.e., the correlation between two 
variables after controlling for other variables; Liu, 1988 ). In contrast, 
when the true partial correlation is zero, measurement error makes it 
impossible to perfectly condition on variable(s) that would make the 
variables of interest conditionally independent, leading to spurious 
partial correlations (Liu, 1988). As most cross-sectional network studies 
use undirected, weighted networks, where edge weights represent par
tial correlations (Robinaugh et al., 2020) measurement error may, thus, 
be expected to lead to spurious edges while attenuating the edge weights 
of true edges. 

Anticipating these potential problems posed by measurement error, 
researchers have frequently recommended the use of multiple indicators 
per node as a means of improving measurement precision (e.g., self- and 
peer-report; Epskamp, Rhemtulla, & Borsboom, 2017; Bringmann & 
Eronen, 2018; Fried & Cramer, 2017; Herrera-Bennett & Rhemtulla, 
2021). However, there is a lack of clarity around how to include multiple 
indicators per node: with some researchers calling for the inclusion of 
latent variables in the network, while others recommend using averages 
or sum scores. Such choices are not trivial as they can impact someone’s 
score on the variable of interest and, subsequently, the resulting network 
structure (e.g., Steegen, Tuerlinckx, Gelman, & Vanpaemel, 2016; 
McNeish & Wolf, 2020). 

In this project, we respond to the calls for improving network reli
ability by examining (1) the extent to which measurement error impairs 
cross-sectional network estimation and the conditions under which such 
impairment may occur, and (2) the extent to which different multiple- 
indicator methods can mitigate its potential effects.1 We do so in two 
studies. In Study 1, a simulation study, we evaluate the impact of 
measurement error on reliable estimation by assessing agreement in 
network structure 1) among three single-indicator networks (Model 1; 
M1a, M1b, M1c, based on different questionnaires) and 2) among three 
methods that address measurement error by incorporating information 
from multiple indicators per node: models based on average scores (M2), 
models based on factor scores (M3), and latent network models (M4). 
We then evaluate how well each of these models (M1-M4) recover the 
true underlying network. For both aims, we repeat the analyses across 
varying conditions of measurement error and sample size. In Study 2, an 
empirical study, we evaluate each of these models using data from the 
Sequenced Treatment Alternatives to Relieve Depression (STAR*D) trial 
(Fava et al., 2003; Rush et al., 2004). The STAR*D study assessed the 

nine DSM-5 symptoms of Major Depressive Disorder (MDD) with three 
different questionnaires in a large and well-characterized sample as part 
of the study’s baseline assessment, thereby providing three indicators 
per node. Our empirical analyses of this dataset mirrors the analyses 
performed in our simulation study, investigating the alignment among 
three single-indicator networks (M1a, M1b, M1c) and among 
multiple-indicator networks (M2-M4) across varying sample sizes. 

2. Study 1: simulation 

In empirical data, both the underlying data-generating structure and 
the amount of measurement error are unknown, making it difficult to 
determine the impact of measurement error on a method’s ability to 
recover the data-generating structure. By contrast, in a simulation study, 
the true underlying network is known, and the precise amount of mea
surement error can be specified. Accordingly, the impact of different 
amounts of measurement error on the ability to recover the true network 
can be precisely determined. In this simulation study, we investigate the 
effect of random measurement error in networks using nodes assessed by 
a single indicator as well as networks based on methods that combine 
multiple indicators per node. 

There are several potential methods by which one could use multiple 
indicators to overcome measurement error, each with its strengths and 
weaknesses. One approach is to take the average score of the indicators 
(M2). Averaging indicators is often used as a proxy for a latent variable 
(Rhemtulla, van Bork, & Borsboom, 2020; McNeish & Wolf, 2020; e.g., 
Briganti, Fried, & Linkowski, 2019). This method has the advantage of 
being computationally simple. However, because measurement error is 
not explicitly modelled, the variance is inflated as it contains both true 
construct variance and measurement error variance (Cole & Preacher, 
2014; Ledgerwood & Shrout, 2011). A second approach (M3) is to use 
factor scores. In contrast to averaging, factor scores explicitly account 
for measurement error by extracting the shared variance among the 
indicators, which is assumed to reflect the latent construct, and the 
unique variance of each indicator, which is seen as measurement error. 
However, using factor scores as observed variables in a subsequent 
analysis can lead to an inflated covariance matrix due to factor inde
terminacy (i.e., the indicators of a factor have infinite ways to satisfy the 
same factor model; Acito & Anderson, 1986). 

Recently, Epskamp and colleagues developed a third approach to 
address measurement error in the context of network analysis (M4). This 
method, known as latent network modeling (LNM, Epskamp, 2020; 
Epskamp, Maris, et al., 2017), avoids factor indeterminacy by directly 
estimating a network on the implied latent variance-covariance struc
ture of the data. Simulation research on latent network modeling shows 
good recovery of the parameter estimates, but it is computationally 
intensive, suggesting it may not be suitable for all substantive areas of 
interest (e.g., for networks with many nodes; Epskamp, Maris, et al., 
2017). In addition, it has never been compared with other methods 
combining multiple indicators (e.g., M2 and M3). Given the absence of 
direct comparison of these three methods and each approach’s relative 
strengths and weaknesses, we investigated all three methods in this 
study. 

2.1. Methods 

2.1.1. Simulation overview 
Each simulation completed for this study consisted of three steps. In 

Step 1, we generated a true network and simulated data from that 
network under varying sample size and measurement error conditions. 
For simplicity and computational power, we used a chain network (i.e., 
each node connects to its two neighboring nodes) as a true network (see 
Fig. 1). To mirror the empirical data in our second study as much as 
possible, the generated number of indicators per node was three. The 
average edge weight was 0.33. In Step 2, we estimated six network 
models on the generated data: three single-item networks (M1a, M1b, 

1 Studies on time-series data (e.g., vector autoregressive models, VAR) show 
that unaccounted measurement error leads to attenuated autoregressive effects 
(Schuurman, & Hamaker, 2019; Schuurman, Houtveen, & Hamaker, 2015; 
Staudenmayer & Buonaccorsi, 2005). Although it is possible to estimate latent 
network models from time-series data (Epskamp, 2020), in the context of 
time-series studies, researchers are more likely to rely on single-item mea
surements, given the need for brief questionnaires when assessments are 
repeatedly administered over relatively brief time intervals. 
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M1c) estimated based on a single indicator for each node; an average 
network (M2) based on the average of each node’s indicators; a factor 
score network (M3) based on extracted factor scores for each node; and a 
latent network model (M4) based on latent variables. In Step 3, we 
evaluated how much the single- and the multiple-indicators networks 
differed from each other. Furthermore, we evaluated how well the 
models (M1a-M4) recovered the true network (see Fig. 1). We completed 
these simulations under varying conditions of measurement error (with 
a maximum value of 0, 0.5, 1, 1.5 and 2) and sample size (250, 500, 
1,000, 2,500, and 5,000). Based on prior simulation work, we consider 
samples of n = 250 ‘small’ and samples of n = 5000 ‘large’ (Epskamp, 
Borsboom, & Fried, 2018). We note, however, that there is no formal 
definition of what sample size is considered small or large, as the power 
to detect edge weights reliably depends on many characteristics, 
including true strength of the edge weights, the variance in the items, 
and the number of nodes in the network. We performed 100 simulations 
for every combination of these conditions, resulting in 2,500 (5 x 5 x 
100) simulations. We review each step of the simulation process in 
further detail in the next section. 

2.1.2. Network generation, estimation, and evaluation 
We conducted all data analyses in the statistical program R (Team & 

R Development Core Team, 2016). The code can be found on https://osf. 
io/tfwmh/. 

In Step 1, we first generated the latent network via the genGMM 
function from the bootnet R-package (Epskamp, Fried & Borsboom, 
2018). This latent network served as the true network that our analyses 
aimed to recover. We next generated three indicators from every node (i. 
e., latent variable) in the true network, where indicators were a function 
of each node plus measurement error. Data generation was the same as 
described in Epskamp, Rhemtulla, and Borsboom (2017), except that we 
added independent measurement error. To generate measurement error 
that varies across items, we sampled from a uniform distribution from 
0.25 to 1, either multiplied by 0, 0.5, 1, 1.5 and 2 depending on the 
measurement error condition. Accordingly, our labels for the different 

conditions indicate the maximum possible measurement error in that 
condition. 

In Step 2, we estimated the four different network models on the 
generated data frame. For the single-item networks, we selected one 
indicator per latent variable and estimated a network structure. For the 
factor score networks, we used the cfa function from the lavaan package 
(Rosseel, 2012) and extracted the estimated factor scores with the Bar
tlett predictor of the lavPredict function from the lavaan package (Ros
seel, 2012). On the resulting factor scores, we estimated a network 
model. We estimated the networks M1 to M3 using the ggm function and 
for M4, the LNM, we used the lnm function; both functions are from the 
psychonetrics package (Epskamp, 2020). We used the prune and mod
elsearch function from the psychonetrics package (Epskamp, 2020) on all 
estimated networks, M1 through M4. Prune removes non-significant 
edges, and model search performs a stepwise model search by mini
mizing the Bayesian Information Criterion (BIC). 

In Step 3, we first investigated the similarity among different single- 
indicator networks by computing the mean correlation between the edge 
weights of the three networks defined by different single indicators. 
These analyses indicate how stable the findings are across different 
single-indicator networks under varying measurement error and sample 
size conditions. We performed this same analysis for the three multiple- 
indicator networks, indicating how consistent the findings are across 
different methods of combining information across multiple indicators. 
Furthermore, we evaluated the performance of each estimated network, 
M1-M4, in recovering the true network by examining (a) the correlation 
between edge weights of the estimated network and the true network, 
(b) the precision of the estimated network (i.e., the proportion of 
correctly identified edges relative to all estimated edges), (c) the sensi
tivity or true-positive rate (i.e., the proportion of edges in the estimated 
network that were also in the true network), and (d) the specificity or 
true-negative rate (i.e., the proportion of missing edges in the estimated 

Fig. 1. An example of the true and estimated networks. The left panel depicts one of the true network structures we generated, in which each latent variable (i.e., 
circular nodes) is assessed by three indicators (i.e., square nodes) plus random measurement error; factor loadings are represented by directed edges (i.e., those with 
an arrow). The true network is a chain graph, where all latent variables are related to two others, and we set all of these relations variables to be equal. Undirected 
edges (i.e., those without an arrow) represent partial correlations. Blue edges represent positives relations. Greater saturation of the edge indicates a stronger 
relationship. The right panel depicts examples of estimated networks on data simulated from the true network with a sample size of 1000, and a medium level of 
measurement error. Note that the methods differ in the extent to which they have recovered the true network of latent variables. The single-item network exhibits the 
lowest sensitivity, failing to identify two edges present in the true network, as well as identifying one spurious edge. Conversely, the average and factor network 
exhibit perfect sensitivity, but also include spurious edges not present in the true network, and therefore have lower precision and specificity. The LNM network 
performs best, recovering all edges in the true network and not exhibiting any spurious edges, although not all edges are recovered with equal edge weights. (For 
interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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network that were also missing in the true network).2 Higher scores on 
all metrics indicate better recovery of the true network, with a 1 indi
cating complete recovery. 

2.2. Results study 1 

Fig. 2 shows the results of the correlation between the edge weights 
of the three single-indicator networks (examining the similarity between 
networks based on different indicators) and among the three multiple- 
indicator networks (examining the similarity between networks using 
the same indicators but different methods for combining indicators). In 
both sets of analyses, the correlation among edge weights of the net
works worsens with increasing measurement error. This decrease is 
substantially less severe in large samples relative to small samples. For 
single-indicator networks, the correlations between edge weights are 
weak when measurement error is high and sample size is small, indi
cating that the networks differ substantially from each other when a 
significant amount of measurement error is present and samples are 
small. For the multiple-indicator networks, the correlation between edge 
weights is quite high, even in the context of high measurement error and 
relatively small samples, suggesting consistently strong agreement 
among the three different methods of combining information across 
multiple indicators (i.e., average scores, factor scores, and latent 
variables). 

The results of our simulation investigating recovery performance 
appear in Fig. 3. For single-indicator networks, when measurement error 
is zero, the estimated networks exhibit near-perfect recovery of the true 
network, even in small samples. However, as measurement error in
creases, the performance of the single-indicator networks suffers, espe
cially when sample sizes are small: the correlation between edge weights 
of the true network and edge weights of the estimated network worsens 
and there is a large decrease in sensitivity. That is, measurement error 
reduces the number of accurately detected edges in the estimated 
network. As measurement error decreases the power to detect edges, 
specificity and precision are less affected by measurement error than 
sensitivity. For large sample sizes, due to an increase in power, the 
impact of measurement error on sensitivity and correlation is signifi
cantly lessened. Whereas precision and specificity worsen with sample 
size, indicating an increase in false positives (i.e., edges absent from the 
true network but present in the estimated network). 

For all multiple-indicator networks, the decrease in performance 
with growing measurement error was substantially less severe. For small 
sample sizes with measurement error, multiple-indicator networks 
significantly outperform single-indicator networks. In situations with 
high measurement error and large sample sizes, single-indicator net
works perform slightly better than the average and factor score networks 
on specificity and precision. Due to very high unaccounted measurement 
error, single-indicator networks pick up fewer edges (both true and false 
ones) than the average and factor score networks. Accordingly, with 
fewer estimated edges, single-item networks exhibit higher specificity 
and precision, but at the cost of lower sensitivity. Consistent with the 
analyses presented in Fig. 2, there was little difference between the three 
multiple-indicator networks in most conditions, especially when the 
sample size was small. However, LNM outperformed average scores and 
factor scores when the sample size was large. The LNM is the only 
network model that converged to the true model with increasing sample 
size by modeling measurement error in a way that aligns with the data 
generating model. 

2.3. Conclusion study 1 

In our simulation study, we find that measurement error is indeed a 
problem for single-indicator networks, which differ from one another 
considerably when significant measurement error is present, especially 
in small samples. Furthermore, in the context of high measurement error 
and small samples, single-indicator networks show poor sensitivity and 
poor agreement between the estimated network and the true network. It 
is noteworthy that the single-indicator networks do become more 
consistent with one another and better recover the true data-generating 
network in larger samples, even in the context of high measurement 
error. Nonetheless, multiple-indicator networks consistently and sub
stantially outperformed single-indicator networks, exhibiting good re
covery performance even in the context of moderate sample sizes and 
high measurement error. Although all methods of combining multiple 
indicators performed comparably well across most conditions, LNM out- 
performed other methods with large samples due to a drop in specificity 
for all other multiple-indicator methods. 

3. Study 2: empirical analysis 

Although a simulation study gives us the advantages of working from 
a known true network and of being able to manipulate factors of interest 
in isolation, it is also essential to investigate the effect of single- and 
multiple-indicators in empirical data, which may have characteristics 
not accounted for in the simulation. Thus, parallel to the simulation 
study, we investigate the similarity of three different single-indicator 
networks (M1a, M1b, M1c) and three multiple-indicator networks 
(M2-M4) in the STAR*D data. For this empirical analysis, we address the 
challenge of not knowing the true network by repeating the analysis 
from our simulation study evaluating the agreement among three single- 
indicator networks and among three different multiple-indicator net
works. Based on Study 1, we expect in Study 2 that if measurement error 
is impairing performance, then the correlation among different single- 
indicator networks within the same sample should be low when the 
sample size is small, and should increase as the sample size grows. Our 
simulation study also suggests that if multiple indicators are improving 
network reliability, then the multiple-indicator networks should show 
agreement with each other, even in small samples. 

3.1. Methods 

3.1.1. Data 
The STAR*D trial (Fava et al., 2003; Rush et al., 2004) investigated 

the effectiveness of different depression treatments in a large sample of 
participants diagnosed with Major Depressive Disorder (MDD). The data 
from this trial are uniquely well suited for our purposes here because 
they include multiple assessments of depression symptoms via three 
versions of the Inventory of Depressive Symptomatology (IDS; Rush 
et al., 1986): the full 30-item clinician rated version (IDS-C), a self-rated 
16-item version of the scale (QIDS-S) and clinician-rated versions of that 
same 16-item scale (QIDS-C). For each questionnaire, each item yields a 
score between 0 and 3, with 0 indicating no symptoms and 3 indicating 
severe symptoms. All questionnaires were administered to the partici
pants pre-treatment, but QIDS-C was administered at the intake and 
IDS-C and QIDS-S were administered at the following assessment. Reli
ability estimates lay between 0.76 and 0.82 in a depressed subpopula
tion and between 0.92 and 0.94 in a sample with a combination of 
healthy and depressed participants (Rush, Gullion, Basco, Jarrett, & 
Trivedi, 1996). 

We selected items from each questionnaire assessing the nine 
symptoms of the DSM: (1) depressed mood, (2) loss of interest or plea
sure, (3) decrease or increase in appetite, (4) insomnia or hypersomnia, 
(5) psychomotor agitation or retardation, (6) diminished energy, (7) 
feelings of worthlessness or guilt; (8) diminished ability to think or 
concentrate and (9) suicidal ideation. Symptoms 3, 4 and 5 reflect 

2 We did not conduct statistical analyses on the outcome metrics because with 
simulation studies, sample sizes can be increased, andy that tiny deviations 
from the null-hypothesis could lead to its (false) rejection (Cohen, 1995). 
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Fig. 2. Simulation results for the similarity between three single-indicator networks and the three multiple-indicator networks under varying measurement error and 
sample size conditions. The simulation consists of two sets of analyses. The top panel depicts correlations between the edge weights of the three different single- 
indicator networks (M1a, M1b, M1c), where the indicators are different across networks. The bottom panel depicts the correlation between the three different 
multiple-indicator networks (M2-M4), where the indicators are the same but the method of combining information from multiple indicators is different. The vertical 
panels indicate the maximum amount of measurement error. Every condition was simulated 100 times and the boxplots represent the distribution of the mean 
correlation between the edge weights (i.e., 25th quartile, median, 75th quartile). Importantly, these analyses do not permit direct comparison between the single- 
indicator networks, which examined the similarity between networks based on different indicators, and multiple-indicator networks, which examine the similarity 
between networks using the same indicators but different methods for combining those indicators. 

Fig. 3. Simulation results for recovery performance for M1 to M4. The vertical panels indicate the different measures: correlation, precision, sensitivity, and 
specificity. Horizontal panels indicate the amount of measurement error, abbreviated as ME. Every condition was simulated 100 times and the boxplots represent the 
distribution of those measures (i.e., 25th quartile, median, 75th quartile); the dots represent the mean of those measures connected by a line to indicate the trend. In 
conditions with no measurement error, some simulation runs for the factor score networks and the LNM were not completed as the covariance matrix was not positive 
definitive; this is because some items were a linear combination of other items, leading to eigenvalues of zero. 
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opposing conditions (e.g., decrease vs. increase in appetite), and all 
three of the IDS questionnaires (i.e., IDS-C, QIDS-S, QIDS-C) included 
multiple items to assess the distinct manifestations of these symptoms. 
For these symptoms, we divided the symptom into two nodes each (e.g., 
separating the symptom sleep problems into the node hypersomnia and 
the node insomnia), resulting in a network of 12 nodes. To investigate if 
our results are robust against this analytic choice, we also ran the 
analysis with the ‘compound’ symptoms that incorporate opposing 
conditions in a single node in the network, resulting in a network rep
resenting the nine DSM symptoms (see Supplementary materials). 

We are aware of three studies that use (part of) the data from the 
STAR*D study to estimate network models. Madhoo and Levine (2016) 
estimated a network of 14 from the 16 QIDS-S items administered at the 
beginning of the first treatment stage. Fried, Epskamp, Nesse, Tuer
linckx, and Borsboom (2016) estimated two separate networks based on 
28 out of 30 items concerning depression symptoms from the IDS-C 
questionnaire: They estimated one network on 15 items that are part 
of the DSM-5 criteria for MDD, and one network on the 13 other items 
from the IDS-C questionnaire that are non-DSM symptoms. de Ron, 
Fried, and Epskamp (2021) estimated a network on the 17-item Ham
ilton Rating Scale for Depression (HRSD) assessed at the beginning of the 
first treatment stage. In contrast to the current study, all previous studies 
used each questionnaire item as separate nodes in the network. 

3.1.2. Participants 
Participants of the original STAR*D study (Fava et al., 2003; Rush 

et al., 2004) were recruited through mental health and medical care 
practices and needed to meet to the DSM-IV criteria for single episode or 
recurrent MDD and have at least 14 points or higher on the Hamilton 
Rating Scale for Depression (HRSD; Hamilton, 1960). The age of the 

participants ranged from 18 to 75 years. From the 4041 participants who 
started the STAR*D study, we examined a subset of participants (n =
3731) from whom data were available on all three questionnaires. 

3.1.3. Data analysis 
We conducted all analyses in the software program R (Team & R 

Development Core Team, 2016). We estimated and visualized the same 
network models used in our simulation study (M1-M4) on the full 
STAR*D sample. For our single-item networks, we estimated separate 
symptoms networks for the three (Q)IDS measurement scales (M1a, 
M1b, M1c). For M2-M4, we combined each of the three items assessing 
each symptom using average scores (M2), factor scores (M3) or a LNM 
(M4). Furthermore, we conducted empirical analyses parallel to our 
simulation study. We estimated all network methods (M1-M4) across 
varying conditions of sample size, by either using the full sample (N = 3, 
731) or randomly selected subsets of the STAR*D data with 250, 500, 
1000, 2500 observations. From these networks we computed the mean 
correlation between edge weights of the different single- and 
multiple-indicator networks. 

3.2. Results study 2 

Fig. 4 displays all network models on the complete STAR*D dataset; 
Table 1 provides an overview of the characteristics of those networks. In 
line with what we would expect from our simulation study given the 
high sample size, the overall network structure is similar across different 
network models: The network density and average edge weights are 
relatively similar and salient features of the network are consistent 
across analyses. For example, the association between low energy 
(ENGY) and lack of interest (INTR) is consistently the strongest or 

Fig. 4. Six possible network models to infer relations between 12 symptoms of Major Depression on the complete STAR*D data (n = 3,737). DMSD = depressed or 
sad mood, INTR = loss of interest, APPlow = decrease in appetite, APPhigh = increase in appetite, SLEEPin = insomnia, SLEEPhyper = hypersomnia, MOTORagi =
psychomotor agitation, MOTORret = psychomotor retardation, ENGY = diminished energy, VWSF = view of self (feelings of worthlessness or guilt), CNTR =
diminished ability to think or concentrate, and SUIC = suicidal ideation. 
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among the strongest associations across each network. Similarly, 
diminished ability to think or concentrate (CNTR) is consistently closely 
associated with psychomotor retardation (MOTORret). Furthermore, 
suicidal thoughts (SUIC) are strongly associated with view of self 
(feelings of worthlessness or guilt; VWSF). As expected, all the networks 
display a negative relationship between hyper- and insomnia and be
tween increase and a decrease in appetite. 

Fig. 5 shows the correlation between edge weights among the three 
single-indicator networks (i.e., the QIDS-C, QIDS-S, and IDS-C networks) 
and among the three multiple-indicator networks (i.e., average, factor 
score, and latent variable networks) estimated with varying sample sizes 
of the STAR*D data. The correlation between the edge weights shows 
the same pattern as the simulation study (see Fig. 2). For single-indicator 
networks, the correlation among networks is the lowest at small sam
ples, suggesting unstable results. As the sample size increases, the 
agreement among these networks grows substantially. For multiple- 
indicator networks, the three methods that combine multiple in
dicators show a higher correlation between edge weights, suggesting 
stronger agreement among different methods for combining multiple 
indicators at low sample sizes. 

3.3. Conclusion study 2 

In our empirical example, we found that when the sample size is 
small, different single-indicator networks (i.e., those based on a single 
questionnaire) produced more distinct results, as would be expected in 
the context of measurement error. As sample size increases, agreement 
between single-indicator networks grows substantially. Consistent with 
the simulation results, each of the methods for incorporating multiple 
indicators are in reasonably close agreement with each other. 

4. Discussion 

In this study, we investigated the effects of measurement error on the 

performance of cross-sectional network models. We began with a 
simulation study, in which we could investigate the impact of random 
measurement error in a context where both the underlying network is 
known, and the amount of measurement error could be manipulated. In 
these analyses, when measurement error was absent, single-indicator 
networks were in near perfect agreement and exhibited near perfect 
recovery of the true network, even when sample sizes were small. 
However, performance worsened with increasing measurement error, 
especially in the context of small samples. When sample size was small 
and measurement error was high, single-indicator networks were in 
poor agreement with one another and with the true network. In 
particular, measurement error substantially decreased the ability of 
single-indicator networks to detect edges present in the true network. As 
sample size increased, these deleterious effects were substantially 
diminished: agreement among different indicator networks, agreement 
with the true network and sensitivity all substantially improved, though 
there was a small increase in the number of spurious edges. These 
findings were paralleled in our empirical analyses: we found that as 
sample size grew, the single-indicator networks came into increasingly 
close agreement with one another. Together, these empirical and 
simulation results suggest that measurement error may impair the 
ability of single-indicator networks to detect the true network but that 
this impairment is mitigated when the sample is large. 

In our simulation study, we found that, when measurement error was 
present, incorporating multiple indicators per variable considerably 
improved the performance of network models. Networks based on 
average scores, factor scores, and latent variables each demonstrated 
comparably good sensitivity and a strong correlation between edges in 
the estimated and true networks for samples as small as 500. For sample 
sizes greater than 1,000, latent network models outperformed both 
average scores and factor scores, exhibiting both better precision and 
better specificity. Thus, while large samples may mitigate the effects of 
measurement error, these simulation results suggest that it is consider
ably more efficient to address measurement error by improving node 
reliability (e.g., by gathering multiple indicators per node). 

4.1. Implications for empirical research 

Our results suggest moderate to large levels of measurement error 
can indeed be problematic when estimating psychometric networks. 
This problem can be ameliorated when working with large samples, but 
there is a clear need for methods that reduce the impact of measurement 
error. On the basis of these results, we make several suggestions for 
researchers interested in using network psychometric approaches. First, 

Table 1 
Overview of the network characteristics of the six network models.   

QIDS-C QIDS-S IDS-C Average Factor LNM 

Number of 
Edges 

39 38 40 41 40 38 

Network 
Density 

0.59 0.58 0.61 0.62 0.61 0.58 

Edge Weight 
Mean (SD) 

0.06 
(0.12) 

0.08 
(0.12) 

0.08 
(0.11) 

0.08 
(0.14) 

0.08 
(0.14) 

0.09 
(0.18)  

Fig. 5. Simulation results for the similarity between 
three single-indicator networks and the three 
multiple-indicator networks estimated with varying 
sizes of sub-samples of the STAR*D data. The left 
panel depicts correlations between the edge weights 
of the three different single-indicator networks (M1a, 
M1b, M1c), where the indicators are different across 
networks. The right panel depicts correlations be
tween the three different multiple-indicator networks 
(M2-M4), where the indicators are the same but the 
method of combining information from multiple in
dicators is different. Every condition was sampled 
100 times and the boxplots represent the distribution 
of the mean correlation between the edge weights (i. 
e., 25th quartile, median, 75th quartile). Importantly, 
these analyses do not permit direct comparison be
tween the single-indicator networks on the one hand, 
which examined the similarity between networks 
based on different indicators, and multiple-indicator 
networks on the other, which examine the similarity 
between networks using the same indicators but 

different methods for combining those indicators when assessing a given node.   
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and most fundamentally, researchers should take steps to reduce mea
surement error as they assess their nodes of interest. This is, of course, 
not novel advice (Bollen & Lennox, 1991; Cronbach & Meehl, 1955), but 
bears repeating in the context of the network literature where ques
tionnaires were often developed with a broad focus on measuring 
conceptually complex syndromes (e.g., depression) rather than on pre
cisely measuring the individual symptoms (e.g., feelings of inadequacy) 
that are of interest in most network psychometric studies of mental 
health. In the current study, we focused on improving the reliability of 
node estimation via the use of multiple indicators, as this has been 
repeatedly recommended in the debate on network replicability. How
ever, any efforts to reduce measurement error, such as developing good 
single-item indicators, will strengthen our ability to accurately recover 
the true relationships among symptoms. 

A second, related point is that the cross-sectional network psycho
metric literature will benefit from the development of questionnaires 
designed with network analysis purposes in mind, namely items targeted 
at the symptom level instead of the disorder level. As we have demon
strated here, methods that combine information from multiple in
dicators are an effective way of mitigating the effects of measurement 
error. However, to fully evaluate and realize the value of this approach, 
it will be necessary to gather data that includes multiple indicators per 
node. An example of a questionnaire designed on symptom level is the 
Inventory of Depression and Anxiety Symptoms scale (IDAS; Watson 
et al., 2007). Unfortunately, questionnaires that assess every node of 
interest with multiple items are rare, further underscoring the value of 
developing questionnaires specifically designed for network analysis. 
More commonly, questionnaires may include multiple items for some 
symptoms, but not others. For example, the Center of Epidemiological 
Studies in Depression Scale (CESDS, Radloff, 1977) includes items 
assessing “feeling blue”, “sad mood”, and “depressed mood.” Combining 
these items will potentially not only reduce the impact of measurement 
error, but also the bias in network estimation that can come from 
including semantically overlapping items in a single network (Fried & 
Cramer, 2017; Hallquist, Wright, & Molenaar, 2019). 

Importantly, the effort to develop questionnaires with multiple items 
per symptom will require careful consideration of what experiences 
constitute the symptom. Symptoms are often ‘compound’ symptoms, in 
which a given symptom can be met by endorsing qualitatively different, 
and even opposing, experiences (e.g., decreased, or increased appetite; 
even though these are opposing, we note that one can endorse both in a 
time period of e.g., 2 weeks). It is an open question how to treat these 
compound symptoms, and there are various options. First, one can 
aggregate items like ‘decreased appetite’ and ‘increased appetite’ so that 
a low score represents decreased appetite, and a high score represents 
increased appetite. Unfortunately, it would then be very different to 
compare such nodes to other nodes, given that their extremes have very 
different meanings to compared to usual symptom scores. Second, one 
can treat opposing conditions as separate nodes in the network, as done 
in the current study. Finally, one can aggregate opposing symptoms into 
one compound variable, where low values represent absence of prob
lems, and high values represent more severe or frequent problems. We 
repeated our analysis using this approach, and found results to be very 
similar (as depicted in Fig. S5, see supplementary materials). However, 
when opposing symptoms were disaggregated and treated as unique 
components of the network, we observed a slightly greater agreement 
among the single-indicator networks (Fig. 5) relative to when these 
opposing items were aggregated as part of the same symptom (Fig. S2). 
In summary, the effort to better understand and address measurement 
error for a given symptom will be inextricably tied to our conceptuali
zation of the nature of that symptom and, thus, is an important topic that 
warrants further examination (Fried & Cramer, 2017; Rhemtulla et al., 
2020; Robinaugh et al., 2019; Wilshire, Ward, & Clack, 2021). 

Third, our simulation results suggest that choosing which method to 
combine items may be of less concern than choosing to combine items in 
some way. However, we note that we simulated data from one of many 

possible data-generating mechanisms, namely where the indicators 
adhere to a latent variable model (i.e., indicators are caused only by the 
underlying variable of interest plus measurement error). Accordingly, 
the results of our study can only be assumed to hold under these con
ditions, and our conclusion are hence limited to such (straight-forward) 
scenarios. In empirical data, the construct-item relations are generally 
unknown, and the extent to which this assumption holds is a judgment 
the researcher must make. Researchers should justify their choice of 
measurement model that goes beyond statistical fit (Rhemtulla, van 
Bork, & Borsboom, 2020). Possible methods to investigate the plausi
bility that indicators indeed measure the same construct are clustering 
(i.e., groups of strongly and fully connected nodes), topological overlap, 
and theoretical considerations. A more detailed description of these 
methods is out of scope for the current paper, but we refer the reader to 
Fried and Cramer (2017) for a discussion on challenges of selecting 
networks elements. Averages have the advantage that indicators do not 
have to imply a latent variable structure and earlier research shows that 
under alternative construct-item relations, such as formative models, 
averages can be less biased than latent variable models (Rhemtulla et al., 
2020). Furthermore, given that latent network modeling is computa
tionally intensive, average scores may be more feasible and our results 
suggest that they will provide a reasonable alternative. 

4.2. Implications for methodological research 

To our knowledge, the current study is the first attempt to quantify 
the impact of measurement error on the estimation of psychological 
cross-sectional networks. Although we consider this a valuable first step, 
there is considerable work on measurement error in network estimation 
yet to be completed. There are several important directions for future 
research. First, it is an open question to what extent measurement error 
is present in the assessment of individual symptoms and, thus, unclear 
how significant a threat measurement error poses for network estima
tion based on single items. Reliability measures for measurement scales 
are often reported in network studies, but it is unclear if and how they 
translate to the reliability of single nodes. It is therefore essential to 
quantify the degree of measurement error in the assessment of indi
vidual symptoms. 

Second, it will be important to evaluate how the methods we have 
examined here perform if the number of indicators differ across latent 
variables, including the case where there are multiple indicators for 
some nodes but not others, a scenario that is likely to occur when using 
questionnaires not specifically designed for the purposes of network 
analysis. Furthermore, we could investigate the effect of using multiple 
indicators that are themselves composite scores, as in our empirical 
analysis in the supplementary material, three depression symptoms in 
the STAR*D study were composite scores themselves. 

Third, future research could assess if methods such as clustering 
analysis and topological overlap, could help to inform researcher when 
to combine multiple indicators as composite scores or latent variables 
(Fried & Cramer, 2017). We investigated to what extent the assumptions 
of the latent variable model (and thus the factor score network and 
LNM) hold up in the STAR*D data. We found that the data exhibits fuzzy 
boundaries between clusters (each cluster consisting of a depression 
symptom, such as sad mood, measured three times in different ways), 
suggesting the clear-cut demarcation between construct assumed by the 
multiple-indicator networks may be violated. Furthermore, we found 
correlated measurement error, which violates the assumption of local 
independence on which the latent variable model rests. In our simula
tion study, we did not investigate the effect of systematic measurement 
error (caused by factors such as time and method of administering, i.e., 
self- and clinical report), which is likely to be present in empirical data. 
Thus, further research guiding when and how to combine items and 
when to leave them as distinct nodes within the network will be highly 
valuable. 
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5. Conclusion 

Conventional wisdom is that psychological data are likely to contain 
measurement error, or even that there is no such thing as measurement 
without error, and that measurement error distorts the effects of interest. 
The goal of the current study was to investigate the consequences of this 
conventional wisdom in relation to network models. Our simulation 
results and empirical analysis suggest that, when elevated, measurement 
error is indeed a problem when estimating psychometric networks and 
offer guidance on how to mitigate the effects of measurement error. In 
particular, we found that the reliability of network models improves 
substantially (1) with sample size and (2) when combining multiple- 
indicators per variable. 
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