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#### Abstract

We present the first unquenched lattice-QCD calculation of the form factors for the decay $B \rightarrow D^{*} \ell \nu$ at nonzero recoil. Our analysis includes 15 MILC ensembles with $N_{f}=2+1$ flavors of asqtad sea quarks, with a strange quark mass close to its physical mass. The lattice spacings range from $a \approx 0.15 \mathrm{fm}$ down to 0.045 fm , while the ratio between the light- and the strange-quark masses ranges from 0.05 to 0.4 . The valence $b$ and $c$ quarks are treated using the Wilson-clover action with the Fermilab interpretation, whereas the light sector employs asqtad staggered fermions. We extrapolate our results to the physical point in the continuum limit using rooted staggered heavy-light meson chiral perturbation theory. Then we apply a modelindependent parametrization to extend the form factors to the full kinematic range. With this parametrization we perform a joint lattice-QCD/experiment fit using several experimental datasets to determine the CKM matrix element $\left|V_{c b}\right|$. We obtain $\left|V_{c b}\right|=\left(38.40 \pm 0.68_{\text {th }} \pm 0.34_{\exp } \pm 0.18_{\mathrm{EM}}\right) \times 10^{-3}$. The first error is theoretical, the second comes from experiment and the last one includes electromagnetic and elec-


[^0]troweak uncertainties, with an overall $\chi^{2} /$ dof $=126 / 84$, which illustrates the tensions between the experimental data sets, and between theory and experiment. This result is in agreement with previous exclusive determinations, but the tension with the inclusive determination remains. Finally, we integrate the differential decay rate obtained solely from lattice data to predict $R\left(D^{*}\right)=0.265 \pm 0.013$, which confirms the current tension between theory and experiment.

## 1 Introduction

High precision tests of the standard model (SM) offer exciting possibilities for discovering new physics. In particular, the flavor sector of the SM is very rich in phenomena that can be used to explore physics beyond the standard model (BSM). Most flavor physics revolves around the Cabibbo-Kobayashi-Maskawa (CKM) matrix, which relates the mass and flavor eigenstates of the quarks. Since it is a basis transformation, the CKM matrix is constrained by unitarity, so violations of this rule could indicate the influence of new physics. Weak processes that are loop-suppressed in the SM may also expose new physics. To determine CKM matrix elements to high precision and to perform precision tests of the SM in measurements of rare decay processes, it is essential
to know the strong-interaction environment in which these processes occur.

Among the CKM matrix elements, $\left|V_{c b}\right|$ has arguably been one of the most perplexing. There is a long-standing tension between the determination of this element via exclusive and inclusive decays. The operator product expansion (OPE) is used to analyze inclusive decay experiments measuring semileptonic decays $B \rightarrow X_{c} \ell v$, where $X_{c}$ represents any charmed hadron or combination of hadrons with a single $c$ quark. On the other hand, exclusive decay experiments focus on decays with a specific charmed hadron in the final state, for example, $B \rightarrow D \ell \nu$ or $B \rightarrow D^{*} \ell \nu$. We expect both types of experiments to yield consistent results for $\left|V_{c b}\right|$; however, there is a $\sim 3 \sigma$ discrepancy between the inclusive and exclusive determinations [1,2]. Since contributions from new physics are unlikely to explain these differences [3,4], the disagreement presents an obstacle to higher precision tests of the SM.

We turn now to the determination of $\left|V_{c b}\right|$ from the exclusive decay $B \rightarrow D^{*} \ell \nu$, which has an interesting history. As is detailed below in Eq. (7), to determine $\left|V_{c b}\right|$, a measurement of the differential decay rate $d \Gamma / d w$ is needed and the form factors must be computed by theory. Using lattice QCD, it has been possible to determine the key form factor at zero recoil. However, the differential decay rate vanishes at that point because of kinematic factors, so it is necessary to use the differential decay rate at nonzero recoil to extrapolate the form factors to zero recoil. Since the 1990s, there have been two parametrizations of the form factors, one by Boyd, Grinstein, and Lebed (BGL) [5-7], and the other by Caprini, Lellouch, and Neubert (CLN) [8]. The CLEO and BaBar experiments [9-11], for example, relied on the CLN parametrization to analyze the dependence of the recoil parameter of their data. This was also true for earlier reviews from the Heavy Flavor Averaging Group (HFLAV) [12].

The situation changed in 2017 with the publication of unfolded data from a $B \rightarrow D^{*} \ell v$ experiment by the Belle Collaboration [13]. This data release was quickly followed by several theoretical analyses [14-17] comparing the effect of the choice of parametrization on $\left|V_{c b}\right|$. They found that the CLN parametrization [8], at least as it is usually employed to extrapolate the experimental data to the zero-recoil point (see for instance, Sec.V.A of Ref. [18]), does not provide a good description of the experimental data, whereas the BGL parametrization [5-7] describes the data properly and yielded exclusive determinations of $\left|V_{c b}\right|$ that were compatible with the inclusive ones [14-17]. However, more recent analyses by the Belle Collaboration using the much larger untagged dataset [18] and by the BaBar Collaboration performing a new analysis of their old data [19] contradicted this picture and reinforced the long-standing tension between the inclusive and the exclusive determinations. Newer theoretical analyses using Belle's untagged dataset also found agree-
ment between CLN and BGL results [20,21]. These analyses also conclude that CLN is still a useful parametrization given the current errors in the experimental measurements. Unfortunately, previous unquenched lattice-QCD calculations of the $B \rightarrow D^{*}$ form factor $[22,23]$ cannot provide constraints on the shape, because they are limited to zero recoil. Hence, a precise calculation from first principles of the form factors involved in the exclusive process performed for a range of nonzero-recoil momenta, could be extremely helpful.

Another motivation to study this process is the existing tension between experimental measurements and SM predictions of several lepton-flavor-universality-violating (LFUV) observables in $B$-meson semileptonic decays [24]. The ratios of branching fractions of the semitauonic and other semileptonic $B \rightarrow D^{(*)}$ transitions
$R\left(D^{(*)}\right) \equiv \frac{\mathcal{B}\left(B \rightarrow D^{(*)} \tau \nu_{\tau}\right)}{\mathcal{B}\left(B \rightarrow D^{(*)} \ell \nu_{\ell}\right)}, \quad \ell=e, \mu$
disagree with the SM at the $\sim 3 \sigma$ level when $R(D)$ and $R\left(D^{*}\right)$ are taken together [1]. Although the last HFLAV average [1] shows a large discrepancy between theory and experiment, the most recent measurements from the BaBar, Belle, and LHCb Collaborations find $R\left(D^{*}\right)$ to be closer to SM expectations [25-29]. However, a complete lattice-QCD calculation of $R\left(D^{*}\right)$ is still lacking. In view of current tensions in these observables, the limitations of the available theoretical predictions, and the future improvements on the experimental side expected from LHCb and Belle II forthcoming data, an independent theoretical calculation with a tight control of systematic errors that could help to either confirm or reduce the tension is urgently needed.

In this work, we use lattice QCD to address these two points, i.e., tensions between exclusive and inclusive determinations of $\left|V_{c b}\right|$, and between the SM theoretical prediction and experiment for $R\left(D^{*}\right)$. Although lattice QCD has previously been used to extract $\left|V_{c b}\right|$ from experimental data for $B \rightarrow D^{*} \ell \nu$, the relevant decay amplitude has always been computed at zero recoil [22,30-32], except for an early study in the quenched approximation [33]. Here we compute the form factors that contribute to the $B \rightarrow D^{*} \ell \nu$ decay for nonzero values of the recoil parameter in full QCD with $2+1$ flavors of dynamical sea quarks and extrapolate their behavior to the large recoil region. Instead of using the standard procedure of extrapolating experimental results to zero recoil and then extracting $\left|V_{c b}\right|$ using the calculated value of the form factor at zero recoil, we do a joint fit of lattice and experimental data where $\left|V_{c b}\right|$ is one of the free parameters. Once the decay amplitude is determined, we integrate over the whole kinematic space to find the branching ratios with and without a $\tau$ in the decay. We calculate $R\left(D^{*}\right)$ and compare our results with existing experimental determinations. Preliminary reports of this analysis were presented in Refs. [34-38]. In keeping with previous work on the same
ensembles [39-42], this analysis was blinded until a systematic error budget was finalized. The final results were then frozen, apart from unblinding.

This article is organized as follows. In Sect. 2, we introduce the formalism and present the form factors that take part in our calculation. Section 3 gives details on the ensembles available and also describes the analysis of the lattice data up to the chiral-continuum extrapolation. In Sect. 4, we discuss the systematic errors, and Sect. 5 shows the $z$ expansion and the joint fit with experimental data that leads to our final results for $\left|V_{c b}\right|$ and $R\left(D^{*}\right)$. Section 6 presents our conclusions. Appendix A includes details on the fit function, employed in the chiral-continuum extrapolation. Appendix B outlines the calculation of the matching factors and its errors. Appendix C explains in detail how the $\kappa$ tuning correction for the heavy quarks was calculated. Finally, Appendix D provides a guide to ancillary files containing complete results for the form factors, with a full correlation matrix.

## 2 Form factor definitions

In this section, we set the definitions and notation used in the following sections for the form factors, ratio of correlators, currents, and renormalization factors, among others.

### 2.1 Form factors in the continuum

The $B \rightarrow D^{*} \ell \nu$ process is mediated by the axial $\mathcal{A}^{\mu}=$ $\bar{c} \gamma_{\mu} \gamma_{5} b$ and the vector $\mathcal{V}^{\mu}=\bar{c} \gamma_{\mu} b$ electroweak currents. The transition matrix for this process is usually decomposed into form factors inspired by the heavy quark effective theory (HQET) [43]:

$$
\begin{align*}
\frac{\left\langle D^{*}\left(p_{D^{*}}, \varepsilon\right)\right| \mathcal{A}^{\mu}\left|B\left(p_{B}\right)\right\rangle}{\sqrt{M_{D^{*}} M_{B}}} & =i \varepsilon_{\nu}^{*}\left[g^{\mu \nu}(w+1) h_{A_{1}}(w)\right. \\
& \left.-v_{B}^{\nu}\left(v_{B}^{\mu} h_{A_{2}}(w)+v_{D^{*}}^{\mu} h_{A_{3}}(w)\right)\right] \tag{2}
\end{align*}
$$

$$
\begin{equation*}
\frac{\left\langle D^{*}\left(p_{D^{*}}, \varepsilon\right)\right| \mathcal{V}^{\mu}\left|B\left(p_{B}\right)\right\rangle}{\sqrt{M_{D^{*} M_{B}}}}=\epsilon_{\rho \sigma}^{\mu \nu} \varepsilon_{\nu}^{*} v_{B}^{\rho} v_{D^{*}}^{\sigma} h_{V}(w), \tag{3}
\end{equation*}
$$

where $\varepsilon$ is the polarization vector of the $D^{*}$ meson, $M_{Y}$ is the mass of the $Y=B, D^{*}$ meson and $p_{Y}$ its respective momentum. From the four-velocities $v_{Y}=p_{Y} / M_{Y}$, one can define the recoil parameter $w=v_{B} \cdot v_{D^{*}}$.

To express the differential decay rate, it is convenient to introduce helicity amplitudes according to the polarization of the off-shell $W$ boson [44]:

$$
\begin{aligned}
& H_{ \pm}(w)=(w+1)\left[h_{A_{1}}(w) \mp \sqrt{\frac{w-1}{w+1}} h_{V}(w)\right] \\
& H_{0}(w)=y(w+1)\left\{(w-r) h_{A_{1}}(w)\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.-(w-1)\left[r h_{A_{2}}(w)+h_{A_{3}}(w)\right]\right\}  \tag{5}\\
H_{S}(w)= & y \sqrt{w^{2}-1}\left[(w+1) h_{A_{1}}(w)\right. \\
& \left.-(1-w r) h_{A_{2}}(w)-(w-r) h_{A_{3}}(w)\right] \tag{6}
\end{align*}
$$

where $r=M_{D^{*}} / M_{B}$ and $y^{2}\left(1-2 w r+r^{2}\right)=1$. The differential decay rate for $B^{-} \rightarrow D^{0 *} \ell^{-} \bar{v}$ is then

$$
\begin{align*}
\frac{d \Gamma}{d w}= & \left|V_{c b}\right|^{2}\left|\eta_{\mathrm{EW}}\right|^{2} \frac{G_{F}^{2} M_{B}^{5}}{16 \pi^{3}}\left(1-\frac{m_{\ell}^{2}}{q^{2}}\right)^{2} r^{3}\left(w^{2}-1\right)^{1 / 2} \\
& \times\left\{\frac{1}{3 y^{2}}\left(1+\frac{m_{\ell}^{2}}{2 q^{2}}\right)\left[\left|H_{+}\right|^{2}+\left|H_{-}\right|^{2}+\left|H_{0}\right|^{2}\right]\right. \\
& \left.+\frac{m_{\ell}^{2}}{2 M_{B}^{2}}\left|H_{S}\right|^{2}\right\} \tag{7}
\end{align*}
$$

where $\eta_{\mathrm{EW}}$ is a short-distance electroweak correction [45], $G_{F}$ is the Fermi constant determined from muon decay, and $m_{\ell}$ is the charged lepton mass. Note that the scalar helicity amplitude's contribution is suppressed by $\left(m_{\ell} / M_{B}\right)^{2}$. In practice, it is neglected for semielectronic and semimuonic decays. The process $\bar{B}^{0} \rightarrow D^{+*} \ell^{-} \bar{v}$ needs an extra factor $(1+\alpha \pi)$ on the right-hand side of Eq. (7) in order to account for the Coulomb attraction among the charged decay products [46-48]. Other electromagnetic effects, including structuredependent corrections, are smaller, of order $\alpha / \pi$ instead of $\alpha \pi$ [46-48]. For the determination of $\left|V_{c b}\right|$, the full angular information of the decay chain $B \rightarrow D^{*} \ell \nu\left(D^{*} \rightarrow D \pi\right)$ is used, as discussed in Sect. 5.2.

As noted in the introduction, experimental measurements of the ratio of branching fractions in Eq. (1) are in tension with the SM. To date, the $B \rightarrow D^{*}$ form factors have been estimated with HQET, QCD sum rules, and input from experiment. With the results presented below, however, we can compute this ratio directly from (lattice) QCD:
$\mathcal{B}\left(B \rightarrow D^{*} \ell \nu\right)=\tau_{B} \int_{1}^{w_{\mathrm{Max}, \ell}} d w \frac{d \Gamma}{d w}$,
where $w_{\text {Max }, \ell}=\left(1+r^{2}-m_{\ell}^{2} / M_{B}^{2}\right) / 2 r$. In $R\left(D^{*}\right)$, the $B-$ meson lifetime $\tau_{B}$ drops out, so we form it from the ratio of partial widths.

Many papers in the literature introduce a decay amplitude $\mathcal{F}(w)$, defined by
$|\mathcal{F}(w)|^{2}=\frac{1-2 w r+r^{2}}{w+1} \frac{\left|H_{+}\right|^{2}+\left|H_{-}\right|^{2}+\left|H_{0}\right|^{2}}{(5 w+1)(1-r)^{2}-8 r w(w-1)}$,
and refer to $\mathcal{F}$ as a "form factor." For example, experimental results are often reported as $\left|V_{c b}\right|^{2}\left|\eta_{\mathrm{EW}}\right|^{2}|\mathcal{F}(w)|^{2}$. At zero recoil, $\mathcal{F}(1)=h_{A_{1}}(1)$. Thus, previous work in lattice QCD on this decay has focused on this single number, rather than
the four independent functions, $h_{A_{1}}(w), h_{V}(w), h_{A_{2}}(w)$, and $h_{A_{3}}(w)$, computed in this work.
2.2 Extracting the form factors from lattice matrix elements

Our heavy quarks $(b, c)$ are simulated using the Fermilab action [49], as discussed in Sect. 3.1. In this framework, the lattice currents for the quark transition $y \rightarrow x$ are
$V_{x y}^{\mu}=\bar{\Psi}_{x} \gamma^{\mu} \Psi_{y}$,
$A_{x y}^{\mu}=\bar{\Psi}_{x} \gamma^{\mu} \gamma_{5} \Psi_{y}$,
where $x, y$ indicates the flavor $c, b$ and $\Psi$ is the Fermilabimproved field,
$\Psi=\left(1+d_{1} \boldsymbol{\gamma} \cdot \boldsymbol{D}_{\text {lat }}\right) \psi$.
In this expression, the original heavy-quark field $\psi$ is rotated in order to reduce the discretization errors. In particular, the coefficient $d_{1}$ must be calculated for each value of the quark mass in order to remove the $O(a)$ terms.

The lattice current $J_{x y}^{\mu}$ is related to its equivalent in the continuum $\mathcal{J}_{x y}^{\mu}$ through the renormalization factors,
$\mathcal{J}_{x y}^{\mu} \doteq Z_{J_{x y}^{\mu}} J_{x y}^{\mu}$,
where the $\doteq$ symbol means that both sides of the equation have the same matrix elements. In practice, the renormalization factors are only calculated approximately up to some order in $a$ and $\alpha_{s}$. In this work, we use a technique called mostly nonperturbative renormalization $[50,51]$ that eliminates most of the nonperturbative dependence of the renormalization factors by defining the factors,
$\rho_{J^{\mu}}^{2}=\frac{Z_{J_{c b}^{\mu}} Z_{J_{b c}^{\mu}}}{Z_{V_{c c}^{4}} Z_{V_{b b}^{4}}}$.
When taking appropriate ratios of three-point correlators, the dominant, nonperburbative contribution to the renormalization of the currents, collected in the flavor-diagonal renormalization factors $Z_{V_{x x}^{4}}$, cancels. The remaining matching factors $\rho_{J^{\mu}}$ are amenable to a perturbative calculation [50]. We compute these matching factors to one-loop in perturbation theory, with the full $m_{c} a$ dependence at zero recoil, but $m_{c} a=0$ at nonzero recoil. Of course, these simplifications introduce a variety of errors that must be kept under control. The truncation in the perturbative expansion is expected to be small, because $\alpha_{s}$ ranges in our case from 0.20 to 0.35 . In addition, the coefficients of the expansion are small due to several cancelations [50]. The errors coming from the other two approximations are estimated in Appendix B and taken into account accordingly.

Not only does the use of ratios reduce the error in the calculation of the matching factors, but it also reduces the statistical fluctuations from the correlators. We set up the
calculation in the rest frame of the $B$ meson while the $D^{*}$ meson carries a momentum $\boldsymbol{p}$, which determines the recoil $w$. The first ratio is the nonzero-recoil version of the double ratio [30],
$R_{A_{1}}^{2}=\frac{\left\langle D^{*}\left(\boldsymbol{p}_{\perp}\right)\right| A_{j}|B(\mathbf{0})\rangle\langle B(\mathbf{0})| A_{j}\left|D^{*}\left(\boldsymbol{p}_{\perp}\right)\right\rangle}{\left\langle D^{*}(\mathbf{0})\right| V^{4}\left|D^{*}(\mathbf{0})\right\rangle\langle B(\mathbf{0})| V^{4}|B(\mathbf{0})\rangle}$,
where the $\perp$ symbol in the momentum $\boldsymbol{p}_{\perp}$ indicates that the polarization of the $D^{*}$ is aligned with the current and perpendicular to the momentum (i.e., transverse polarization). A parallel symbol $\|$ is used for longitudinal polarization. This double ratio yields $h_{A_{1}}$, which is the only form factor that survives at zero recoil.

The following single ratios
$X_{V}=\frac{\left\langle D^{*}\left(\boldsymbol{p}_{\perp}\right)\right| V_{j}|B(\mathbf{0})\rangle}{\left\langle D^{*}\left(\boldsymbol{p}_{\perp}\right)\right| A_{j}|B(\mathbf{0})\rangle}$,
$X_{0}=\frac{\left\langle D^{*}\left(\boldsymbol{p}_{\|}\right)\right| A^{4}|B(\mathbf{0})\rangle}{\left\langle D^{*}\left(\boldsymbol{p}_{\perp}\right)\right| A_{j}|B(\mathbf{0})\rangle}$,
$X_{1}=\frac{\left\langle D^{*}\left(\boldsymbol{p}_{\|}\right)\right| A_{j}|B(\mathbf{0})\rangle}{\left\langle D^{*}\left(\boldsymbol{p}_{\perp}\right)\right| A_{j}|B(\mathbf{0})\rangle}$,
yield the remaining form factors. Last, the ratio [52,53]
$x_{f}=\frac{\left\langle D^{*}\left(\boldsymbol{p}_{(\alpha)}\right)\right| V_{j}\left|D^{*}(\mathbf{0})\right\rangle}{\left\langle D^{*}\left(\boldsymbol{p}_{(\alpha)}\right)\right| V^{4}\left|D^{*}(\mathbf{0})\right\rangle}$
yields the recoil parameter $w$ and involves only the flavordiagonal transition $D^{*} \rightarrow D^{*}$. Here $(\alpha)=\perp, \|$ is the polarization, and must be the same in numerator and denominator to achieve the right cancelation of form factors.

The ratio in Eq. (19) yields the three-velocity,
$x_{f}=\frac{v_{D^{*}}}{w+1}$,
from which it is straightforward to calculate $w$. In the $B$ meson rest frame ( $\boldsymbol{v}_{B}=\mathbf{0}$ ),
$w=\frac{1+x_{f}^{2}}{1-x_{f}^{2}}$.
The ratio $X_{1}$ defined in Eq. (18) can be used to extract $h_{A_{3}}(w)$ as
$X_{1}(w)=w-\frac{\left(w^{2}-1\right) h_{A_{3}}(w)}{(w+1) h_{A_{1}}(w)}$.
The matching factors for these two ratios, $x_{f}$ and $X_{1}$, are $\rho=$ $1+O\left(\alpha_{s}^{2}\right)$, and thus no renormalization is required at LO. In contrast, the remaining ratios require several nontrivial matching factors,

$$
\begin{equation*}
X_{0}(w)=\frac{\rho_{A_{j}}}{\rho_{A^{4}}} \sqrt{w^{2}-1}\left(1-\frac{h_{A_{2}}(w)+w h_{A_{3}}(w)}{(w+1) h_{A_{1}}(w)}\right) \tag{23}
\end{equation*}
$$

Table 1 List of ensembles used in this work. The columns, from left to right, list the approximate lattice spacing, the scale-setting parameter $r_{1} / a$ in lattice units, the ratio $a m_{l} / a m_{s}$ between the light- and the strange-quark masses, the spatial length of the lattice in fm, the mass of the lightest pseudoscalar meson $M_{\pi}^{P}$ in MeV , the dimensionless factor

| $a(\mathrm{fm})$ | $r_{1} / a$ | $a m_{l} / a m_{s}$ | $L(\mathrm{fm})$ | $M_{\pi}^{P}(\mathrm{MeV})$ | $M_{\pi}^{P} L$ | Lattice size | Sources |  | Configs | $u_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\approx 0.15$ | 2.2215(57) | 0.0097/0.0484 | 2.4 | 340 | 3.9 | $16^{3} \times 48$ | 24 | $\times$ | 631 | 0.8604 |
| $\approx 0.12$ | 2.8211(28) | 0.02/0.05 | 2.4 | 560 | 6.2 | $20^{3} \times 64$ | 4 | $\times$ | 2052 | 0.8688 |
|  | $2.7386(33)$ | 0.01/0.05 | 2.4 | 390 | 4.5 | $20^{3} \times 64$ | 4 | $\times$ | 2259 | 0.8677 |
|  | 2.7386 (33) | 0.007/0.05 | 2.4 | 320 | 3.7 | $20^{3} \times 64$ | 4 | $\times$ | 2110 | 0.8678 |
|  | 2.7386 (33) | 0.005/0.05 | 2.9 | 270 | 3.8 | $24^{3} \times 64$ | 4 | $\times$ | 2099 | 0.8678 |
| $\approx 0.09$ | 3.8577(32) | 0.0124/0.031 | 2.4 | 500 | 5.8 | $28^{3} \times 96$ | 4 | $\times$ | 1996 | 0.8788 |
|  | 3.7887(34) | 0.0062/0.031 | 2.4 | 350 | 4.1 | $28^{3} \times 96$ | 4 | $\times$ | 1931 | 0.8782 |
|  | 3.7716 (34) | 0.00465/0.031 | 2.7 | 310 | 4.1 | $32^{3} \times 96$ | 4 | $\times$ | 984 | 0.8781 |
|  | $3.7546(34)$ | 0.0031/0.031 | 3.4 | 250 | 4.2 | $40^{3} \times 96$ | 4 | $\times$ | 1015 | 0.8779 |
|  | $3.7376(34)$ | 0.00155/0.031 | 5.5 | 180 | 4.8 | $64^{3} \times 96$ | 4 | $\times$ | 791 | 0.877805 |
| $\approx 0.06$ | 5.399(17) | 0.0072/0.018 | 2.9 | 450 | 6.3 | $48^{3} \times 144$ | 4 | $\times$ | 593 | 0.8881 |
|  | 5.353(17) | 0.0036/0.018 | 2.9 | 320 | 4.5 | $48^{3} \times 144$ | 4 | $\times$ | 673 | 0.88788 |
|  | 5.330 (16) | 0.0025/0.018 | 3.4 | 260 | 4.4 | $56^{3} \times 144$ | 4 | $\times$ | 801 | 0.88776 |
|  | 5.307(16) | 0.0018/0.018 | 3.8 | 220 | 4.3 | $64^{3} \times 144$ | 4 | $\times$ | 827 | 0.88764 |
| $\approx 0.045$ | 7.208(54) | 0.0028/0.014 | 2.9 | 320 | 4.6 | $64^{3} \times 192$ | 4 | $\times$ | 801 | 0.89511 |

$X_{V}(w)=\frac{\rho_{A_{j}}}{\rho_{V_{j}}} \frac{\sqrt{w-1}}{\sqrt{w+1}} \frac{h_{V}(w)}{h_{A_{1}}(w)}$,
$R_{A_{1}}(w)=\frac{w+1}{2} \frac{h_{A_{1}}(w)}{\rho_{A_{j}}}$.
From these equations, it is quite easy to extract all form factors as a function of the ratios defined in Eqs. (15)-(19),
$h_{A_{1}}(w)=\rho_{A_{j}} \frac{2 R_{A_{1}}}{w+1}$,
$h_{A_{2}}(w)=\rho_{A_{j}} \frac{2 R_{A_{1}}}{w^{2}-1}\left(w X_{1}-\sqrt{w^{2}-1} \frac{\rho_{A^{4}}}{\rho_{A_{j}}} X_{0}-1\right)$,
$h_{A_{3}}(w)=\rho_{A_{j}} \frac{2 R_{A_{1}}}{w^{2}-1}\left(w-X_{1}\right)$,
$h_{V}(w)=\rho_{A_{j}} \frac{2 R_{A_{1}}}{\sqrt{w^{2}-1}} \frac{\rho_{V_{j}}}{\rho_{A_{j}}} X_{V}$.
These expressions determine the four form factors up to discretization and matching errors.

## 3 Analysis

### 3.1 Lattice setup

In this analysis, we use 15 ensembles of gauge-field configurations, generated by the MILC Collaboration [54-56].
$M_{\pi}^{P} L$, the dimensions of the lattice in lattice units, the total sample size expressed as the number of sources $\times$ the number of configurations, and the tadpole-improvement factor $u_{0}$ obtained from the average plaquette

Table 2 Parameters used on each ensemble to generate the propagators for the valence, heavy quarks $c$ and $b$. The approximate lattice spacing and the masses of the sea quarks (light and strange) in the first two columns identify the ensemble. The remaining columns show the clover term coefficient $c_{\text {Sw }}$, the bare hopping parameter $\kappa$, the rotation parameter $d_{1}$ of the Fermilab action, and the values of the available source/sink Euclidean-time separations $T$ in lattice units for the computed three-point correlators. The primes on the $\kappa$ indicates that this is the value used in the simulation, as opposed to the physical (tuned) value, see Appendix C

| $a(\mathrm{fm})$ | $a m_{l} / a m_{s}$ | $c_{\mathrm{SW}}$ | $\kappa_{b}^{\prime}$ | $d_{1 b}$ | $\kappa_{c}^{\prime}$ | $d_{1 c}$ | Sink times |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\approx 0.15$ | $0.0097 / 0.0484$ | 1.567 | 0.0781 | 0.08354 | 0.1218 | 0.08825 | 10,11 |
| $\approx 0.12$ | $0.02 / 0.05$ | 1.525 | 0.0918 | 0.09439 | 0.1259 | 0.07539 | 12,13 |
|  | $0.01 / 0.05$ | 1.531 | 0.0901 | 0.09334 | 0.1254 | 0.07724 | 12,13 |
|  | $0.007 / 0.05$ | 1.530 | 0.0901 | 0.09332 | 0.1254 | 0.07731 | 12,13 |
|  | $0.005 / 0.05$ | 1.530 | 0.0901 | 0.09332 | 0.1254 | 0.07733 | 12,13 |
| $\approx 0.09$ | $0.0124 / 0.031$ | 1.473 | 0.0982 | 0.09681 | 0.1277 | 0.06420 | 17,18 |
|  | $0.0062 / 0.031$ | 1.476 | 0.0979 | 0.09677 | 0.1276 | 0.06482 | 17,18 |
|  | $0.00465 / 0.031$ | 1.477 | 0.0977 | 0.09671 | 0.1275 | 0.06523 | 17,18 |
|  | $0.0031 / 0.031$ | 1.478 | 0.0976 | 0.09669 | 0.1275 | 0.06537 | 17,18 |
|  | $0.00155 / 0.031$ | 1.4784 | 0.0976 | 0.09669 | 0.1275 | 0.06543 | 17,18 |
| $\approx 0.06$ | $0.0072 / 0.018$ | 1.4276 | 0.1048 | 0.09636 | 0.1295 | 0.05078 | 24,25 |
|  | $0.0036 / 0.018$ | 1.4287 | 0.1052 | 0.09631 | 0.1296 | 0.05055 | 24,25 |
|  | $0.0025 / 0.018$ | 1.4293 | 0.1052 | 0.09633 | 0.1296 | 0.05070 | 24,25 |
|  | $0.0018 / 0.018$ | 1.4298 | 0.1052 | 0.09635 | 0.1296 | 0.05076 | 24,25 |
| $\approx 0.045$ | $0.0028 / 0.014$ | 1.3943 | 0.1143 | 0.08864 | 0.1310 | 0.03842 | 32,33 | analysis are given in Table 1, while Fig. 1 provides a visual summary of the range of lattice spacings, sea-quark light-to-strange-mass ratios, and number of statistical samples.

In the light sector, we use the same value for the masses of the valence and sea quarks. The heavy quarks employ the clover action with the Fermilab interpretation, and since the regularization used for the light quarks has a different Dirac structure, we promote the staggered propagators to "naive" ones, so we can apply the standard Dirac spin algebra and combine them with the Wilson-like heavy quark propagators to construct heavy-light mesons [57]. The heavy quark masses are tuned so that the kinetic masses of the $D_{s}$ and the $B_{s}$ mesons are equal to their physical values (see Appendix C of Ref. [22]). In Table 2, we gather the parameters we used to calculate the heavy quark propagators for each ensemble. The simulation values chosen for the heavy quark masses to generate the meson correlators are close to, but not exactly the same as, our best-tuned values, which were determined a posteriori. Hence we apply a correction to the form factors to account for this slight mistuning which is described in Appendix C.

### 3.2 Correlation functions

The two- and three-point correlation functions are calculated using four sources, equally-spaced in time, except for the case of the coarsest ensemble that employs 24 sources. The sources are randomly shifted in space and time from one configuration to another in order to reduce correlations between successive gauge-field configurations within the same ensemble. A standard blocking analysis of the
correlator data, ranging from block size 1 to block size 8 , reveals that the autocorrelations in our ensembles are negligible and that the errors in the correlator points stay approximately constant as we increase the block size, in line with our previous analyses that employed the same gauge configurations, fermion formulations, and source set-up [22,39$42,53,58,59]$. Therefore, we do not block the data in this work, and the correlators are processed through a singleelimination jackknife.

Two previous analyses with the asqtad ensembles [31,60] found that blocking the configurations by 4 or 8 was necessary in order to suppress autocorrelations. However, these analyses refer either to global observables (the topological susceptibility), or did not use the randomization procedure for the sources, which greatly reduces the autocorrelations in our data.

Given that one of our ensembles has a very fine lattice spacing $a \approx 0.045 \mathrm{fm}$, one might be worried about the topology freezing and its effect in the final results of the form factors. We did not perform a topology freezing analysis in the asqtad ensembles, but we expect the behavior to be similar to that of the HISQ ensembles. Based on Refs. $[61,62]$, we expect topology freezing to introduce a negligible bias in the chiral-continuum limit of the form factors.

The correlation functions described in the following two subsections contain the desired ground-state matrix elements, energies and form factors, but they also include contributions from excited states, which we must remove. For this purpose, we use two different kinds of interpolating operators per source: a local operator $d$ and a smeared operator based on the Richardson $1 S$ wave function $[63,64]$, and therefore we fix the configuration to Coulomb gauge. For each meson, the
radius of the smearing operator is the same in physical units for all ensembles. We refer the reader to Ref. [64] for further details. The smeared operator increases the overlap with the ground state, allowing for a more precise determination of the lowest energy level and its overlap factors. The inclusion of a local operator gives us a useful handle on the excited states. Further, to quantify excited-state contributions and obtain robust estimates of the associated uncertainties, we use Bayesian constraints with Gaussian priors and fit functions that include varying numbers of excited states [65].

To implement the Bayesian constraints, we follow the procedure of Appendix B of Ref. [58]. We minimize the augmented $\chi_{\text {aug }}^{2}$, as defined in Eq. (B3) of Ref. [58], but for the goodness of fit use the data-only $\chi^{2}$ (evaluated at the minimum of $\chi_{\text {aug }}^{2}$ ) and subtract the number of parameters from the number of data. Below we refer to this $\chi^{2}$ and counting of degrees of freedom as the deaugmented $\chi^{2} /$ dof. In our experience, the $p$ value calculated with a $\chi^{2}$ and a number of dof as defined in Eq. (B5) of Ref. [58] is a good indicator of goodness of fit, but it has not been proven rigorously to follow a uniform distribution. When calculating $p$ values, we further process the $\chi^{2} /$ dof ratio to take into account finite sample size [66].

### 3.3 Two-point functions

The $D^{*}$ and $B$-meson two-point functions are needed to extract the overlap factors and the energy states, for these are required inputs for the ratio fits. The two-point functions are constructed using interpolating operators $\mathcal{O}_{Y_{a}}(\boldsymbol{p}, t)$, where $Y=\left\{B, D^{*}\right\}$ is the meson of interest, $a=\{d, 1 S\}$ represents the smearing (point and Richardson), $t$ is the time and $\boldsymbol{p}$ is the spatial momentum. These operators are constructed with the same quantum numbers as a pseudoscalar for $Y=B$ and a vector for $Y=D^{*}$. In terms of the interpolating operators, the two-point correlators are then
$C_{Y_{a} \rightarrow Y_{b}}^{2 \mathrm{pt}}(\boldsymbol{p}, t)=\left\langle\mathcal{O}_{Y_{b}}(\boldsymbol{p}, t) \mathcal{O}_{Y_{a}}^{\dagger}(\boldsymbol{p}, 0)\right\rangle$.
Inserting a complete set of states between the interpolating operators, we obtain the spectral decomposition:

$$
\begin{align*}
C_{Y_{a} \rightarrow Y_{b}}^{2 \mathrm{pt}}(\boldsymbol{p}, t)= & \sum_{n} s_{n}(t) \frac{\sqrt{Z_{Y_{a}, n}(\boldsymbol{p}) Z_{Y_{b}, n}(\boldsymbol{p})}}{2 E_{n}(\boldsymbol{p})} \\
& \times\left(e^{-E_{n}(\boldsymbol{p}) t}+e^{-E_{n}(\boldsymbol{p})\left(L_{t}-t\right)}\right), \tag{31}
\end{align*}
$$

with $\sqrt{Z_{Y_{a, b}}(\boldsymbol{p})}$ the overlap factors, $L_{t}$ the temporal extent of our lattice and $s_{n}(t)$ the extra sign that arises due to the presence of particles with the opposite parity in the staggered regularization for the fermions,
$s_{n}(t)=\left\{\begin{array}{cc}1 & \text { Correct parity } \\ -(-1)^{t} & \text { Opposite parity }\end{array}\right.$.

Most correlators are available in four different configurations according to the smearing of the source and the sink: $d-d$, $d-1 S, 1 S-d$ and $1 S-1 S$. In the case of the $D^{*}$ meson, eight different momenta are available, namely, $(0,0,0),(1,0,0)$, $(1,1,0),(1,1,1),(2,0,0),(2,1,0),(2,2,0),(2,2,1)$, $(3,0,0)$, and $(4,0,0)$ in $2 \pi / L$ units. Of these, only $(0,0,0)$, $(1,0,0)$ and $(2,0,0)$ are used to calculate the form factors; the rest allow us to calculate the dispersion relation of the $D^{*}$. For $(1,0,0)$ and $(2,0,0)$, two different orientations of the momenta are considered, namely, parallel and perpendicular to the $D^{*}$ polarization.

The outline of the analysis of the two-point functions, explained in detail in the following subsections, is as follows. First the zero-momentum correlators are fit using phenomenological guidance for the prior central values. For the ground state, we set a prior similar to the physical mass of the mesons, and the excited states differ by $\Delta E=0.5 \mathrm{GeV}$. The prior widths are large enough to accommodate significant departures from these assumptions. These choices for the central value and widths of the priors are such that they have no influence on the fit result for the ground states. In fact, we consider several variations of the energy priors to verify that their only function is to guarantee the stability of the fits without influencing the ground-state fit parameters. The results of the zero-momentum fits are used to construct priors for the dispersion-relation fits. In particular, the ground-state energies are expected to follow the continuum dispersion relation, and the overlap factors for the local operators should be approximately constant, barring, in both cases, discretization effects. Using data for a variety of momenta, we fit the ground-state energies to a dispersion-relation expression that includes discretization terms, see Eq. (36). The resulting fit is used to calculate a prior for the energy of the ground state of the two nonzero-momentum correlators.

### 3.3.1 Two-point function fits

For the two-point function fits, we employ the form

$$
\begin{align*}
C_{Y_{a} \rightarrow Y_{b}}^{2 \mathrm{pt}}(t)= & \sum_{i=0,1}(-1)^{i(t+1)} \mathcal{Z}_{i, a} \mathcal{Z}_{i, b}\left(e^{-E_{i} t}+e^{-E_{i}\left(L_{t}-t\right)}\right) \\
& +\sum_{i=2}^{2 N-1}(-1)^{i(t+1)} \mathcal{Z}_{i, a b}^{2}\left(e^{-E_{i} t}+e^{-E_{i}\left(L_{t}-t\right)}\right), \tag{33}
\end{align*}
$$

where the state oscillates in time for odd $i$, but not for even $i$. This kind of fit is denoted as $N+N$, meaning we include $N$ nonoscillating and $N$ oscillating states. Both oscillating and nonoscillating excited states are fitted as the logarithm of the energy difference $\Delta E_{i}=E_{i}-E_{i-2}$ in order to avoid the collapse of two energy levels. In the higher states, we never interrelate energies of oscillating and nonoscillating states,
i.e., the fitted $\Delta E_{i}$ always refer to the difference between two states of the same type. The overlap factors in Eq. (31) are included in the fit function via

$$
\begin{equation*}
\mathcal{Z}_{j}=\sqrt{Z_{j} / 2 E_{j}} \tag{34}
\end{equation*}
$$

For the $\mathcal{Z}$ factors of the ground states, we also use a logarithm, forbidding the possibility $\mathcal{Z} \leq 0$.

We perform joint fits of all available correlators for a given combination of meson and momentum. That gives us three correlators corresponding to the $d-d, 1 S-1 S$, and the crossed average between the $d-1 S$ and the $1 S-d$ operators. In the cases where we distinguish between different orientations of the polarization of the $D^{*}$ meson with respect to its momentum, the total number of correlators increases to six. The fitter uses the covariance matrix of the whole set of data, where the fit parameters are constrained with Gaussian priors. The prior central values for the energy levels in the fit functions for the zero-momentum correlators are guided by the experimental values for the meson mass in question and an empirical analysis of the data. The prior width of the physical (oscillating) ground state is chosen to be 140 MeV ( 520 MeV ). In the fit functions for the nonzero-momentum correlators used for the dispersion relation, the ground-state energy prior central values are set equal to $\sqrt{M^{2}+\boldsymbol{p}^{2}}$, where $M$ is the posterior ground state energy from the fit to the corresponding zero-momentum correlator. The width of the prior is enlarged to encompass the expected discretization errors $O\left(\alpha_{s} a^{2} p^{2}\right)$. The prior central value for the energy difference between two neighboring oscillating or nonoscillating states is taken to be 0.5 GeV . Their widths vary with the ensemble, but they are always larger than 0.2 GeV . The fit functions for the nonzeromomentum correlators employed in the three-point function analysis, namely momenta $2 \pi(1,0,0) / L$ and $2 \pi(2,0,0) / L$, use the dispersion-relation results as priors for the groundstate energy.

The energy levels are constrained to be the same across smearings, but the overlap factors are different, and they are represented with different parameters. For the ground states of the crossed average, we do not fit the $\mathcal{Z}_{j}$ amplitudes, but we impose the exact constraint

$$
\begin{equation*}
\mathcal{Z}_{d, 1 S}^{2}=\mathcal{Z}_{1 S} \mathcal{Z}_{d} \tag{35}
\end{equation*}
$$

The $\mathcal{Z}_{j}$ amplitudes of the excited states of the crossed average are treated as separate fit parameters as they may describe a mix of excited states. Our $\mathcal{Z}_{j}$ amplitudes are also allowed to depend on the orientation of the momentum, when applicable, and Eq. (35) applies independently to each orientation. The priors for the $\mathcal{Z}_{j}$ factors of the ground states follow a log-normal distribution. Their central values are estimated following an empirical examination of the data, and their widths are large enough to accommodate significant departures from those original choices, roughly within one order of magnitude. In particular, the width of the physical ground
state amplitude prior is set to 0.5 for all ensembles, and the width of the posterior is usually 20 times smaller. The prior is enlarged for the nonzero momentum correlators by a factor $\approx\left(1+2 \alpha_{s} p^{2}\right)$. In the case of the oscillating ground state, the width of the amplitude is set to 1.2 for the zero momentum correlators and 2.0 for the nonzero momentum ones, with a typical posterior width of 0.5 . In contrast, we use a Gaussian distribution for the excited-state priors. The width is fixed to be 3.5 for all ensembles, whereas the width of the resulting posteriors is typically an order of magnitude smaller. We test thoroughly that the fit results for the ground states are largely unaffected by the choice of priors and prior widths, as long as the fit remains stable.

The fit ranges are chosen following a systematic procedure: $t_{\text {Max }}$ is chosen such that the correlator points for $t<t_{\text {Max }}$ have fractional errors smaller than $\approx 20-30 \%$. In this way, the covariance matrix is not contaminated by excessive noise, but the value of $t_{\text {Max }}$ becomes ensemble dependent. However, the correlator fits are generally insensitive to variations of $t_{\text {Max }}$ within this constraint. In contrast, $t_{\text {Min }}$ is chosen to have the same value in physical units for all ensembles and momenta. We do this because we expect the degree to which excited states influence the fit depends on their physical separation from the ground state. We apply the following four criteria to select the best $t_{\text {Min }}$ value: (1) when including all ensembles and momenta, the $p$ value must follow a sufficiently flat distribution for 15 ensembles, (2) the $2+2$ and the $3+3$ fits must agree on the nonoscillating ground-state energy and overlap factors, (3) the fit result must be stable under small variations of the fit range, and (4) the product $\mathcal{Z}_{d} \sqrt{2 E}=Z_{d}$ for the overlap factor of the ground state should be approximately independent of the momentum, barring discretization effects. When these conditions are all fulfilled, we consider that the systematic errors due to the omission of still further excited states have been included in the statistical fit error. This usually leaves us with a small range of possible values for $t_{\mathrm{Min}}$, we chose among those the one that complies best with all these conditions. The selected values are listed in Table 3. An example of the level of agreement that is reached between our $2+2$ and $3+3$ two-point correlator fits is shown in Table 4.

Previous experience [22,39,41,42,53,58], which also applies to this study, has shown that it is better to impose the four criteria introduced above on a set of fits, rather than choosing, on a case-by-case basis, the fit with the smallest $\chi^{2} /$ dof, the smallest error, or some other notion of "best" fit. The case-by-case approach amplifies meaningless statistical fluctuations, which can introduce problems in subsequent steps of the analysis (here, the chiral-continuum extrapolation). Figure 2 shows the stability of $1+1,2+2$, and $3+3$ fits on ensembles at four lattice spacings, denoting the common $t_{\text {Min }}$. It illustrates that we could have chosen smaller values of $t_{\text {Min }}$ on some ensembles, if we had adopted ensemble-by-

Table 3 Fit ranges in physical units for the two-point function fits used in the analysis of the form factors. As the number of included states increases, $t_{\mathrm{Min}}$ is reduced to include information from the rapidly decaying excited states in the fit. For the coarsest ensembles and momentum $2 \pi(4,0,0) / L$, the fit ranges do not yield enough points to perform a fit. In those cases the $2 \pi(4,0,0) / L$ point is simply dropped

| $p(2 \pi / L)$ | Two-point |  |  |
| :--- | :--- | :--- | :--- |
|  | $2+2 t_{\text {Min }}(\mathrm{fm})$ | $3+3 t_{\text {Min }}(\mathrm{fm})$ | $t_{\text {Max }}(\mathrm{fm})$ |
| $(0,0,0)$ | 1.021 | 0.631 | 3.301 |
| $(1,0,0)$ |  |  | 3.241 |
| $(2,0,0)$ |  |  | 2.431 |
| $(1,1,0)$ | 1.021 | 0.631 | 2.836 |
| $(1,1,1)$ |  |  | 2.551 |
| $(2,1,0)$ |  |  | 2.251 |
| $(2,1,1)$ |  | 2.161 |  |
| $(2,2,0)$ |  | 1.921 |  |
| $(2,2,1)$ |  | 1.801 |  |
| $(3,0,0)$ |  |  | 1.681 |
| $(4,0,0)$ |  |  | 1.201 |

ensemble criteria. Hence, our common $t_{\text {Min }}$ value is conservatively chosen.

### 3.3.2 The dispersion relation

The calculation of the dispersion relation serves two purposes: first, we can estimate a good prior for the two-point functions that enter in the analysis of the form factors; second, by checking the size of the deviations from the continuum dispersion relation, we can test whether the discretization errors due to the heavy quarks are under control. The dispersion relation which includes discretization effects can be written as

$$
\begin{align*}
a^{2} E^{2}(\boldsymbol{p})= & \left(a M_{1}\right)^{2}+\frac{M_{1}}{M_{2}}(a \boldsymbol{p})^{2} \\
& +\frac{1}{4}\left[\frac{1}{\left(a M_{2}\right)^{2}}-\frac{a M_{1}}{\left(a M_{4}\right)^{3}}\right]\left(a^{2} \boldsymbol{p}^{2}\right)^{2} \\
& -\frac{a M_{1} w_{4}}{3} \sum_{i=1}^{3}\left(a p_{i}\right)^{4}+O\left(p_{i}^{6}\right), \tag{36}
\end{align*}
$$

where $M_{1}$ is the rest mass, $M_{2}$ is the kinetic mass, and $M_{4}$ is a further mass-like quantity. A key observation of Ref. [49] is that the matching of the relativistic Wilson action via HQET or NRQCD to continuum QCD removes discretization effects that grow uncontrollably with $a M$. In Eq. (36) discretization effects are described by the coefficients of the $(a \boldsymbol{p})^{n}$ terms, parameterized by $w_{4}, M_{1}, M_{2}$ and $M_{4}$, for which explicit expressions are given in Ref. [49]. We tune the kinetic mass
 $3+3$ state fits. We include here all fits that distinguish between the different orientations of the momentum. In the analysis we use the $3+3$ state fit result

| $p(2 \pi / L)$ | $E_{D^{*}}$ |  | $\underline{\mathcal{Z}} \stackrel{\perp}{\perp}$ |  | $\underline{\mathcal{Z}}{ }_{d}^{\perp}$ |  | $\mathcal{Z}_{1 S}^{\\|}$ |  | $\underline{\mathcal{Z}}_{d}^{\\|}$ |  | $\chi^{2} /$ dof |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $2+2$ | $3+3$ | $2+2$ | $3+3$ | $2+2$ | $3+3$ | $2+2$ | $3+3$ | $2+2$ | $3+3$ | $2+2$ | $3+3$ |
| $(1,0,0)$ | 1.0837(21) | 1.0841(19) | 2.527(37) | 2.531(39) | 0.2777(43) | 0.2767(46) | 2.682(39) | 2.674(42) | 0.2912(45) | 0.2897(48) | 101.8/92 | 120.5/95 |
| $(2,0,0)$ | 1.1854(49) | $1.1890(50)$ | 1.555(61) | $1.579(63)$ | 0.253(10) | 0.259(10) | 1.842(76) | 1.881(83) | 0.296(12) | 0.302(12) | 47.3/50 | 62.7/60 |

$M_{2}$ to match the experimentally observed mass, according to the nonrelativistic interpretation of the clover action [49]. ${ }^{1}$

The leading $O\left(a^{2}\right)$ discretization effects are due to $M_{1} / M_{2} \sim 1$. Expectations for this ratio can be inferred from perturbation theory for the quark masses [68] and by tracing contributions to the binding energy $[69,70]$. On this basis, we expect $M_{1} / M_{2}$ to be $1+O\left(\alpha_{s},\left(a m_{0 c}\right)^{2}\right)$, and we would like to test whether the leading deviation from the continuum dispersion relation, $E^{2}=\boldsymbol{p}^{2}+M^{2}$, grows as $O\left(\alpha_{s} a^{2} p^{2}\right)$. We can check whether our nonzero momentum fits show deviations of order $O\left(\alpha_{s} a^{2} p^{2}\right)$ from the continuum dispersion relation, and we can also fit the energies from our correlator fits to Eq. (36), considering the coefficients in front of the powers of momenta as fit parameters. These results are used to guide the prior central values for the ground-state energies of the two-point correlators with nonzero momentum that are part of the three-point analysis which yields the form factors. In order to make this prior independent of the form-factor data, we exclude the $p=2 \pi(1,0,0) / L$, $2 \pi(2,0,0) / L$ momenta from the dispersion-relation calculation. As explained in Sect. 3.3, data for different polarizations of the $D^{*}$ meson are available only for $p=2 \pi(1,0,0) / L$ and $2 \pi(2,0,0) / L$. Therefore, these are the only momenta for which we obtaine the form factors at nonzero recoil.

In Table 5, we show the results of our two-point correlator fits that enter in the dispersion-relation fit for a particular ensemble. There is good agreement between the $2+2$ and the $3+3$ state fits, indicating that the systematic error from the omission of higher states is negligible. Results for other ensembles show a similar behavior. Figure 3 compares the continuum dispersion relation with our data. The data points show small discretization errors, which tells us that, indeed, these errors are under control.

### 3.4 Three-point functions

With our previously defined interpolating operators, we can also construct three-point correlators by sandwiching a current between two meson states,

$$
\begin{equation*}
C_{X_{a} \rightarrow Y_{b}}^{J^{\mu}}(\boldsymbol{p}, t)=\left\langle\mathcal{O}_{Y_{b}}(\mathbf{0}, T) J^{\mu}(\boldsymbol{p}, t) \mathcal{O}_{X_{a}}^{\dagger}(-\boldsymbol{p}, 0)\right\rangle \tag{37}
\end{equation*}
$$

Using the same notation as in Eq. (31), we can write the spectral decomposition of the three-point correlators for a particular source-sink separation $T$ as
$C_{X_{a} \rightarrow Y_{b}}^{J^{\mu}}(\boldsymbol{p}, t)=\sum_{n} s_{n}(t) s_{m}(T-t) \sqrt{Z_{Y_{b}, n}(\boldsymbol{p})} \frac{e^{-E_{n}(\boldsymbol{p}) t}}{2 E_{n}(\boldsymbol{p})}$

[^1]\[

$$
\begin{align*}
& \times\left\langle Y_{b}, n, \boldsymbol{p}\right| J^{\mu}\left|X_{a}, m, \mathbf{0}\right\rangle \\
& \times \sqrt{Z_{X_{a}, m}(\mathbf{0})} \frac{e^{-M_{m}(T-t)}}{2 M_{m}}, \tag{38}
\end{align*}
$$
\]

where we choose $t<T \ll L_{t}$, such that wraparound terms with $t \rightarrow L_{t}-t$ and $T-t \rightarrow L_{t}-(T-t)$ in the exponent are completely negligible, at most $\sim 10^{-16}$,

In our three-point functions, we always use a Richardson $1 S$ smearing for the $B$ meson, but the $D^{*}$ meson operator is either $1 S$-smeared or point $d$. This gives a variety of possibilities for constructing ratios of correlators. For $x_{f}$ we use
$x_{f}(\boldsymbol{p}, t, T)=\frac{C_{D_{1 S}^{*} \rightarrow D_{a}^{*}}^{V_{j}}\left(\boldsymbol{p}_{\perp, \|}, t, T\right)}{C_{D_{1 S}^{*} \rightarrow D_{a}^{*}}^{V_{4}}\left(\boldsymbol{p}_{\perp, \|}, t, T\right)}$,
where $a=d, 1 S$ and the orientation of the momentum can be arbitrary, as long as it is the same for the correlator in the numerator and denominator. These combinations cancel the leading overlap factors and exponentials. The same cancelation can be achieved in $X_{V}$,
$X_{V}(\boldsymbol{p}, t, T)=\frac{C_{B_{1 S} \rightarrow D_{a}^{*}}^{V_{j}}\left(\boldsymbol{p}_{\perp}, t, T\right)}{C_{B_{1 S} \rightarrow D_{a}^{*}}^{A_{j}}\left(\boldsymbol{p}_{\perp}, t, T\right)}$.
In these two ratios we can find the desired matrix element in the limit $t \gg 0$ and $T-t \gg 0$, with $t<T$. The double ratio and the other two single ratios can be expressed in the same way

$$
\begin{align*}
X_{0}(\boldsymbol{p}, t, T)= & \frac{C_{B_{1 S} \rightarrow D_{a}^{*}}^{A_{4}}\left(\boldsymbol{p}_{\|}, t, T\right)}{C_{B_{1 S} \rightarrow D_{a}^{*}}^{A_{j}}\left(\boldsymbol{p}_{\perp}, t, T\right)} \sqrt{\frac{Z_{D^{*}, a}\left(p_{\perp}\right)}{Z_{D^{*}, a}\left(p_{\|}\right)}}  \tag{41}\\
X_{1}(\boldsymbol{p}, t, T)= & \frac{C_{B_{1 S} \rightarrow D_{a}^{*}}^{A_{j}}\left(\boldsymbol{p}_{\|}, t, T\right)}{C_{B_{1 S} \rightarrow D_{a}^{*}}^{A_{j}}\left(\boldsymbol{p}_{\perp}, t, T\right)} \sqrt{\frac{Z_{D^{*}, a}\left(p_{\perp}\right)}{Z_{D^{*}, a}\left(p_{\|}\right)}},  \tag{42}\\
R_{A_{1}}(\boldsymbol{p}, t, T)= & \frac{C_{B_{1 S} \rightarrow D_{a}^{*}}^{A_{j}}\left(\boldsymbol{p}_{\perp}, t, T\right) C_{D_{a}^{*} \rightarrow B_{1 S}}^{A_{j}}\left(\boldsymbol{p}_{\perp}, t, T\right)}{C_{D_{a}^{*} \rightarrow D_{1 S}^{*}}^{V_{1}^{4}}(\mathbf{0}, t, T) C_{B_{1 S} \rightarrow B_{1 S}(\mathbf{0}, t, T)}^{V^{4}}} \\
& \times \frac{Z_{D^{*}, a}\left(p_{\perp}\right)}{\sqrt{Z_{D^{*}, a}(0) Z_{D^{*}, 1 S}(0)}} \\
& \times \frac{M_{D^{*}}^{2}}{E_{D^{*}}^{2}(\boldsymbol{p})} e^{-\left(E_{D^{*}(\boldsymbol{p})-M_{\left.D^{*}\right) T}}\right.} \tag{43}
\end{align*}
$$

but in this case the computed ratios depend on extra factors that must be removed before extracting the matrix elements. The overlap factors are removed per jackknife bin using the results of the two-point correlator fits. In this way we can propagate correlations from one fit to the other. The $M_{D^{*}} / E_{D^{*}}=1 / w$ factor in Eq. (43) is removed using the value of the recoil parameter, as extracted from Eq. (21) per jackknife bin.


Fig. 2 Stability plots for the $D^{*}$-meson energy in lattice units with zero momentum (i.e., the mass) for four different ensembles with $m_{l} / m_{s}=0.2$ and approximate lattice spacings 0.12 fm (upper left), 0.09 fm (upper right), 0.06 fm (lower left) and 0.045 fm (lower right). The size of each point is proportional to the $p$ value, and visible point markers represent reasonable fits. The $y$ axis represents the energy of the ground state in lattice units on each ensemble, with a range that roughly

correspond to the same interval in physical units. The $t_{\text {Min }}$ chosen for the analysis, which corresponds to $3+3$ correlator fits, is marked by a vertical dotted line. The point chosen is the closest one to the line. It is evident that on some ensembles smaller choices of $t_{\text {Min }}$ are still in the stability region, which means that our common $t_{\text {Min }}$ is conservatively chosen

Table 5 Results for the $D^{*}$-meson two-point correlator fits on the $a=0.12 \mathrm{fm}, m_{l}=0.14 m_{s}$ ensemble. We compare the nonoscillating ground-state energy and overlap factors for the $2+2$ and $3+3$ state fits. We include here all fits that did not distinguish between the
different orientations of the momentum. Momentum $2 \pi(4,0,0) / L$ did not have enough degrees of freedom left for the $3+3$ state fit, and hence it is not shown. In the analysis we use the $3+3$ state fit result

| $p(2 \pi / L)$ | $\underline{a E_{D^{*}}}$ |  | $\underline{\mathcal{Z}}_{1 S}$ |  | $\mathcal{Z}_{d}$ |  | $\underline{\chi} \underline{2}^{2}$ dof |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $2+2$ | $3+3$ | $2+2$ | $3+3$ | $2+2$ | $3+3$ | $2+2$ | $3+3$ |
| $(0,0,0)$ | 1.0419(17) | 1.0405(17) | $3.079(25)$ | 3.052(24) | 0.2865(26) | 0.2835(30) | 54.5/55 | 56.2/59 |
| $(1,1,0)$ | $1.1205(31)$ | $1.1215(26)$ | 2.217(44) | 2.215(44) | $0.2786(56)$ | 0.2782(51) | 36.8/36 | 47.2/40 |
| $(1,1,1)$ | 1.1569(36) | $1.1576(30)$ | 1.939(45) | 1.928(43) | 0.2769(61) | 0.2760(53) | 30.3/27 | 35.5/31 |
| $(2,1,0)$ | 1.2191(43) | 1.2202(35) | 1.478(40) | 1.477(41) | 0.2682(64) | 0.2683(55) | 10.5/21 | 19.5/25 |
| $(2,1,1)$ | 1.2513(47) | $1.2536(38)$ | 1.324(40) | 1.323(39) | 0.2666(67) | 0.2663(56) | 16.5/18 | 23.5/22 |
| $(2,2,0)$ | 1.3089(65) | 1.3100(49) | 1.052(49) | 1.050(44) | 0.2611(68) | 0.2607(57) | 13.8/12 | 15.4/16 |
| $(2,2,1)$ | 1.3378(72) | $1.3402(58)$ | 0.989(53) | 0.959(44) | 0.2598(68) | 0.2596(58) | 12.0/9 | 15.5/13 |
| $(3,0,0)$ | 1.3168(79) | 1.3168(79) | 0.822(73) | 0.83(12) | 0.2523(68) | 0.2513(59) | 3.6/6 | 9.0/10 |



Fig. 3 Ratio between the fitted energies and the expected energies from the continuum dispersion relation. The color encodes the lattice spacing, whereas the different symbols encode the light-to-strange mass ratio. The cones show the expected size of the discretization errors per lattice spacing for our lattice formulation. Hence, each cone follows the equation $\alpha_{s} a^{2} p^{2}$, where $\alpha_{s}$ is different for each lattice spacing, and it is calculated following Refs. [71,72]. The cones are color coded to match points with the same lattice spacing. All plotted points for each particular lattice spacing lie within their respective cones, which in turn means that the discretization errors are well within the expected size

The double ratio $R_{A_{1}}$ deserves further comment. First, we reanalyze the zero-momentum correlators [22] using the criteria given above. That also implies the double ratio $R_{A_{1}}(\boldsymbol{p}=\mathbf{0})$ is constructed only for the $a=1 S$ smearing. Second, we did not generate three-point functions at nonzero momentum of the form $C_{D_{a}^{*} \rightarrow B_{1 S}}^{A_{j}}\left(\boldsymbol{p}_{\perp}, t, T\right)$, so we use the time reversal operation $\mathcal{T}$ to obtain the missing correlator,
$C_{B_{1 S} \rightarrow D_{a}^{*}}^{A_{j}}\left(\boldsymbol{p}_{\perp}, t, T\right) \xrightarrow{\mathcal{T}} C_{D_{a}^{*} \rightarrow B_{1 S}}^{A_{j}}\left(\boldsymbol{p}_{\perp}, T-t, T\right)$.

### 3.4.1 Three-point function fits

The three-point functions are also affected by the oscillating states introduced by the staggered regularization. So are the ratios constructed with such three-point correlators, but the dependence on the oscillating states is not as clean as in the case of the two-point functions. Our ratios do not show any noticeable oscillatory behavior in source and sink, but states that oscillate at both ends introduce a nonnegligible overall shift on the ratio central value that depends on the sink time $T$ as $(-1)^{T}$. In order to remove this contribution, we smooth the data following Refs. [22,31,53,73], namely, we calculate the three-point correlators at two different values of the sink time $T$, and then we compute the following weighted average to suppress this unwanted shift in most ratios:
$\bar{R}(t, T) \equiv \frac{1}{2} R(t, T)+\frac{1}{4} R(t, T+1)+\frac{1}{4} R(t+1, T+1)$,
with $\quad R=X_{0}, X_{1}, X_{V}, x_{f}$ and $R_{A_{1}}(\boldsymbol{p}=0)$.

The contribution of the oscillating shift is then greatly suppressed.

The double ratio at nonzero momentum, $R_{A_{1}}(\boldsymbol{p} \neq 0)$, requires the explicit removal of the sink-dependent exponentials in order to avoid bias,

$$
\begin{align*}
& \bar{R}_{A_{1}}(\boldsymbol{p} \neq 0, t, T) \\
& \equiv \\
& \quad \frac{1}{2} R_{A_{1}}(\boldsymbol{p}, t, T) e^{\left(E_{D^{*}}(\boldsymbol{p})-M_{D^{*}}\right) T} \\
& \quad+\frac{1}{4} R_{A_{1}}(\boldsymbol{p}, t, T+1) e^{\left(E_{D^{*}}(\boldsymbol{p})-M_{D^{*}}\right)(T+1)}  \tag{46}\\
& \quad+\frac{1}{4} R_{A_{1}}(\boldsymbol{p}, t+1, T+1) e^{\left(E_{D^{*}}(\boldsymbol{p})-M_{D^{*}}\right)(T+1)}
\end{align*}
$$

These exponentials are removed using the energy and mass values coming from the two-point correlator fits per jackknife bin. The ratio averages defined in Eqs. (45) and (46) suppress the contributions from the unwanted oscillations to a fraction of the statistical errors. Therefore, we henceforth employ only the averaged ratios in our analysis and omit the bar for simplicity. The data are then processed through a single elimination jackknife, and the extra overlap factors and exponentials are removed by using the values obtained in the two-point correlator fits per jackknife bin. Then the ratios are fitted to the functional form:

$$
\begin{align*}
R(\boldsymbol{p}, t, T)= & K\left(1+A_{1} e^{-\Delta E_{X}^{1} t}+A_{2} e^{-\Delta E_{X}^{2} t}\right. \\
& \left.+B_{1} e^{-\Delta E_{Y}^{1}(T-t)}+B_{2} e^{-\Delta E_{Y}^{2}(T-t)}\right) \tag{47}
\end{align*}
$$

where $K$ is the matrix element we want to extract, and the extra terms take into account the presence of excited states, assuming their contribution is small. The labels $X, Y$ represent mesons at source and sink, respectively, and $\Delta E_{X, Y}^{j}$ represents the energy difference between the ground state and the $j^{\text {th }}$ excited state. The second excited states at source and sink (included in the $A_{2}$ and $B_{2}$ terms) are necessary to remove systematic errors due to unaccounted excited states. In order to check this point, we computed the ratio $x_{f}$ with different polarizations of the $D^{*}$ meson. We expect the extracted matrix elements from different polarizations to agree, except for discretization effects that should be reduced as the lattice spacing decreases. Nonetheless, our results show a difference between the analysis with a single excited state at source and sink and the analysis with two excited states at each end. The addition of extra excited states not only increases the error, as expected, but also brings the central values calculated with different polarizations closer. Overall there is a large reduction in the difference between the cases with polarization parallel and perpendicular to the momentum. This behavior depends only mildly on the lattice spacing, as can be checked in Fig. 4.


Fig. 4 Difference in sigmas between $x_{f}$ calculated with parallel and perpendicular polarizations, for momenta $p^{2}=1,4$ and one $(2+2)$ and two $(3+3)$ excited states at source and sink in the ratio. The gray band corresponds to differences $\leq 1 \sigma$. It is clear that an increase in the number of excited states reduces the difference between polarizations
to $1 \sigma$ or less, whereas with a single excited state the difference can reach as high as $2 \sigma$ in some cases. Since we do not have any other way to keep in check the systematics due to excited states for other ratios, we take a conservative approach and use the $3+3$ state fits for the rest of the analysis

The two available sets of correlators with smearing operators $a=d, 1 S$ are fit simultaneously, so that they share $\Delta E$ and $K$, but each smearing has its own $A_{1,2}$ and $B_{1,2}$. We employ a loose prior for $K$ with a central value roughly set by the ratios at $\approx T / 2$, where the excited states are more suppressed, and with a width large enough to accommodate significant variations: in the case of the double ratio $R_{A_{1}}$ the width of the prior is set to 0.1 , whereas the other ratios use 0.05 . In all cases, the width of the prior encompasses all available correlator points for the single ratios. Except for the double ratio, the excited states at source and sink carry different signs, hence we ensure the prior covers the central value of the matrix element. Typically, the posterior is almost an order of magnitude narrower that the prior, although in the least precise cases th the posterior width is $\approx 60 \%$ of the prior. The priors for the $\Delta E$ of the first (second) excited states are taken from the two-point function fits with $3+3$ states, but we increase the error by a factor of three (eight) to allow $\Delta E$ to differ from the two-point correlator values. This increase takes into account the fact that the $t_{\text {Min }}$ in the ratio fits is much smaller than in the two-point function fits, and the excited-state pattern might be different as well. The priors for $A_{1,2}$ and $B_{1,2}$ are taken to be $0(2)$ and $0(1)$ in the smeared and point source cases respectively. ${ }^{2}$ As stated above, our priors are conservative enough that significant variations of their central values and/or widths do not result in a relevant change in the posterior for the matrix element.

[^2]The fit ranges are chosen following criteria similar to the two-point function case. We use the same value of $t_{\text {Min }}$ and $t_{\text {Max }}$ in physical units for all ensembles and all ratios, except for the double ratio, where we use $t_{\text {Max }}=T-t_{\text {Min }}$ to account for the fact that the states on source and sink are exactly the same. In this case, we take the same $t_{\text {Min }}$ as for the rest of the ratios. We choose the fits that show stability over small variations of the fit range and result in a reasonably flat distribution for the $p$ values.

### 3.5 Calculation of the recoil parameter

As in previous work [52,53], we use the ratio $x_{f}$ to define the recoil parameter, following Eq. (21). The disadvantage of this method is that it introduces systematic errors due to the renormalization of the currents. One could also use the continuum dispersion relation to define the recoil parameter:
$w=\sqrt{\frac{M_{D^{*}}^{2}+\boldsymbol{p}^{2}}{M_{D^{*}}^{2}}}$,
where $\boldsymbol{p}$ is the three-momentum of the $D^{*}$ meson, and the mass is either $M_{1}$ or $M_{2}$. The different choices for the different definition of the mass are expected to result in slightly different discretization errors that are resolved in our chiralcontinuum extrapolation, so the choice should not affect the final results. As shown in Fig. 5, the error in the $x_{f}$ method encompasses the differences in the rest- and the kinetic-mass versions of Eq. (48). In this work, we take a conservative approach and define $w$ via Eq. (21), but we note that all choices lead to results for the form factors, $\left|V_{c b}\right|$, and $R\left(D^{*}\right)$ that are compatible within errors.


Fig. 5 Comparison of different definitions of the recoil parameter. The horizontal axis labels the ensemble, whereas the vertical axis shows the recoil value $w$, calculated from the different definitions. The ratio method is shown before ("Ratio") and after ("Ratio matching") includ-
ing the matching errors, whereas the points labeled as "Dispersion relation $M_{1,2}$ " use Eq. (48) and the fitted rest $\left(M_{1}\right)$ or kinetic $\left(M_{2}\right)$ mass of the $D^{*}$ meson. The three-momentum is set to $p=2 \pi(1,0,0) / L$ $[p=2 \pi(2,0,0) / L]$ in the lower (upper) panel

### 3.6 Current renormalization and blinding

As outlined in Sect. 2.2, the ratios described in Eqs. (39)(43) are constructed in such a way that the flavor-diagonal renormalization factors $Z_{V_{c c}^{4}} Z_{V_{b b}^{4}}$ from Eq. (14) cancel out. Hence, what remains is only the computation of the different matching factors $\rho_{X}$ that enter in the ratios. These factors can be calculated using perturbation theory, but the calculation becomes cumbersome for $w>1$. In this article, we use the approximation $a m_{2 c} \rightarrow 0$, where $a m_{2 c}$ is the charm kinetic mass, which removes the dependence on $w$, because a light quark cannot modify the dynamics of a heavy quark in the heavy quark limit (see Appendix C and Refs. [50,74]). Then we incorporate errors coming from these approximations.

The $w$ dependence introduces an error proportional to $w-1$, and the $a m_{2 c} \rightarrow 0$ approximation increases the error by $O\left(\alpha_{s} a m_{2 c}\right)$.

The calculation of the axial matching factor $\rho_{A_{j}}(1)$ then follows exactly the procedure of Ref. [22]. The other ratios require further calculations that are detailed in Appendix B. The resulting values for all matching factors are gathered in Table 6, where the errors shown are from the VEGAS integration. The errors associated with the approximations we make to obtain those factors are discussed in Appendix B. They are added to those in Table 6 before carrying out the chiral-continuum extrapolation.

We also calculate the matching factors for the ensembles involved in the heavy-quark (HQ) mistuning corrections.

Table 6 Matching factors calculated at one loop in perturbation theory for all ensembles and form factors. The errors shown in the table do not include the systematic errors coming from the approximations employed in the calculation of the matching factors. They are nonetheless included in the chiral-continuum extrapolation. These errors and more details on the calculation are described in Appendix B. The last two columns include the values of $\alpha_{V}$ and $m_{2 c} a$ used in Appendix B to estimate the matching errors

| $a(\mathrm{fm})$ | $a m_{l} / a m_{s}$ | $\rho_{A_{j}}$ | $\rho_{A_{4}} / \rho_{A_{j}}$ | $\rho_{V_{j}} / \rho_{A_{j}}$ | $\alpha_{V}$ | $m_{2 c} a$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\approx 0.15$ | $0.0097 / 0.0484$ | $0.990864(48)$ | $0.945800(10)$ | $0.8835513(23)$ | 0.3589 | 0.6000 |
| $\approx 0.12$ | $0.02 / 0.05$ | $0.994199(25)$ | $0.961710(9)$ | $0.9133327(20)$ | 0.3047 | 0.4259 |
|  | $0.01 / 0.05$ | $0.988811(22)$ | $0.957865(9)$ | $0.9096509(22)$ | 0.3108 | 0.4460 |
|  | $0.007 / 0.05$ | $0.993665(41)$ | $0.960041(9)$ | $0.9101966(21)$ | 0.3102 | 0.4469 |
|  | $0.005 / 0.05$ | $0.993640(23)$ | $0.960038(9)$ | $0.9101935(21)$ | 0.3102 | 0.4471 |
| $\approx 0.09$ | $0.0124 / 0.031$ | $0.998292(13)$ | $0.971160(5)$ | $0.9320012(15)$ | 0.2582 | 0.3269 |
|  | $0.0062 / 0.031$ | $0.998077(13)$ | $0.970701(6)$ | $0.9310817(16)$ | 0.2607 | 0.3317 |
|  | $0.00465 / 0.031$ | $0.997956(18)$ | $0.970559(6)$ | $0.9308184(16)$ | 0.2611 | 0.3350 |
|  | $0.0031 / 0.031$ | $0.997901(12)$ | $0.970405(7)$ | $0.9305130(16)$ | 0.2619 | 0.3361 |
|  | $0.00155 / 0.031$ | $0.997889(16)$ | $0.970353(7)$ | $0.9303983(16)$ | 0.2623 | 0.3365 |
|  | $0.0072 / 0.018$ | $1.001973(7)$ | $0.978328(4)$ | $0.9460531(12)$ | 0.2238 | 0.2343 |
|  | $0.0036 / 0.018$ | $1.002050(11)$ | $0.978408(4)$ | $0.9461304(11)$ | 0.2245 | 0.2327 |
|  | $0.0025 / 0.018$ | $1.002013(13)$ | $0.978356(5)$ | $0.9460189(12)$ | 0.2249 | 0.2336 |
|  | $0.0018 / 0.018$ | $1.002015(6)$ | $0.978309(4)$ | $0.9459167(12)$ | 0.2253 | 0.2339 |
| $\approx 0.045$ | $0.0028 / 0.014$ | $1.005588(8)$ | $0.984902(2)$ | $0.9578549(7)$ | 0.2013 | 0.1647 |

This is a departure from Ref. [53], where the matching factors are applied after the HQ-mistuning correction. In this way, we completely separate the HQ-mistuning corrections from the matching errors.

During the analysis, we blinded the form-factor data by multiplying the matching factor $\rho_{A_{j}}$ by an unknown, random number close to 1 . The ratios $\rho_{A_{4}} / \rho_{A_{j}}$ and $\rho_{V_{j}} / \rho_{A_{j}}$ are left unchanged. Via the correlator ratios and Eqs. (26)-(29), all form-factor values on all ensembles are thus multiplied by a common factor. All stages of the analysis were tested either through independent fits performed by two co-authors or by using independent methods or codes. Only after the full analysis was complete, including construction of the systematic error budget (Sect. 4) and $z$ expansion (Sect. 5), the blinding factor was removed from $\rho_{A_{j}}$, and the analysis scripts were rerun to extract the unblinded results for the form factors.

### 3.7 Heavy-quark-mass adjustment

The bare masses for the $b$ and $c$ quarks are tuned such that the kinetic masses of the $B_{s}$ and $D_{s}$ meson on each ensemble are equal to their physical values. Nonetheless, the tuning procedure has errors that must be taken into account. The procedure is explained in Appendix C and outlined here. As we generate configurations, values for the heavy-quark masses that give approximately the correct meson masses can be estimated. These initial values are employed to compute the two- and three-point functions that we analyze in this work. At the end of the data generation, the much larger statistical sample allows for a more precise determination of the $b$ and $c$ quark masses by using the procedure detailed in Ref. [22]. We must then correct for this mismatch.

The correction is calculated nonperturbatively by studying the effect of a varying heavy-quark mass in a single ensemble on all correlation functions. Since the heavy-quark mismatch is small, a linear fit in $1 / m_{Q}$ for each flavor $Q=c, b$ and form factor is usually sufficient. Once the functions that describe the evolution of the form factors with the quark masses are known, we can apply the correction to all other ensembles. Table 20 in Appendix C gathers all our adjustments. The error in the correction comes from the error in the heavy-quarkmass tuning procedure and from the error of the linear fit to find the heavy-quark mass dependence.

### 3.8 Chiral-continuum extrapolation

After applying the renormalization factors and the heavy-quark-mistuning corrections as described in previous subsections, the resulting form factors still need to be corrected for the fact that they are calculated at nonzero lattice spacing and nonphysical values for the light-quark masses. An extrapolation to both the continuum limit and the physical value of the light-quark masses is thus necessary to extract values that can be used in a physical calculation. The extrapolation should be based on an appropriate effective field theory (EFT) description of lattice QCD. The relevant EFT for the calculation at hand is rooted staggered chiral perturbation theory (rS $\chi$ PT), which describes how the form factors behave as the lattice spacing and the light-quark masses approach the desired limits, extended to include heavy-light observables [75]. The unquenched MILC configurations generated with $2+1$ flavors of improved staggered fermions make use of the fourth-root procedure for eliminating the unwanted four-fold degeneracy of staggered quarks. At nonzero lattice spacing, this procedure has small violations of unitarity [76-80] and
locality [81]. Nevertheless, a careful treatment of the continuum limit, in which all assumptions are made explicit, argues that lattice QCD with rooted staggered quarks reproduces the desired local theory of QCD as $a \rightarrow 0$ [82,83]. When coupled with other analytical and numerical evidence (see Refs. [84-86] for reviews), this gives us confidence that the rooting procedure is indeed correct in the continuum limit. We then use the following functions obtained in $\mathrm{SU}(3) \mathrm{rS} \chi \mathrm{PT}$ to lowest nontrivial order in the heavy-quark expansion to fit the different form factors:

$$
\begin{align*}
h_{Y}\left(a, m, m_{s}, w\right)= & \left(K_{Y}+\frac{\chi_{Y}\left(\Lambda_{\chi}\right)}{m_{c}^{k_{Y}}}+f_{Y}^{w}+f_{Y}^{\mathrm{NLO}}\right. \\
& \left.+f_{Y}^{\mathrm{NNLO}}\right) \times\left(1+f_{Y}^{\mathrm{HQ}}\right) \tag{49}
\end{align*}
$$

where $Y=A_{1}, A_{2}, A_{3}$, and $V ; K_{A_{2}}=0$ but $K_{Y}=1$ otherwise; $k_{A_{1}}=2$ but $k_{Y}=1$ otherwise. These expressions contain the correct dependence in $\chi$ PT on the light- and strangequark masses, the lattice spacing, and the recoil parameter $w$ at next-to-leading order (NLO). This result expands on the one in Ref. [87] by adding the missing recoil dependence in the relevant places. The terms

$$
\begin{align*}
f_{Y}^{\mathrm{NLO}}= & \frac{g_{D^{*} D \pi}^{2}}{48 \pi^{2} f_{\pi}^{2} r_{1}^{2}} \operatorname{logs}_{\mathrm{SU}(3)}^{Y}\left(a, m, m_{s}, w, \Lambda_{\chi}\right) \\
& +c_{m_{1}, Y} x_{l}+c_{a_{1}, Y} x_{a^{2}} \tag{50}
\end{align*}
$$

introduce nonanalytic dependence on the light and the strange-quark masses through the chiral logarithms $\log S_{\mathrm{SU}(3)}^{Y}$. Those terms also include the leading taste-breaking discretization effects from the light-quark sector. The explicit expression of the logarithms for each form factor is given in Appendix A and includes a dependence on the recoil parameter $w$. The coefficient of the chiral logarithms comes from $\chi \mathrm{PT}$ and it is known, but the current determinations of the coupling $g_{D^{*} D \pi}$ are not very accurate, hence we fit the coupling with a Gaussian prior $0.53 \pm 0.08$, compatible with experimental data [88-90] and lattice-QCD results [91-96]. We fix the pion decay constant appearing in the chiral logs in Eq. (50), and elsewhere in the fit function to the three-flavor FLAG 2019 average with the error increased by the estimated $0.7 \%$ charm sea-quark contribution $f_{\pi}=130.2 \pm 1.2 \mathrm{MeV}$ [97].

The other terms in Eq. (50) introduce analytic NLO corrections in the light-quark masses through $x_{l}=2 B_{0} m /\left(8 \pi^{2} f_{\pi}^{2}\right)$ and in the lattice spacing through $x_{a^{2}}=\left[a /\left(4 \pi f_{\pi} r_{1}^{2}\right)\right]^{2}$, where $B_{0}$ is the low-energy-constant (LEC) of $\chi$ PT that relates the light- and strange-quark masses with the meson masses. The value of $B_{0}$ for each lattice spacing is the same as in the earlier analysis at zero recoil [22], which uses exactly the same ensembles, and is given in Appendix A. We take
into account truncation errors by including the term
$f_{Y}^{\mathrm{NNLO}}=c_{c, Y} x_{l} x_{a^{2}}+c_{m_{2}, Y} x_{l}^{2}+c_{a_{2}, Y} x_{a^{2}}^{2}$,
which describes the dependence on the light-quark masses and the lattice spacing $a$ at next-to-next-to-leading order (NNLO), not including logarithmic terms. According to $\chi$ PT power-counting, these analytical terms are expected to have coefficients of $O(1)$, so we take them as fit parameters with priors $0 \pm 1$. We don't include analytical terms in the strange-quark mass because we do not have data at different values of $m_{s}$ and nonzero recoil, and our $h_{A_{1}}(1)$ result using only zero-recoil data agrees within errors with our previous result from Ref. [22]. Also, $\chi$ PT predicts a much milder dependence on $m_{s}$ than on the light-quark masses.

We allow a simple NLO analytical dependence on $w$ to describe the behavior in our small-recoil range through the term
$f_{Y}^{w}=-\rho_{Y}^{2}(w-1)+\kappa_{Y}(w-1)^{2}$,
where the fit parameters $\rho_{Y}$ and $\kappa_{Y}$ are related to the slope and curvature of the form factor $h_{Y}$ respectively. We can reasonably expect the slope of the form factors to be roughly 1, but in order to accommodate substantial deviations from this value, we set the prior of $\rho_{Y}$ to $1 \pm 2$. The priors of $\kappa_{Y}$ are chosen to be $0 \pm 3$, and the posteriors are compatible with zero within a fraction of a sigma.

The constant term $\chi_{Y}\left(\Lambda_{\chi}\right)$ in Eq. (49) is a LEC of the chiral effective theory, and it is suppressed for $h_{A_{1}}$ by a factor of $1 / m_{c}^{2}$ due to Luke's theorem [98], whereas the other form factors receive contributions of order $O\left(1 / m_{c}\right)$ in the heavy-quark power counting. The dependence of this LEC on the chiral scale $\Lambda_{\chi}$ cancels against the dependence of the nonanalytical terms in Eq. (50). We set the prior of this LEC to $0 \pm 1$, except for $h_{A_{1}}$ where we use $0.0 \pm 0.2$ to reflect the suppression due to Luke's theorem.

The last term in Eq. (49) accounts for the heavy quark discretization errors,
$f_{Y}^{\mathrm{HQ}}=\beta_{Y}^{\alpha_{s} a} \alpha_{S} a \Lambda_{\mathrm{QCD}}+\beta_{Y}^{a^{2}} a^{2} \Lambda_{\mathrm{QCD}}^{2}+\beta_{Y}^{a^{3}} a^{3} \Lambda_{\mathrm{QCD}}^{3}$,
with $\beta_{Y}^{p}$ the coefficient of the term of order $O(p)$ corresponding to the form factor $h_{Y}$, and $\Lambda_{\mathrm{QCD}}=0.6 \mathrm{GeV}$ for normalization purposes. In previous articles, ${ }^{3}$ we have employed the universal functions described in Refs. [49,67]. But in those cases there was only one heavy meson. Here we need to deal with the $B$ and the $D^{*}$, and our data are not accurate enough to distinguish the different terms described by the universal functions. In order to avoid terms that mimic the effect of others, we consider it a better strategy to implement generic discretization error terms, which would account for the same dependence as the universal functions. A side effect of this

[^3]approach is that the heavy- and NLO light-quark discretization effects become mixed together through terms with the same dependence on the lattice spacing. To avoid this, we drop the $O\left(a^{2}\right)$ term from Eq. (53), which has the same dependence as the $O\left(a^{2}\right)$ term already present in Eq. (50), and we enlarge the prior of the latter assuming that both corrections are independent, i.e., with a quadrature sum. The priors for the $\beta_{Y}^{p}$ coefficients are set to $0 \pm 1$, but the $O\left(a^{2}\right)$ coefficients of Eqs. (50) and (53) have different normalizations. For this reason, the final prior for $c_{a_{2}, Y}$ becomes $0.0 \pm 6.1$. This approach does not allow us to distinguish cleanly the origin of the discretization errors, but it accounts for the correct dependence and size of discretization errors. However, absorbing the $O\left(a^{2}\right)$ term from Eq. (53) in Eq. (50) may have further effects, since the correction in Eq. (53) is applied to the chiral-continuum fit function in Eq. (49). It is possible that this procedure does not account for discretization effects in the shapes of the form factors, which would give rise to higher order terms of the form $a^{2}(w-1)$ and $a^{2}(w-1)^{2}$. We test for such effects by performing two alternate chiralcontinuum fits. In the first, we add the terms $x_{a^{2}}(w-1)$ and $x_{a^{2}}(w-1)^{2}$ to Eq. (52), where the priors for the coefficients of these terms are chosen as $0(1)$. We find that the results of this fit differ by at most $0.1 \sigma$ in their central values from our base fit, while the statistical fit uncertainty is unchanged. In the second variation, we keep the $O\left(a^{2}\right)$ term in Eq. (53). In this case, the central values are consistent with those of our base fit within $0.25 \sigma$, again with an unchanged uncertainty. Hence, we conclude that such discretization effects are already accounted for in our base fit.

Since each ensemble is statistically independent from the others, there are no correlations among them. On the other hand, we keep track of correlations both between different form factors within the same ensemble and within the same form factor calculated at different momenta, by combining the jackknife data of all form factors into a large, blockdiagonal dataset. Our large statistics allow us to resolve the full covariance matrix without resorting to thinning procedures or singular-value-decomposition cuts on its eigenvalues. Nonetheless, we use the shrinkage procedure described in Refs. [99-102] to ensure the small eigenvalues of the covariance matrix have the correct behavior, and we find that our results do not change with respect to the analysis without shrinkage.

The systematic errors coming from the heavy-quark mistuning corrections and those introduced by the matching factors are built into our chiral-continuum extrapolation by constructing the combined covariance matrix,
$C_{i j}=C_{i j}^{\mathrm{stat}}+\delta_{i}^{(\rho)} \delta_{j}^{(\rho)}+\delta_{i}^{(\kappa)} \delta_{j}^{(\kappa)}$,
where the first term includes the statistical covariance, and the second and the third ones account for the matching factor and
heavy-quark-mass mistuning correction errors respectively. The $i, j$ indices run over all form factors, ensembles, and momenta. With $\delta_{i}^{(\rho, \kappa)}$ we represent either the shift in the $i^{\text {th }}$ datum due to a correction the heavy-quark mass $(\kappa)$ or the propagated error of the form factor from the errors in the matching factors $(\rho)$ as calculated in Eqs. (B.49a)-(B.49d). As a result, the systematic errors introduce new correlations between all data points. In fact, Eq. (54) assumes the worst case scenario that the matching systematic errors and the errors coming from the heavy-quark mistuning are $100 \%$ anticorrelated.

The extrapolation results for the four form factors are shown in Fig. 6. As one can see, $h_{A_{1}}$, which is protected by Luke's theorem, receives small corrections from 1 at $w=1$. The other form factors do not enjoy this privilege, and for them the plots show large corrections from the HQET limit. Figure 6 also shows the result of the previous Fermilab-MILC calculation at zero recoil $w=1$ for comparison [22]. The agreement is good, although the errors have increased, mainly due to more conservative choices in this work, which stem from the data at nonzero recoil requiring an extra excited state at source and sink in the ratio calculations, which resulted in larger errors. For consistency, we employed the same approach at zero recoil as well. The deaugmented $\chi^{2} /$ dof of the chiral-continuum extrapolation is $85.2 / 95$.

## 4 Systematic errors

This section provides specific information on our estimates of every source of systematic error in the determination of the form factors $h_{X}$. Even though only $h_{A_{1}}$ contributes to the decay amplitude at zero recoil, all form factors are nonzero at $w=1$, and their errors need not be suppressed at small recoil. Even if the errors of $h_{V}, h_{A_{2}}$, and $h_{A_{3}}$ become large, however, their contribution to the decay amplitude and, hence, the resulting uncertainty in the decay amplitude is still suppressed at small recoil.

Some general features of the uncertainties in the form factors can be understood via HQET. The form factor $h_{A_{1}}$ is protected by Luke's theorem [98] and, indeed, we find HQET corrections of a few percent. The form factors $h_{V}$ and $h_{A_{3}}$, which are not protected by Luke's theorem, receive HQET corrections at the $\sim 30 \%$ level. The form factor $h_{A_{2}}$ starts in HQET with terms of order $\alpha_{s}$ and $1 / m_{c}$, which is roughly consistent with our data, $h_{A_{2}} \sim-\frac{1}{2}$. Figure 7 shows the error budget for the different form factors in the continuum as a function of the recoil parameter. The relative uncertainty in each form factor follows the same pattern as the HQET corrections: small for $h_{A_{1}}$, moderate for $h_{V}$ and $h_{A_{3}}$, and large for $h_{A_{2}}$. In the last case, the relative uncertainty is large, because the overall value of $h_{A_{2}}$ is smaller than the others.


Fig. 6 Chiral-continuum extrapolation for the form factors $h_{A_{1}}$ (top left), $h_{V}$ (top right), $h_{A_{2}}$ (bottom left), and $h_{A_{3}}$ (bottom right). The color encodes different lattice spacings, whereas the band shows the

result of the fit. The upper-left plot for $h_{A_{1}}$ also shows the zero-recoil result from Ref. [22]. Note that correlations in $w$ and between form factors play an important role in controlling the final uncertainty
by making modifications to the fit. In this spirit, we define the statistical contribution to the error as the error obtained in a NLO fit without mistuning correction or matching-factor errors included. We have a specific way to deal with the matching factors, which is explained below. The contribution coming from the chiral-continuum extrapolations is estimated by comparing the fit errors with and without NNLO terms.


Fig. 7 Contributions to the total error of the form factors $h_{A_{1}}$ (top left), $h_{V}$ (top right), $h_{A_{2}}$ (bottom left), and $h_{A_{3}}$ (bottom right) as a function of the recoil parameter $w$. The two largest contribution come from statistics, in blue, and quark discretization effects, in orange. These two


contributions overlap in the brown band in the plot, because of the common term of order $a^{2}$ in Eqs. (50) and (53). The remaining contributions do not overlap. Note the differences in vertical scales

There are more contributions to the final error that have been taken into account: light-quark mass mistuning, scale setting, isospin effects, and finite-volume effects. The final error is taken to be the quadrature sum of these uncertainties with that of the chiral-continuum extrapolation error, which (again) includes statistical, chiral-continuum extrapolation, discretization, heavy-quark mistuning, and matching errors, as shown in Table 7. In the rest of this section, we discuss each source of uncertainty one by one, explaining how they enter this error budget.

### 4.1 Statistics and stability of the correlator fits

In principle, the determination of masses, energies, and form factors depends on choices made in fitting the two- and threepoint correlation functions, but we argue that the associated uncertainties are encompassed in the statistical component
of the first line of Table 7. We have analyzed the two-point functions with both $2+2$ and $3+3$ states in the fit. Only when the two results agree within statistical errors do we select a particular fitting range. In this way, the influence of excited states is reduced below the statistical uncertainty of the $B$ masses and $D^{*}$ energies. For the three-point-function ratios, we find that excited states play a more important role, as can be seen for the example of $x_{f}$ in Fig. 4. When fitting the three-point functions, we therefore include extra states at the source and sink in order to control this potential source of systematic error.

Bias can arise from the choice of fitting ranges. To avoid the problems that can come from choosing different fitting ranges for different ensembles, we impose the same $t_{\text {Min }}$ in physical units for all two-point correlator fits. Our $t_{\text {Max }}$ is chosen differently and varies from ensemble to ensemble, but the impact of a different $t_{\text {Max }}$ is much smaller, because

Table 7 Error budget for all form factors at $w=1.11$. The first row shows the combined error coming from our chiral-continuum fit, which encompasses the statistical errors, the matching errors, the systematics due to our chiral-continuum extrapolation, errors coming from HQ-mistuning corrections, and discretization errors. The next several rows show estimates of the individual contributions (in parentheses as a reminder that they are contained in the first row). Since the terms that describe the discretization errors come from both the (N)NLO terms in the extrapolation and the HQ discretization terms, there is an overlap
between the statistical errors (determined as those of a chiral-continuum extrapolation at NLO without any matching or heavy-quark mistuning errors taken into account) and the discretization errors, and the sum in quadrature of the numbers in parenthesis does not equal the first row. The remaining rows show other contributions, which are added to the first row in quadrature to obtain the total error in the last row. Dashes represent terms so small that were not included in the final computation of the error

| Source | $h_{V}(\%)$ | $h_{A_{1}}(\%)$ | $h_{A_{2}}(\%)$ | $h_{A_{3}}(\%)$ |
| :--- | :--- | :--- | :--- | :--- |
| Chiral-continuum fit error | 4.2 | 2.0 | 17.4 | 6.9 |
| (Statistics) | $(3.7)$ | $(1.2)$ | $(16.9)$ | $(6.3)$ |
| (Chiral-continuum extr.) | $(0.8)$ | $(0.9)$ | $(1.7)$ | $(0.5)$ |
| (LQ and HQ discretization) | $(2.6)$ | $(1.3)$ | $(9.7)$ | $(4.4)$ |
| (HQ mistuning) | $(0.0)$ | $(0.0)$ | $(1.7)$ | $(0.0)$ |
| (Matching $O\left(a m_{c} \alpha_{s}\right)$ ) | $(0.3)$ | $(0.2)$ | $(1.7)$ | $(0.5)$ |
| LQ mistuning | 0.0 | 0.0 | 0.1 | 0.0 |
| Matching $O\left(\alpha_{s}^{2}\right)$ | 0.7 | 0.3 | 0.5 | 0.3 |
| Scale setting | 0.0 | 0.0 | 0.3 | 0.1 |
| Isospin effects | 0.1 | - | 0.4 | 0.2 |
| Finite volume | - | - | - |  |
| Total error | 4.3 | 2.0 | 17.4 | 6.9 |

these points have much larger errors. We refer to the reader to Sect. 3.3.1, where all the details are explained. For the formfactor ratio fits, we employ the same range in physical units for all ensembles and most ratios. For the double ratio $R_{A_{1}}$ and $x_{f}$, where the same pattern of states is expected at source and sink, we use a symmetric fit range with $t_{\text {Max }}=T-t_{\text {Min }}$. Our fits also take into account all correlations between the data points fitted, and, as pointed out in Sect. 3.2, we find that autocorrelations in our data are negligible.

For each correlator fit, we compute a $p$ value from the deaugmented $\chi^{2}$ and number of degrees of freedom, as explained in 3.2. We then verify that these $p$ values follow an approximately uniform distribution.

### 4.2 Stability of the chiral-continuum extrapolation

To assess the stability of the chiral-continuum extrapolation, we repeat the fit for several different functional forms. Compared with the base fit, we omit, in turn, the NNLO terms, data at $w>1.10$, the coarsest ensemble, the finest ensemble, and heavy-quark discretization terms of order $a^{3}$. The results are very stable under modifications, as shown in Fig. 8. The most dramatic changes occur when we remove the $w>1.10$ data, leading to shifts of around one standard deviation in the worst case. Obviously, the large-recoil extrapolation is affected when removing data at larger recoil, but we find that the $z$ expansion, discussed below in Sect. 5.1, stabilizes the final results for $\left|V_{c b}\right|$ and $R\left(D^{*}\right)$ in this respect. Table 8
shows that the quality of fit remains good, with $\chi^{2} /$ dof $\lesssim 1$, in all cases.

### 4.3 Discretization errors

The improved action in the ensemble simulations has lightquark and gluon discretization errors of order $\alpha_{s} a^{2}$. Simple power-counting arguments suggest that the discretization errors range from $\sim 0.5 \%$ in the finest ensemble to $\sim 10 \%$ in the coarsest one. The chiral-continuum extrapolation describes, however, such terms via the lattice-spacing dependence of the chiral logarithms and the analytical terms proportional to $a^{2}$. Moreover, the form factors do not seem to be sensitive to the lattice spacing. Hence, we expect the chiral-continuum extrapolation to take all these errors into account, and no further systematic uncertainties are added to the final result.

In order to take into account the discretization errors coming from the lattice treatment of the heavy quarks, we include extra terms in the chiral-continuum extrapolation as shown in Eq. (53). These terms are motivated by the HQET description of cutoff effects [50, 103], which uses HQET to derive the mismatch between the lattice gauge theory at hand and continuum QCD. The result is a set of functions that depend on the heavy-quark mass, and that can account for discretization effects of different sizes (in our case, order $\alpha_{s} a, a^{2}$ and $a^{3}$ ).

In our analysis, we would like to introduce these functions for both the $B$ and the $D^{*}$ mesons. Our data do not, however, distinguish between the contributions of the two mesons, so

Fig. 8 Changes in chiral-continuum-extrapolated values as a result of selected variations in the analysis for $h_{A_{1}}$ (top left), $h_{V}$ (top right), $h_{A_{2}}$ (bottom left), and $h_{A_{3}}$ (bottom right) as a function of the recoil parameter. The gray band shows the error band of the base fit. The points at $w=1.00,1.17$, 1.34 , and 1.50 show the deviation between the form factors calculated from the base fit and each variation of the chiral-continuum fit. The dotted vertical lines show the maximum $w$ for which lattice data are available and the limit $w=1.10$ used in one of our stability tests


Table 8 Values of $\chi^{2} /$ dof for several variations in the chiral-continuum extrapolation

|  | Base | W/o NNLO | W/o large $w$ | W/o $a=0.15 \mathrm{fm}$ | W/o $a=0.045 \mathrm{fm}$ | W/o HQ $O\left(a^{3}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\chi^{2} /$ dof | $85.2 / 95$ | $86.0 / 107$ | $71.1 / 75$ | $79.4 / 86$ | $81.6 / 86$ | $85.3 / 99$ |

we instead use a single generic term for both mesons. Equation (53) shows the terms used in the end: $\alpha_{s} a, a^{2}$, and $a^{3}$. Since the $a^{2}$ term is already included in the light-quark discretization errors, it would be superfluous to include it again here. The downside of this approach is that it is impossible for us to disentangle light- and heavy-quark discretization errors in the error budget, and as such, we report them together.

One can estimate the size of these individual effects from variations of the chiral-continuum extrapolation with and without the terms in Eq. (53), and also removing the $O\left(a^{2}\right)$ term coming from NLO corrections in Eq. (50). Heavy- and light-quark discretization errors turn out to be the largest contribution to the total error in our analysis, and the inclusion of the terms listed in Eq. (53) is key in order to account for the heavy-quark systematic errors.

### 4.4 Matching errors

The matching factors are calculated at one-loop order in perturbation theory. Appendix B explains how we estimate the uncertainties, listed in Eqs. (B.49a)-(B.49d). They are included in the chiral-continuum extrapolation through Eq. (54). We can estimate the error introduced by the uncertainty in the matching up to order $a m_{c} \alpha_{s}$ by removing the contribution of the matching factors to Eq. (54). The effect of higher order contributions is estimated by including an overall factor ( $1+r_{2}^{h_{X}} \alpha_{s}^{2}+r_{3}^{h_{X}} \alpha_{s}^{3}$ ) multiplying Eq. (49) in the fit and checking the shift in the central value of the form factor. The priors for the $r_{2,3}^{h_{X}}$ coefficients are set to $0(1)$; the posteriors have central values and widths close to those of the priors. We see no impact in including $O\left(\alpha_{s}^{3}\right)$ terms, but the $O\left(\alpha_{s}^{2}\right)$ contribute to the final error at the subpercent level. We collect all observed differences in the corresponding line in Table 7.

### 4.5 Heavy quark mistuning

The form factors are adjusted for the differences between the simulated masses of the heavy quarks and the physical ones before the chiral-continuum extrapolation. The correction procedure is detailed in Appendix C. The largest correction is about $1 \sigma$, but in general the correction is negligible. Equation (54) includes the contribution of the mistuning in the chiral-continuum extrapolation, therefore, we do not need to add any further error. Switching off these corrections gives small variations in the results in our chiral-continuum extrapolation, as shown in Table 7 and Fig. 7.

### 4.6 Light quark mistuning

The endpoint for the light quark masses in the chiralcontinuum extrapolation is set to $r_{1} m_{l}=0.003612$ (126) [104]. We can determine the uncertainty in the form factors coming from a mistuning in the light quark mass by varying $r_{1} m_{l}$ within $1 \sigma$ and monitoring its effect on the form factors. The resulting uncertainty is shown in Table 7 and Fig. 7.

### 4.7 Scale setting

In order to determine the relative lattice spacing, we use the distance scale $r_{1} / a$ defined from the force between static quarks [105,106], which has been extensively computed [54]. Absolute scale setting is taken from the chiral $f_{\pi}$ analysis of the MILC Collaboration [64], leading to $r_{1}=0.3117(22) \mathrm{fm}$. The form factors are dimensionless, so uncertainties from scale setting appear indirectly through the tuning of the heavy-quark masses, the setting of the lightmeson masses in the chiral logarithms, and in the approach to the continuum limit.

We estimate the systematic error associated with $r_{1} / a$ and $r_{1}$ by propagating their errors to the final result. We find that the form factors change only slightly when we vary $r_{1}$ or $r_{1} / a$ by $\pm 1 \sigma$, and we include an extra error associated to this variation as shown in Table 7 and Fig. 7.

### 4.8 Isospin effects

The whole calculation of the form factors has been done assuming isospin symmetry. The main effect of isospin breaking is to modify the endpoint of the chiral extrapolation through a change in the pion mass. This effect could bring the endpoint of the extrapolation closer to the $D \pi$-threshold cusp described by the chiral logs. We estimate the errors introduced by this approximation by varying the endpoint of the extrapolation in the pion mass from $m_{\pi^{0}}$ to $m_{\pi^{+}}$, by modifying the value of $r_{1} m_{l}$ from 0.003612 to 0.004065 . While the pion-mass difference is mainly due to isospin breaking QED effects, here we are using it as proxy for the valence
quark mass difference, to which we do not have direct access. Following the resulting difference, we assign an error ranging from $0.0 \%$ to $0.5 \%$, depending on the form factor and the value of the recoil parameter, as shown in Fig. 7 and Table 7. This increase in the error has no impact in the final result for the form factors.

As an alternative way of estimating these effects, we have also tried to move the endpoint of the extrapolation to isospin symmetric points with $m_{l}=m_{u}$ and $m_{l}=m_{d}$. The difference of the values of the form factors between these two endpoints overestimates the isospin breaking errors, because it includes sea-quark effects that cancel out at first order. The estimate of the isospin breaking errors is larger with this method, but it is still negligible. Hence we can safely assume that isospin effects are insignificant at our current level of precision.

### 4.9 Finite-volume effects

To estimate finite-volume effects in our heavy-light $\chi$ PT description of the form factors, we replace the loop integrals by discrete sums. Following Refs. [87, 107], we estimate the correction to the integrals in the formulas appearing in $B \rightarrow D^{*}$ at zero recoil to be smaller than $0.01 \%$. This comes from the fact that the contribution of the chiral logarithms to the form factors is quite small. We have not calculated the corrections at nonzero recoil, and one also expects an increase in the error close to the cusp of the chiral logs. Given that $M_{\pi} L>4$ on most ensembles, and $M_{\pi} L \geq 3.7$ always, there is no reason to expect such a large increase in the error as to make the finite-volume corrections sizable. Hence, we do not assign any additional error due to them.

## 5 Determination of $\left|V_{c b}\right|$ and $R\left(D^{*}\right)$

After calculating the form factors, we can reconstruct the decay amplitude using Eq. (9) and use experimental data to extract $\left|V_{c b}\right|$. Similarly, the form factors lead directly to $R\left(D^{*}\right)$ via Eqs. (1), (7), and (8). There is a problem: the form factors are obtained only at small values of the recoil parameter, and an extrapolation to large $w$ with the chiral-continuum fit formula would greatly increase the error. To bring the large $w$ behavior under control we use a standard, model-independent parametrization based on unitarity and analyticity to extrapolate the form factors to the large recoil region.

Historically the CLN parametrization [8] has been widely used for this process. However, recent developments have called into question the reliability of CLN fits, given the high accuracy of the latest experiments and calculations [14,16]. Apart from using outdated data to derive the coefficients of the expansions, the main criticism of CLN in its most com-
mon usage is the lack of error estimates for theoretical ingredients. Even though the original CLN article [8] includes equations defining the covariance matrix of the slope and the curvature of the reference form factor, the final expressions omit this information. Finally, the strong unitarity constraints, based on heavy-quark symmetry, play an important role in the CLN parametrization. Instead of introducing these constraints as an additional assumption, we would rather perform a fit without imposing them at the outset and then use them after the fits as a consistency check.

To perform the $z$ expansion we therefore use the completely general BGL parametrization [5-7]. Nonetheless, we compare our results with an updated version of CLN in Sect. 5.4.2. For a review on the status of the parametrizations for heavy-to-heavy decays, see Ref. [108].

## $5.1 z$ expansion with the BGL parametrization

The $z$ expansion is based on a conformal map that takes $w$ to a variable $z$, which remains small over the physical region for the decay process, namely,
$z=\frac{\sqrt{w+1}-\sqrt{2 N}}{\sqrt{w+1}+\sqrt{2 N}}$.
The value $N=1$ is most commonly used, because it fixes the point $z=0$ at zero recoil, but a symmetric range has been advocated, with the claim that it reduces errors in the expansion [7,8]. With $N=1$, the maximum recoil point for massless leptons $w_{\text {Max }} \approx 1.503$ becomes $z_{\text {Max }} \approx 0.056$, so indeed $z \ll 1$ in any case, and any reasonable expansion in $z$ with coefficients of order 1 converges with a few terms. The conformal map given in Eq. (55) also pushes the branch cut in the $w$ plane onto the unit circle, $|z|=1$, and subthreshold poles onto the real axis near $z=-1$. Since the nearest threshold is very far $(|z| \sim 1)$ from the valid kinematic range $(0 \leq z \lesssim 0.056)$ and higher-energy thresholds even farther, there is no advantage in using an alternative parametrization, such as the one proposed in Ref. [109], that would take care of the behavior at such values of $z$.

The BGL parametrization does not apply directly to the $h_{X}$ form factors, but to combinations with definite spin-parity [108]:

$$
\begin{align*}
g= & \frac{h_{V}}{M_{B} \sqrt{r}}  \tag{56}\\
f= & M_{B} \sqrt{r}(1+w) h_{A_{1}}  \tag{57}\\
\mathcal{F}_{1}= & M_{B}^{2} \sqrt{r}(1+w)\left[(w-r) h_{A_{1}}\right. \\
& \left.-(w-1)\left(r h_{A_{2}}+h_{A_{3}}\right)\right]  \tag{58}\\
\mathcal{F}_{2}= & \frac{1}{\sqrt{r}}\left[(1+w) h_{A_{1}}+(r w-1) h_{A_{2}}+(r-w) h_{A_{3}}\right] \tag{59}
\end{align*}
$$

where $r=M_{D^{*}} / M_{B}$. These form factors are proportional to the helicity amplitudes $H_{-}-H_{+}, H_{+}+H_{-}, H_{0}$, and $H_{S}$, respectively [cf., Eqs. (4)-(6)]. Thus, the form factor $\mathcal{F}_{2}$ is important only with massive leptons, in particular in the determination of $R\left(D^{*}\right)$.

The BGL parametrization expresses the dependence of the form factors on $z$ as
$f_{i}(z)=\frac{1}{P_{i}(z) \phi_{i}(z)} \sum_{j=0}^{\infty} a_{i, j} z^{j}$,
where the functions $P_{i}(z)$ are called Blaschkefactors, and the $\phi_{i}$ are known as outer functions. As discussed below, wise choices of $\phi_{i}(z)$ make the coefficients of the expansion $a_{i, j}$ of order 1 and ensure rapid convergence of the series. The Blaschke factors are given by
$P_{i}(z)=\prod_{p} \frac{z-z_{p}}{1-z z_{p}}$,
with
$z_{p}\left(M_{p}, N\right)=\frac{\sqrt{(1+r)^{2}-\frac{M_{p}^{2}}{M_{B}^{2}}}-\sqrt{4 N r}}{\sqrt{(1+r)^{2}-\frac{M_{p}^{2}}{M_{B}^{2}}}+\sqrt{4 N r}}$.
They include the explicit poles with mass $M_{p}$ below the $B D^{*}$ threshold and with the appropriate quantum numbers. Table 9 shows the poles we use for the BGL form factors. Although some analyses employ four $1^{-}$resonances, the fourth one is very far from $z>0$ and its value uncertain. We therefore follow Ref. [15] and use only three.

The $z$-expansion coefficients of the BGL form factors are then defined via

$$
\begin{align*}
g & =\frac{1}{P_{1^{-}}(z) \phi_{g}(z)} \sum_{j=0}^{\infty} a_{j} z^{j}  \tag{63}\\
f & =\frac{1}{P_{1^{+}}(z) \phi_{f}(z)} \sum_{j=0}^{\infty} b_{j} z^{j}  \tag{64}\\
\mathcal{F}_{1} & =\frac{1}{P_{1^{+}}(z) \phi_{\mathcal{F}_{1}}(z)} \sum_{j=0}^{\infty} c_{j} z^{j}  \tag{65}\\
\mathcal{F}_{2} & =\frac{1}{P_{0^{-}}(z) \phi_{\mathcal{F}_{2}}(z)} \sum_{j=0}^{\infty} d_{j} z^{j} \tag{66}
\end{align*}
$$

where the Blaschke factors' subscripts denote the $J^{P}$ of the $l v$ final state.

Setting $N=1$, we choose the outer functions to be [5-7]

$$
\begin{equation*}
\phi_{g}=16 r^{2} \sqrt{\frac{n_{I}}{3 \pi \tilde{\chi}_{1^{-}}^{T}(0)}} \frac{(1+z)^{2}(1-z)^{-\frac{1}{2}}}{[(1+r)(1-z)+2 \sqrt{r}(1+z)]^{4}}, \tag{67}
\end{equation*}
$$

Table 9 Poles for the Blaschke factors, taken from Ref. [15] and references therein. For $J^{P}=1^{-}, 0^{-}\left(1^{+}\right)$, the first two (first only) resonances are well determined from either a lattice calculation or experimental measurements. All other masses are based on model estimates

| Form factor | $J^{P}$ | Masses $M_{p}(\mathrm{GeV})$ |
| :--- | :--- | :--- |
| $g$ | $1^{-}$ | $6.329,6.920,7.020$ |
| $f, \mathcal{F}_{1}$ | $1^{+}$ | $6.739,6.750,7.145,7.150$ |
| $\mathcal{F}_{2}$ | $0^{-}$ | $6.275,6.842,7.250$ |

$$
\begin{align*}
\phi_{f} & =\frac{4 r}{M_{B}^{2}} \sqrt{\frac{n_{I}}{3 \pi \chi_{1^{+}}^{T}(0)}} \frac{(1+z)(1-z)^{\frac{3}{2}}}{[(1+r)(1-z)+2 \sqrt{r}(1+z)]^{4}}, \\
\phi_{\mathcal{F}_{1}} & =\frac{4 r}{M_{B}^{3}} \sqrt{\frac{n_{I}}{6 \pi \chi_{1^{+}}^{T}(0)}} \frac{(1+z)(1-z)^{\frac{5}{2}}}{[(1+r)(1-z)+2 \sqrt{r}(1+z)]^{5}}  \tag{69}\\
\phi_{\mathcal{F}_{2}} & =8 \sqrt{2} r^{2} \sqrt{\frac{n_{I}}{\pi \tilde{\chi}_{1^{+}}^{L}(0)}} \frac{(69)}{[(1+r)(1-z)+2 \sqrt{r}(1+z)]^{4}} \tag{70}
\end{align*}
$$

where the undefined symbols under the square root are given in Table 10, along with the numerical values we use for $M_{B}$ and $M_{D}^{*}$. In testing the effect of this pole and various other choices for the pole positions, we find that although the numerical values of the $z$-expansion coefficients depend on the details, the final curves for the form factors are largely independent of such choices.

With these outer functions, the coefficients of the expansion satisfy the following unitarity constraints [5-7],
$\sum_{j=0}^{\infty} a_{j}^{2} \lesssim 1, \quad \sum_{j=0}^{\infty}\left(b_{j}^{2}+c_{j}^{2}\right) \lesssim 1, \quad \sum_{j=0}^{\infty} d_{j}^{2} \lesssim 1$,
where the $\lesssim$ symbols reflect the fact that the values for the $\chi$ factors in Table 10 are not exact, so the bounds are not precisely known. These constraints provide information from unitarity and analyticity, which can be used together with the output of the chiral-continuum extrapolation.

In this analysis, we do not impose the unitarity constraints, Eq. (71), on the BGL coefficients, but we check that the final results comply with the constraints within errors. We note that uncertainties in the values of $\chi_{J^{P}}^{T, L}$ provided in Table 10 complicate strict unitarity constraints on the $z$ expansion coefficients. Still, we find that an implementation of the unitarity constraints using hard cutoffs (following, for instance, Ref. [110]) leaves the fit results essentially unchanged.

There are two kinematic relations between the form factors, one at zero recoil and another at maximum recoil,

$$
\begin{equation*}
\mathcal{F}_{1}(1)=M_{B}(1-r) f(1) \tag{72}
\end{equation*}
$$

Table 10 Inputs for the outer functions, taken from Ref. [15] and references therein. The $\chi$ parameters are calculated in perturbative QCD through $O\left(\alpha_{s}^{2}\right)$, and depend on charm and bottom quark mass inputs, see Ref. [111]

| Input | Value |
| :--- | :--- |
| $M_{D^{*}}(\mathrm{GeV})$ | 2.010 |
| $M_{B}(\mathrm{GeV})$ | 5.280 |
| $n_{I}$ | 2.6 |
| $\chi_{1^{+}}^{T}(0)\left(\mathrm{GeV}^{-2}\right)$ | $3.894 \times 10^{-4}$ |
| $\tilde{\chi}_{1^{-}}^{T}(0)\left(\mathrm{GeV}^{-2}\right)$ | $5.131 \times 10^{-4}$ |
| $\tilde{\chi}_{1^{+}}^{L}(0)$ | $1.9421 \times 10^{-2}$ |

$\mathcal{F}_{2}\left(w_{\text {Max }}\right)=\frac{1+r}{M_{B}^{2}\left(1+w_{\operatorname{Max}}\right)(1-r) r} \mathcal{F}_{1}\left(w_{\text {Max }}\right)$.
These constraints follow trivially from the HQET basis of form factors (the $h_{X}$ ), but the BGL parametrization does not automatically impose them. ${ }^{4}$ Equation (72) is straightforward to implement for the BGL parametrization with $N=1$ in Eq. (55), since it amounts to a relationship between the $b_{0}$ and the $c_{0}$ coefficients of the expansion,
$\frac{1-r}{\sqrt{2}(1+\sqrt{r})^{2}} b_{0}=c_{0}$.
On the other hand, Eq. (73) can be imposed by adding an extra data point that enforces the constraint. Alternatively, we can remove $d_{0}$ and write it as a function of the remaining $d_{j}$ and $c_{j}$. The two approaches give compatible results. In our final value, we choose not to impose the second constraint. The results of the chiral-continuum extrapolation trivially build in both constraints, so we would expect any well-behaved expansion to keep this property, even when extrapolating to the whole recoil range. Indeed, the zero-recoil constraint is satisfied to very high accuracy, even if we do not impose it. This happens because the $z$ expansion is quite constrained by the lattice-QCD values. For the maximum-recoil constraint, we just check for compatibility within errors.

### 5.1.1 Synthetic data

The output of the chiral-continuum extrapolation is not a set of points, but a set of functions that express the form factors at any value of the recoil parameter. In order to make the results amenable to a BGL fit with experimental data, we use synthetic data, together with their covariance, based on selected central values of the chiral-continuum fit, evaluated at zero

[^4]lattice spacing and physical quark masses. The selected values with correlations are included in the ancillary files, as explained in Appendix D. We choose data points at three $w$ values, $\{1.03,1.10,1.17\}$, as representative of the span of our lattice-QCD data, but we have checked that varying these values does not change significantly the curves generated for the form factors from the $z$ expansion, as long as there are no $w$ values too close to $w=1$. This robust behavior is not surprising, since the full covariance matrix is available, and hence the same amount of information is provided. The covariance matrix of the lattice data is well defined for all recoil values, but at $w=1$ the kinematic constraint given in Eq. (72) is exactly satisfied. Therefore, the form factors are no longer independent as $w \rightarrow 1$, and the covariance matrix becomes singular. The singularity can be avoided by choosing any value slightly larger than $w=1$. Also, we cannot push $w$ much higher than 1.17 without going outside the region where lattice-QCD data are available, because the uncertainty grows rapidly. We have selected three points per form factor because in the continuum limit there are only twelve free independent functions in our chiral-continuum extrapolation, three per form factor. Adding more points does not increase the accuracy of the $z$-expansion fits, because the new points are not independent.

We first carry out BGL fits to our lattice-QCD form factors. The constant and linear coefficients are well determined by the data, and no prior constraints are used for them. The quadratic and cubic coefficents are constrained with priors $0(1)$ to stabilize the fit. Keeping terms up to quadratic (linear) order in $z$ and imposing the kinematic relation given in Eq. (72), leaves just one (three) degree(s) of freedom. Since unitarity constrains the size of the coefficients, we can include cubic terms with the unitary-inspired priors to check stability of the results against truncation effects. Table 11 gathers the coefficients for these three versions of the $z$ expansion, with the $\chi^{2}$ /dof and unitarity sums. All fits satisfy the unitarity constraints within errors. The unitarity sums are computed by taking the median of the distributions obtained from the Gaussian posteriors, along with the confidence levels, $\pm 34.1 \%$, for the uncertainties. We note that the distributions of the squares are not Gaussian when the errors on the posteriors are large. This is the case for coefficients that are not well determined by the underlying lattice data. The kinematic constraint at $z=0$, Eq. (72), is satisfied to very high accuracy, even when it is not imposed. On the other hand, the constraint at $z_{\mathrm{Max}}$, Eq. (73), is satisfied only within approximately one standard deviation, unless, of course, it is imposed.

The cubic coefficients ( $a_{3}, b_{3}, c_{3}, d_{3}$ ) shown in Table 11 are not well determined by our lattice data, resulting in unitarity sums, with central values $>1$, while still consistent with unitarity within error. However, the cubic fit provides useful information on truncation effects. We see that the lowerorder coefficients in the cubic fit are in very good agreement
with the coefficients in the quadratic fit. Further, we find, that the cubic coefficients have little effect on the decay rate and the form factors, as expected, since $|z| \ll 1$. In contrast, and as Table 11 shows, the linear expansion leads to coefficients with nearly the same central values as in the quadratic and cubic fits, but with slightly smaller errors, suggesting an underestimation of the truncation error. We conclude that the errors coming from the truncation of the series in Eqs. (63)(66) are already included in the uncertainties on the coefficients of the quadratic fit, which we choose for the main result of the $z$ expansion. The full correlation matrix of the quadratic fit, which can be used to reconstruct the output of the $z$ expansion, is included in the ancillary files in binary format, as explained in Appendix D. Form factors from this information can be used in phenomenology with no assumption about the presence of new physics. Below we discuss $z$ fits incorporating shape information from experiment, which are more precise but possibly contaminated by new physics in the light semileptonic channel.

Experimentalists $[18,19]$ usually adjust the order of the $z$ expansion to allow unconstrained fits to the form factors without violating unitarity. Following this criterion we find that we can remove the $a_{2}$ and the $d_{2}$ coefficients, and obtain the same fit results as in our quadratic fit without including any $0(1)$ priors for the higher order coefficients. This ensures that our utilization of priors for some coefficients indeed does not influence the fit results, and that their only function is to stabilize the fit.

### 5.1.2 Functional method

A functional method can also be used to fit the result of the chiral-continuum extrapolation to the BGL parametrization [39]. The method exploits the fact that the chiral-continuum fit functions are linear in the fit parameters. The covariance in the fit parameters is then easily converted to the covariance of the values of the resulting fitted form factors (at zero lattice spacing and physical quark masses) at any pair of recoil parameters $\left(w, w^{\prime}\right)$. Through the BGL parametrization, this covariance is then converted to a covariance in the form factors values at any $z$ pair, $\left(z, z^{\prime}\right)$. The method has the esthetic property that information from the best fit continuum form factors is spread over the entire physical region in $z$, rather than at a few arbitrarily chosen discrete points.

We have compared form factors from the functional approach with those from the synthetic data. They show no discernible difference in the form factors, implying that the systematic errors associated with the choice of synthetic data from the chiral-continuum extrapolation are very small. Since the functional fits do not provide any new insight, and they make it difficult to combine data from several sources, we focus on the synthetic-data results in the rest of the paper.

Table 11 Results of linear,
quadratic, and unitarity-constrained cubic $z$ expansions using only lattice-QCD data. The coefficient $c_{0}$ is fixed by the constraint given in Eq. (72), and it is shown for convenience

|  | Linear | Quadratic | Cubic |
| :--- | :--- | :--- | :--- |
| $a_{0}$ | $0.0330(12)$ | $0.0330(12)$ | $0.0330(12)$ |
| $a_{1}$ | $-0.157(52)$ | $-0.156(55)$ | $-0.155(55)$ |
| $a_{2}$ |  | $-0.12(98)$ | $-0.12(98)$ |
| $a_{3}$ |  |  | $-0.004(1000)$ |
| $b_{0}$ | $0.01229(23)$ | $0.01229(23)$ | $0.01229(23)$ |
| $b_{1}$ | $-0.002(10)$ | $-0.003(12)$ | $-0.003(12)$ |
| $b_{2}$ |  | $0.07(53)$ | $0.05(55)$ |
| $b_{3}$ | $0.002059(38)$ | $-0.002059(38)$ | $-0.01(100)$ |
| $c_{0}$ | $-0.0057(22)$ | $-0.0058(25)$ | $-0.002059(38)$ |
| $c_{1}$ |  | $-0.0057(25)$ |  |
| $c_{2}$ | $0.0508(15)$ | $-0.02(10)$ |  |
| $c_{3}$ | $-0.317(59)$ | $0.10(95)$ |  |
| $d_{0}$ |  | $-0.328(67)$ | $0.0509(15)$ |
| $d_{1}$ |  | $-0.02(96)$ | $-0.327(67)$ |
| $d_{2}$ | $0.83 / 5$ | $0.63 / 1$ | $-0.02(96)$ |
| $d_{3}$ | $0.026_{-0.013}^{+0.019}$ | $0.47_{-0.36}^{+1.51}$ | $-0.0006(10000)$ |
| $\chi^{2} /$ dof | $2.4_{-0.6}^{+1.8} \times 10^{-4}$ | $0.13_{-0.10}^{+0.44}$ | $0.61 /-3$ |
| $\sum_{i}^{N} a_{i}^{2}$ | $0.103_{-0.034}^{+0.041}$ | $0.54_{-0.38}^{+1.40}$ | $1.4_{-1.0}^{+2.3}$ |
| $\sum_{i}^{N}\left(b_{i}^{2}+c_{i}^{2}\right)$ |  | $1.6_{-1.1}^{+2.2}$ |  |
| $\sum_{i}^{N} d_{i}^{2}$ |  | $1.4_{-1.0}^{+2.2}$ |  |

### 5.2 Determination of $\left|V_{c b}\right|$

The lattice-QCD form factors can be used in conjunction with experimental data to perform a joint fit to the BGL parametrization, with an additional fit parameter for the relative normalization, which is nothing but $\left|V_{c b}\right|$. In these fits, the low-recoil behavior is determined by lattice QCD, and the large-recoil behavior by experiment. As experimental input, we use the 2018 raw dataset from Belle [18] and the synthetic data generated from the 2019 BaBar analysis [19]. These data are combined with the lattice-QCD synthetic data. We do not use Belle's 2017 tagged dataset [13], because it is still unpublished.

Experiments extract the fully differential decay rate, not only with respect to the recoil parameter, but also to all angular variables in the decay chain $B \rightarrow D^{*} \ell \nu, D^{*} \rightarrow D \pi$ [14, 18, 112],

$$
\begin{aligned}
& \frac{d \Gamma}{d w d \cos \theta_{v} d \cos \theta_{\ell} d \chi} \\
& =\left|V_{c b}\right|^{2}\left|\eta_{\mathrm{EW}}\right|^{2} \frac{3 G_{F}^{2} M_{B}^{5}}{1024 \pi^{4}} r^{3} \sqrt{w^{2}-1}\left(1-2 w r+r^{2}\right) \\
& \times\left[\left(1-\cos \theta_{\ell}\right)^{2} \sin ^{2} \theta_{v} H_{+}^{2}(w)+\left(1+\cos \theta_{\ell}\right)^{2}\right. \\
& \times \sin ^{2} \theta_{v} H_{-}^{2}(w)+4 \sin ^{2} \theta_{\ell} \cos ^{2} \theta_{v} H_{0}^{2}(w) \\
& -2 \sin ^{2} \theta_{\ell} \sin ^{2} \theta_{v} \cos 2 \chi H_{+}(w) H_{-}(w)-4 \sin \theta_{\ell}
\end{aligned}
$$

$$
\begin{align*}
& \times\left(1-\cos \theta_{\ell}\right) \sin \theta_{v} \cos \theta_{v} \cos \chi H_{+}(w) H_{0}(w) \\
& +4 \sin \theta_{\ell}\left(1+\cos \theta_{\ell}\right) \sin \theta_{v} \cos \theta_{v} \cos \chi \\
& \left.\times H_{-}(w) H_{0}(w)\right] \mathcal{B}\left(D^{*} \rightarrow D \pi\right) \tag{75}
\end{align*}
$$

where $\mathcal{B}\left(D^{*} \rightarrow D \pi\right)$ is the branching fraction of the daughter $D^{*}$ decay; further, $\theta_{v}, \theta_{\ell}$, and $\chi$ are the polar angle of the $D$ in the $D^{*}$ rest frame, the polar angle of the charged lepton in the rest frame of the virtual $W$ meson, and the angle between the $\ell \nu$ and $D \pi$ planes, respectively. As with Eq. (7), for neutral $B^{0}$ decays the right-hand side of Eq. (75) should have an additional factor $(1+\alpha \pi)$ for the Coulomb attraction in the final state (see for example, Refs. [113, 114]). Other electromagnetic corrections are expected to be smaller, and we will neglect them, keeping only $\left|\eta_{\mathrm{EW}}\right|^{2}$ and the Coulomb factor. ${ }^{5}$ Following our previous estimates of EM effects [22,53], as well as the HFLAV procedure [1,115], we use $\eta_{\mathrm{EW}}=1.0066(50)$ in our calculation.

Belle marginalizes on one variable at a time, integrating (binning) the rest. BaBar's method consists of a full, four-dimensional analysis without integrating over any variable. The collaboration claims such an analysis is needed to achieve correct results [19]. Nonetheless, both the Belle and

[^5]BaBar Collaborations give compatible final values of $\left|V_{c b}\right|$ in their respective publications $[18,19]$.

For Belle, we integrate Eq. (75) in the required bins, and the BGL expressions are introduced in the integrated results. Also, we multiply the right-hand side of Eq. (75) by the Coulomb factor $(1+\alpha \pi)$, because these data are for neutral $B$ mesons only. We perform a combined fit to both the electron and muon modes, instead of averaging them. ${ }^{6}$ For BaBar, we fit the lattice-QCD synthetic data with those in Ref. [19]. BaBar publishes results for a BGL fit to their data that includes both neutral and charged $B$-meson decays. According to Ref. [117], $35.1 \%$ of the decays in this data set correspond to $B^{0}$ decays, and the remaining $64.9 \%$ correspond to $B^{ \pm}$decays. These fractions imply that a Coulomb factor of $(1+0.351 \alpha \pi)$ should be applied to the $B^{0}+B^{ \pm}$ BaBar dataset.

BaBar uses the previous Fermilab-MILC result of $h_{A_{1}}$ at zero recoil to extract $\left|V_{c b}\right|[19,22]$. In order to minimize the influence of the lattice-QCD results for $h_{A_{1}}(1)$ from Ref. [22] in the joint fit, we create synthetic data from Ref. [19] for $\left|\eta_{E W}\right|^{2}\left|V_{c b}\right|^{2}|\mathcal{F}(w)|^{2}$ at five recoil values away from $w=1$, as shown in Fig. 9. Since the BaBar Collaboration employs a linear fit for all form factors, we exhaust the number of degrees of freedom with just five points. Each one of these synthetic data points has a larger impact than each single data point from Belle's untagged dataset, because the Babar synthetic data inherits its precision from the precision of the underlying, full dataset. In the end, the green band for Belle in Fig. 9 is noticeably narrower than BaBar's, so it is expected that the Belle untagged dataset has a larger impact in the final results for $\left|V_{c b}\right|$ and $R\left(D^{*}\right)$.

The kinematic constraint in Eq. (72) is included in these fits, and although there are no direct experimental measurements that determine $\mathcal{F}_{2}$, experiments also have an impact on the $d_{j}$ coefficients through the correlations between this and other form factors. Our preferred fits, coming from quadratic $z$ expansions, are shown in Fig. 9 and Table 12. As in the lattice-QCD-only fits, the fits in Table 12 include $0(1)$ priors for the quadratic and higher (if applicable) coefficients of each form factor, while leaving the rest of the coefficients unconstrained. Fig. 9 shows that the mean of the lattice estimate falls below the experimental curves, but the errors are large enough to make the difference remain at $\approx 2 \sigma$. The correlations between the different lattice, synthetic data points determine very precisely the slope of the decay amplitude, forcing it to be noticeably larger than what we obtain from our fits to experimental data. The full correlation matrix is provided in the ancillary files, as described in Appendix D. Form

[^6]factors from this information can be used in phenomenology, under the assumption that only the $\tau$ couples to new physics.

Our final result for $\left|V_{c b}\right|$ is obtained from the quadratic BGL fit to the lattice-QCD form factors and both experimental datasets (see the column labeled "Lattice+both" in Table 12), which yields

$$
\begin{equation*}
\left|V_{c b}\right|=(38.40 \pm 0.78) \times 10^{-3} \tag{76}
\end{equation*}
$$

and a $\chi^{2} /$ dof $=126 / 84$. This relatively large $\chi^{2} /$ dof indicates tensions among the datasets: a combined fit of Belle and BaBar data, using lattice-QCD input only for normalization results in a large $\chi^{2}$ /dof of $104 / 76$. It is therefore to be expected that the combined fit would result in a similarly large $\chi^{2}$ /dof. Further, we note that our fit to the lattice-QCD form factors only has $\chi^{2} /$ dof $<1$, as shown in Table 12, which also lists the results of joint fits of lattice-QCD form factors with each experimental dataset separately, as well as with the combined Belle and BaBar data. We find that all joint lattice-QCD with experimental data fits have $\chi^{2} /$ dof $>1$, including the one leading to Eq. (76), but the central values of $\left|V_{c b}\right|$ do not differ more than approximately one standard deviation among these fits, and the sizes of the errors are similar. We also see a general agreement in the coefficients of the expansion, particularly in the important low-order ones.

Because most previous inclusive and exclusive determinations of $\left|V_{c b}\right|$ omit the Coulomb factor, we also perform the BGL fits without it; the results are collected in Table 13. Compared to the results for $\left|V_{c b}\right|$ in Table 12, the central values are shifted by the respective Coulomb factors. They are consistent with previous exclusive determinations, for example $\left|V_{c b}\right|_{\text {excl }}=(39.9 \pm 0.9) \times 10^{-3}$ from the PDG [2]. The long-standing tension with inclusive determinations thus remains: $\left|V_{c b}\right|_{\text {incl }}=(42.2 \pm 0.8) \times 10^{-3}[2]$.

Since the Belle data are binned in different variables, there is a normalization constraint between the different bins, assuming that they contain the same underlying data. Then only 37 of the 40 bins are truly independent for each mode [116], because the sum of all bins for a particular variable should give the same total number of events. Such constraints should be reflected as zero eigenmodes, or - with rounding errors - very small eigenvalues in the $40 \times 40$ statistical correlation matrices. The correlation matrices provided in Ref. [18] are constructed using Monte Carlo simulations, and do not resolve these constraints due to the underlying approximations. We therefore investigate the effect of removing the last bin on each one of the angular variables data and reconstructing its value from the total normalization. We find that this procedure correctly introduces the anticipated constraints between the bins, while the values of the reconstructed last bins are compatible with those given Ref. [18]. Hence, the expected zero eigenvalues in the statistical correlation matrices are recovered. With this procedure our combined Belle + lattice-QCD BGL fit does not yield


Fig. 9 Results for separate fits to each dataset (left) and joint fit of all data (right). On the left we compare the BaBar result (gray), the Belle result from the untagged dataset (green), and the lattice-QCD result coming from our synthetic data (red). To allow for an straightforward comparison of lattice and experimental data, the data points and bands have been normalized with the central value of $\left|V_{c b}\right|$ as obtained in our

joint fit, and taking into account the Coulomb factor corresponding to each case. All results agree within $\approx 2 \sigma$ over the whole kinematic range. There is tension between the slope predicted by the lattice calculation and that of the experimental data. Since the lattice-QCD slope is well determined, correlations in the joint fit cause the central lattice-QCD values to fall slightly below the experimental values
and the last, a combined fit of all experimental data using the value of $h_{A_{1}}(1)$ extracted from our chiral-continuum extrapolation as normalization. The coefficient $c_{0}$ is fixed by the constraint given in Eq. (72), and it is shown for convenience

Table 12 Quadratic $z$ expansion results. The second column shows results from a fit only to synthetic lattice-QCD data (the same as the "quadratic" column in Table 11), the third, from a joint fit to lattice QCD plus BaBar's synthetic data, the fourth, from lattice QCD plus Belle's untagged dataset, the fifth, lattice QCD plus both experiments,

|  | Lattice QCD | Lattice + BaBar | Lattice + Belle | Lattice + both | $h_{A_{1}}(1)+$ both |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $a_{0}$ | 0.0330(12) | 0.0331(12) | 0.0325(11) | 0.0321(10) | 0.0262(42) |
| $a_{1}$ | $-0.156(55)$ | - 0.091(41) | - 0.160(45) | $-0.147(31)$ | 0.03 (15) |
| $a_{2}$ | -0.12(98) | $-0.19(20)$ | -0.69(94) | $-0.63(20)$ | -0.12(12) |
| $b_{0}$ | $0.01229(23)$ | $0.01229(22)$ | $0.01238(22)$ | $0.01249(22)$ | $0.01228(23)$ |
| $b_{1}$ | -0.003(12) | 0.0104(72) | $0.015(10)$ | 0.0021(43) | 0.0046(48) |
| $b_{2}$ | 0.07(53) | 0.44(17) | -0.30(24) | 0.07(11) | - 0.17(21) |
| $c_{0}$ | 0.002059(38) | 0.002058(37) | 0.002073(37) | 0.002092(37) | $0.002056(38)$ |
| $c_{1}$ | -0.0058(25) | -0.0010(11) | 0.0010(17) | 0.00062(86) | 0.00163(92) |
| $c_{2}$ | $-0.013(91)$ | 0.022(50) | 0.035(57) | 0.060(26) | 0.017(37) |
| $c_{3}$ |  | 0.24(77) | -0.34(76) | -0.94(48) | -0.66(62) |
| $d_{0}$ | 0.0509(15) | $0.0517(15)$ | 0.0522(15) | 0.0531(14) |  |
| $d_{1}$ | -0.328(67) | -0.220(55) | - 0.180(49) | -0.201(42) |  |
| $d_{2}$ | -0.02(96) | 0.20(92) | $-0.01(90)$ | 0.0007(8980) |  |
| $\chi^{2} / \mathrm{dof}$ | 0.63/1 | 8.50/4 | 111/79 | 126/84 | 104/76 |
| $\sum_{i}^{N} a_{i}^{2}$ | $0.47_{-0.36}^{+1.51}$ | $0.05_{-0.05}^{+0.12}$ | $0.7_{-0.7}^{+2.0}$ | $0.43_{-0.21}^{+0.30}$ | $0.04_{-0.03}^{+0.05}$ |
| $\sum_{i}^{N}\left(b_{i}^{2}+c_{i}^{2}\right)$ | $0.13{ }_{-0.10}^{+0.44}$ | $0.56{ }_{-0.39}^{+0.98}$ | $0.54_{-0.43}^{+1.00}$ | $0.90_{-0.57}^{+1.17}$ | $0.57{ }_{-0.55}^{+1.13}$ |
| $\sum_{i}^{N} d_{i}^{2}$ | $0.54_{-0.38}^{+1.40}$ | $0.46{ }_{-0.37}^{+1.35}$ | $0.41_{-0.34}^{+1.25}$ | $0.41_{-0.33}^{+1.25}$ |  |
| $\left\|V_{c b}\right\| \times 10^{3}$ |  | 39.1(1.0) | 38.17(85) | 38.40(78) | 39.35(91) |

Table $13\left|V_{c b}\right|$ results for our different BGL fits without including the Coulomb factor

|  | Lattice + BaBar | Lattice + Belle | Lattice + both | $h_{A_{1}(1)+\text { both }}$ |
| :--- | :--- | :--- | :--- | :--- |
| $\left\|V_{c b}\right\| \times 10^{3}$ | $39.3(1.1)$ | $38.60(86)$ | $38.74(78)$ | $39.75(92)$ |
| $\chi^{2} /$ dof | $8.48 / 4$ | $111 / 79$ | $124 / 84$ | $103 / 76$ |

any significant changes in the final values and uncertainties for $\left|V_{c b}\right|$ and $R\left(D^{*}\right)$, but we observe a substantial decrease in $\chi^{2} /$ dof from $111 / 79$ to $96 / 73$. In the case of our joint fit, which includes Belle, BaBar and lattice-QCD data, the $\chi^{2} /$ dof decreases from $126 / 84$ to 109/78. Nevertheless, the results for $\left|V_{c b}\right|$ and $R\left(D^{*}\right)$ quoted in this work use the Belle data and correlation matrices as given in Ref. [18].

The BGL fit to the BaBar data [19] includes fewer coefficients than our BGL fit to the lattice-QCD form factors. We test for the presence of truncation errors by performing BGL fits to the BaBar data including higher coefficients with priors of $0.0(5)$. This increases the errors in the BaBar data points, most likely because the extra coefficients are completely uncorrelated with the rest of the BaBar data. Because the joint fit to all data is currently dominated by the Belle and lattice-QCD data, the addition of extra coefficients in the BaBar expansion does not change our final results for $\left|V_{c b}\right|$ and $R\left(D^{*}\right)$ in a meaningful way. Hence, for the our final results quoted in this work, the synthetic data points from Ref. [19] are generated without adding extra coefficients.

In the Belle and BaBar analyses the number of coefficients in the BGL $z$ expansion is limited to exclude those that cannot be properly determined by their data, and thus avoiding apparent unitarity violations. This procedure, however, does not account for possible truncation errors. Repeating the fits in Table 12 without the $c_{3}$ and $d_{2}$ coefficients yields similar results with reduced errors and much smaller sums for the unitarity constraints.

### 5.3 Determination of $R\left(D^{*}\right)$

From the fit results in Table 12 we can calculate $R\left(D^{*}\right)$ through direct integration of the differential decay rate over the whole kinematic range. In Fig. 10, we show the differential decay rate as a function of the recoil parameter extracted using lattice-only data (red and brown curves), compared with that of our joint fit. The curves below (maroon and blue) show the differential decay rate for the $\tau$ case. Our final result for $R\left(D^{*}\right)$ from our purely lattice-QCD calculation is
$R\left(D^{*}\right)_{\text {Lat }}=0.265 \pm 0.013$.
If we assume that new physics effects are visible only at large lepton masses (i.e., the $\tau$ ), we can use our joint fit of the lattice and light-lepton experimental data to obtain a more precise SM value of $R\left(D^{*}\right)$. We note that in our joint fit, the curve corresponding to light leptons is determined mainly
from experiment, and the one corresponding to the $\tau$ comes mainly from the lattice data. In that case, we obtain

$$
\begin{equation*}
R\left(D^{*}\right)_{\text {Lat+Exp }}=0.2484(13), \tag{78}
\end{equation*}
$$

where the Coulomb factor is included. Its removal does not change significantly neither the central value nor the error. We emphasize, however, that Eq. (77) is the SM prediction, relying only on lattice QCD, while Eq. (78) is also based on the shape information coming from experimental data. In any case, the correlated difference between the two results is $1.3 \sigma$. Our values also agree with previous theoretical determinations [20,21,118-120]. We note that more recent experimental measurements have found $R\left(D^{*}\right)$ to be consistently smaller than before, hence reducing the tension between theory and experiment [1]. The current status of the $R(D)-R\left(D^{*}\right)$ determinations is summarized in Fig. 11.

### 5.4 Tests

### 5.4.1 Imposing the constraint at maximum recoil

As we explained above, our preferred analysis does not impose the kinematic constraint in Eq. (73), is trivially satisfied in the HQET basis of form factors (the $h_{X}$ ) used in our chiral-continuum extrapolation. However, the BGL expansion does not naturally incorporate it. Maximum recoil is far from the region where lattice data are available, and there are no experimental data available for this decay with a heavy lepton $\ell=\tau$. Thus, to the extent that the BGL expansion does not match the HQET-basis form factors precisely, we expect small deviations from Eq. (73) in the BGL fit. Such deviations are tolerable because small violations of the constraint do not have any physical consequences, as long as they are within errors. Figure 10 shows that our fits, nonetheless, satisfy the maximum-recoil constraint to within approximately $1 \sigma$.

Imposing the constraint in the fit model, we find new values for $\left|V_{c b}\right|=38.36(78) \times 10^{-3}$ and $R\left(D^{*}\right)=0.274(10)$, which are compatible with the values obtained in our preferred analysis. It is not surprising that the constraint does not alter the value of $\left|V_{c b}\right|$. After all, the CKM matrix element is extracted mainly from the behavior of the form factors at small recoil and does not entail the form factor $\mathcal{F}_{2}$. The error on $R\left(D^{*}\right)$, on the other hand, is slightly reduced by the constraint.


Fig. 10 Top: differential decay rate calculated using only lattice data (red and maroon) and lattice plus experimental data (green and blue). The higher curves are for a massless lepton, whereas the lower curves are for the $\tau$. Although the pure-lattice curves are consistently below the experimental ones, especially at large recoil, both of them agree within $2 \sigma$. Bottom: test of the kinematic constraint at maximum recoil Eq. (73). Shown is a contour plot up to $2 \sigma$ of the form factors $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ resulting from the lattice-data-only fit and the joint fit of lattice and experimental data. The constraint is satisfied along the diagonal. We see both fits satisfy the constraint within errors

A comparison of the BGL coefficients of the constrained analysis with those of our preferred one is shown in Table 14. We do not find significant changes, and the coefficients in both analyses are compatible with each other within $1 \sigma$, although the differences increase with the order of the coefficients. This behavior is expected, as the low-order coeffi-


Fig. 11 Current status of the evaluations of $R(D)$ and $R\left(D^{*}\right)$. The contours show the 2019 HFLAV experimental average [1] at 1, 2, and $3 \sigma$. The red point with error bars uses our lattice-QCD prediction for $R\left(D^{*}\right)$ and $R(D)=0.284(14)$ calculated from lattice-QCD data [53] (without correlations, which are not available but could be important). The green point shows $R\left(D^{*}\right)$ from the joint fit yielding $\left|V_{c b}\right|$ with $R(D)=0.299$ (3) from HFLAV [1], which is similarly based on a joint fit to lattice-QCD and experimental data
cients are well determined by the data, and the higher-order coefficients become more relevant at maximum recoil. The new information does not improve the quality of the fit in a significant way. This is particularly clear in the pure lattice fit, where the $\chi^{2}$ almost doubles, but the number of degrees of freedom increases just from three in the unconstrained fit to four in the constrained one. It appears that the constraint introduces small tensions with the BGL expansion. Because of this, and since both the unconstrained and the constrained fit give compatible results with only small differences, we choose the unconstrained fit as our preferred result.

### 5.4.2 The $z$ expansion with an improved $C L N$ parametrization

For the sake of completeness, we offer an alternative analysis, replacing the BGL parametrization with CLN. In the CLN parametrization, the form factor $h_{A_{1}}$ is expressed as a polynomial in $z$, and the other form factors appear as ratios with respect to $h_{A_{1}}$ :
$R_{0}=\frac{1}{1+r}\left(w+1+w \frac{r h_{A_{2}}-h_{A_{3}}}{h_{A_{1}}}-\frac{h_{A_{2}}-r h_{A_{3}}}{h_{A_{1}}}\right)$,
$R_{1}=\frac{h_{V}}{h_{A_{1}}}$,
$R_{2}=\frac{r h_{A_{2}}+h_{A_{3}}}{h_{A_{1}}}$.

Table 14 Comparison of results of the $z$ expansion fits with and without the kinematic constraint given in Eq. (73). The largest differences appear in the higher-order coefficients. The coefficient $c_{0}$ is fixed by the constraint given in Eq. (72), and it is shown for convenience. The Coulomb factors are included in the fits with experimental data input

|  | Lattice QCD alone |  | Lattice QCD + Experiment |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Unconstrained | Constrained | Unconstrained | Constrained |
| $a_{0}$ | 0.0330(12) | $0.0330(12)$ | 0.0321(10) | 0.0320(10) |
| $a_{1}$ | $-0.156(55)$ | $-0.156(55)$ | $-0.147(31)$ | $-0.142(31)$ |
| $a_{2}$ | -0.12(98) | -0.12(98) | $-0.63(20)$ | -0.60(19) |
| $b_{0}$ | $0.01229(23)$ | $0.01228(23)$ | $0.01249(22)$ | 0.01250(22) |
| $b_{1}$ | -0.003(12) | 0.001(11) | 0.0021(43) | 0.0031(42) |
| $b_{2}$ | 0.07 (53) | - 0.23(41) | 0.07(11) | 0.05 (10) |
| $c_{0}$ | $0.002059(38)$ | $0.002058(38)$ | 0.002092(37) | 0.002094(37) |
| $c_{1}$ | -0.0058(25) | -0.0051(23) | $0.00062(86)$ | 0.00090 (84) |
| $c_{2}$ | - 0.013(91) | $-0.076(58)$ | 0.060(26) | 0.061(26) |
| $c_{3}$ |  |  | -0.94(48) | - 1.08(47) |
| $d_{1}$ | 0.0509(15) | 0.0509(15) | 0.0531(14) | 0.0531(14) |
| $d_{1}$ | $-0.328(67)$ | $-0.331(67)$ | $-0.201(42)$ | $-0.187(41)$ |
| $d_{2}$ | -0.02(96) | 0.12(95) | 0.0007(8980) | 0.85(67) |
| $\chi^{2} /$ dof | 0.63/1 | 1.36/2 | 126/84 | 127/85 |
| $\sum_{i}^{N} a_{i}^{2}$ | $0.47{ }_{-0.36}^{+1.51}$ | $0.47_{-0.36}^{+1.51}$ | $0.43{ }_{-0.21}^{+0.30}$ | $0.39_{-0.20}^{+0.28}$ |
| $\sum_{i}^{N}\left(b_{i}^{2}+c_{i}^{2}\right)$ | $0.13{ }_{-0.10}^{+0.44}$ | $0.12_{-0.16}^{+0.33}$ | $0.90_{-0.57}^{+1.17}$ | $1.18_{-0.75}^{+1.25}$ |
| $\sum_{i}^{N} d_{i}^{2}$ | $0.54_{-0.38}^{+1.40}$ | $0.51_{-0.33}^{+1.42}$ | $0.41_{-0.33}^{+1.25}$ | $0.77_{-0.72}^{+1.60}$ |
| $\left\|V_{c b}\right\|_{\mathrm{c}}$ |  |  | 38.40(78) | 38.36(78) |
| $R\left(D^{*}\right)$ | 0.265(13) | 0.274(10) | 0.2484(13) | 0.2492(12) |

We include a few improvements to address the weak points of CLN: first we extract the full covariance matrix relating the parameters $\rho_{A_{1}}$ and $c_{A_{1}}$ from the original article [8] using the data given for the one-sigma ellipsoids. With the full covariance matrix, we can account for the strong correlations between $\rho_{A_{1}}^{2}, c_{A_{1}}$ and $d_{A_{1}}$, which allows for small variations of the fixed relations often used in CLN fits. Second, we use updated results for the expansions in $w-1$ of the ratios $R_{j}$. The form factors to be fit are

$$
\begin{align*}
h_{A_{1}}(z)= & h_{A_{1}}(1)\left[1-8 \rho_{A_{1}}^{2} z+\left(64 c_{A_{1}}-16 \rho_{A_{1}}^{2}\right) z^{2}\right. \\
& \left.+\left(512 d_{A_{1}}+256 c_{A_{1}}-24 \rho_{A_{1}}^{2}\right) z^{3}\right]  \tag{82}\\
R_{0}(w)= & 1.25(35)-0.183(77)(w-1) \\
& +0.063(23)(w-1)^{2}  \tag{83}\\
R_{1}(w)= & 1.28(36)-0.101(51)(w-1) \\
& +0.066(24)(w-1)^{2}  \tag{84}\\
R_{2}(w)= & 0.740(44)+0.128(38)(w-1) \\
& -0.079(19)(w-1)^{2}, \tag{85}
\end{align*}
$$

where to fit $R_{0}$ to experimental data requires measurements of the $\tau$ final state. The full correlation matrix of $\rho_{A_{1}}^{2}$ and $c_{A_{1}}$ is given in Table 15, and we follow Ref. [8] to calculate $d_{A_{1}}$. In the following, we refer to the CLN parametrization as "improved" when using Eqs. (82)-(85) and "base" when using the coefficients of the original paper [8].

Fitting our lattice data with the improved CLN parametrization yields a result for $R\left(D^{*}\right)$ that is compatible with Eq. (77), but the $\chi^{2} /$ dof of the fit increases spectacularly to $\chi^{2} /$ dof $=25.7 / 1$. A base CLN fit is similarly bad, with $\chi^{2} /$ dof $=31.9 / 7$. The combined fit using lattice and Belle data again yields a compatible $\left|V_{c b}\right|$ and is also very bad, with $\chi^{2} /$ dof $=133.5 / 80$. Here too the base and the improved versions of CLN are equally incompatible with the lattice-QCD form factors and Belle data. The CLN fits involving only lattice-QCD data violate the kinematic constraint in Eq. (73) by $2.7 \sigma$. The combined CLN fits satisfy it at around $1 \sigma$. In light of these issues, the BGL parametrization provides a much superior $z$ expansion, so we have chosen it in our main analysis. ${ }^{7}$

One can wonder why the improved CLN fit performs so poorly. One possible point of tension between our data and the improved CLN ansatz is the relationship between the slope, the curvature and the cubic coefficient in $h_{A_{1}}$, which is much more constrained than in the BGL parametrization. We compare our fit results to only lattice data for both parametrizations by calculating a Taylor expansion around $z=0$ up to cubic order of our BGL result for $h_{A_{1}} \propto f$, and we present in Fig. 12 contour plots of the CLN priors, the improved CLN fit result, and the BGL fit result. Our BGL results for $\rho_{A_{1}}^{2}, c_{A_{1}}$ and $d_{A_{1}}$ are compatible with our improved

[^7]Table 15 Correlation matrix relating $\rho_{A_{1}}^{2}$ and $c_{A_{1}}$ in the CLN parametrization

|  | $\rho_{A_{1}}^{2}$ | $c_{A_{1}}$ |
| :--- | ---: | ---: |
| $\rho_{A_{1}}^{2}$ | 1.0000 | 0.9834 |
| $c_{A_{1}}$ | 0.9834 | 1.0000 |

CLN results within one sigma, suggesting that the tensions with the improved CLN parametrization come from the other form factors.

Figures 13 and 14 show the results for $h_{A_{1}}$ and $R_{0,1,2}$ in the BGL and the improved CLN cases, along with the lattice data used in the fit. In general, the BGL fit shows a much better agreement with our lattice data, and the ratios $R_{0,2}$ are poorly fitted with the improved CLN ansatz. Also, the improved CLN fit violates the constraint given by Eq. (73). Imposing the constraint does not improve the fit quality, or reduce the tensions in the $R_{0,2}$ ratios.

Following Ref. [108], we advocate either a revision or a deprecation of the CLN parametrization in favor of a truly model-independent parametrization, such as BGL. Even if we had found a good quality of fit with CLN, we would still prefer the BGL results on theoretical grounds. The main reason not to use the CLN parametrization in a first principles analysis like this one is to test the theoretical assumptions that makes CLN different from BGL. CLN imposes constraints through crossing symmetry from the physical region of the cross channel and constraints from heavy-quark effective theory. The BGL parametrization does not. With the latter we are able to verify ex post facto the reliability of these constraints.

Other limitations of the base CLN, such as an update of its inputs, and a more careful treatment of the errors and correlations of the CLN coefficients, have been addressed in a few recent papers [119-121]. The HQET parametrization discussed in those works also include corrections of order $1 / m_{c}^{2}$. We refer the reader to those papers for further discussion.

### 5.4.3 Comparison with LCSR

We can also test the validity of the light cone sum rules (LCSR), often employed to constrain the form factors at maximum recoil. To this end, we take the latest results from Ref. [122]. They present results for the form factors in a different notation. For the reader's convenience, we provide the conversion formulae:

$$
\begin{align*}
V\left(w_{\mathrm{Max}}\right) & =0.69(13), \quad V(w)=h_{V}(w) \frac{1+r}{2 \sqrt{r}}  \tag{86}\\
A_{1}\left(w_{\mathrm{Max}}\right) & =0.60(9), \quad A_{1}(w)=h_{A_{1}}(w) \frac{(1+w) \sqrt{r}}{1+r} \tag{87}
\end{align*}
$$



Fig. 12 Contour plot of the slope $\left(\rho_{A_{1}}^{2}\right)$ versus curvature $\left(c_{A_{1}}\right)$ of the $h_{A_{1}}$ form factor in the CLN and BGL cases. We show the ellipsoids corresponding to the CLN priors extracted from [8] and the results of the improved CLN and BGL fits at one and two sigmas. There is good agreement in all cases, and a numerical test shows that the differences in $\rho_{A_{1}}^{2}, c_{A_{1}}$ and $d_{A_{1}}$ between the fit results of the improved CLN parametrization and the BGL parametrization is close to $1 \sigma$

$$
\begin{equation*}
A_{2}(w)=\left(r h_{A_{2}}(w)+h_{A_{3}}(w)\right) \frac{1+r}{2 \sqrt{r}} \tag{88}
\end{equation*}
$$

Our lattice-QCD only results for the aforementioned form factors are:
$V\left(w_{\text {Max }}\right)=0.65(10)$,
$A_{1}\left(w_{\text {Max }}\right)=0.608(71)$,
$A_{2}\left(w_{\text {Max }}\right)=0.71(11)$.

The agreement is excellent for $A_{1}$ and $V$, and the $A_{2}$ form factor also agrees within $1.4 \sigma$.

## 6 Discussion and outlook

Using the first unquenched lattice-QCD calculation of the form factors describing the decay $B \rightarrow D^{*} \ell v$ at nonzero recoil, together with 2018 Belle [18] and 2019 BaBar [19] measurements, we obtain the following results for the CKM matrix element $\left|V_{c b}\right|$ :
$\left|V_{c b}\right|=(38.40 \pm 0.78) \times 10^{-3}$,
which includes the Coulomb correction for neutral $B$-meson decays. Omitting this correction leads to $\left|V_{c b}\right|=$ (38.74 $\pm$


Fig. 13 Comparison between our fits to lattice data using BGL and the improved CLN parametrization. We show $h_{A_{1}}$ (top) and $R_{0}$ (bottom). The differences between BGL and CLN are mild for $h_{A_{1}}$, at least in the region where there are data. In contrast, the improved CLN fit to $R_{0}$ shows large tensions with the lattice data
$0.78) \times 10^{-3}$, which is the result that should be compared with inclusive decays. The quoted uncertainty is from experiment and theory together. As discussed in Sect. 5.2, this result comes from a fit exhibiting tension among the datasets, $\chi^{2} /$ dof $=126 / 84$. The tension is motivation for better experimental measurements and lattice-QCD calculations, as a $\sim 2 \sigma$ effect it is inconclusive. In order to disentangle the contributions from experiment and theory, we run a BGL fit


Fig. 14 Comparison between our fits to lattice data using BGL and the improved CLN parametrization. Here we show $R_{1}$ (top) and $R_{2}$ (bottom). In this case, the fit to the $R_{1}$ data looks acceptable in both cases, but the CLN fit to $R_{2}$ shows large differences with the data
as described in Sect. 5.1, but assuming very small errors on the synthetic lattice-QCD data, and then we run analogous fits assuming very small experimental errors. By looking at how the final error changes, we estimate each contribution, finding $0.34 \times 10^{-3}$ from experiment, $0.67 \times 10^{-3}$ from lattice QCD , $0.10 \times 10^{-3}$ from the truncation of the BGL expansion, and $0.18 \times 10^{-13}$ due to EW + EM effects. These partial values are an approximation to guide how much improvement we can
expect from future calculations and experiments. The final error in Eq. (92) is an accurate estimate of the full uncertainty.

Belle II is expected to deliver experimental data for this decay, although until there is a better understanding of its detector performance and the systematics of the experiment, it is not clear how much improvement on the error for $\left|V_{c b}\right|$ could come from these high statistics data [123]. An improved result can be obtained from this or any other forthcoming data, in combination with the synthetic data points and covariance matrix that fully describe the output of our chiral-continuum extrapolation, given in the ancillary files as described in Appendix D.

The main result of this article is the behavior of the form factors parametrizing semileptonic $B \rightarrow D^{*} \ell \nu$ decays at small, but nonzero recoil. It allows us to perform a much more robust analysis of $\left|V_{c b}\right|$ than when using just the value of the decay amplitude at zero recoil. We find excellent agreement between our current and previous results, both from $B \rightarrow D^{*} \ell v$ at zero recoil [22] and $B \rightarrow D \ell v$ at nonzero recoil [53]. Our result also agrees with other recent $B \rightarrow D^{(*)} \ell \nu$ exclusive determinations [32,124]. It is also compatible with the recent extraction based on $B_{s} \rightarrow D_{s}^{(*)} \ell \nu$ decays measured by LHCb [125], and with form factors recently calculated by HPQCD [23,126], but with much smaller errors.

Our result for $\left|V_{c b}\right|$ does not change the current status of the inclusive-exclusive puzzle. The inclusive determination was recently updated in [127], slightly reducing the uncertainty, and preliminary results from Belle based on a datadriven approach [128], and compatible with the current inclusive world average [1], have been presented [129]. On the other hand, it has been argued that it is very challenging for BSM physics to accommodate such a tension [3,4]. A further reduction in errors is necessary to extract conclusions. Inclusive calculations of $\left|V_{c b}\right|$ might also benefit in the longer term from recent ideas in lattice QCD [130,131], which might lead to calculations with very different systematics.

During the implementation of the joint experimentallattice fits we found issues in both experimental datasets used: the BaBar Collaboration does not provide unfolded data, and their $z$ expansion uses only five coefficients to describe three form factors, as opposed to the nine coefficients we use for the same form factors in our lattice data only fit. As a result, we are concerned that the truncation errors in the $z$ expansion could be underestimated in the synthetic data generated from BaBar fits. However, the $\left|V_{c b}\right|$ and $R\left(D^{*}\right)$ fits are dominated by the Belle and lattice-QCD data, and the effect of including BaBar data is just a small reduction in the total error in Eq. (92). The Belle Collaboration provides unfolded data, but as pointed out in Ref. [116], the statistical correlation matrices given in Ref. [18] seem inconsistent. We also checked that this potential problem has no significant impact on our results for either $\left|V_{c b}\right|$ or $R\left(D^{*}\right)$ (with form factors
from the $\left|V_{c b}\right|$ fit). Thus, an improvement in the presentation of the data from both collaborations would be very welcome.

Another benefit of the knowledge of all form factors at nonzero recoil is the possibility of calculating $R\left(D^{*}\right)$ from first principles. Our result
$R\left(D^{*}\right)_{\text {Lat }}=0.265 \pm 0.013$
reaches a similar precision to that of the $B \rightarrow D \ell v$ analysis for $R(D)$. Even though our calculation of $R\left(D^{*}\right)$ involves integrals of extrapolated quantities with large errors, the combined error is relatively small due to the large correlations between $\mathcal{B}\left(B \rightarrow D^{*} \tau \nu\right)$ and $\mathcal{B}\left(B \rightarrow D^{*} \ell \nu\right)$. In this case, the form factor that enter only in the determination of the decay to a $\tau$ was computed with lattice input only. We have also calculated a more precise value using form factors from the $\left|V_{c b}\right|$ fit, $R\left(D^{*}\right)_{\text {Lat+Exp }}=0.2484(13)$. Our preferred SM value is the one given in Eq. (93), which comes exclusively from lattice QCD and avoids any experimental decay-rate input.

The result in Eq. (93) confirms previous theoretical estimates of $R\left(D^{*}\right)$, as well as the current tension between the SM and experiment in the $R(D)-R\left(D^{*}\right)$ plane. Recent experimental determinations of $R\left(D^{*}\right)$ tend to reduce the tension, however. In fact, before Belle published results from their untagged dataset [29], the tension was as large as $4 \sigma$, but the newest analysis has reduced it to $3 \sigma$, and remaining tensions come mainly because of the influence of the BaBar $R(D)$ result [132]. An updated measurement of $R(D)$ could cast some light on the current tensions. Also, future high-precision experimental measurements from Belle II and LHCb are bound to become critical to determine whether these quantities will agree with the SM in the end.

Together with more precise experimental measurements, lattice-QCD form factors with a smaller uncertainty will also be crucial for shedding light to this theory-experiment tension, as well as to the exclusive-inclusive tension in the determination of $\left|V_{c b}\right|$. We expect to reduce the uncertainties in the form factors at nonzero recoil in future work, the first of which is already in progress at the time of this publication. The main sources of uncertainty in this work come from statistics and the quark discretization errors. An improvement in this area will require a modification in both the light and the heavy-quark actions to allow for smaller systematics. Chiral-continuum-extrapolation errors can be reduced by using a better discretization for light quarks and physical pion masses. Another area where we can reduce errors is the renormalization, by using a nonperturbative calculation of the renormalization factors. Further validation of our lattice-QCD result will come with independent analyses currently in progress by other lattice-QCD collaborations [133]. Similar improvements, with an expected reduction of errors, can be applied to our calculation of $B \rightarrow D \ell \nu$ form factors at nonzero recoil [53]. A correlated analysis of both decays
will allow a correlated determination of $R(D)$ and $R\left(D^{*}\right)$ that could provide tighter theoretical constraints.

In this work, we also assess the impact of using an improved CLN parametrization to describe the shape of the form factors. Instead of using the fixed coefficients published in Ref. [8], we employ the full covariance matrix that relates the slope and curvature coefficients of the reference form factor using data from the original CLN paper [8], and pass this information as priors to a CLN fit. We also compute the errors in the cubic coefficient, and update the values of the ratios with respect to the reference form factor with values coming from one of the latest HQET calculations [15], assuming a $20 \%$ error on each coefficient. Our updated CLN parametrization gives a very similar central value and error bar, compared with that of the BGL parametrization, but the quality of fit decreases greatly when the lattice-QCD data are included. CLN is very restrictive with the shape of certain form factors, and because the lattice-QCD data have relatively small errors, they introduce serious constraints in the parametrization. Our findings reinforce the current consensus of the community [108] to abandon CLN in favor of the more flexible and rigorous BGL parametrization. The impact of using improved HQE parametrizations, such as the one in Refs. [119-121], should be nevertheless investigated.
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## Appendix A: The chiral logs in our chiral-continuum extrapolation

In this Appendix, we give further details on the chiralcontinuum extrapolation. In particular, we discuss the staggered version of the chiral logs corresponding to the $B \rightarrow$ $D^{*} \ell \nu$ case at nonzero recoil.

The chiral logs employed in Eq. (50) are derived following Refs. [87,134]. Since in this analysis we do not use partially quenched ensembles, the expressions employed are those of full QCD with $2+1$ flavors. Here we reproduce the expression of the logs for the different form factors for the sake of completeness,

$$
\begin{align*}
\operatorname{logs}_{\mathrm{SU}(3)}^{\mathrm{Y}}= & \frac{1}{16} \sum_{\Theta}\left(2 \bar{F}_{\pi_{\Theta}}^{Y}+\bar{F}_{K_{\Theta}}^{Y}\right)-\frac{1}{2} \bar{F}_{\pi_{I}}^{Y}+\frac{1}{6} \bar{F}_{\eta_{I}}^{Y} \\
& +\sum_{\Xi=V, A} a^{2} \delta_{\Xi}^{\prime}\left(\frac{m_{S_{\Xi}}^{2}-m_{\pi_{\Xi}}^{2}}{\left(m_{\eta_{\Xi}}^{2}-m_{\pi_{\Xi}}^{2}\right)\left(m_{\pi_{\Xi}}^{2}-m_{\eta_{\Xi}^{\prime}}^{2}\right)} \bar{F}_{\pi_{\Xi}}^{Y}\right. \\
& +\frac{m_{\eta_{\Xi}}^{2}-m_{S_{\Xi}}^{2}}{\left(m_{\eta_{\Xi}}^{2}-m_{\eta_{\Xi}^{\prime}}^{2}\right)\left(m_{\eta_{\Xi}}^{2}-m_{\pi_{\Xi}}^{2}\right)} \bar{F}_{\eta_{\Xi}}^{Y} \\
& \left.+\frac{m_{S_{\Xi}}^{2}-m_{\eta_{\Xi}^{\prime}}^{2}}{\left(m_{\eta_{\Xi}}^{2}-m_{\eta_{\Xi}^{\prime}}^{2}\right)\left(m_{\eta_{\Xi}^{\prime}}^{2}-m_{\pi_{\Xi}}^{2}\right)} \bar{F}_{\eta_{\xi}^{\prime}}^{Y}\right) . \tag{A.1}
\end{align*}
$$

In the expression above $Y=A_{1,2,3}$, and for the vector form factor $\operatorname{logs}_{\mathrm{SU}(3)}^{\mathrm{V}}=\operatorname{logs}_{\mathrm{SU}(3)}^{\mathrm{A}_{1}}$. The index $\Theta$ goes over all pseudoscalar meson fields of the effective theory, whereas $\Xi$ labels vector and axial counterparts. Explicit expressions for the mass of a pseudoscalar meson $P$ with taste $\Xi, m_{P_{\Xi}}$, in terms of the parameters of the rooted staggered theory can be found in Ref. [135]. The hairpin parameters, which come from $\chi$ PT disconnected diagrams, are marked as $\delta_{V, A}^{\prime}$. Both vector and axial hairpin parameters are defined for the lightest coarse ensemble $a \approx 0.12 \mathrm{fm}$ to be $\delta_{A}^{\prime}=-0.28(6)$ and $\delta_{V}^{\prime}=0.00(7)$, and their value is obtained for other ensembles by rescaling this number, assuming the hairpin parameter scales as the root mean square of the taste splittings. The taste
splittings along with the tree-level LEC $B_{0}$ depend solely on the lattice spacing and are given in Table 16. The values for the hairpin parameters, as well as those quoted in Table 16, were determined from fits to light-quark quantities by the MILC Collaboration in Ref. [54]. Our results are insensitive to the errors in the parameters quoted in the table, as well as the errors in the hairpin parameters, since the chiral logs are a very small contribution to our fit function in the region where we have data.

The functions appearing in Eq. (A.1) are given by
$\bar{F}_{j}^{Y} \equiv F^{Y}\left(w, m_{j},-\Delta^{(c)} / m_{j}\right)$,
where $\Delta^{(c)}$ is the $D-D^{*}$ mass splitting that we take from the PDG [2], assuming a charged meson. The error from the PDG uncertainty, even if enlarged to cover a neutral-meson mass difference, also has a negligible impact in the final fit. The $F^{Y}$ functions are defined as

$$
\begin{align*}
F^{A_{1}}(w, m, x)= & -2\left[I_{1}(w, m, x)-\frac{1}{2} I_{3}(w, m, x)\right. \\
& +(w+1) I_{1}(w, m, 0) \\
& +\left(w^{2}-1\right) I_{2}(w, m, 0) \\
& \left.-\frac{5}{2} I_{3}(w, m, 0)\right], \\
F^{A_{2}}(w, m, x)= & -2\left[I_{1}(w, m, x)+(w+1) I_{2}(w, m, x)\right. \\
& \left.-I_{1}(w, m, 0)-(w+1) I_{2}(w, m, 0)\right] \tag{A.4}
\end{align*}
$$

$$
F^{A_{3}}(w, m, x)=-2\left[-(w+1) I_{2}(w, m, x)\right.
$$

$$
-\frac{1}{2} I_{3}(w, m, x)+(w+2) I_{1}(w, m, 0)
$$

$$
\begin{equation*}
\left.+w(w+1) I_{2}(w, m, 0)-\frac{5}{2} I_{3}(w, m, 0)\right] \tag{A.5}
\end{equation*}
$$

with

$$
\begin{align*}
I_{j}(w, m, x)= & -\left[m^{2} x E_{j}(w)+m^{2} x^{2} \ln \left(\frac{m^{2}}{\Lambda_{\chi}^{2}}\right) G_{j}(w)\right. \\
& \left.+m^{2} x^{2} F_{j}(w, x)\right] \tag{A.6}
\end{align*}
$$

The functions $E_{j}(w)$ and $G_{j}(w)$ are

$$
\begin{align*}
& E_{1}(w)=\frac{\pi}{w+1}, \quad G_{1}(w)=\frac{r(w)-w}{2\left(w^{2}-1\right)}  \tag{A.7}\\
& E_{2}(w)=\frac{-\pi}{(w+1)^{2}}, \quad G_{2}(w)=\frac{w^{2}+2-3 w r(w)}{2\left(w^{2}-1\right)^{2}} \tag{A.8}
\end{align*}
$$

$E_{3}(w)=\pi, \quad G_{3}(w)=-1$.

Here $r(w)$ is
$r(w)=\frac{1}{\sqrt{w^{2}-1}} \ln \left(w+\sqrt{w^{2}-1}\right)$.
The $F_{j}$ functions in general cannot be expressed in closed form, and are defined as integrals,

$$
\begin{align*}
F_{1}(w, x)= & \frac{1}{x^{2}} \int_{0}^{\pi / 2} d \theta \frac{a}{1+w \sin 2 \theta}\left\{\pi\left(\sqrt{1-a^{2}}-1\right)\right. \\
& -2\left[\frac{1}{2} \sqrt{a^{2}-1} \ln \left(1-2 a\left(a+\sqrt{a^{2}-1}\right)-a\right]\right\} \tag{A.11}
\end{align*}
$$

$$
\begin{aligned}
F_{2}(w, x)= & \frac{1}{x^{2}} \int_{0}^{\pi / 2} d \theta \frac{a \sin 2 \theta}{(1+w \sin 2 \theta)^{2}} \\
& \times\left\{-\frac{3 \pi}{2}\left(\sqrt{1-a^{2}}-1\right)+\frac{\pi a^{2}}{2 \sqrt{1-a^{2}}}\right. \\
& +\left[\left(\frac{3-4 a^{2}}{\sqrt{a^{2}-1}}\right)\left(-\frac{1}{2} \ln \left(1-2 a\left(a+\sqrt{a^{2}-1}\right)\right)\right)\right.
\end{aligned}
$$

$$
\begin{equation*}
-3 a]\} \tag{A.12}
\end{equation*}
$$

$F_{3}(w, x)=\frac{1}{x}\left\{\pi\left(\sqrt{1-x^{2}}-1\right)-2\right.$

$$
\begin{equation*}
\left.\times\left[\frac{1}{2} \sqrt{x^{2}-1} \ln \left(1-2 x\left(x+\sqrt{x^{2}-1}\right)\right)-x\right]\right\}, \tag{A.13}
\end{equation*}
$$

where
$a=\frac{x \cos \theta}{\sqrt{1+w \sin 2 \theta}}$.

## Appendix B: Estimation of the matching factors and their errors

In this Appendix, we derive the renormalization factors for the vector and axial-vector currents using heavy-quark effective theory (HQET) as an intermediary between lattice gauge theory and continuum QCD $[50,103]$. We have calculated the renormalization factors at one loop in perturbation theory, sometimes using an expedient approximation described below. These one-loop results are shown in Table 6. Here, we use the notation $p_{B}=p, v_{B}=v, p_{D^{*}}=p^{\prime}$, and $v_{D^{*}}=v^{\prime}$.

## Appendix B.1: HQET matching

The HQET description of lattice-QCD currents is [50]
$V^{\mu} \doteq \bar{C}_{V_{\|}}^{\mathrm{LGT}}(w) v^{\mu} \bar{c}_{v^{\prime}} b_{v}+\bar{C}_{V_{\perp}}^{\mathrm{LGT}}(w) \bar{c}_{v^{\prime}} i \gamma_{\perp}^{\mu} b_{v}$

Table 16 Taste splittings and $B_{0}$ LEC used to compute the meson masses at tree level in $\chi$ PT

| $a(\mathrm{fm})$ | $r_{1}^{2} a^{2} \Delta_{I}$ | $r_{1}^{2} a^{2} \Delta_{V}$ | $r_{1}^{2} a^{2} \Delta_{T}$ | $r_{1}^{2} a^{2} \Delta_{A}$ | $r_{1} B_{0}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0.15 | 0.9851 | 0.7962 | 0.6178 | 0.3915 | 6.761 |
| 0.12 | 0.6008 | 0.4803 | 0.3662 | 0.2270 | 6.832 |
| 0.09 | 0.2207 | 0.1593 | 0.1238 | 0.0747 | 6.639 |
| 0.06 | 0.0704 | 0.0574 | 0.0430 | 0.0263 | 6.487 |
| 0.045 | 0.0278 | 0.0227 | - | 0.0170 | 0.0104 |
| Continuum | - | - | - | 6.417 |  |

$$
\begin{align*}
& +\bar{C}_{V_{v^{\prime}}}^{\mathrm{LGT}}(w) v_{\perp}^{\prime}{ }^{\mu} \bar{c}_{v^{\prime}} b_{v}  \tag{B.15}\\
A^{\mu} \doteq & \bar{C}_{V_{\perp}}^{\mathrm{LGT}}(w) \bar{c}_{v^{\prime}} i \gamma_{\perp}^{\mu} \gamma^{5} b_{v}-\bar{C}_{V_{\|}}(w)^{\mathrm{LGT}} v^{\mu} \bar{c}_{v^{\prime}} \gamma^{5} b_{v} \\
& -\bar{C}_{V_{v^{\prime}}}^{\mathrm{LGT}}(w) v_{\perp}^{\prime \mu} \bar{c}_{v^{\prime}} \gamma^{5} b_{v}
\end{align*}
$$

where $\doteq$ means "has the same matrix elements as". The currents on the left-hand side are lattice operators, while the bilinears on the right-hand side are HQET operators (e.g., built from fields satisfying $\psi b_{v}=i b_{v}$ ). Similarly, HQET can be used to describe continuum-QCD currents.

$$
\begin{align*}
\nu^{\mu} \doteq & \bar{C}_{V_{\|}}(w) v^{\mu} \bar{c}_{v^{\prime}} b_{v}+\bar{C}_{V_{\perp}}(w) \bar{c}_{v^{\prime}} i \gamma_{\perp}^{\mu} b_{v} \\
& +\bar{C}_{V_{v^{\prime}}}(w) v_{\perp}^{\prime \mu} \bar{c}_{v^{\prime}} b_{v}  \tag{B.17}\\
\mathcal{A}^{\mu} \doteq & \bar{C}_{V_{\perp}}(w) \bar{c}_{v^{\prime}} i \gamma_{\perp}^{\mu} \gamma^{5} b_{v}-\bar{C}_{V_{\|}}(w) v^{\mu} \bar{c}_{v^{\prime}} \gamma^{5} b_{v} \\
& -\bar{C}_{V_{v^{\prime}}}(w) v_{\perp}^{\prime}{ }^{\mu} \bar{c}_{v^{\prime}}{ }^{5} b_{v} \tag{B.18}
\end{align*}
$$

The only difference between the lattice and the continuum currents lies in the short-distance coefficients; for Wilsonlike fermions, as used here,
$\lim _{a \rightarrow 0} \bar{C}_{J}^{\mathrm{LGT}}(w)=\bar{C}_{J}(w)$.

Equations (B.15)-(B.18) are valid at zeroth order in $1 / m_{Q}$, $Q=c, b$, which suffices here. ${ }^{8}$

To continue with the analysis, it is advantageous to write explicitly the velocity and polarization vectors of our mesons. Assuming the $B$ meson to be at rest, and the $D^{*}$ to have momentum $p^{\prime}$ along the $z$ axis:

$$
\begin{align*}
v & =(0,0,0, i)=p / M_{B},  \tag{B.20}\\
v^{\prime} & =\left(0,0, \sqrt{w^{2}-1}, i w\right)=p^{\prime} / M_{D^{*}}  \tag{B.21}\\
v_{\perp}^{\prime} & =\left(0,0, \sqrt{w^{2}-1}, 0\right)  \tag{B.22}\\
\hat{v}_{\perp}^{\prime} & \equiv v_{\perp}^{\prime} /\left(v_{\perp}^{\prime} \cdot v_{\perp}^{\prime}\right)^{1 / 2}=(0,0,1,0), \tag{B.23}
\end{align*}
$$

[^8]$\epsilon^{ \pm}=\left(\epsilon^{ \pm}, 0,0\right)$,
$\epsilon^{3}=\left(0,0, w, i \sqrt{w^{2}-1}\right)$,
$\epsilon^{s}=v^{\prime}$,
where $\epsilon^{ \pm}$are two-component unit vectors in the $x y$ plane. For momenta in other directions, such as $\boldsymbol{v}^{\prime} \propto(1,1,0)$ or $(1,-1,1)$, one can rotate the spatial components accordingly. Note that we pick $\hat{v}_{\perp}^{\prime}$, and then we deduce $\epsilon^{ \pm}$.

In this notation, $v \cdot v=-1, v^{\prime} \cdot v^{\prime}=-1$, and $v \cdot v^{\prime}=$ $-w .{ }^{9}$ The polarization vectors satisfy $\bar{\epsilon}^{m} \cdot \epsilon^{n}=g^{m n}$ for $(m, n) \in\{+,-, 3, s\}$ with $g^{m n}=\operatorname{diag}(1,1,1,-1)$. The bar on a polarization vector means to complex-conjugate the spatial components, which arises if (as usual) $\epsilon^{ \pm}$corresponds to $D^{*}$ helicity $\pm 1$. (We use linear polarizations with real $\epsilon$ but keep the $\pm$ notation.) The polarization vectors satisfy $v^{\prime} \cdot \epsilon^{ \pm, 3}=0$, and also $v \cdot \epsilon^{ \pm}=0$.

These vectors can be used to isolate parts of the currents with different matching factors:

$$
\begin{align*}
&-v \cdot V \doteq \bar{C}_{V_{\|}}^{\mathrm{LGT}}(w) \bar{c}_{v^{\prime}} b_{v}  \tag{B.27}\\
& \hat{v}_{\perp}^{\prime} \cdot V \doteq \bar{C}_{V_{\perp}}^{\mathrm{LGT}}(w) \bar{c}_{v^{\prime}} i \hat{\psi}_{\perp}^{\prime} b_{v}+\sqrt{w^{2}-1} \bar{C}_{V_{v^{\prime}}}^{\mathrm{LGT}}(w) \bar{c}_{v^{\prime}} b_{v} \tag{B.28}
\end{align*}
$$

$\epsilon^{ \pm} \cdot V \doteq \bar{C}_{V_{\perp}}^{\mathrm{LGT}}(w) \bar{c}_{v^{\prime}} i \epsilon_{\perp}^{ \pm} b_{v}$,
and similarly for $\mathcal{V}$ (without the superscript "LGT") and for $A$ and $\mathcal{A}$ with $\bar{c}_{v^{\prime}} \rightarrow \bar{c}_{v^{\prime}} \gamma^{5}$.

In HQET, the matrix elements can be worked out with the "trace formalism" [43]:
$\left\langle D^{*}\right| \bar{c}_{v^{\prime}} \Gamma b_{v}|B\rangle=\sqrt{M_{D^{*}} M_{B}} \operatorname{tr}\left[\overline{\mathcal{M}}_{D^{*}} \Gamma \mathcal{M}_{B}\right] \xi(w)$,
where $\xi(w)$ is a form factor known as the "Isgur-Wise function", and
$\mathcal{M}_{B}=-\frac{1}{2}(1-i \psi) \gamma^{5}, \quad \overline{\mathcal{M}}_{D^{*}}=\bar{\epsilon} \frac{1}{2}\left(1-i \psi^{\prime}\right)$,

[^9]and similarly for $\overline{\mathcal{M}}_{D}$ and $\mathcal{M}_{D^{*}}$. Then
\[

$$
\begin{align*}
\operatorname{tr}\left[\overline{\mathcal{M}}_{D^{*}} \mathcal{M}_{B}\right] & =0, \\
\operatorname{tr}\left[\overline{\mathcal{M}}_{D^{*}} \gamma_{\perp}^{\mu} \mathcal{M}_{B}\right] & =\varepsilon^{\mu \nu \alpha \beta} \bar{\epsilon}_{v} v_{\alpha}^{\prime} v_{\beta}, \\
\operatorname{tr}\left[\overline{\mathcal{M}}_{D^{*}}\left(-\gamma^{5}\right) \mathcal{M}_{B}\right] & =i \bar{\epsilon} \cdot v, \\
\operatorname{tr}\left[\overline{\mathcal{M}}_{D^{*}} i \gamma_{\perp}^{\mu} \gamma^{5} \mathcal{M}_{B}\right] & =-i\left[(w+1) \bar{\epsilon}_{\perp}^{\mu}+\bar{\epsilon} \cdot v v_{\perp}^{\prime}\right], \\
\operatorname{tr}\left[\overline{\mathcal{M}}_{D} \mathcal{M}_{B}\right] & =w+1, \\
\operatorname{tr}\left[\overline{\mathcal{M}}_{D} i \gamma_{\perp}^{\mu} \mathcal{M}_{B}\right] & =v_{\perp}^{\prime \mu}, \\
\operatorname{tr}\left[\overline{\mathcal{M}}_{D}\left(-\gamma^{5}\right) \mathcal{M}_{B}\right] & =0, \\
\operatorname{tr}\left[\overline{\mathcal{M}}_{D^{\prime}} i \gamma_{\perp}^{\mu} \gamma^{5} \mathcal{M}_{B}\right] & =0, \\
\operatorname{tr}\left[\overline{\mathcal{M}}_{D^{*}} \mathcal{M}_{B^{*}}\right] & =(w+1) \bar{\epsilon}^{\prime} \cdot \epsilon+\bar{\epsilon}^{\prime} \cdot v \epsilon \cdot v^{\prime}, \\
\operatorname{tr}\left[\overline{\mathcal{M}}_{D^{*}} i \gamma_{\perp}^{\mu} \mathcal{M}_{B^{*}}\right] & =v_{\perp}^{\prime \mu} \bar{\epsilon}^{\prime} \cdot \epsilon-\epsilon_{\perp}^{\mu} \bar{\epsilon}^{\prime} \cdot v-\bar{\epsilon}_{\perp}^{\prime \mu} \epsilon \cdot v^{\prime},  \tag{B.32j}\\
\operatorname{tr}\left[\overline{\mathcal{M}}_{D^{*}}\left(-\gamma^{5}\right) \mathcal{M}_{B^{*}}\right] & =\varepsilon^{v \rho \alpha \beta} \bar{\epsilon}_{v}^{\prime} \epsilon_{\rho} v_{\alpha}^{\prime} v_{\beta},  \tag{B.32k}\\
\operatorname{tr}\left[\overline{\mathcal{M}}_{\left.D^{*} i \gamma_{\perp}^{\mu} \gamma^{5} \mathcal{M}_{B^{*}}\right]}\right. & =\left(\delta_{\tau}^{\mu}+v^{\mu} v_{\tau}\right) \varepsilon^{\tau v \rho \alpha} \bar{\epsilon}_{v}^{\prime}\left(v+v^{\prime}\right)_{\alpha} \epsilon_{\rho} . \tag{B.32l}
\end{align*}
$$
\]

With these results, physical combinations of the decompositions in Eqs. (B.15)-(B.18) can be more easily tracked. Note that the sign convention for $\varepsilon$ cancels in ratios introduced below.

These expressions can be used to relate matrix elements of continuum and LGT currents to each other, via HQET and Eqs. (B.15)-(B.18). Thus, $Z_{V} V$ and $Z_{A} A$ have the same matrix elements as $\mathcal{V}$ and $\mathcal{A}$ if one chooses matching factors such that

$$
\begin{align*}
& \bar{Z}_{V_{\|}}(w) v \cdot V \doteq v \cdot \mathcal{V}  \tag{B.33a}\\
& \bar{Z}_{V_{v^{\prime}}}(w) \hat{v}_{\perp}^{\prime} \cdot V \doteq \hat{v}_{\perp}^{\prime} \cdot v,  \tag{B.33b}\\
& \bar{Z}_{V_{\perp}}(w) \epsilon^{ \pm} \cdot V \doteq \epsilon^{ \pm} \cdot \mathcal{V}  \tag{B.33c}\\
& \bar{Z}_{A_{\|}}(w) v \cdot A \doteq v \cdot \mathcal{A},  \tag{B.33d}\\
& \bar{Z}_{A_{v^{\prime}}}(w) \hat{v}_{\perp}^{\prime} \cdot A \doteq \hat{v}_{\perp}^{\prime} \cdot \mathcal{A}  \tag{B.33e}\\
& \bar{Z}_{A_{\perp}}(w) \epsilon^{ \pm} \cdot A \doteq \epsilon^{ \pm} \cdot \mathcal{A} . \tag{B.33f}
\end{align*}
$$

From these requirements one finds

$$
\begin{align*}
\bar{Z}_{V_{\|}}(w) & =\frac{\bar{C}_{V_{\|}}(w)}{\bar{C}_{V_{\|}}^{\mathrm{LGT}}(w)}  \tag{B.34a}\\
\bar{Z}_{V_{v^{\prime}}}(w) & =\frac{\bar{C}_{V_{\perp}}(w)+(w+1) \bar{C}_{V_{v^{\prime}}}}{\bar{C}_{V_{\perp}}^{\mathrm{LGT}}(w)+(w+1) \bar{C}_{V_{v^{\prime}}}^{\mathrm{LGT}}}  \tag{B.34b}\\
\bar{Z}_{V_{\perp}}(w) & =\frac{\bar{C}_{V_{\perp}}(w)}{\bar{C}_{V_{\perp}}^{\mathrm{LGT}}(w)} \tag{B.34c}
\end{align*}
$$

$\bar{Z}_{A_{\|}}(w)=\frac{\bar{C}_{A_{\|}}(w)}{\bar{C}_{A_{\|}}^{\mathrm{LGT}}(w)}$,
$\bar{Z}_{A_{v^{\prime}}}(w)=\frac{\bar{C}_{A_{\perp}}(w)+(w-1) \bar{C}_{A_{v^{\prime}}}}{\bar{C}_{A_{\perp}}^{\mathrm{LGT}}(w)+(w-1) \bar{C}_{A_{v^{\prime}}}^{\mathrm{LGT}}}$,
$\bar{Z}_{A_{\perp}}(w)=\frac{\bar{C}_{A_{\perp}}(w)}{\bar{C}_{A_{\perp}}^{\mathrm{LGT}}(w)}$,
In anticipation of one-loop perturbative calculations, it is convenient to define
$\bar{\rho}_{J}(w)=\frac{\bar{Z}_{J}(w)}{\bar{Z}_{V_{\|}, \bar{b} b}^{1 / 2}(1) \bar{Z}_{V_{\|}, \bar{c} c}^{1 / 2}(1)}$
to cancel conventional field-normalization factors as well as potentially large tadpole diagrams. The denominators can be computed nonperturbatively. With a quantitative method to compute matrix elements, one can obtain the matching factors. For example, one can use quark states and expand them in perturbative QCD.

Appendix B.2: Useful ratios
We start with the original double ratio
$\left|R_{A_{1}}(1)\right|^{2}=\frac{\left\langle D^{*}(\mathbf{0}, \epsilon)\right| \epsilon \cdot A|B(\mathbf{0})\rangle\langle B(\mathbf{0})| \bar{\epsilon} \cdot A\left|D^{*}(\mathbf{0}, \epsilon)\right\rangle}{\left\langle D^{*}(\mathbf{0}, \epsilon)\right| v \cdot V\left|D^{*}(\mathbf{0}, \epsilon)\right\rangle\langle B(\mathbf{0})| v \cdot V|B(\mathbf{0})\rangle}$,
which requires the matching factor
$\bar{\rho}_{A_{\perp}}^{2}(1)=\frac{\bar{Z}_{A_{\perp}}^{2}(1)}{\bar{Z}_{V_{\|}, \bar{b} b}(1) \bar{Z}_{V_{\|}, \bar{c} c}(1)}$.
To obtain the $w$ dependence of all four form factors, we define several further ratios:

$$
\begin{align*}
Q_{A_{1}}(w) & =\frac{\left\langle D^{*}(\boldsymbol{p}, \epsilon)\right| \epsilon^{ \pm} \cdot A|B(\mathbf{0})\rangle}{\left\langle D^{*}(\mathbf{0}, \epsilon)\right| \epsilon^{ \pm} \cdot A|B(\mathbf{0})\rangle}  \tag{B.38a}\\
X_{0}(w) & =\frac{\left\langle D^{*}(\boldsymbol{p}, \epsilon)\right|(-v \cdot A)|B(\mathbf{0})\rangle}{\left\langle D^{*}(\boldsymbol{p}, \epsilon)\right| \epsilon^{ \pm} \cdot A|B(\mathbf{0})\rangle}  \tag{B.38b}\\
X_{1}(w) & =\frac{\left\langle D^{*}(\boldsymbol{p}, \epsilon)\right| \hat{v}_{\perp}^{\prime} \cdot A|B(\mathbf{0})\rangle}{\left\langle D^{*}(\boldsymbol{p}, \epsilon)\right| \epsilon^{ \pm} \cdot A|B(\mathbf{0})\rangle}  \tag{B.38c}\\
X_{V}(w) & =\frac{\left\langle D^{*}(\boldsymbol{p}, \epsilon)\right| \epsilon^{ \pm} \cdot V|B(\mathbf{0})\rangle}{\left\langle D^{*}(\boldsymbol{p}, \epsilon)\right| \epsilon^{ \pm} \cdot A|B(\mathbf{0})\rangle} \tag{B.38d}
\end{align*}
$$

which require, respectively, the matching factors
$\frac{\bar{Z}_{A_{\perp}}(w)}{\bar{Z}_{A_{\perp}}(1)}=\frac{\bar{\rho}_{A_{\perp}}(w)}{\bar{\rho}_{A_{\perp}}(1)}$,
$\frac{\bar{Z}_{A_{\|}}(w)}{\bar{Z}_{A_{\perp}}(w)}=\frac{\bar{\rho}_{A_{\|}}(w)}{\bar{\rho}_{A_{\perp}}(w)}$,
$\frac{\bar{Z}_{A_{v^{\prime}}}(w)}{\bar{Z}_{A_{\perp}}(w)}=\frac{\bar{\rho}_{A_{v^{\prime}}}(w)}{\bar{\rho}_{A_{\perp}}(w)}$,

$$
\begin{equation*}
\frac{\bar{Z}_{V_{\perp}}(w)}{\bar{Z}_{A_{\perp}}(w)}=\frac{\bar{\rho}_{V_{\perp}}(w)}{\bar{\rho}_{A_{\perp}}(w)} \tag{B.39d}
\end{equation*}
$$

Note that the form factor $A_{1}\left(q^{2}\right) \propto h_{A_{1}}(w)$, defined in Eq. (87), comes directly from $R_{A_{1}} Q_{A_{1}}(w)$, and $V\left(q^{2}\right) \propto$ $h_{V}(w)$, defined in Eq. (86), comes directly from $R_{A_{1}} Q_{A_{1}}$ $(w) X_{V}(w)$, while the helicity amplitudes $H_{0}$ and $H_{s}$ are linear combinations of $R_{A_{1}} Q_{A_{1}}(w) X_{0}(w)$ and $R_{A_{1}} Q_{A_{1}}(w) X_{1}$ $(w)$. The helicity amplitudes $H_{ \pm}$come from $A_{1}$ and $V$, but it is presumably more convenient (or just as convenient) to keep the axial and vector parts separate.

For the dynamic velocity consider the vector-current matrix element

$$
\begin{align*}
& \left\langle D^{*}\left(\boldsymbol{p}, \epsilon^{\prime}\right)\right| V^{\mu}\left|D^{*}(\mathbf{0}, \epsilon)\right\rangle \\
& \quad=\bar{\epsilon}^{\prime} \cdot \epsilon\left(p^{\prime}+p\right)^{\mu} f_{1}(w) \\
& \quad+\text { terms proportional to } v^{\prime} \cdot \epsilon, v \cdot \epsilon^{\prime} . \tag{B.40}
\end{align*}
$$

If we take the same transverse polarization, $\epsilon^{\prime}=\epsilon=\epsilon^{ \pm}$, for the initial and final $D^{*}$ s, then

$$
\begin{align*}
\left\langle D^{*}(\boldsymbol{p})\right|(-v \cdot \mathcal{V})\left|D^{*}(\mathbf{0})\right\rangle & =M_{D^{*}}(w+1) f_{1}(w)  \tag{B.41}\\
\left\langle D^{*}(\boldsymbol{p})\right| \hat{v}_{\perp}^{\prime} \cdot \mathcal{V}\left|D^{*}(\mathbf{0})\right\rangle & =M_{D^{*}} \sqrt{w^{2}-1} f_{1}(w) \tag{B.42}
\end{align*}
$$

where $\hat{v}_{\perp}^{\prime}$, defined in Eq. (B.23), is a unit vector in the direction of $\boldsymbol{p}$, such as $(0,0,1)$ or $(1,1,0) / \sqrt{2}$. On the right-hand side of the second equation, $\sqrt{w^{2}-1}$ is nothing but $\left|v_{\perp}^{\prime}\right|$, the magnitude of $v_{\perp}^{\prime}$; that is, $v_{\perp}^{\prime}=\sqrt{w^{2}-1} \hat{v}_{\perp}^{\prime}$. Because $\mathcal{V}$ is properly normalized, it measures the flavor charge, so the form factor satisfies
$f_{1}(1)=1$.
Using the trace formalism, it is easy to show

$$
\begin{gather*}
\left\langle D^{*}(\boldsymbol{p})\right|(-v \cdot V)\left|D^{*}(\mathbf{0})\right\rangle=M_{D^{*}}(w+1) \bar{C}_{V_{\|}}^{\mathrm{LGT}}(w) \xi(w),  \tag{B.43}\\
\left\langle D^{*}(\boldsymbol{p})\right| \hat{v}_{\perp}^{\prime} \cdot V\left|D^{*}(\mathbf{0})\right\rangle=M_{D^{*}} \sqrt{w^{2}-1} \\
{\left[\bar{C}_{V_{\perp}}^{\mathrm{LGT}}(w)+(w+1) \bar{C}_{V_{v^{\prime}}}^{\mathrm{LGT}}(w)\right] \xi(w) .} \tag{B.44}
\end{gather*}
$$

Taking the ratio, the form factor drops out:

$$
\begin{align*}
& \frac{\left\langle D^{*}(\boldsymbol{p})\right| \hat{v}_{\perp}^{\prime} \cdot V\left|D^{*}(\mathbf{0})\right\rangle}{\left\langle D^{*}(\boldsymbol{p})\right|(-v \cdot V)\left|D^{*}(\mathbf{0})\right\rangle} \\
& \quad=\frac{\left|v_{\perp}^{\prime}\right|}{w+1} \frac{\bar{C}_{V_{\perp}}^{\mathrm{LGT}}(w)+(w+1) \bar{C}_{V_{v^{\prime}}}^{\mathrm{LGT}}(w)}{\bar{C}_{V_{\|}}^{\mathrm{LGT}}(w)} \tag{B.45}
\end{align*}
$$

but a matching factor remains. ${ }^{10}$ The analogous equations for $\mathcal{V}$ shows that $f_{1}(w)=\bar{C}_{V_{\|}}(w) \xi(w)$ and $\bar{C}_{V_{\|}}(w)=$ $\bar{C}_{V_{\perp}}(w)+(w+1) \bar{C}_{V_{v^{\prime}}}(w)$.

Appendix B.3: Expedient approximation
Calculating the full $w$ dependence of the $\bar{Z}_{J}$ at the one-loop level is, in general, very cumbersome. From Ref. [50], however, we have

$$
\begin{align*}
\lim _{m_{c} a \rightarrow 0} \bar{Z}_{J_{\|}}(w) & =Z_{J_{\|}},  \tag{B.46}\\
\lim _{m_{c} a \rightarrow 0} \bar{Z}_{J_{\perp}}(w) & =Z_{J_{\perp}}  \tag{B.47}\\
\lim _{m_{c} a \rightarrow 0} \bar{Z}_{J_{\perp}} \bar{C}_{J_{v^{\prime}}}^{\mathrm{LGT}}(w) & =Z_{J_{\perp}} \bar{C}_{J_{v^{\prime}}}(w) \\
& \Rightarrow \lim _{m_{c} a \rightarrow 0} \bar{Z}_{J_{v^{\prime}}}(w)=Z_{J_{\perp}} \tag{B.48}
\end{align*}
$$

Then we can approximate,
$\frac{\bar{\rho}_{A_{\perp}}(w)}{\bar{\rho}_{A_{\perp}}(1)} \approx 1 \pm \alpha_{V}\left(q^{*}\right) \rho_{\max }^{[1]}(w-1) m_{2 c} a$,
$\frac{\bar{\rho}_{A_{\|}}(w)}{\bar{\rho}_{A_{\perp}}(w)} \approx \frac{\rho_{A_{\|}}}{\rho_{A_{\perp}}} \pm \alpha_{V}\left(q^{*}\right) \rho_{\max }^{[1]} m_{2 c} a$,
$\frac{\bar{\rho}_{A_{v^{\prime}}}(w)}{\bar{\rho}_{A_{\perp}}(w)} \approx 1 \pm \alpha_{V}\left(q^{*}\right) \rho_{\max }^{[1]} m_{2 c} a$,
$\frac{\bar{\rho}_{V_{\perp}}(w)}{\bar{\rho}_{A_{\perp}}(w)} \approx \frac{\rho_{V_{\perp}}}{\rho_{A_{\perp}}} \pm \alpha_{V}\left(q^{*}\right) \rho_{\max }^{[1]} m_{2 c} a$,
where $\rho_{\max }^{[1]}=0.352$ is the largest one-loop coefficient that we find among the computable one-loop coefficients. For lack of a better choice, we set $q^{*}=2 / a$, as in other papers.

In the limit $m_{c} a \rightarrow 0$, the matching factor in the velocity tends to 1 . We could use an uncertainty like that in Eq. (B.49c), but that seems to be an unecessary complication. A little algebra shows that the mismatch in $w$ is very small:

$$
\begin{equation*}
w \approx w^{\mathrm{LGT}} \pm \alpha_{V}\left(q^{*}\right) \rho_{\max }^{[1]}\left(w^{2}-1\right) m_{2 c} a \tag{B.50}
\end{equation*}
$$

while the mismatch in $z$ is

$$
\begin{equation*}
z \approx z^{\mathrm{LGT}}\left[1 \pm \alpha_{V}\left(q^{*}\right) 2 \rho_{\max }^{[1]} \frac{1+z}{1-z} m_{2 c} a\right] \tag{B.51}
\end{equation*}
$$

## Appendix C: Heavy quark mistuning corrections procedure

We tune the heavy-quark masses ( $\kappa_{b}$ and $\kappa_{c}$ ) for clover quarks in the Fermilab interpretation using the procedure described in Ref. [22]. In brief, in a mass-independent scheme for the

[^10]Table 17 Simulation values $\kappa_{c}^{\prime}$ and $\kappa_{b}^{\prime}$ employed in the calculation of the form factors compared with their more precisely tuned values $\kappa_{c}$ and $\kappa_{b}$ [22]. The first error in $\kappa_{b}$ and $\kappa_{c}$ includes statistical and fitting contributions; the second one comes from scale setting

| $a(\mathrm{fm})$ | $a m_{l} / a m_{s}$ | $\kappa_{b}^{\prime}$ | $\kappa_{b}$ | $\kappa_{c}^{\prime}$ | $\kappa_{c}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\approx 0.15$ | $0.0097 / 0.0484$ | 0.0781 | $0.0775(16)(3)$ | 0.1218 | $0.12237(26)(20)$ |
| $\approx 0.12$ | $0.02 / 0.05$ | 0.0918 | $0.0868(9)(3)$ | 0.1259 | $0.12423(15)(16)$ |
|  | $0.01 / 0.05$ | 0.0901 | $0.0868(9)(3)$ | 0.1254 | $0.12423(15)(16)$ |
|  | $0.007 / 0.05$ | 0.0901 | $0.0868(9)(3)$ | 0.1254 | $0.12423(15)(16)$ |
|  | $0.005 / 0.05$ | 0.0901 | $0.0879(9)(3)$ | 0.1254 | $0.12452(15)(16)$ |
| $\approx 0.09$ | $0.0124 / 0.031$ | 0.0982 | $0.0964(7)(3)$ | 0.1277 | $0.12710(9)(14)$ |
|  | $0.0062 / 0.031$ | 0.0979 | $0.0965(7)(3)$ | 0.1276 | $0.12714(9)(14)$ |
|  | $0.00465 / 0.031$ | 0.0977 | $0.0966(7)(3)$ | 0.1275 | $0.12718(9)(14)$ |
|  | $0.0031 / 0.031$ | 0.0976 | $0.0967(7)(3)$ | 0.1275 | $0.12722(9)(14)$ |
|  | $0.00155 / 0.031$ | 0.0976 | $0.0972(7)(3)$ | 0.1275 | $0.12737(9)(14)$ |
|  | $0.0072 / 0.018$ | 0.1048 | $0.1050(5)(2)$ | 0.1295 | $0.12955(4)(11)$ |
|  | $0.0036 / 0.018$ | 0.1052 | $0.1051(5)(2)$ | 0.1296 | $0.12957(4)(11)$ |
|  | $0.0025 / 0.018$ | 0.1052 | $0.1052(5)(2)$ | 0.1296 | $0.12960(4)(11)$ |
|  | $0.0018 / 0.018$ | 0.1052 | $0.1054(5)(2)$ | 0.1296 | $0.12964(4)(11)$ |
|  | $0.0028 / 0.014$ | 0.1143 | $0.1116(3)(2)$ | 0.1310 | $0.130921(16)(7)$ |
|  |  |  |  |  |  |

Table 18 Ensemble and kappa parameters used to calculate the mistuning correction [22]. The values in bold are the uncorrected simulation values for this ensemble. Not all combinations are available, since we

| $a(\mathrm{fm})$ | $a m_{l} / a m_{s}$ | Available $\kappa_{b}^{\prime}$ | Available $\kappa_{c}^{\prime}$ |
| :--- | :--- | :--- | :--- |
| $\approx 0.12$ | $0.01 / 0.05$ | $\mathbf{0 . 0 9 0 1}, 0.860,0.820$ | $\mathbf{0 . 1 2 5 4}, 0.1280,0.1230$ |

lattice scale, set by $r_{1}=0.3117(22) \mathrm{fm}$ [64], we tune the heavy-quark masses so that the kinetic masses $M_{2}$ of the $B_{s}$ and $D_{s}$ mesons agree with their experimental values $[64,70]$. Historically, the tuning was done in two stages. A preliminary, lower-statistics study set the heavy-quark masses used in the simulation to generate the two- and three-point correlators in the present study. A subsequent, higher-statistics study was then possible, and it gave slightly different kappa values, as shown in Table 17. We denote the simulation values with $\kappa_{c}^{\prime}$ and $\kappa_{b}^{\prime}$ and the refined values with $\kappa_{c}$ and $\kappa_{b}$. As in Ref. [22], we proceed to correct our results for the slight mistuning and, in the process, estimate the systematic error associated with the correction.

The correction procedure is based on a single $a \approx 0.12$
fm ensemble. A full set of two- and three-point correlation functions were calculated at slightly shifted values of $\kappa_{b}^{\prime}$ and $\kappa_{c}^{\prime}$, as shown in Table 18. The shifted values were chosen close to both the corrected and simulation kappa values. With
these data, we then estimate the derivatives of the form facclose to both the corrected and simulation kappa values. With
these data, we then estimate the derivatives of the form factors and the recoil parameter with respect to the heavy quark masses. By expressing these results in dimensionless terms, we can extrapolate them to other ensembles with different we can extrapolate them to other ensembles with different
light-quark masses and lattice spacings. As a departure from Ref. [53], we perform the correction after the renormalization factors have been applied.
change only one quark mass at a time while keeping the other quark mass fixed to its uncorrected value values for this ensemble. Not all combinations are available, since we

The first step is to construct the combinations of ratios we need to correct. Clever combinations can remove a dependence on the recoil parameter or vanish at zero recoil. We can use this information to improve the precision of the corrections. In this case, we define the following quantities:

$$
\begin{equation*}
A=\left(1-x_{f}^{2}\right) R_{A_{1}} \tag{C.52}
\end{equation*}
$$

$V=\frac{X_{v}}{x_{f}}$,
$B_{0}=\frac{X_{0}}{x_{f}}$,
$B_{1}=\frac{X_{1}-1}{2 x_{f}^{2}}$,
$C_{1}=\frac{X_{1}+1}{2}$,
At zero recoil we expect $C_{1} \rightarrow 1$, since $X_{1} \rightarrow 1$ in that limit. Although $x_{f}$ vanishes when $w \rightarrow 1$, the combinations are designed to give a finite value at zero recoil. In fact, it is easy to reconstruct the form factors using these building blocks,

$$
\begin{align*}
h_{A_{1}} & =A  \tag{C.57}\\
h_{V} & =A V  \tag{C.58}\\
h_{A_{2}} & =A\left(C_{1}+B_{1}-B_{0}\right)  \tag{C.59}\\
h_{A_{3}} & =A\left(C_{1}-B_{1}\right) \tag{C.60}
\end{align*}
$$

Table 19 Results of the $\kappa$ correction fits

| Heavy quark | $a_{w}$ | $a_{A}$ | $b_{A}$ | $b_{V}$ | $b_{B_{0}}$ | $b_{B_{1}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Bottom | - | $1.6(1.5)$ | $-0.23(13)$ | $0.37(14)$ | $-0.65(15)$ | $-0.35(37)$ |
| Charm | $1.14(11)$ | $-0.79(55)$ | $-0.010(31)$ | $0.186(84)$ | $0.297(78)$ | $-0.47(30)$ |

Table 20 Effect of the mistuning adjustments in the form factors and the recoil parameter of the $a \approx 0.12 \mathrm{fm}$ ensemble used to compute the correction. Only the final error is shown in the table. The error for $w$ seems to decrease with the correction, but the relevant quantity is
$w-1$, for which the error either stays the same or increases. The correction (and its error) is highly correlated with $w-1$, as it is directly proportional to it

| Momentum | (0, 0, 0) |  | (1, 0, 0) |  | (2, 0, 0) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Raw | Tuned | Raw | Tuned | Raw | Tuned |
| $w$ | 1.0(0) | 1.0(0) | 1.0402(40) | 1.0374(37) | 1.134(21) | 1.125(20) |
| $h_{A_{1}}$ | 0.901(13) | 0.906(13) | 0.858(21) | 0.863(21) | 0.816(30) | 0.824(30) |
| $h_{A_{2}}$ | - | - | -0.43(15) | - 0.40(16) | -0.49(17) | - 0.46(17) |
| $h_{A_{3}}$ | - | - | 0.98(12) | 0.96(12) | 1.02 (12) | 1.01(12) |
| $h_{V}$ | - | - | 1.106(85) | 1.098(85) | 1.05(11) | 1.04(11) |

The last quantity corrected is the recoil parameter, defined as in Eq. 21, with a trivial dependence on $\kappa_{b}$.

We estimate the derivative by taking finite differences between the observables in Eqs. (C.52)-(C.56) calculated in the standard run and one of the correction runs listed in Table 18. The derivative is taken with respect to $\xi_{\alpha}=1 / a m_{2 \alpha}$ with $\alpha=b, c$, where the kinetic mass $a m_{2 \alpha}$ is defined as
$\frac{1}{a m_{2 \alpha}}=\frac{2}{a m_{0 \alpha}\left(2+a m_{0 \alpha}\right)}+\frac{1}{1+a m_{0 \alpha}}$,
and the bare quark mass is calculated using the tadpoleimproved, tree-level formula
$a m_{0 \alpha}=\frac{1}{u_{0}}\left(\frac{1}{2 \kappa_{\alpha}}-\frac{1}{2 \kappa_{c r}}\right)$.
Here $u_{0}$ is the tadpole parameter, and $\kappa_{c r}$ is the value of $\kappa$ at which the clover-quark pion becomes massless. We calculate the derivatives of each observable for each available value of the recoil parameter. When computing the correction for the $b$ quark, since the $\kappa_{b}^{\prime}=0.860$ simulation value is so close to the tuned value of $\kappa_{b}$, we do not use the data coming from $\kappa_{b}^{\prime}=0.820$.

In general, the calculated derivative is small for all recoil values, and the errors are large enough that we can consider a linear dependence on $w-1$ for all derivatives. Nonetheless, we can exploit some good properties of our observables in order to reduce the number of free parameters. For instance, $d C_{1} / d \xi_{\alpha}(w=1)=0$, since $C_{1}=1$ in that limit, so we can set the constant term to zero. Also, the derivatives of $V, B_{0,1}$ change very little with $w-1$ compared with their errors. Thus, we can safely assume these derivatives behave as constants in the small recoil range we are considering. In fact, these quantities are derived from ratios of form factors
$h_{X} / h_{A_{1}}$, which should depend only weakly on $w$. These simplifications are not only welcome, they are necessary since for $V, B_{0,1}, C_{1}$ we have only two values of the recoil parameter available, so our fits can have one degree of freedom. The observable $A$ is not a ratio per se, but it is calculated at zero recoil as well, and a clear dependence with $w$ arises. Finally, it is obvious that $d w / d \xi_{c}(w=1)=0$, and we can apply the same treatment as for $C_{1}$. Summarizing, we fit our data to the expressions,
$\frac{d w}{d \xi_{c}}=a_{w, c}(w-1)$,
$\frac{d A}{d \xi_{c}}=a_{A, c}(w-1)+b_{A, c}$,
$\frac{d V}{d \xi_{c}}=b_{V, c}$,
$\frac{d B_{0}}{d \xi_{c}}=b_{B_{0}, c}$,
$\frac{d B_{1}}{d \xi_{c}}=b_{B_{1}, c}$,
$\frac{d C_{1}}{d \xi_{c}}=a_{C_{1}, c}(w-1)$,
$\frac{d w}{d \xi_{b}}=0$,
$\frac{d A}{d \xi_{b}}=a_{A, b}(w-1)+b_{A, b}$,
$\frac{d V}{d \xi_{b}}=b_{V, b}$,
$\frac{d B_{0}}{d \xi_{b}}=b_{B_{0}, b}$,

$$
\begin{align*}
& \frac{d B_{1}}{d \xi_{b}}=b_{B_{1}, b}  \tag{C.73}\\
& \frac{d C_{1}}{d \xi_{b}}=a_{C_{1}, b}(w-1) \tag{C.74}
\end{align*}
$$

All fits are unconstrained and result in a $p$ value exceeding 0.5 . Our final corrections are gathered in Table 19. These values are used to correct the form factors for all ensembles. As an example, we show in Table 20 how this tuning modifies the calculated form factors for the ensemble used in the correction.

## Appendix D: Full covariance matrix of the chiralcontinuum extrapolation results

Future work with the lattice-QCD form factors computed here can start with the synthetic data generated for the $z$ expansion. We provide these data for the form factors in the BGL and HQET notation, along with their correlation matrix, in the ancillary files included in this paper. We also include the values and correlation matrix of the BGL $z$ expansion coefficients resulting from our preferred fits from Sects. 5.1.1 and 5.2 , using only lattice-QCD data (the quadratic fit in Table 11) and lattice QCD plus experimental data (the last column in Table 12). Our BGL lattice-QCD-only fit can be reproduced by fitting the included synthetic data in the BGL notation to the BGL expansion described in Sect. 5.1, and using the constraint at zero recoil given in Eq. (72) to remove $c_{0}$.

## Appendix D.1: Reading the data

The data is provided in Python format using the gvar package [137]. The synthetic data points can be read from the file SynthData. PyDat using the following code:

```
import gvar
data = gvar.load("SynthData.PyDat")
corr = gvar.evalcorr(data)
```

After execution, data holds a dictionary whose keys are in the format $F(w)$, where $F=g, f, F 1$ or $F 2$ for the $g, f, \mathcal{F}_{1}$ and $\mathcal{F}_{2}$ form factors in the BGL notation, or $\mathrm{F}=\mathrm{hA} 1$, hA2, hA3 or V for the $h_{A_{i}}$ and $h_{V}$ form factors in the HQET notation, and $w$ is the recoil parameter, $w=1.03,1.10,1.17$. The $h_{X}$ form factors are also available at zero recoil, but the extra data point at $w=1.00$ is not independent and should be used only if one of the other available points is removed. The last line stores the correlations between the different synthetic data points in a dictionary called corr. One can access any correlation by invoking the
pair corr $[F(w 1), G(w 2)]$, where $F$ and $G$ are the two relevant form factors, and $w 1$ and $w 2$ are the recoil parameters at which the correlation should be evaluated.

The $z$-fit results are stored in the file FitResults. PyDat and can be read following the same procedure. The dictionary keys in this case are in the format FIT_xj, where FIT can be either LQCD for the lattice-QCD-only fit, or LQCDEXP for the fit including lattice-QCD and experimental data, and $\times j=$ $\mathrm{a} 0, \mathrm{a} 1 \ldots$ are the different coefficients of the $z$ expansion $a_{0}, a_{1} \ldots$ Our final result for $\left|\eta_{\mathrm{EW}}\right|^{2}\left|V_{c b}\right|^{2}$ is stored under the key LQCDEXP_eVcb, and the results for $R\left(D^{*}\right)$ are stored as LQCD_RDst and LQCDEXP_RDst.
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[^1]:    ${ }^{1}$ In the Fermilab formulation, one can adjust $M_{1}=M_{2}$ by introducing an asymmetry parameter into the lattice action, but this is not necessary for valence quarks. Adjusting $M_{4}=M_{2}$ requires a more improved action [67].

[^2]:    ${ }^{2}$ We observe that the local operators have a smaller overlap with the excited states, and we reduce the width of their corresponding priors for $A_{1,2}$ and $B_{1,2}$ accordingly.

[^3]:    ${ }^{3}$ See, for instance, Ref. [64].

[^4]:    ${ }^{4}$ It is interesting to note that the CLN parametrization does include the constraint at zero recoil given in Eq. (72). The constraint at maximum recoil, Eq. (73), is not imposed in CLN, and indeed does not hold unless the original CLN expressions are modified.

[^5]:    $\overline{5}$ Both the Belle and BaBar experiments use the PHOTOS package to account for low-energy EM radiation; to the best of our knowledge, the EM interactions between charged particles in the final state, described by the Coulomb factor, are not included in PHOTOS.

[^6]:    6 The systematic correlation matrices given in Ref. [18] do not include off-diagonal blocks for the correlated systematic errors between electron and muon modes. They can be reconstructed from the given data [116], but we do not attempt such a reconstruction in our analysis.

[^7]:    ${ }^{7}$ The fits discussed include the Coulomb factor. Its removal does not change the $\chi^{2}$ /dof significantly.

[^8]:    ${ }^{8}$ Matching at the next order in $1 / m_{Q}$ is possible in principle but cumbersome beyond the tree level.

[^9]:    ${ }^{9}$ These conventions also hold in Minkowski space when using the metric $g^{\mu \nu}=\operatorname{diag}(-1,1,1,1)$ [103]. NB: in Minkowski space, $\mu \in$ $\{0,1,2,3\}$; in Euclidean space, $g^{\mu \nu}=\delta^{\mu \nu}$ and $\mu \in\{1,2,3,4\} ; x^{4}=$ $i x^{0}$.

[^10]:    ${ }^{10}$ We overlooked this factor in previous papers [52,53, 136].

