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The tracer diffusion coefficients of six ketones (propanone, butanone, pentan-2-one, pentan-3-one,
hexan-2-one, hexan-3-one) and six aldehydes (methanal, ethanal, propanal, butanal, pentanal and hex-
anal) in liquid ethanol were computed by classical molecular dynamics (MD) simulations over 303.15–
333.15 K and 1–150 bar. The calculated tracer diffusion coefficients, DMD

12 , compared very satisfactorily
with experimental data from the literature, with average absolute relative deviations (AARD) between
9.48 % and 12.18 % for ketones, and between 6.30 % and 9.11 % for aldehydes. The trends of DMD

12 with
solute size and temperature were accurately simulated in all cases, while the weaker influence of pres-
sure was not rigorously reached in all cases when jumping from 1 to 75 bar and then to 150 bar.
Furthermore, a temperature-based correction to DMD

12 was introduced, which decreased the AARD values
of ketones to the range 1.52–5.16 % and aldehydes to 2.94–3.45 %. The analyses of the spatial distribution
functions and coordination numbers show that ethanol has more affinity with ketones than with aldehy-
des, though such affinity difference is not always translated to the computed DMD

12 of ketone-aldehyde iso-
mers. Nevertheless, the experimental diffusivities of both families of compounds are only ca. 7 % different,
hence within the uncertainties associated with the calculated results.
� 2022 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Diffusion results from the spontaneous random thermal move-
ment of species in a mixture and can be quantified in terms of dif-
fusion coefficients (D). These properties are of chief importance not
only for fundamental research but also for design and optimization
of rate-controlled industrial processes [1,2].

Over the past years several phenomenological models and com-
putational approaches have been developed for estimation and
correlation of self-diffusion (D11) and tracer binary diffusion coeffi-
cients (D12). The D11 and D12 properties correspond to the diffusiv-
ity where, in the case of the former, the solute and the solvent are
species of the same kind (label 1), while in the latter an infinitely
diluted solute (label 2) moves through a distinct solvent (label 1).

In terms of phenomenological modeling, one may refer i) the
analytical equations such as those of Liu-Silva-Macedo [3–6] for
prediction and correlation of D11 and D12; ii) the Dymond-
Hildebrand-Batschinski (DHB) correlation [7,8] for D11 and D12 data
correlation; iii) theWilke-Chang equation [9] for D12 prediction; iv)
and the Rice and Gray approaches for D12 correlation [10,11].
Recently, machine learning (ML) approaches based on different
physicochemical descriptors have also been employed, such as i)
the works by Aniceto et al. for D12 estimation in supercritical CO2

[12] or in polar and nonpolar fluids [13] or ii) by Allers et al. for pre-
diction of D11 in Lennard Jones fluids [14]. Moreover, artificial
neural networks for D11 prediction in model and real fluids [15]
have also been employed.

In terms of computational approaches, molecular dynamics
(MD) simulations, either based on classical mechanics [16–19] or
quantum mechanics [20], were employed to derive trajectories,
from which diffusivities are calculated from the slope of the mean
square displacement (MSD) over a time interval according to the
Einstein relation [21]:

DMD ¼ lim
t!1

½rðt0 þ tÞ � rðt0Þ�2
6t

ð1Þ

where DMD is the diffusion coefficient computed from the MD sim-
ulations, t0 is the time origin, and t is the elapsed time from t0.
While the correlations and artificial intelligence methods are very
useful and computationally cheap, their effective applicability is
limited by the quality and diversity of the data available, in terms
of the number and nature of the systems and set of conditions used
in their experimental measurement. Therefore, with the objective of
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obtaining diffusivity data for more complex molecular systems, the
computational chemistry approaches become interesting alterna-
tives. Nonetheless, the MD simulations also have some associated
problems, such as the lack of appropriate potential parameters (a.
k.a. force fields) for those based in classical mechanics, or the signif-
icant computational effort required for those based on quantum
mechanics, even if the molecular systems consider a few dozens
of molecules.

In the past few decades, relevant efforts have been performed to
parametrize force fields with parameters that are highly transfer-
able, like OPLS [22], GROMOS [23] or GAFF [24]. Consequently,
the quality of simulations targeting systems that were not consid-
ered during the parametrization becomes quite satisfactory, with
the OPLS force field being considered to model successfully differ-
ent organic solutes. For instance, Skarmoutsos et al. [25] studied
the solvation and diffusion of caffeine in supercritical (SC) mixtures
of CO2 and ethanol using the OPLS and EPM2 force fields; Vaz et al.

[19] computed DMD
12 of various ketones in SC-CO2 using the OPLS

and EPM2 force fields achieving good agreement with experimen-
tal data; Lee et al. [26] studied the diffusivity of benzene and water
in SC-CO2 using the OPLS, TIP4P/2005 and EPM2 force fields,
respectively, with satisfactory results achieved; and Khanal and
Adhikari [27] computed DMD

12 of amoxicillin in ethanol using the
OPLS force field. Despite the simplicity of non-polarizable force
fields, they have been used to study quite complex systems, such
as in the work by Guevara-Carrion et al. [28] where it was studied
the diffusion of multicomponent mixtures of water/methanol/etha
nol/propan-2-ol using rigid, non-polarizable, force fields based on
Lennard–Jones sites.

Tracer binary diffusion coefficients can be experimentally mea-
sured using different methods, namely, solid dissolution (SD) tech-
nique [29], photon correlation spectroscopy (PCS) [29], radioactive
tracer response (RTR) [29], nuclear magnetic resonance (NMR)
[30], and, most commonly, by chromatographic methods among
which we have the chromatographic peak broadening (CPB) (also
called Taylor-Aris) technique [31–35], the modified Taylor-Aris
technique, and the chromatographic impulse response (CIR)
method [36–38]. However, the experimental measurement of D12

is expensive, time consuming and requires specific equipment that
very often operates under limited range of conditions. These diffi-
culties lead to the lack of experimental data particularly regarding
D12 in dense systems, with less than 10,000 data points available in
the literature, of which less than 3000 are of systems with polar
solvents [11]. Hence, computational approaches become increas-
ingly relevant to estimate diffusivities of non-studied or partially
studied systems. In the last case, the DMD

12 values are computed
for operating conditions not yet covered in previous studies, and
the quality of the calculated values can be ascertained upon com-
parison with available experimental data.

This study is devoted to the simulation of DMD
12 of six ketones and

six aldehydes in compressed liquid ethanol. The ketones consid-
ered are propanone, butanone, pentan-2-one, pentan-3-one,
hexan-2-one, hexan-3-one, while the aldehydes are methanal,
ethanal, propanal, butanal, pentanal and hexanal. The main goal
of the work is the evaluation of a computational strategy using
classical MD simulations for DMD

12 determination of the selected
ketones and aldehydes in liquid ethanol, at temperatures from
303.15 K to 333.15 K and pressures up to 150 bar. This is accom-
plished upon comparison of the calculated values (DMD

12 ) with
experimental data (Dexp

12 ) available for the same conditions. Addi-
tionally, the influence of temperature and pressure on the com-
puted diffusivities is investigated alongside the differences or
similarities found between isomers. The solute–solvent interac-
tions are also analyzed by inspecting structural properties of the
2

systems like spatial distribution functions and coordination num-
bers. These simulations are expected to contribute to the under-
standing of transport phenomenon of compounds with carbonyl
functional group.

2. Computational methods

The MD simulations carried out in this work were performed
with the GROMACS 2019 [39–41] code considering the OPLS-AA
(optimized potentials for liquid simulations – all atoms) [22] force
field for all compounds. This force field was selected due to its ver-
satility, existence of a vast number of parameters in the literature,
compatibility and easiness of implementation, and also because it
was previously found to enable the calculation of diffusivities of
other compounds, such as, DMD

12 of amoxicillin in water and ethanol

[27], DMD
11 of different solvents like n-decane, n-hexadecane, n-

octacosane, ethanol, 1-decanol, cyclohexane, benzene, 2-
methylpentane, 2,2-dimethylbutane, ethyl butanoate, and n-
hexanoic acid [42], and DMD

12 of C3-C5 ketones in SC-CO2 [19], which
were in good agreement with available experimental results. Pre-
liminary calculations for some selected systems also supported
our choices as shown below.

In the OPLS-AA force field, the potential energy of the non-
bonded interactions (Vnon�bonded) are calculated based on the
Lennard-Jones and Coulomb potentials by:

Vnon�bonded ¼ 4eij
rij

rij

� �12

� rij

rij

� �6
" #

þ qiqj

4errij
ð2Þ

where rij is the distance between atoms i and j, eij is the well depth

potential energy between i and j at rij ¼ 2
1
6rij, rij is the distance

between i and j at which the potential is null, qi

(1 e ¼ 1:602176565� 10�19C) is the charge of atom i or j, and er is
the relative permittivity. The rij and eij are calculated from their sin-
gle values using geometric combining rules:

rij ¼ rirj
� �1=2 ð3Þ

eij ¼ eiej
� �1=2 ð4Þ

The potential energy of the bonded interactions is calculated
from the stretching vibration of bonds (V stretching), bending vibra-
tion of bonds (Vangle), and internal torsions (Vdihedrals):

V stretching ¼ kij=2 rij � r0
� �2 ð5Þ

where r0 is the equilibrium bond length, and kij is the force constant
of stretching vibrations;

Vangle ¼ kikj=2 hikj � h0
� �2 ð6Þ

where h0 is the equilibrium angle between three atoms, kikj is the
force constant of bending vibrations and hikj is the angle between
the atoms;

Vdihedrals ¼
X5
n¼0

kn cos hijkl � 180
� �� �n ð7Þ

where kn are the function coefficients, and hijkl is the torsion angle.
The OPLS-AA bonding and non-bonded parameters used in this
work can be found in Tables SD1–SD4 (Supplementary Data).

The MD simulations used cubic boxes with 3500 molecules of
ethanol and 10–29 molecules of the solute (Table SD5), resulting
in mass concentrations between 0.5 % and 1 %. The simulations
were carried out for each condition using the procedure suggested
by Barrera and Jorge [18]: first, the simulation was initialized by a
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steepest descent minimization run; this was followed by a 100 ps
run in the canonical ensemble (NVT), with initial velocities gener-
ated according to the Maxwell distribution; then, a 100 ps run in
the isothermal–isobaric ensemble (NPT) was carried out using
the Berendsen coupling scheme [43]; finally, the simulation con-
tinued in the NPT ensemble up to a few nanoseconds (see below).
The final stage was carried out using the leap-frog algorithm [44],
and the box temperature and pressure were kept constant by using
the V-rescale temperature-coupling thermostat [45] and the
Parrinello-Rahman barostat [46], respectively. Additionally, the
LINCS algorithm was used to constrain the bond lengths and a
cut-off distance of 1.4 nm was adopted for both van der Walls
and Coulomb interactions. This cut-off value was selected previ-
ously by Vaz et al. [19] for obtaining tracer diffusivities of ketones
in SC-CO2, and confirmed in this work to enable the calculation of
diffusivities that compared well with those obtained with larger
cut-off values of 1.6 nm and 1.8 nm (Table SD6), and also with
the available experimental data (Table SD6). The particle-mesh
Ewald (PME) [47] summation was selected for the long-range elec-
trostatic interactions. The compressibility values were taken from
Ref. [48], and when not available their values were estimated by
the correlation of Ref. [49]. The total time of the simulations was
6 ns, with a time step of 0.001 ps. Unless when noticed, the first
3 ns of equilibration were discarded and the other 3 ns were used
for production as suggested by Vaz et al. [19]. The density values of
the mixture were computed from the production phase and com-
pared with the experimental data of pure ethanol whenever avail-
able. As it can be seen in Table SD7 for propanone in ethanol, the
deviations were less than 1 %, which had to be expected for such
low mass concentrations of the solute. Next, the diffusivities were
computed performing a linear regression between 50 and 100 ps of
the mean square displacements (MSD) as function of time, using all
molecules in the simulation and all-time origins – the fitting pro-
cedure is illustrated in Fig. 1 for hexan-3-one in ethanol. Finally,
the DMD

12 value was obtained dividing by six the slope of the fitted
line as exemplified in Fig. 1b. For each combination of temperature
and pressure, the computed properties are always the average of
the results obtained from three independent simulations, i.e. three
simulations with different starting conformations after randomly
placing in the box the solute and solvent molecules.

Ideally, the selected region of the MSD used for fitting should
have a slope of� 1 in the logarithmic MSD versus logarithmic t rep-
Fig. 1. Mean square displacement (MSD) of hexan-3-one in ethanol at 303.15 K and 1
representation of the fitted section, between 50 and 100 ps. Symbols: – fitting line; c

3

resentation, which typically defines the diffusional region of the
MSD [50]. From now on, the slope of the logarithmic MSD versus
logarithmic t representation is defined as mlog. In this study, our
decision of using always the same region enables the automatiza-
tion of the process of calculation of the diffusivities for several sys-
tems and was triggered by previous work by Jamali et al. [51] that
considered the 50–100 ps region for self-diffusivity calculations.
We inspected in detail some of the systems and found that, despite
the mlog values in the 50–100 ps region were slightly lower than
the ideal value of 1 (with values going as low as 0.8), the fitting
was performed away from the ballistic region of the MSD (typically
presented in the initial region) occurring close to t = 0 as exempli-
fied in Fig. 1b. Encouragingly, the diffusivities obtained from the
fittings in the 50–100 ps region were found to compare very well
with the results obtained from the first 50 ps time region showing
mlog � 1 in the logarithmic MSD versus logarithmic t representation
(Table SD8). As can be seen, for three simulation replicas of ethano-
lic solutions of hexan-2-one and butanal, at several different tem-
perature and pressure conditions, the diffusivities obtained from
the fittings in the 50–100 ps region or from the first 50 ps time
region with mlog between 0.98 and 1.02, are the same within the
uncertainties associated to the simulations. Importantly, the tim-
ing of the first region withmlog � 1 changes even in the case of sim-
ulation replicas for a given combination of temperature and
pressure conditions. Therefore, based on the above findings and
in order to make the procedure for the determination of the DMD

12

values as simple as possible, we decided to use the 50–100 ps fit-
ting region for obtaining all the data discussed below.

We checked also the effect of the simulation time in the calcu-
lated diffusivities. We found that the results from 6 ns of simula-
tion time were essentially the same as those calculated from
much longer simulation runs, i.e. 40 ns of simulation (20 ns of equi-
libration followed by 20 ns of production), as can be seen in
Table SD9 for acetone and butanone at 303.15 K, 318.15 K and
333.15 K and 1 bar, and butanone at 303.15 K and 150 bar. More-
over, we compared also the effect of the ensemble. Within associ-
ated uncertainties, the diffusivities of propanone in ethanol at
303.15 K and 1 bar from NVT and NPT simulations were the same,
the values being, respectively DMD

12 = 2.03 � 10�5 ± 0.11 � 10�5 cm2

s�1 and DMD
12 = 1.97 � 10�5 ± 0.06 � 10�5 cm2 s�1. Because we

wanted to compare calculated data with experimental results at
bar during the production phase (3 ns): (a) full MSD function against time; (b)
alculated MSD.
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controlled temperature and pressure conditions, the NPT ensemble
was used to obtain the data discussed below.

The quality of the data that arose from the simulations was
assessed in terms of the relative deviation (RD), average relative
deviation (ARD), and average absolute relative deviation (AARD)
against the available experimental data through the expressions
below:

RDð%Þ ¼ DMD
12 � Dexp

12

Dexp
12

ð8Þ

ARD %ð Þ ¼ 100
NDP

XNDP
i¼1

DMD
12 � Dexp

12

Dexp
12

 !
i

ð9Þ

AARD %ð Þ ¼ 100
NDP

XNDP
i¼1

DMD
12 � Dexp

12

Dexp
12

�����
�����
i

ð10Þ
3. Results and discussion

The computed DMD
12 can be found in Tables 1 and 2 alongside the

relative deviation to the experimental data [52]. Overall, the results
found for the aldehydes and ketones in liquid ethanol are satisfac-
tory. In the case of the ketones, the global AARD values are
between 9.48 % and 12.18 %, while for the aldehydes they are
between 6.30 % and 9.11 %. The maximum deviation (25.32 %) is
found for butanone at 333.15 K and 150 bar. In the following, the
MD simulations are discussed and compared with the experimen-
tal data.

3.1. Comparison of calculated and experimental diffusivities

For both ketones and aldehydes, it is clear that RD increases
with temperature though there is a major difference between the
two families of compounds. In the former, the RD values at
303.15 K are mostly positive, ranging from as low as �3.88 % to
8.33 %, with an ARD of 1.98 % (systematic deviations are also evi-
dent in Fig. 2). In contrast, the RD of aldehydes are mostly negative
at this temperature, ranging from �8.77 % to 0.72 %, with ARD
Table 1
Computed diffusion coefficients (DMD

12 ) of ketones in liquid ethanol at various temperature
[52].

Propanone Butanone Penta

T (K) P (bar) DMD
12 � DDMD

12 (10�5 cm2 s�1)

303.15 1 1.97 ± 0.06
(1.55 %)

1.75 ± 0.05
(0.00 %)

1.60 ±
(1.91

303.15 75 1.89 ± 0.04
(2.72 %)

1.67 ± 0.04
(1.21 %)

1.51 ±
(2.72

303.15 150 1.81 ± 0.15
(2.26 %)

1.61 ± 0.05
(2.55 %)

1.48 ±
(6.47

318.15 1 2.72 ± 0.06
(14.29 %)

2.31 ± 0.11
(6.94 %)

2.13 ±
(9.79

318.15 75 2.43 ± 0.06
(8.97 %)

2.24 ± 0.02
(9.27 %)

2.08 ±
(13.66

318.15 150 2.36 ± 0.20
(11.32 %)

2.07 ± 0.03
(6.70 %)

1.95 ±
(12.72

333.15 1 3.57 ± 0.10
(23.53 %)

3.16 ± 0.14
(20.15 %)

2.57 ±
(6.64

333.15 75 3.34 ± 0.32
(22.79 %)

2.84 ± 0.15
(13.15 %)

2.78 ±
(25.23

333.15 150 3.14 ± 0.14
(22.18 %)

2.97 ± 0.09
(25.32 %)

2.55 ±
(21.43

ARD
AARD

12.18 %
12.18 %

9.48 %
9.48 %

11.17
11.17

4

value of �4.50 % (systematic deviations are also evident in
Fig. 3). As for the highest temperature, 333.15 K, the deviations
found for the ketones lie between 6.64 % and 25.32 %, with
ARD = 19.22 %, while for aldehydes the deviations are lower, rang-
ing from 10.71 % to 16.94 % with ARD = 13.70 %. This error incre-
ment with temperature may be attributed to the fact that the
parameterization and validation of the OPLS-AA force field were
done against experimental properties obtained at conditions close
to 298.15 K [22]. Hence, bigger deviations may be expected as one
departs from this temperature. In fact, such deviations were also
observed in other classical MD studies using OPLS-based force
fields. For example, Klein et al. found that the difference between
the L-OPLS-AA calculated and experimental density of liquid n-
dodecane increased with the temperature increase in the interval
298.15–573.15 K [53]. In a very recent study with the OPLS4 force
field by Baba et al. [54], it was found that the self-diffusion coeffi-
cients of 152 liquids were clearly affected by the temperature vari-
ation. These observations emphasize that a single set of parameters
that work well for a given temperature may not work well for other
different conditions. In fact, in the case of the studied ketones, an
increment of 30 K is enough to deviate the calculated DMD

12 over
20 % from the experimental value, which is further evidenced in
Fig. 2. Even though RD increases with T , the effect over DMD

12 is
always correctly translated. As temperature increases, the energy
and the free volume of the system increase, therefore the diffusion
coefficient also increases. This observation is valid at all pressures
and for all studied solutes.

Concerning the influence of pressure, the diffusivities from the
MD simulations do not evidence a clear trend as the values in
Tables 1-2 demonstrate. Theoretically, as pressure increases, the
solvent molecules become more packed and the free volume for
diffusion decreases, which subsequently penalizes D12. For
instance, from 1 to 150 bar, the DMD

12 values always decrease, even
though the translated differences are not as expressive as they
should (i.e., pentan-2-one at 333.15 K). However, the pressure
effect is not always followed as shown for butanone at 333.15 K,
since DMD

12 decreases from 1 to 75 bar and increases from 75 to
150 bar. One may conclude the weak influence of pressure on dif-
fusivity is within the uncertainty associated to the data calculated
s (T) and pressures (P). Values in parenthesis are deviations to the experimental data

n-2-one Pentan-3-one Hexan-2-one Hexan-3-one

0.13
%)

1.62 ± 0.01
(2.53 %)

1.49 ± 0.11
(2.76 %)

1.56 ± 0.06
(8.33 %)

0.14
%)

1.51 ± 0.05
(– %)

1.32 ± 0.06
(-2.22 %)

1.39 ± 0.05
(– %)

0.04
%)

1.34 ± 0.03
(– %)

1.24 ± 0.05
(-3.88 %)

1.29 ± 0.08
(0.78 %)

0.05
%)

2.11 ± 0.05
(– %)

1.84 ± 0.05
(3.37 %)

1.98 ± 0.20
(– %)

0.10
%)

2.11 ± 0.05
(– %)

1.89 ± 0.06
(12.50 %)

1.94 ± 0.01
(– %)

0.13
%)

1.99 ± 0.07
(– %)

1.75 ± 0.02
(10.76 %)

1.78 ± 0.06
(– %)

0.17
%)

2.80 ± 0.23
(15.23 %)

2.50 ± 0.19
(14.68 %)

2.61 ± 0.08
(20.28 %)

0.04
%)

2.53 ± 0.20
(– %)

2.40 ± 0.16
(18.23 %)

2.33 ± 0.05
(– %)

0.06
%)

2.42 ± 0.14
(– %)

2.30 ± 0.16
(19.17 %)

2.37 ± 0.10
(20.30 %)

%
%

(– %)
(– %)

8.37 %
9.73 %

(– %)
(– %)



Table 2
Computed diffusion coefficients (DMD

12 ) of aldehydes in liquid ethanol at various temperatures (T) and pressures (P). Values in parenthesis are deviations to the experimental data
[52].

Methanal Ethanal Propanal Butanal Pentanal Hexanal

T (K) P (bar) DMD
12 � DDMD

12 (10�5 cm2 s�1)

303.15 1 3.07 ± 0.05
(– %)

2.49 ± 0.05
(– %)

2.08 ± 0.10
(– %)

1.84 ± 0.08
(-5.15 %)

1.63 ± 0.08
(-4.68 %)

1.50 ± 0.04
(-2.60 %)

303.15 150 2.65 ± 0.08
(– %)

2.28 ± 0.14
(– %)

1.89 ± 0.09
(– %)

1.56 ± 0.10
(-8.77 %)

1.44 ± 0.10
(-6.49 %)

1.40 ± 0.16
(0.72 %)

318.15 1 3.85 ± 0.13
(– %)

3.28 ± 0.13
(– %)

2.78 ± 0.16
(– %)

2.40 ± 0.10
(2.13 %)

2.14 ± 0.08
(0.00 %)

1.99 ± 0.08
(6.42 %)

318.15 150 3.66 ± 0.11
(– %)

2.93 ± 0.10
(– %)

2.37 ± 0.11
(– %)

2.16 ± 0.06
(4.85 %)

1.81 ± 0.04
(-4.74 %)

1.75 ± 0.13
(2.94 %)

333.15 1 5.09 ± 0.20
(– %)

4.14 ± 0.17
(– %)

3.56 ± 0.22
(– %)

3.13 ± 0.29
(16.79 %)

2.78 ± 0.08
(11.20 %)

2.58 ± 0.12
(13.66 %)

333.15 150 4.62 ± 0.22
(– %)

3.70 ± 0.20
(– %)

3.11 ± 0.07
(– %)

2.83 ± 0.15
(16.94 %)

2.48 ± 0.03
(10.71 %)

2.28 ± 0.02
(12.87 %)

ARD
AARD

(– %)
(– %)

(– %)
(– %)

(– %)
(– %)

4.46 %
9.11 %

1.00 %
6.30 %

5.67 %
6.53 %

Fig. 2. Diffusion coefficients of ketones in liquid ethanol against hydrodynamic coordinates: filled symbols are DMD
12 values; open symbols are Dexp

12 values from Ref. [52].
Values reported at 303.15 K (j andh), 318.15 K (s andd) and 333.15 K (▲ and4) for (a) propanone, (b) butanone, (c) pentan-2-one and (d) hexan-2-one. The pentan-3-one
and hexan-3-one results are omitted for simplicity. Viscosity values estimated by Mamedov equation as proposed by Cano-Gómez et al. [55].
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Fig. 3. Diffusion coefficients of aldehydes in liquid ethanol against hydrodynamic coordinates: filled symbols are DMD
12 values; open symbols are Dexp

12 values from Ref. [52].
Values reported at 303.15 K (j and h), 318.15 K (s and d) and 333.15 K (▲ and 4) for (a) butanal, (b) pentanal and (c) hexanal. Viscosity values estimated by Mamedov
equation as proposed by Cano-Gómez et al. [55].

Fig. 4. Computed diffusivities (DMD
12 ) in liquid ethanol against temperature, at 1 bar, for: (a) ketones: acetone (*), butanone (+), pentan-2-one (d), pentan-3-one (s), hexan-2-

one (▲), hexan-3-one (4); and (b) aldehydes: methanal (j), ethanal (�). Propanal (*), butanal (+), pentanal (d), hexanal (▲).
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from MD and it is not translated in clear trends in all cases, as fre-
quently happens with other properties of liquids estimated by phe-
nomenological models.

Within the same chemical family, the analysis of DMD
12 variation

with solute size (see Fig. 4) evidences that as more carbons the
molecule contains the lower is the diffusivity, which can be easily
expected from the Stokes-Einstein relationship (D12 a1=r, being r
the radius of the ‘‘spherical” solute) [56] or from the free-volume
theory (increasing the solute diameter at fixed solvent average free
volume decreases D12) [6,57].

As reported by Zêzere et al. [52], the experimental diffusivities
of ketones and aldehydes isomers are statistically different, while
for isomeric ketones the D12 values are statistically identical.
Nonetheless, in the case of computed MD diffusivities, such simi-
larities/differences are only partially confirmed. In fact, as shown
in Fig. 5, the DMD

12 values of isomeric ketones are the same. However,
as for ketones and aldehydes isomers, it is clear the overlapping of
DMD

12 values between isomers, meaning that the interactions
between the solvent and the different solutes are similar (see next
section) and quantitative differences in the calculated diffusivities
Fig. 5. Computed diffusivities (DMD
12 ) in liquid ethanol against hydrodynamic coordinates

2-one (�), pentan-3-one (j) and pentanal (4) and (d) hexan-2-one (�), hexan-3-one (j

7

are difficult to observe. It is worth noting that the experimental dif-
fusivities of the aldehyde and ketone constitutional isomers are
only ca. 7 % different [52], which is within the uncertainties asso-
ciated to the calculated data.

The systematic deviations found in the DMD
12 values in relation to

T , which also translates to T=l1, motivated us to introduce sepa-

rate correction equations for the DMD
12 values of the ketones and

aldehydes, which were derived through the minimization of the
differences between the calculated and experimental data for pro-
panone (Eq. (11)) and butanal (Eq. (12)), respectively, and where
DMD corr

12 is the corrected DMD
12 value:

DMD corr
12 ¼ DMD

12 �6:755� 10�4 T
l1

þ 1:172
� �

ð11Þ

DMD corr
12 ¼ DMD

12 �8:548� 10�4 T
l1

þ 1:314
� �

ð12Þ

The detailed tabulated results can be found in the Supplemen-
tary Data (Tables SD10 and SD11) while graphical representations
of DMD corr

12 and Dexp
12 versus T=l1 are depicted in Figures SD1 and SD2.
for: (a) acetone (�) and propanal (4), (b) butanone (�) and butanal (4), (c) pentan-
) and hexanal (4).



Fig. 6. Spatial distribution functions, at 303.15 K and 1 bar, for the interactions between ketones and atoms of ethanol: ketone. . .HOH (blue), ketone. . .OOH (red) and
ketone. . .CCH3 (black). Isodensity value of 16 nm�3. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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As it can be seen, the improvements in the calculated diffusivities
are clear, with the AARD of the DMD corr

12 values of ketones and alde-
hydes comprehended in the intervals 1.52 – 5.16 % and 2.94 –
3.45 %, respectively. Notably, the maximum relative deviation val-
ues for each family also decreased from 25.32 % to 15.77 % and
from 16.94 % to 8.63 %, for ketones and aldehydes, respectively.
Alternatively, the relation between RD and T could be addressed
by reparameterization of the force field considering the influence
of temperature. For example, the temperature-dependence of the
density of liquid n-dodecane in the study of Klein et al. [53] was
corrected upon acting on the interaction energy parameter of the

L-OPLS-AA force field. However, a similar reparameterization of
the force field is beyond the goals of the present study.
3.2. Structural analyses

The dimerization of aldehydes through hydrogen bonding can
occur during the simulations and this will impact the calculated
diffusivities. The formation of aldehyde dimers was inspected for
ethanolic solutions of methanal, butanal and hexanal, at 303.15 K
and 1 bar, upon the calculation of minimum distances between
the solute molecules, with the corresponding graphical representa-
tions for all possible aldehyde-aldehyde pairs being shown in Fig-
ure SD3. These three systems were chosen for covering the
different alkyl chain sizes in the aldehydes considered. The graph-
ical representations in Figure SD3 clearly show that some solute
8

molecules approach to other solute molecules to distances that
are compatible with hydrogen bonding and formation of dimers
and that such contacts are not permanent. Moreover, the number
of contacts (dimer formation) is non-negligible and increase with
the decrease of the alkyl chain size, i.e., contacts are more frequent
in the case of methanal (Figure SD3a), and they decrease on going
to butanal (Figure SD3b), and, finally, to hexanal (Figure SD3c).
However, the visual inspection of Figure SD3 is biased by the dif-
ferent number of solute molecules considered in each case
(Table SD5). Therefore, we introduce a new parameter, the so-
called dimerization time percentage (DTP), which estimates the
fraction of dimer formation along the MD simulation through the
following equation:

DTP ¼ ðTCT=ðST � NPCÞÞ � 100 ð13Þ
where ST is the simulation time (3 ns, horizontal axis of Figure SD3),
NPC is the number of possible contacts (equals to the number of
curves in Figure SD3 panels) and TCT stands for the total contact
time, which is the sum of the simulation times of the curves in Fig-
ure SD3 where two solute molecules are found within a cutoff dis-
tance. We considered two values, 0.35 nm, which is the value of the
cutoff used for analyzing hydrogen bonds with the hbond tool of
GROMACS, and 0.5 nm, which is a conservative value for the radius
at which the radial distribution functions, RDFs, tend to 1, as can be
seen in the analyses below. The calculated DTP values are reported
in Table SD12 and, as can be found for the three systems considered,
they are <1 %, with either of the cut-off values considered. There-



Fig. 7. Spatial distribution functions, at 303.15 K and 1 bar, for the interactions between aldehydes and atoms of ethanol: aldehyde. . .HOH (blue), aldehyde. . .OOH (red) and
aldehyde. . .CCH3 (black). Isodensity value of 16 nm�3. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)

Table 3
Coordination numbers Cnð Þ of the studied solute-ethanol OC=O

. . . HOH interaction as function of temperature and pressure. Cn values taken at r ¼ 0.29 nm.

Solute 303 K
1 bar

303 K
150 bar

318 K
1 bar

318 K
150 bar

333 K
1 bar

333 K
150 bar

Propanone 0.600 0.597 0.633 0.633 0.642 0.642
Butanone 0.609 0.612 0.631 0.637 0.646 0.646
Pentan-2-one 0.600 0.600 0.615 0.631 0.640 0.629
Pentan-3-one 0.613 0.621 0.629 0.643 0.643 0.638
Hexan-2-one 0.596 0.605 0.627 0.625 0.636 0.629
Hexan-3-one 0.599 0.608 0.608 0.620 0.631 0.636
Methanal 0.449 0.456 0.482 0.479 0.507 0.503
Ethanal 0.491 0.487 0.523 0.523 0.536 0.540
Propanal 0.492 0.499 0.511 0.520 0.534 0.532
Butanal 0.471 0.478 0.503 0.509 0.521 0.532
Pentanal 0.475 0.475 0.494 0.508 0.525 0.523
Hexanal 0.480 0.486 0.510 0.517 0.521 0.531
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fore, these results support that most of the time, the solute mole-
cules are surrounded by ethanol molecules and that the effect of
dimerization in the calculated results must be small and within
the uncertainties associated with the calculations. The excellent
agreement between calculated and experimental diffusivities is
clearly supportive of this analysis.

The obtained DMD
12 values will be now analyzed in terms of the

structural properties of the systems, namely, the calculated spatial
distribution function (SDF) and coordination numbers (Cn)
between the solute and the solvent molecules.

Figs. 6 and 7 illustrate the spatial distribution functions corre-
sponding to the interactions of the ketones and aldehydes with
the HOH, OOH and CCH3 atoms of ethanol in simulations at
303.15 K and 1 bar.
9

As can be observed, the SDFs reveal clear hydrogen bonding of
the type OC=O

. . . HOH, with the ethanol hydrogen atom (blue) closer
to the solute C@O than its oxygen atom (red). Interestingly, in
the case of the C4 and C6 aldehydes, the red region is not present
in the vicinity of the C@O group, which suggests that the hydrogen
bond is ‘‘less rigid”. In all cases, clear red and blue clouds are found
in the region opposite to the C@O bond, with the interactions
involving the ethanol oxygen atom (red) appearing at shorter dis-
tance, indicative of an interaction of the type [Oethanol]. . .C@O. The
SDFs for the ethanol methyl group support the previous analyses
(cf. Figures SD4 and SD5).

The coordination numbers Cnð Þ calculated for the solute-
ethanol OC=O

. . . HOH interaction at r ¼ 0:29 nm (average value corre-
sponding to the end of the first peak in the corresponding RDFs)
are reported in Table 3 and Fig. 8.



Fig. 8. Coordination numbers Cnð Þ versus number of carbons of the studied (a) ketones and (b) aldehydes at: (*) 303.15 K and 1 bar; (+) 303.15 K and 150 bar; (s) 333.15 K and
1 bar; and (h) 333.15 K and 150 bar. Cn values were calculated from the integration of the radial distribution functions up to r ¼ 0.29 nm (average value of the first peak
ending).
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The influence of temperature, pressure and solute type in the cal-
culated Cn are additionally inspected by performing an analysis of
variance (ANOVA; 95 % confidence interval). The results compiled
in Table SD13 show that the Cn values vary with T, P and solute type
individually, and also with the combined effect of temperature and
solute (p-value < 0.05). From Table SD13 and Fig. 8 it is clear that
Cn increases with temperature, indicating that more HOH ethanol
atoms interact with OC=O atoms from the solute in the first sphere
of coordination. As for the effect of pressure on Cn, it is found inmost
cases that, at constant T , the coordination number slightly increases
withP, indicating that the solute–solvent interactionsareprivileged.
Furthermore, such effect seems to be attenuated at higher tempera-
ture, since at 333.15 K pressure has almost no influence upon Cn.
Regarding theeffect of the solute type, ketonesexhibit similarCn val-
ues under the same conditions, and an equivalent behavior is found
in the case of aldehydes. The exception is methanal that presents
lower Cn values in comparison with the remaining aldehydes (see
Fig. 8 and Table 3). Comparing aldehydes and ketones, it is always
observed thatCn aldehydesð Þ < Cn ketonesð Þ under equivalent condi-
tions, which indicates that there are more HOH atoms around the
OC=O in thefirst sphereof coordination (i.e., firstpeak in theRDFs, Fig-
ures SD6-SD9)of ketones thanofaldehydes. For example, theRDFsof
hexanal, hexan-2-one and hexane-3-one plotted in Figure SD9
emphasize this conclusion, because it is clear that theOC=O

. . . HOH inter-
actions are more relevant in ketones than in aldehydes. When com-
bined with the fact that isomeric aldehydes are smaller than their
ketones constitutional isomers, because aldehydes have smaller
Lennard-Jones diameter values as discussed in Ref. [52], this obser-
vation is coherent with the experimental finding that the diffusivi-
ties of aldehydes are higher. If an inferior number of solvent
molecules are found in the vicinity of the aldehyde, the latter can
more easily move through the solvent than the corresponding
ketone. Similar conclusions arise from the RDFs (Figures SD6-SD8)
and Cn values (Table 3) calculated for the C3, C4 and C5 solutes.
4. Conclusions

A computational strategy based on molecular dynamics simula-
tions was analyzed in the prediction of tracer diffusion coefficients
(D12) of ketones and aldehydes with up to six carbon atoms – pro-
10
panone, butanone, pentan-2-one, pentan-3-one, hexan-2-one,
hexan-3-one, methanal, ethanal, propanal, butanal, pentanal and
hexanal – in liquid ethanol at temperatures from 303.15 K to
333.15 K and pressures up to 150 bar.

For ketones, the deviations to experimental data expressed in
terms of AARDs lie between 9.48 % and 12.18 %, and for aldehydes
between 6.30 % and 9.11 %, which means the MD approach can be
successfully applied to estimate diffusion coefficients of such com-
pounds in liquid ethanol.

From the analysis of the dependence of DMD
12 on temperature,

pressure and solute size, the following conclusions can be drawn:
(i) While the computed DMD

12 follows the expected trend with tem-
perature, the relative deviations to the experimental data increase
when moving away from 298.15 K; (ii) The computed DMD

12 values
are not always decreasing with pressure as theoretically expected,
especially when small increments of pressure are considered,
which dues to the weak influence of this operating variable in
the case of liquids; (iii) The solute size increment (i.e., the number
of carbon atoms in the molecule chain) leads to the decrease of
DMD

12 ; (iv) The DMD
12 of ketones and aldehydes with the same molec-

ular weight are similar at the same conditions. A correction to the
computed DMD

12 was also introduced, which decreased the AARDs of
ketones to the range of 1.52 % – 5.16 % and aldehydes to the range
of 2.94 % – 3.45 %.

Furthermore, the structural analysis of the simulations evidence
that ethanol has more affinity with ketones than aldehydes.
Although this is not clearly conveyed to the computed DMD

12 , it
may justify why the experimental diffusivities of ketones are
always lower than those of their isomeric aldehydes.
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Appendix A. Supplementary data

Force field parameters (Tables SD1-SD4), number of solute
molecules used for each system simulated (Tables SD5), cutoff
radius test (Table SD6), density values from MD (Table SD7), MD
diffusivities using different fitting regions (Table SD8), simulation
length test (Table SD9), corrected MD diffusivities (Tables SD10-
SD11), dimerization time percentages (Tables SD12), analysis of
variance (Table SD13), Stokes-Einstein representations (Figs. SD1-
SD2), minimum distance representations (Fig. SD3) spatial distri-
bution functions (Figs. SD4-SD5) and radial distribution functions
(Figs. SD6-SD9). Supplementary data to this article can be found
online at https://doi.org/10.1016/j.molliq.2022.121068.
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