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AICP: Augmented Informative Cooperative
Perception

Pengyuan Zhou∗, Pranvera Kortoçi†, Yui-Pan Yau‡, Benjamin Finley†, Xiujun Wang§, Tristan Braud‡,
Lik-Hang Lee¶, Sasu Tarkoma†, Jussi Kangasharju†, Pan Hui†

Abstract—Connected vehicles, whether equipped with ad-
vanced driver-assistance systems or fully autonomous, require
human driver supervision and are currently constrained to
visual information in their line-of-sight. A cooperative perception
system among vehicles increases their situational awareness
by extending their perception range. Existing solutions focus
on improving perspective transformation and fast information
collection. However, such solutions fail to filter out large amounts
of less relevant data and thus impose significant network and
computation load. Moreover, presenting all this less relevant
data can overwhelm the driver and thus actually hinder them.
To address such issues, we present Augmented Informative
Cooperative Perception (AICP), the first fast-filtering system
which optimizes the informativeness of shared data at vehicles
to improve the fused presentation.

To this end, an informativeness maximization problem is
presented for vehicles to select a subset of data to display to
their drivers. Specifically, we propose (i) a dedicated system
design with custom data structure and lightweight routing
protocol for convenient data encapsulation, fast interpretation
and transmission, and (ii) a comprehensive problem formulation
and efficient fitness-based sorting algorithm to select the most
valuable data to display at the application layer.

We implement a proof-of-concept prototype of AICP with
a bandwidth-hungry, latency-constrained real-life augmented
reality application. The prototype adds only 12.6 milliseconds of
latency to a current informativeness-unaware system. Next, we
test the networking performance of AICP at scale and show that
AICP effectively filters out less relevant packets and decreases
the channel busy time.

Index Terms—Cooperative Perception, Informativeness, Aug-
mented Reality, Sorting

I. INTRODUCTION

Connected and autonomous vehicles are closer than ever
to becoming a reality. Specifically, modern communication
technologies such as cellular vehicle-to-everything (C-V2X)
and dedicated short-range communications (DSRC) facilitate
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large-scale vehicular communication thanks to significant im-
provements in bandwidth, latency, and reliability. Additionally,
novel regulations provide a beneficial legal context for the
operation of autonomous vehicles on public roads1. This paves
the way for the deployment of applications that leverage vehic-
ular communication to provide more information to human and
AI drivers, thus improving road safety. Currently, autonomous
vehicles and advanced driver-assistance systems (ADAS) rely
heavily on onboard sensors to identify and evaluate poten-
tial dangers and take necessary actions. More specifically,
advanced vehicles employ various sensors to observe the
environment, a perception module for sensor data fusion [1],
a path planning module for route planning based on previous
modules [2], and a control module for maneuver decision [3].
However, most current solutions are limited to a single-vehicle
point of view, sensing only the nearby objects within their line-
of-sight. As such, the vehicle’s sensing capabilities are regu-
larly obstructed by other vehicles, and thus depriving the driver
of potentially useful information. Leveraging current and fu-
ture communication networks, the vehicle can aggregate the
perception of multiple nearby vehicles, i.e., cooperative (col-
lective) perception [4], [5], and provide a driver (human or
AI) with a holistic view of the road situation. This concept has
been adopted by the European Telecommunications Standards
Institute (ETSI), which is working on Cooperative/Collective
Perception Service standardization [6], [7].

Existing works focus on timely and synchronized infor-
mation distribution, data fusion, or communication overhead
while the informativeness2 of the shared perception data
has been largely overlooked [4], [5], [8]–[11]. Cooperative
perception, and more generally safety applications that rely on
communication among vehicles, require deployment at scale
to provide a holistic vision of the road. Such a pervasive
deployment leads to a significant strain in terms of network,
computation resources, and driver awareness caused by the
constant information dissemination across a large number
of vehicles. Meanwhile, only part of the disseminated in-
formation is of interest to the context of each driver [12].
For example, parking space is more important for drivers
in parking lots, while pedestrians require more attention for
drivers near intersections.

1https://www.theverge.com/2018/2/26/17054000/self-driving-car-
california-dmv-regulations

2The timeliness with which we receive given messages as well as the data
contained within is strictly related to the capability to identify potential harm-
causing objects. We incorporate these notions into the term informativeness
and use it throughout the rest of the article for the sake of conciseness.
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Fig. 1: Illustration of a naı̈ve cooperative perception system.
A leading vehicle detects objects shown in orange bounding
boxes (top figure). These objects are displayed to the driver of
the following vehicle in green bounding boxes (bottom figure).
AICP filters such objects to only show critical ones (e.g., the
pedestrians in the pink bounding box) to reduce on-screen
object overload.

Figure 1 shows an example of a following vehicle’s vision
in a leading-following vehicle scenario with naı̈ve cooperative
perception with augmented reality (AR). The leading vehicle
captures the objects within its line-of-sight and broadcasts
information about the detected objects. The following vehicle
calculates the position transformations and renders all the
objects, shown in green boxes, from the received messages.
Extending such a system to city-block-level perception with no
information filtering leads to a massive number of extraneous
objects (given the context) being displayed to the drivers.
This overwhelms their vision and thus negatively impacts their
driving experience. In fact, a driver’s decision time increases
logarithmically with the number of stimuli or objects [13].
Additionally, limiting the number of objects to the human
cognition capacity of about 7±2 items [14] is essential. As
such, cooperative perception requires an efficient filtering
system. For instance, such a system might select the pedestrian
shown in the pink box in Figure 1 as critical and display their
information while safely discarding the remaining objects.

The ETSI standards and a few recent works [9], [15] have
proposed high-level descriptions of potential filtering rules and
mechanisms. However, there are still many topics of dedicated
system design that have not been explored. Such is the case
of fine-grained protocols that provide efficient data flow with
lightweight operations, as well as fast-filtering algorithms that
optimize the informativeness of objects in real-time. In this
paper, we propose AICP, the first solution that focuses on
optimizing informativeness for pervasive cooperative percep-
tion systems with efficient filtering at both the network and
application layers. AICP identifies, transmits, forwards, and
filters objects at scale and displays the most informative ones

to the drivers through AR. Such an AR-based system will be
useful even for vehicles with level four automation (which
experts estimate could be at least ten years from wide scale
deployment3), since with this automation level drivers may
still need to take vehicle control in some complex situations
(as compared to fully autonomous level five). Specifically, we
make several key contributions as follows.
(1) We propose a system design for AICP. The design includes
a dedicated data structure, the vehicular data unit (VDU),
designed for informativeness-focused information filtering and
transmission. We also describe the full-stack networking pro-
tocol, Contextual Multihop Routing (CMR), that the system
employs to utilize VDU.
(2) We formulate the informativeness in cooperative percep-
tion systems as a multi-level problem, namely the object,
message, and vehicle level, and propose a near real-time
sorting algorithm based on Mahalanobis distance for fast
yet comprehensive filtering. The algorithm provides filtering
at the application level to display only the most important
information shared by nearby vehicles and thus preventing
drivers from information overload.
(3) We implement a proof-of-concept (POC) prototype using
a cooperative perception application on an Augmented Real-
ity Head-up Display (ARHUD). We demonstrate the system
performance in different contexts via data-driven tests using
the data collected with the prototype from road tests. Next, we
evaluate the networking performance of AICP at scale. Due
to the limit of the testbed, we conducted simulations using a
state-of-the-art vehicular network simulator.

We note that AICP is network-agnostic and does not depend
on any particular feature of the underlying network. The
system can be seamlessly integrated into current and future
communication systems such as C-V2X and DSRC.

The rest of the paper is structured as follows. Section II
discusses related works and states the key motivations be-
hind AICP. Section III details the system architecture, data
structure, and routing protocol. Section IV models the sys-
tem and formulates the problem. Section V describes the
weighted fitness sorting algorithm to calibrate the assessment
of informativeness. Section VI shows the POC implemen-
tation of AICP and its performance in different contexts.
Section VI-C presents the simulation setup and results. Fi-
nally, Section VII discusses system limitations and potential
solutions, and Section VIII concludes the work.

II. RELATED WORK

This work touches on different research areas including
cooperative perception, information filtering, and AR in the
context of vehicular networks, and so does the related work.

Artificial Intelligence (AI) is at the core of many solutions
to increase road safety in modern transportation systems
including, for example, autonomous vehicles [16]. Specifically,
AI-based perception algorithms help develop an understanding
of a vehicle’s surrounding environment through architectures
such as convolutional and deep neural networks (CNN and

3https://news.mit.edu/2020/mit-3-questions-john-leonard-future-of-
autonomous-vehicles-0804
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DNN) that perform object detection and recognition. In terms
of research in this area, [17] shows that these networks still
have significant limitations (that should be considered) and
also require optimization of network structure and parameters
(e.g., number of layers, filters, and filter sizes) to provide rapid
object detection. Similarly, [18] uses deep learning to rapidly
segment blind roads and crosswalks to assist visually-impaired
people. Furthermore, [18] optimizes existing neural network
architectures (e.g., by reducing the number of parameters)
to speed up the training and inference, while retaining high
model accuracy. However, all these solutions suffer from (in-
herent) high network complexity, and thus require considerable
optimization prior to adoption in real-life, latency-sensitive
applications. In comparison, our work does not use a neural
network approach but instead relies on basic assumptions
about vehicular traffic, and thus does not suffer from this
complexity, though as we discuss later neural networks will
play a role in our future work.

In terms of general vehicular cooperative perception, Yoon
et al. presented a decentralized cooperative perception frame-
work [19]. The work investigates the effects of common
inherent limitations of any Vehicle-to-Vehicle (V2V) network,
such as the loss of communication and variations in the rate
of participating vehicles. The study suggests that the overall
perception improves with the vehicle participation rate. How-
ever, increasing vehicle participation above a certain optimal
rate results in no significant perception improvement, though
communication and computation costs in the network increase
drastically. Kim et al. proposed a framework addressing several
important problems in the field such as map merging, commu-
nication uncertainty, and sensor multi-modality [20]. Further-
more, [21] proposed and analyzed different message formats
based on ETSI ITS G5 [22] to exchange local sensory data
among road participants for collective perception. Thereafter,
they proposed a multimodal cooperative perception system
with a focus on the engineering feasibility [5], and generalized
the work with a mirror neuron-inspired intention awareness
algorithm for cooperative autonomous driving [23]. Overall,
in contrast, our work focuses on the more pointed problems
of information filtering and ranking, which we discuss next,
and thus complements these more general works that mainly
focus on other problems.

The critical area of filtering mechanisms in vehicular co-
operative perception is still very new and has only a few key
works. Garlichs et al. [9] in 2019 suggested a set of generation
rules to reduce the transmission load while guaranteeing
perception capabilities. This proposal was later added to the
ETSI standard [7]. Thandavarayan et al. studied the ETSI
standards and conducted an in-depth evaluation of the message
generation rules [15]. They investigated the trade-off between
perception capabilities and communication performance under
current standards and concluded that further optimization is
needed to reduce information redundancy. To this end, Aoki
et al. [24] applied a deep reinforcement learning approach
to reduce the information sent between vehicles by only
forwarding information about objects that are not likely to have
been seen directly by surrounding vehicles themselves. Our
work differs in that we focus on only forwarding information
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Fig. 2: AICP components with information flows. The compo-
nents include inertial measurement unit (IMU), microprocessor
control unit (MCU), relative values (REL), absolute values
(ABS), vehicular data unit (VDU), and contextual multihop
routing (CMR) protocol.

about objects that are likely to be important (to receiving
vehicles for driver awareness) regardless of whether the object
is directly seen by surrounding vehicles. Thus the objective is
related but broader and in some sense complementary.

Finally, works in the area of ARHUD, an in-car deployment
of AR that visualizes information in the driver’s line-of-sight,
are also related. For instance, [8], [25] explore how to share
augmented vision between two vehicles. Other studies con-
sider connecting multiple mobile points of view to recompose
a scene in 2D or 3D [26]. However, in comparison with
our work, these studies mainly focus on image-stitching, and
thus overlook aspects that we focus on such as information
importance and filtering.

To the best of our knowledge, cooperative augmented vehic-
ular vision at scale still requires additional research on efficient
data filtering. Specifically, we believe that AR-powered coop-
erative perception needs a comprehensive solution to maximize
the informativeness of the data shared among vehicles to
improve the driving experience while increasing road safety.
As such, in this work we propose AICP, a system that lessens
the burden on the network through efficient data filtering. As
a result, only the most relevant data is broadcast to vehicles,
which in turn sort such data to maximize the informativeness
that they yield to the driver.

III. SYSTEM OVERVIEW

This section describes the proposed system’s major compo-
nents, data structures, and routing protocol.

A. System Architecture

We consider a connected system of vehicles equipped with
sensors and wireless communication modules that can collect
and share sensory data. We assume the system has capabilities
including accurate positioning and localization [27], [28],
relative velocity estimation, distance and angle estimation [29],
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Fig. 3: AICP protocol stack including the contextual mutual
routing (CMR) and vehicle data unit (VDU) with their specific
fields such as location (GPS) and time (TIME). Other generic
network layers, such as the link and MAC layers, are shown
for reference.

and perspective transformation [8]. In this work, we skip
the details of the techniques mentioned above and focus on
information filtering. Figure 2 depicts the system architecture
including the major data flows between key components.
These data flows include:
• IMU sensors in each sender collect sensory data. Each
sender detects the objects captured by the onboard cameras and
corresponding information such as distance, relative velocity,
and moving direction.
• The sender system transforms the object data from relative
values to absolute values based on IMU data. For instance, the
system transforms the relative velocity of a detected object to
absolute velocity by adding its own velocity.
• The data are then encapsulated into VDUs (see Sec-
tion III-B).
• The sender system encapsulates networking layer informa-
tion into VDUs according to the CMR (Section III-C).
• The senders and receivers exchange data packets via wire-
less communication interfaces.
• Each receiver decides whether to forward the received
packet based on a network layer filter (see Section III-C).
• Each receiver transforms the absolute values of the objects
to relative values based on their IMU data.
• Each receiver performs object resolution to reconcile data
(often from multiple senders) that refers to the same object
(seen from different sender perspectives).
• Each receiver filters the received VDU based on a filtering
algorithm (see Algorithm 2).
• Each receiver ARHUD renders the filtered information
through AR to enhance the driver’s situational awareness. The
MCU performs maneuvers based on the filtered information.
As such, each vehicle can display the most important situa-
tional information in real-time to facilitate safe driving. Next,
we describe the VDU and the CMR in detail.

B. Vehicular Data Unit (VDU)

Figure 3 depicts the overall protocol stack deployed
by AICP. AICP is network-agnostic and can be deployed on
top of any V2V broadcast-style protocol such as DSRC. CMR
is deployed as the routing protocol to provide context-aware

routing in a broadcast network environment, in parallel to
the traditional UDP/IP stack. Finally, the VDU contains the
information required at the application layer. To accelerate
data processing during filtering, we propose the vehicular data
unit (VDU) for vehicular information encapsulation. A VDU
comprises multiple metadata fields, each of which is a key-
value pair or key-value map. The metadata fields include:
• TYPE – whether the message is a safety or non-safety
application message (pair).
• TIME – the time the information was first created (pair)4.
• IMU – the information of IMU sensors (map), i.e., {GPS
coordinates, velocity, direction, category}.
• OBJ – the information of detected objects (map).
Similar to the SAE J2735 standard [30], the protocol stack
defines a message set dictionary to specify the VDU struc-
ture and provides sufficient background information to allow
vehicle systems to properly interpret the message. Together
with the segmented data blocks, the dictionary extends the
system compatibility by allowing different VDU structures.
The dictionary and VDU also speed up the look-up process
of fields such as TIME which can help determine whether the
received information is outdated (see Section IV).

C. Contextual Multihop Routing (CMR)

Vehicle-to-Vehicle (V2V) communication suffers from a
short communication range due to signal attenuation caused by
obstacles like nearby vehicles and buildings [31]. Therefore,
packet forwarding (also known as relaying) is crucial to extend
the range over which information can be propagated. As an
example, DSRC has a theoretical range of several hundred
meters. However, in common non-line-of-sight situations, like
intersections, vehicles potentially cannot communicate over
distances as short as 60 meters due to obstacle attenuation
over the 5.9 GHz band [32].

Additionally, to date, most DSRC and C-V2X standards
assume data transmission over a broadcast mechanism. Broad-
cast transmission allows a vehicle to efficiently forward infor-
mation to other vehicles in their immediate vicinity. However,
broadcast transmission suffers from multiple drawbacks in
multihop communication. Unregulated broadcast transmission
results in significant data redundancy that affects the system at
every level, from increased load and congestion on the trans-
mission medium to large amounts of unnecessary information
being forwarded to the drivers. To address these concerns, we
introduce CMR as the routing protocol for packet forwarding.

CMR enables the following features.
(i) Directional routing in a multihop broadcast transmission.

We consider that an object detected by a vehicle is
relevant for all immediate neighbor vehicles (accessible
within a single hop). In other words, a vehicle that detects
an object always forwards the information to neighboring
vehicles. However, vehicles that receive such informa-
tion only process and further forward the information
if they are going in the same general direction as the
sending vehicle. Specifically, the same general direction

4We employ elapsed time since Unix epoch to record timestamps.
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Algorithm 1: CMR Directional Routing
Data: Receiver Direction DIRR, time-to-live T,

Receiver Location GPSR, Transmitter Direction
DIRT, Transmitter Location GPST, Direction
Threshold DT, Distance Threshold D, Packet
PKT

1 T=PKT[T]-1;
2 DIRT=PKT[DIR];
3 GPST=PKT[GPS];
4 if T < 0 or |DIRT− DIRR| >

DT or Distance(GPST,GPSR) > D then
5 drop(PKT);
6 else
7 forward(PKT);
8 process(PKT);
9 end

is defined as having headings that differ by less than
a certain absolute degree threshold (this threshold can
vary). This scheme relies on the intuition that vehicles
travelling in similar directions will find the same detected
objects informative. This represents a trade-off between
sending all information and potential congestion (with
information loss) or less information (and fewer objects)
with less congestion. Though, the scheme can reduce to
the former by setting the degree threshold to 180 degrees.

(ii) Distance and hop limits for geographic relevance After
a certain geographic distance, the information also loses
relevance (regardless of vehicle direction). Thus vehicles
only forward packets if the geographic distance between
the vehicle and the sending vehicle is less than a certain
threshold. Additionally, as the number of hops acts as a
rough proxy for geographic distance (that does not rely on
GPS), a hop limit whereby vehicles only forward packets
up to a maximum number of hops also helps enforce this
geographic distance. The hop limit also helps remove the
impact of potential routing loops.

To provide these functions, CMR in this work relies on two
different metrics, namely GPS and time-to-live, respectively
referring to the coordinates of the detected object and a
counter used to enforce the hop limit (see Figure 3). The GPS
coordinates of the detected object are encoded over two fields
of 32 bits to achieve the precision of at least a meter.

Note that unlike common routing algorithms such as DV-
CAST [33], Greedy Perimeter Stateless Routing (GPSR) [34]
and its variants such as [35], [36], CMR focuses on fil-
tering low-informativeness packets instead of improving the
communication efficiency. Therefore it is a complementary
protocol to the efficiency-focused routing protocols instead of
a replacement.

For reference, we detail the basic routing algorithm in
Algorithm 1. As mentioned, the parameters of the algorithm
include the initial T (time-to-live) value, direction threshold,
and distance threshold.

TABLE I: Summary of used notations.

Symbol Definition
N Set of all vehicles considered in the system
Vt Set of velocities Vt = {vt1, . . . , vtN} of N vehicles
Tth Initial T (time-to-live) of detected objects in the system
ϑO Informativeness of object O
tc Time at which a message is created
Ii(t) Informativeness of message i at time t

r Decay rate of Informativeness I over time
xj,i(t) Binary variable indicating if message i is received by vehicle

j at time t

IV. SYSTEM MODEL AND PROBLEM FORMULATION

This section details the system model and the problem of
maximizing the informativeness of the displayed objects.

A. System Model

The system includes the set N = {1, 2, ..., N} of N
vehicles driving in the considered area, with velocities Vt =
{vt1, vt2, ..., vtN} at time t, respectively. The mobility of the
vehicles is exogenous to the system. Each vehicle is equipped
with an ADAS or autonomous system consisting of several
cameras facing varying directions for comprehensive vision
around the vehicle (radar, lidar, and ultrasonic sensors are op-
tional and not a mandatory requirement of AICP), GNSS/IMU
for real-time kinematic and positioning, and wireless interfaces
(DSRC or C-V2X) for communications with other devices
on the road. Messages are sent with a frequency between 1
and 10 Hz and the message size is limited to 300 Bytes, as
specified in the C-V2X standard [22], [37]. The encapsulation
and decapsulation of the messages follow the protocol standard
defined in Figure 3. We model the data propagation from
three parallel levels, namely the object level, message level,
and vehicle level. AICP decides whether to display an object
based on the object level informativeness, to forward a packet
based on message level informativeness, and targets optimizing
performance based on vehicle level informativeness.

Object level. The processing result of each image frame
contains a list of detected objects, each of which is defined
as O , {D,V,R,C}, where D,V,R,C denote the Distance,
relative Velocity, diRection and Category of the object, re-
spectively. The rationale of the choice of these parameters is
justified by the fact that an object O has a higher chance
of causing an accident if (i) it is close to the vehicle, (ii) is
getting closer to the vehicle, e.g., catching up with the vehicle
from behind or coming right at the vehicle, and (iii) is on the
heading direction of the vehicle. Additionally, the rationale for
having object categories relies on the fact that certain objects
could cause or sustain a greater injury in an accident; e.g.,
pedestrians and cyclists are more likely to be killed in vehicle
accidents compared to vehicle occupants [38].

These parameters are intertwined with each other, and such
dynamics are crucial to determine a model upon which we
define the informativeness of an object. For instance, the
mutual time and space relationship are, in fact, at the basis of
modern methodologies to evaluate accidents by analyzing the
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collision area [39], [40]. An examination of reported accidents
involving autonomous vehicles in California showed that most
accidents occur at cross sections in suburban roads, with most
accidents reporting rear or front damage [41]. These findings
indicate that the direction with which vehicles move greatly
affects the probability of an accident, especially if the vehicles
are at a short distance from each other. Furthermore, we need
to factor in higher informativeness for objects that fall into the
people category, for instance.

Upon such considerations, we express the informativeness
I of an object O as:

IO = f(D,V,R,C) (1)

Since it is not easy to quantify the exact form of function f , we
instead use a weighted fitness sorting algorithm (Section V-B)
to calculate the inter-weight relationships.

More complicated computations such as machine learning
along with accident reports of autonomous vehicles5 [42]
can incorporate the understanding of a chain of scenarios;
however, they might suffer from additional costs. We leave
the investigation of such an approach as possible future work.

Message level. The messages received by each vehicle may
arrive at varying times and with varying delays. In fact, due
to the highly time-sensitive nature of the warning messages
for assisted driving, vehicles need to establish the timeliness
of the message [43]. To this end, the system extracts from
the VDU the time at which a given message was created (see
TIME in Figure 3), here denoted as tc, and uses it to evaluate
the timeliness. For a message i, its informativeness can be
calculated as

Ii(t) =
(
Ii
(Ti(t)

Tth
(1− r)

))(t−tic)

(2)

where Ii = maxo∈Oi Io denotes the informativeness of
message i and Oi denotes the detected objects contained in
message i, r is the rate at which the informativeness of the
message decays over time, and t denotes the current time.
The decay rate r is strictly connected to the time limit within
which such messages are considered up-to-date and relevant.
In fact, r is a system parameter that can be tuned for specific
conditions. Figure 4 shows the informativeness of an object as
a function of time elapsed since its time of detection (time =
0) for different decay rates r. We call this parameter relative
informativeness, and it represents the effect of the decay rate
r on the informativeness of an object. This parameter, in fact,
dampens an object’s informativeness in addition to that already
dictated by the time-to-live T parameter.

A higher decaying rate is required when road conditions
change quickly, such as driving at high speeds on the highway.
Similarly, we need to relax (i.e., decrease) the decay rate r
for conditions with lower speeds such as driving through a
city center. For instance, a decay rate of r = 0.3 halves the
informativeness of a message in about 2 seconds, whereas
a decay rate of 0.1 requires around 6 seconds to halve the
informativeness of an object. Situations such as that of driving

5https://www.dmv.ca.gov/portal/vehicle-industry-services/autonomous-
vehicles/autonomous-vehicle-collision-reports/

Fig. 4: Informativeness of an object relative to its informative-
ness at detection (t=0) as a function of time elapsed for four
different decay rate r parameters.

in high traffic require low decay rates; for instance, a car
driving as slow as 30 km/h in an urban area would drive a
distance of around 50 m before the informativeness of its
generated messages halves, given a decay rate of 0.1. Keep
in mind that r can be further tailored should the sampling
frequency of the vehicle’s sensor(s) vary over time. That is,
r increases with the sampling frequency due to the fact that
a high sampling frequency could lead to detecting the same
object(s) during several consecutive times and more frequent
message exchanges, and thus a vehicle can afford to discard
(the same) old messages faster and avoid network congestion.

According to the proposed ETSI generation rules of CPMs
(collective perception messages) [7], [44], objects can be
generated and broadcast with a frequency between 100 and
1000 ms. As such, object(s) can be re-broadcast already several
times before their informativeness halves, ensuring a high
degree of diffusion for informative objects and thus messages.
Moreover, the decay rate r factors in possible redundancy in
the exchange of outdated messages (and thus, objects) among
vehicles [45]. That is, it serves as a time delimiter for the
broadcast of aged messages, and thus it ensures that only fresh
messages are broadcast in the network, similar to [46]. This
is especially useful in case there are no or few new detected
objects to broadcast, forcing a vehicle to keep broadcasting
over time the same outdated messages. As such, the decay
rate r serves a dual purpose: first, vehicles transmit and receive
only messages (objects) that are fresh and bring a high level of
information toward safe driving, and second, it leads to more
efficient use of the available channel bandwidth. Relatedly,
the use of the max aggregation over object importances when
calculating message importance helps ensure that messages
with a few important objects but many unimportant objects
are not discarded (and thus important objects are not missed).
Finally, Tth characterizes the hop limit defined by CMR (see
Section III-C). Ti(t) expresses the remaining time-to-live, i.e.,
the number of hops a message can still be forwarded, of
message i at time t.

Vehicle level. At the vehicle level, a vehicle can (i) evaluate
a received message as informative and display some objects
from that message to the driver and subsequently broadcast
the message, (ii) evaluate a received message as irrelevant to
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themselves but still broadcast the message, or (iii) drop the
received message if its information is outdated, and thus not
relevant to any vehicle in the network.

Upon receiving a multitude of messages, a vehicle derives
the informativeness of the objects within. We assume a vehicle
n ∈ N receives M messages at time t from other vehicles in
the network and expresses their informativeness as below.

In(t) =
|N |∑
j=1
j 6=n

Mj∑
i=1

(
Ij,is

(Ti(t)

Tth
(1− r)

))(t−ti,c )

xj,i (3)

The binary variable xj,i is 1 if message i is received by vehicle
j (xj,i = 1), and 0 otherwise.

The number of received messages (and objects) can increase
drastically when a vehicle is in dense traffic, thus displaying
all objects would overwhelm the drivers’ field of view and
cognitive processing. As such, we next present a mechanism
to filter incoming messages by optimizing (i.e., maximizing)
their informativeness.

B. Problem Formulation

The following formulates an optimization problem for a ve-
hicle to select objects whose informativeness helps to identify
imminent risks and thus increase road safety.

Specifically, the problem is defined as below.

max
j,i

In(t) (4)

Subject to:

|N |∑
j=1
j 6=n

Mj∑
i=1

xj,i ≤ L, ∀n ∈ N (5)

Ti(t) > 0, ∀i (6)

xi,j ∈ {0, 1}, (7)
∀j ∈ [1, 2, ..., |N |],∀i ∈ [1, 2, ...,M] (8)

The objective function in Eq. (4), defined as the summation
of the informativeness of the objects contained in the messages
incoming from other vehicles, expresses the collective infor-
mativeness that vehicle n conveys at time t. Eq. (5) limits the
number of selected objects used to convey information to the
driver. This allows us to display only clear and limited audio
and visual content to a driver [47]. Finally, Eq. (6) specifies
that the time-to-live of an object must be, trivially, larger than
0. Given a suitable value of L, AICP selects L objects with
the largest informativeness to display to the driver.

We also note that we assume that object resolution (also
known as entity resolution) is performed before this infor-
mativeness selection step. Object resolution is the process of
recognizing that multiple perceived or received objects are
actually the same object seen by multiple vehicles at different
angles. As this resolution process is a well-known topic in
itself, we do not focus further on the process but instead refer
to [48], which summarizes different object resolution methods.
These methods typically have super-linear but sub-quadratic

time complexity with the number of objects and thus should
not significantly impact the system performance in practice.
We look to study resolution techniques empirically in future
work. The following Section V presents the details of the
fitness sorting algorithm, which allows such a selection with
the time complexity of O(M).

V. PRIORITIZED SORTING ALGORITHM

In this section, we propose the details of the filtering and
prioritized sorting algorithm at the application layer. The
algorithm finds the relationships between the attributes that
define the informativeness to provide a more comprehensive
understanding than the linear weights in Eq. (1).

A. Warm-up Radix Sorting

We present a warm-up solution that orders the list Ov of
objects recently received by a vehicle v. The radix sorting
algorithm, represented by Sort(), arranges the orders of the
tuples in Ov. Without loss of generality, the algorithm Sort(a)
orders the tuples in Ov in ascending order in the attribute a.
First, we assume the order Distance (D) >I relative Velocity
(V) >I diRection (R) >I Category (C) of the four attributes in
a tuple. Second, we sort the tuples in Ov by running Sort(C),
Sort(R), Sort(V), and Sort(D) sequentially. That is, we start
sorting from the least significant attribute and move up to
the most significant one. We observe that the running time of
this solution is about O(4n) (asymptotic notation) since the
running time of the radix sorting algorithm Sort() is O(n)
and we need to process four attributes. However, a drawback
to this solution is the assumption of a monotonic relationship
between the four attributes, i.e., attribute a is more important
than another b, regardless of the actual value of b.

B. Weighted Fitness Sorting

To improve the comprehension of the informativeness, we
next introduce a more advanced method, which not only
considers the impact of the values of the four attributes
but also has a faster running time compared to the radix
algorithm. To do so, we first must assume that we have a
labeled dataset D in which a large number of tuples P ?

i ,
i = 1, 2, ..., N are collected from vehicles and then labeled
as either Requires Attention or Does Not Require Attention by
human experts on traffic safety analysis. If L?

i denotes the label
of tuple P ?

i , the labeled dataset D can then be represented as
D = {(P ?

i , L
?
i ), i = 1, 2, .., N}. For ease of illustration, we

assume L?
i ∈ {0, 1}, where 0 represents Does Not Require

Attention and 1 represents Requires Attention. We note that
the dataset D could be obtained by using the large volumes of
traffic data that connected cars stream back to network centers
for data analysis [49], [50]. Furthermore, there are numerous
semi-supervised classification algorithms [51], [52] that can
be used to build a large dataset D from a small initial labeled
dataset which can be generated manually by traffic experts or
even automakers.

Next, we discuss the details of the weighted sorting algo-
rithm. Without loss of generality, we assume that the four at-
tributes D, V, R, and C are represented by the 1st, 2nd, 3rd and
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Algorithm 2: AICP full-stack filtering algorithm

Networking layer filtering
thread CMR:

1 Determine drop or forward&process PKT
according to the CMR protocol (see
Section III-C);

Application layer filtering
thread Fitness calculation:

2 Update the fitness matrix M (see Eq. (9)) with
new datasets according to Eq. (12), offline;

3 thread Weighted sorting:
4 Calculate the fitness values of the objects in

received messages according to Eq. (10);
5 Sort the fitness values;

6 thread Display:
7 Display the first L objects in the sorted queue to

achieve Eq. (4) under the constraint of Eq. (5);

4th attributes, respectively. Given a tuple P = (D,V,R,C)
represented by P = (x1, x2, x3, x4), then a labeled tuple
in dataset D is represented by (x?

1, x
?
2, x

?
3, x

?
4, L

?
i ). To better

define the relationship between the weights in Eq. (1), we
define a filter F which weights the four attributes and their
relationship by a 4× 4 matrix M shown as follows

M =


m1,1 m1,2 m1,3 m1,4

m2,1 m2,2 m2,3 m2,4

m3,1 m3,2 m3,3 m3,4

m4,1 m4,2 m4,3 m4,4

 , (9)

where mi,j > 0 (i, j ∈ {1, 2, 3, 4}) is the weight assigned to
the relation between the i-th and j-th attributes. Given a tuple
P = (x1, x2, x3, x4), filter F shall compute a fitness M using
Mahalanobis distance [53]. The Mahalanobis distance refers
to a distance measuring the correlation among the features.
It describes the quadratic forms in Gaussian distributions,
where the matrix M plays the role of the inverse covariance
matrix [54], as follows:

F(P ) = P ×M × P ′ (10)

= [x1 x2 x3 x4]


m1,1 m1,2 m1,3 m1,4

m2,1 m2,2 m2,3 m2,4

m3,1 m3,2 m3,3 m3,4

m4,1 m4,2 m4,3 m4,4




x1

x2

x3

x4


For ease of illustration, we use d(Pi, Pj) to represent the
difference of the fitness between two tuples Pi and Pj , i.e.,

d(Pi, Pj) = (Pi − Pj)×M × (Pi − Pj)
′ (11)

We find suitable values for the matrix M used by filter F
by leveraging the knowledge from the labeled dataset D. Let
D0 represent a subset of D where each tuple is labeled with
0, and D1 = D \ D0. The idea is to find a matrix M? that
maximizes the difference of the fitness between the subset D0

and D1, i.e., the fitness of the tuples in D0 shall be as small
as possible, while that of the tuples in D1 can be as large
as possible, or the vice-versa. More formally, we solve the
following optimization problem.

argmax
M

∑
i 6=j,L?

i 6=L?
j

i∈D0,j∈D1

d(P ?
i , P

?
j )−

∑
i 6=j,L?

i =L?
j

i,j∈D0

d(P ?
i , P

?
j ) (12)

The formula on the left side of the subtraction sign defines
the distance between two tuples with different labels (one
tuple is labeled 0 and the other 1), while the formula on the
right side defines the distance between two tuples with the
same label (the tuples are labeled either 0 or 1). This is a
classic metric learning problem for which numerous numerical
optimization algorithms are available [55]. This analysis can
be carried out offline, and the obtained M matrix can be
used to quickly evaluate whether a newly received tuple P
needs further processing by calculating its fitness as shown in
Eq. (10).

Next, we analyze the time complexity of the weighted
sorting solution. As mentioned, obtaining M offline allows us
to neglect its computational cost. Upon obtaining M , the cost
is O(1) to compute the fitness value of a tuple, and thus O(N)
to calculate the fitness values of the N tuples in the Ov list.
In addition, the cost to sort the fitness values using the radix
sorting algorithm is O(N). Hence, the total computational cost
is O(2N), which is less than that of the warm-up solution
(which is O(4N)). Furthermore, the weighted solution is
advantageous as it considers the values in each attribute and
their relations. As such, we summarize the full-stack filtering
algorithm of AICP in Algorithm 2.

VI. EVALUATION

A. Implementation

Following the system design in Section III, we implement a
POC prototype of AICP as a sender/receiver system. First, we
built a basic prototype that could share vehicular perception in
real-time [56]. We deployed the object detector of the sender
on a Linux platform with the GPU implementation of Yolo-
v5 [29] to conduct object detection in real-time. We used
OpenCV for general image processing such as perspective
transformation (from one vehicle to another). The detection
outputs tuples that consist of the positions and the labels of
the objects, as well as confidence scores. The receiver and
the other parts of the sender (camera, IMU data collector)
were implemented on the Android platform to simulate the
hardware and software environment of the vehicular equipment
for augmented vision. We used the GPS sensor to report the
GPS coordinates of the vehicle, and the monocular camera
to capture the front-facing view from the vehicle. We used
OpenGL to render the augmented information on top of the
camera view. Our implementation operates with a monocular
camera (on the Android phone), while vehicles with stereo-
scopic cameras could make transformations easier. We drove
two vehicles equipped with a sender and a receiver respectively
across Helsinki city center with one vehicle following the
other. The sender detected objects in its line of sight and shared
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Cameras

OBJ Detection

OBJ Tracking

Velocity EST Distance EST

OBJ Info

ARHUD

Weighted Filtration

OBJ InfoREL/ABS

ABS/REL

Sender Receiver

Fig. 5: Data flows of the POC prototype system including
the practical data processing steps such as object (OBJ)
detection, velocity estimation (EST), and relative to absolute
value transformation (REL/ABS).

them with the receiver in real-time. We recorded the video
including all shared objects without AICP as a benchmark
(as shown in the top of Figure 6)6. Next, we modified the
architectures of the sender and receiver to realize the full AICP
system as follows.

Sender.. As shown in Figure 5, the sender consists of
five components: (i) object detection, (ii) object tracking,
(iii) distance estimation, (iv) velocity estimation, and (v) rel-
ative/absolute value transform. The system feeds the results
to the object tracking component, which maintains a list
of the objects tracked in the previous frames. First, such
a component calculates the Intersection over Union (IoU),
defined as area of overlap

area of union , between the objects in the previous and
the latest frames. Next, it uses a greedy algorithm (quicksort)
to sort the similarity according to the IoU scores [57]. The
system passes the tracking result to the velocity estimation and
distance estimation components simultaneously. The velocity
estimation uses the historical positions of an object to esti-
mate the speed and direction of its movement. The distance
estimation uses the object’s position and the ratio between
the object area and the average size of the object to estimate
the distance to the object. As a showcase, we categorize the
distance into three classes, namely nearby, middle, and far
away. After gathering the objects’ positions, labels, velocities,
and distances, the sender broadcasts the messages.

Receiver.. The receiver consists of (i) value transform,
(ii) weighted filtration, and (iii) AR display. The receiver
applies the weighted fitness sorting algorithm to select the top
L informative objects out of the received message and renders
them to the driver.

Dataset.. To show the performance of the weighted fitness
sorting algorithm (Section V-B), we require that the dataset is
labeled. However, due to the difficulty of labeling such data
without safety experts, we instead use a heuristic approach just
to illustrate the potential performance. Specifically, we label
an object as “require attention” when it has a distance of less
than 23 meters (safe breaking distance when driving at a safe

6As our previous work demonstrated [56], the overall delay of V2V
perception sharing, including image capturing, processing, data transmission,
and rendering, is 57.7 ms.

TABLE II: Latency breakdown of the POC steps.

Task Execution Time (ms)

Sender

Pre-processing 1.1

Object Detection 6.9

Object Tracking 2.4

Velocity & Distance Est. 1.2

Receiver Sorting 1

AICP Overall Latency 12.6

speed 13 m/s), or velocity larger than 13 m/s, or is a pedestrian
and “not require attention” in other cases. As a result, we get
22996 and 52880 objects for the two categories, respectively.
We note that the real world distribution might be different but
we believe the heuristic provides a reasonable approximation
for our purposes.

Algorithm.. We use the metric-learn library contributed
by the authors of [58] to implement LMNN for computing the
Mahalanobis distance matrix (see Eq. (8) to Eq. (10)). The
matrix computation takes 225.79 seconds per 10000 objects.
As described in Section V-B, the matrix computation is offline,
and thus has no impact on the real-time system performance.
Using the learned matrix, each receiver can sort 100 received
objects within a millisecond on average. We also open source
the code of the weighted fitness sorting algorithm and the
75876-object data extracted from the video7.

B. Showcase Performance

Table II summarizes the latencies of the processes. As
shown, the overall latency in the sender system is only 12.6
milliseconds and thus has a negligible impact on information
dissemination8. The additional latency added at the receiver
end is mainly the sort latency, which is ∼ 1 millisecond on
average and does not affect the networking performance.

As shown in Figure 6, AICP effectively simplifies and
improves the comprehensibility of the cooperative perception
system by pruning shared perception information and showing
only the most critical objects. In different contexts – e.g.,
in a parking lot, at an intersection, and with pedestrians
crossing the street – the filtered objects that are displayed
are much easier to comprehend, and thus facilitate driving.
In comparison, cooperative perception systems without AICP
would display numerous objects as in Figure 6(a) and Fig-
ure 6(b), or uninformative objects such as the traffic lights in
Figure 6(c). Note that in different areas the system can improve
performance by easily adapting L (the number of selected
objects defined in Eq. (5)). For instance, L might be smaller in
a parking lot with fewer moving objects in comparison with an
intersection that will likely have more moving objects. Cloud
services like Google Map can be used for area identification.

Unfortunately, comparing AICP with baselines from liter-
ature is difficult because existing works in cooperative per-
ception (see the related works section) typically have related

7https://github.com/pengyuan-zhou/AICP
8Together with the original V2V perception sharing delay, 57.7 ms (6),

the overall delay is only 70.3 ms which is much smaller than the common
standard of V2V safety applications (100 ms).
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(a) Parking lot. (b) Intersection. (c) Pedestrians walking across.

Fig. 6: POC prototype performance in different contexts. At the top, we see all the objects detected by a sender vehicle, whereas
at the bottom, a receiver vehicle sees only the objects that result from our filtering algorithm. For the sake of comprehensibility,
we show all the objects that the sender vehicle detects, although a vehicle does not need to render its own objects.

but not matching goals. For example, Aoki et al. [24] aim to
reduce V2V network congestion by using deep learning to stop
redundant (same object) message transmission. In contrast, we
focus on the complementary goal of preventing uninformative
message transmission (and therefore, we have different met-
rics). Additionally, performance comparisons with literature
baselines or a purpose-built baseline (such as a deep learning
model) would not be overly informative since, as previously
mentioned, we do not have a real-world dataset with empirical
informativeness labels or rankings. Thus comparisons would
not be readily generalizable.

C. Simulation

Following the performance of the prototype shown in Sec-
tion VI-B, we next illustrate the performance of CMR through
a larger scale simulation. We open-source the core scripts and
datasets of the simulation7.

Simulation Setup.. As pointed out in Section III-C, CMR
focuses on filtering low-informativeness packets rather than
improving communication efficiency. To isolate the effect of
CMR, we exclude any communication efficiency-focused rout-
ing protocols such as GPSR [34] and DV-CAST [33]. Instead,
we compare the transmission statistics with and without CMR
in city-scale V2V simulations. We select a 4x5 km rectangular
area of London city center and generate traffic utilizing a real-
world dataset9.

Analogue models. We simulate the traffic during an off-peak
period (7 am) and a peak period (6 pm) using Veins [59], an
open-source framework for running vehicular network simula-
tions. Veins is based on OMNeTpp, an event-based network
simulator, and SUMO, a road traffic simulator. We simulate
for 60 seconds. To ensure realism, we employ the two-ray
interference model [60] for radio propagation. The model
improves over the vanilla two-ray ground model by capturing

9https://data.gov.uk/dataset/gb-road-traffic-counts

TABLE III: Simulation parameters

Simulation Parameter Value
Radio Propagation Model Two-Ray Interference Model [60]
Shadowing Model Obstacle Shadowing Model [61]
IEEE 802.11p Bit Rate 6 Mbps
Transmission Power 20 mW
Noise Floor −98 dBm
Antenna Height 1.5 m
Antenna Type Front-Rear7

Number of Vehicles 61 (7am), 212 (6pm)7

[62]
Simulation Area 4000x5000 m
Simulation Time 60 s
CMR Parameter Value
Beacon Generation Rate 10 Hz
Hop Limit 2
Max Source Heading Direction Deviation 30°
Max Source Distance 100 m
Packet Size 102 Bytes

the ground reflection effects. We also employ the obstacle
shadowing model [61] to capture the effects of buildings on
signal transmissions. The upper part of Table III details the
parameters.

Routing protocol. We use IEEE 802.11p as the base network-
ing protocol for V2V communications. Following the design of
CMR, we set the hop limit of each message to 2, the maximum
concerned source distance to 100 meters, and the maximum
heading direction difference between the source vehicle and
the receiver to 30 degrees. The C-V2X standard [22], [37]
recommends a message frequency between 1 and 10 Hz. To
test the baseline performance, we let each vehicle broadcast
VDUs at 10 Hz. From the POC test, we observe 10 objects per
image on average. Thus, the average VDU packet size is set to
102 bytes. Table III and Table IV detail the CMR parameters
and packet format.

Results. Due to the dense traffic in the selected area, the
average vehicle speed in the simulation period is about 6 km/h,
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TABLE IV: Packet format (102 B)

Field Metadata Size (Byte)

Object

ID 2
position x 1
position y 1

velocity 1
distance 1

label 1
confidence 1

Vehicle
IMUs 12

Timestamp 2
GPS 8

0°

90°

180°

270°
-10 dBi

0 dBi

10 dBi

Fig. 7: Front-Rear antennae radiation pattern (view from above
with vehicle facing north) in dBi.

thus reflecting the lower bound of system performance under
extremely congested scenarios.

Antenna type. As demonstrated by [63], [64], angled an-
tennae, compared to idealistic isotropic antennas, can signif-
icantly change the vehicular network dynamics. Therefore,
we propose to use a Front-Rear7 antenna to complement the
CMR protocol. Recall that CMR prioritizes data sent by source
vehicles traveling in a similar direction as the receiver. As
shown in Figure 7, Front-Rear amplifies the signal in the
forward and rear directions while reducing the transmission
range on the sides. Hence, Front-Rear reduces the packets sent
from vehicles driving on the sides and reduces the burden of
the filters. Front-Rear can be deployed similarly as Patch [63],
i.e., mounted to the front of the right and left side mirrors and
the right and left side of the rear windshield.

Filters. We compare CMR with two other classic filters: hop
and distance limit (Hop&Dis), and hop limit only (Hop). Fig-
ure 8 shows the empirical cumulative distributions of the num-
ber of generated and received basic safety messages (BSMs)
by vehicles when using different filters. Figure 9 and Figure 10
show the empirical cumulative distributions of the packet loss
ratio and channel busy time experienced by the vehicles. As
summarized in Table V, CMR effectively filters considerably
more packets in both off-peak and peak periods compared
to Hop&Dis (-72% / -61%) or only Hop (-80% / -81%).
Furthermore, CMR has a slightly higher packet loss ratio than
Hop&Dis but shows considerably less channel busy time than
the other two filters in the peak period (-61% and -83%,
respectively).

As mentioned in Section III, AICP focuses on informa-
tiveness and thus employs CMR to filter low-informativeness
packets. We implement CMR in Veins with only five lines of
code and argue the CMR would also be lightweight in reality.
Hence, CMR could be easily integrated into routing protocols
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Fig. 8: CDF of received and generated basic safety messages
using a Front-Rear antenna and different filter mechanisms:
the proposed CMR, Hop&Dis filter with 2 hops and 100 m
distance, and Hop filter with 2 hops at (a) 7 am and (b) 6 pm.
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Fig. 9: CDF of packet loss ratio with different filters: the
proposed CMR, Hop&Dis filter with 2 hops and 100 m
distance, and Hop filter with 2 hops at (a) 7 am and (b) 6 pm.
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Fig. 10: CDF of channel busy time with different filters:
the proposed CMR, Hop&Dis filter with 2 hops and 100 m
distance, and Hop filter with 2 hops at (a) 7 am and (b) 6 pm.

focusing on communication efficiency improvements.

VII. DISCUSSION

Due to the stochastic nature of human driving and the
driving environment, packets containing information about a
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TABLE V: Simulation results (7 am / 6 pm).

Filter Received BSMs Busy time (s) Packet loss
CMR 83 / 1024 0 / 0.39 0.31 / 0.63

Hop&Dis 303 / 2630 0 / 1.01 0.30 / 0.54
Hop 416 / 5652 0 / 2.41 0.09 / 0.71

certain object may not reach their destination consistently. For
instance, vehicles may move in and out of the transmission
region (hop limit), and thus only receive a fraction of the
packets concerning a given object. Similarly, the filtering al-
gorithm may select different objects to display on each round.
As such, the objects displayed on-screen may flicker and thus
significantly degrade the driving experience by distracting the
driver and deteriorating the received information quality [65].

As this contradicts the goals of our proposed AICP, in
future work we look to explore potential solutions such as
an object persistence delay. In other words, once an object is
displayed on-screen, the object remains displayed for a fixed
amount of time, regardless of updates and potential filtering.
This delay should be set to a value high enough in order not
to distract the driver with high frequency flickering. However,
longer delays may lead to a cluttering of the display with
objects of low informativeness. A delay between 500 ms to
2 s could represent an acceptable trade-off to preserve high
informativeness while avoiding flickering.

Beyond the object flickering, other user-centric and human-
computer interaction (HCI) aspects of the AICP system or
potential system extensions could also be a target of future
work. In particular, we could consider two different aspects.
First, multi-modal cues (visual, audio, and tactile [47], [66])
could ease the driver’s cognitive load and improve driving per-
formance when the driver’s attention primarily focuses on the
road [67]. Second, we could evaluate the placement of certain
visual contents (e.g., focal vs. peripheral placement [68], [69])
to determine the optimal positioning for driving performance.

Finally, our system focuses on fast information filtering
and it relies on reasonable heuristics (e.g., objects physically
closer to the vehicle are more informative) to determine the
informativeness of any specific object near the vehicle in
near real-time. However, given that a group of vehicles is an
interacting set of agents, other methods might help predict
object informativeness in more complex scenarios such as,
for instance, an accident caused by a time series of events.
Therefore, in future work, we will examine a data-based deep
learning approach that accounts for such complex scenarios.
Though importantly, compared to such an approach, AIPC will
still likely have some practical advantages such as simplicity,
explainability, and lower latency.

VIII. CONCLUSION

In this work, we propose AICP, the first solution that fo-
cuses on optimizing informativeness for pervasive cooperative
perception systems with efficient filtering at both the net-
work and application layers. To facilitate system networking,
we also propose a networking protocol stack that includes
VDU and CMR, a dedicated data structure and a lightweight
routing protocol, respectively, both designed specifically for

informativeness-focused applications. We also formulate the
informativeness problem in cooperative perception systems
from several different levels and propose a prioritized sorting
algorithm for fast information-based filtering. Overall, AICP
displays only the most important information shared by nearby
vehicles, and thus eases the understanding of the surrounding
for the drivers. We implement a POC of our proposal with
ARHUD and show that the system has negligible additional
processing latency (12.6 ms). Additionally, simulation results
show that CMR effectively filters less relevant packets, and
thus considerably improves the channel availability of the
vehicles.
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