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Abstract—A whole suite of innovative technologies and ar-
chitectures have emerged in response to the rapid growth of
wireless traffic. This paper studies an integrated network design
that boosts system capacity through cooperation between wireless
access points (APs) and a satellite for enhancing the network’s
spectral efficiency. As for our analytical contributions, upon
coherently combing the signals received by the central processing
unit (CPU) from the users through the space and terrestrial
links, we first mathematically derive an achievable throughput
expression for the uplink (UL) data transmission over spatially
correlated Rician channels. Our generic achievable throughput
expression is applicable for arbitrary received signal detection
techniques employed at the APs and the satellite under realistic
imperfect channel estimates. A closed-form expression is then
obtained for the ergodic UL data throughput, when maximum
ratio combining is utilized for detecting the desired signals. As for
our resource allocation contributions, we formulate the max-min
fairness and total transmit power optimization problems relying
on the channel statistics for performing power allocation. The
solution of each optimization problem is derived in form of a low-
complexity iterative design, in which each data power variable
is updated relying on a closed-form expression. Our integrated
hybrid network concept allows users to be served that may not
otherwise be accommodated due to the excessive data demands.
The algorithms proposed allow us to address the congestion issues
appearing when at least one user is served at a rate below his/her
target. The mathematical analysis is also illustrated with the
aid of our numerical results that show the added benefits of
considering the space links in terms of improving the ergodic
data throughput. Furthermore, the proposed algorithms smoothly
circumvent any potential congestion, especially in face of high
rate requirements and weak channel conditions.

Manuscript received xxx; revised xxx and xxx; accepted xxx. Date of
publication xxx; date of current version xxx. Parts of this paper was presented
in the GLOBECOM 2022. This research is funded by Hanoi University of
Science and Technology (HUST) under project number T2022-TT-001. This
work has been supported by the Luxembourg National Research Fund (FNR)
under the project MegaLEO (C20/IS/14767486). L. Hanzo would like to
acknowledge the financial support of the Engineering and Physical Sciences
Research Council projects EP/W016605/1 and EP/P003990/1 (COALESCE)
as well as of the European Research Council’s Advanced Fellow Grant
QuantCom (Grant No. 789028). (Corresponding author: Trinh Van Chien.)

T. V. Chien is with the School of Information and Communication Tech-
nology (SoICT), Hanoi University of Science and Technology (HUST), Hanoi
100000, Vietnam (email: chientv@soict.hust.edu.vn).

E. Lagunas, S. Chatzinotas, and B. Ottersten are with the Interdis-
ciplinary Centre for Security, Reliability and Trust (SnT), University of
Luxembourg, L-1855 Luxembourg, Luxembourg (email: eva.lagunas@uni.lu,
symeon.chatzinotas@uni.lu, and bjorn.ottersten@uni.lu).

T. M. Hoang is with the Department of Electrical Engineering, the
University of Colorado Denver, Denver, CO 80204, USA (e-mail: min-
htiep.hoang@ucdenver.edu).

L. Hanzo are with the School of Electronics and Computer Sci-
ence, University of Southampton, Southampton SO17 1BJ, U.K. (e-mail:
lh@ecs.soton.ac.uk).

Index Terms—Cooperative network, space-terrestrial commu-
nications, linear processing, ergodic data throughput

I. INTRODUCTION

The spectral vs energy efficiency trade-off of terrestrial
communication systems has been remarkably improved in
the recent decades, especially by the fifth-generation (5G)
system [1], [2]. However, further escalation of the tele-traffic is
anticipated with billions of devices managed by the terrestrial
wireless networks. The seamless tele-presence services of
the near future require a high data rate and low end-to-
end delays [3]. To handle these increasing demands Massive
MIMO (multiple-input multiple-output) techniques have been
conceived [4], but the escalating inter-cell interference limits
the performance of dense networks operating without any
base-station (BS) collaboration. Cell-edge users may suffer
from increased interference that leads to low throughput.

Future wireless systems will offer high throughput per user
principally still based on the access to new spectrum, while
intelligently coordinating a number of access points (APs) in
a coverage area [5]. This leads to the concept of distributed
MIMO systems [6] or Cell-Free Massive MIMO systems
[7], which serve a group of users by a group of APs. The
network then coherently combines different observations of
the transmitted waves received over multiple heterogeneous
propagation paths [8] using either maximum ratio combing
(MRC) or minimum mean square error (MMSE) reception.

Satellite communication has attracted renewed interest as
a promising technique of providing services for many users
across a large coverage area [9]. However, given the large
footprint of the satellite and its limited bandwidth shared by
many users, both its area spectral efficiency and the per-
user rate remain low. Geostationary (GEO) satellites have
gained popularity, given their long coherence time [10]–[12].
However, their drawback is their excessive delay of about
120 ms and expensive manufacturing as well as launch.
Consequently, the low latency, smaller size, and shorter delays
of non-GEO (NGSO) satellites are considerable benefits [13]–
[15], especially extensions to megaconstellations [16]. Hence,
companies such as SpaceX, OneWeb, TeleSAT, and Amazon
have already started the deployment of large Low Earth Orbit
(LEO) satellite constellations [17].

Both academia and industry have recently intensified their
research of NGSO aided terrestrial communications [18]–[20].
The Digital Agenda for Europe initiative is also aiming for
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enhancing terrestrial connectivity [21]. As for the demands
of tomorrow’s networks, the authors of [19] considered the
performance of a space communication system that replaces
terrestrial APs by LEO satellites. Despite integrating a LEO
satellite into a terrestrial network [20], the received signals
were detected independently i.e., without exploiting the bene-
fits of constructive received signal combination. As a further
contribution, the coexistence of fixed satellite services and
cellular networks was studied in [22] for transmission over
slow fading channels subject to individual user throughput
constraints. The ergodic rate of the fast fading channels was
considered in [23], [24] or the hybrid coverage probability
and average interference modeling [25] under the assumption
of perfect channel state information (CSI) and no spatial
correlation. In a nutshell, the literature of space-terrestrial
integrated networks suffers from the following limitations:
𝑖) most of the performance analysis and resource allocation
studies rely on the idealized simplifying assumptions of perfect
instantaneous CSI knowledge, which is challenging to acquire
in practice, especially under high mobility scenarios; 𝑖𝑖) the
spatial correlation between satellite antennas is ignored, even
though it is unavoidable in the existing planar antenna arrays;
𝑖𝑖𝑖) all the users are treated equally, despite their heterogeneous
throughput requirements and different channel conditions; and
𝑖𝑣) for a feasible solution, the networks are supposed to satisfy
all the user-specific throughput requirements, regardless of the
finite network dimensions, which is a strong assumption in
multiple access scenarios.

However, to the best of our knowledge, there is no anal-
ysis of the space-terrestrial network in the literature in the
face of the spatial correlation imposed by an antenna array,
when coherently combining the signal received from both the
satellite and terrestrial APs. By taking advantage of both the
distributed Cell-Free Massive MIMO structure and satellite
communications, we evaluate the ergodic throughput of each
user relying on a limited number of APs and demonstrate how
the satellite enhances the system performance. Furthermore,
we study a pair of long-term power allocation problems relying
on the knowledge of channel statistics. Explicitly, our main
contributions are summarized as follows:

𝑖) We derive the achievable rate expression of each user in
the uplink (UL) for transmission over spatially correlated
fading channels, when relying on centralized data pro-
cessing. If the MRC technique is used both at the APs
and at the satellite gateway, a closed-form expression of
the ergodic net throughput will be derived.

𝑖𝑖) Furthermore, we formulate a max-min fairness optimiza-
tion problem that simultaneously allocates the powers to
all the scheduled users and guarantees uniform throughput
for the entire network. In contrast to the interior-point
method of [6], [26], we determine the user-specific opti-
mal power for each user at a low complexity by exploiting
the quasi-concavity of the objective function, the standard
interference functions, and the bisection method.

𝑖𝑖𝑖) For supporting users who have different rate require-
ments, we formulate and solve a total transmit power
minimization problem, while meeting the long-term indi-

TABLE I
NOTATION AND SYMBOLS

(·)𝑇 Regular transpose
(·)𝐻 Hermitian transpose
tr(X) Trace of square matrix X
I𝑁 Identity matrix of size 𝑁 × 𝑁

CN(·, ·) Circularly symmetric Gaussian distribution
E{·} Expectation of a random variable

mod (·, ·) Modulus operation
⌊·⌋ Floor function
⊗ Kronecker product
|X| Cardinality of set X
𝐽1 (·) Bessel function of the first kind of order one
O(·) Big-O notation

vidual throughput requirements. The proposed algorithms
detect and handle any potential congestion encountered,
when the throughput requested by the users cannot be
met.

𝑖𝑣) Our numerical results quantify the value of the satellite in
improving both the total and the minimum user through-
put. More explicitly, the users having poor channel con-
ditions glean considerable benefits from the satellite’s
assistance. Besides, many users may still have their data
throughput requirements satisfied in the face of conges-
tion.

The rest of this paper is organized as follows: Section II
presents our space-terrestrial communication system model,
the channel model, and the UL channel estimation protocol.
Our ergodic throughput analysis is provided in Section III.
Based on our closed-form achievable rate expression, Sec-
tion IV formulates and solves our optimization problems
under the constraints of limited power budgets and throughput
requirements. Our numerical results are presented in Sec-
tion V, while our conclusions are offered in Section VI.
Table I tabulates the common notation and symbols utilized
throughout the paper.

II. SYSTEM MODEL

We consider a distributed multi-user network comprising
𝑀 APs each equipped with a single receiver antenna (RA).
The APs cooperatively serve 𝐾 users in the UL, all equipped
with a single transmit antenna (TA). The system performance
is enhanced by the assistance of an NGSO satellite having
𝑁 RAs arranged in an 𝑁𝐻 × 𝑁𝑉 -element rectangular array
(𝑁 = 𝑁𝐻 × 𝑁𝑉 ), as illustrated in Fig. 1. Both the satellite
gateway and the APs forward the UL signals received from
the users to a central processing unit (CPU) by fronthaul links.
As seen in Fig. 1, the APs rely on optical fronthaul links,
while the satellite has a radio downlink (feeder link) to the
ground station, which forwards the users’ UL signal to the
CPU. We assume that the optical fronthaul links and the feeder
link has imperfect channel gains synthesized in a complex
Gaussian distribution that influence both the pilot training
and data transmission phases. Since the dispersive channels
fluctuate both time and frequency over wideband systems,
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Fig. 1. Illustration of a cooperative satellite-terrestrial wireless network.

orthogonal frequency division multiplexing (OFDM) is used
for mitigating it [27]. A block-fading channel model is applied
across the OFDM symbols, where the fading envelope is
assumed to be frequency-flat through an entire OFDM symbol
and then faded randomly for the next OFDM symbol. We
assume that a fraction of 𝐾 subcarriers of each OFDM symbol
are known pilots, while the remaining 𝜏𝑐 − 𝐾 subcarriers are
used for UL payload data transmission. For our system model
considered in Fig. 1, the satellite antenna’s gain is sufficiently
high to amplify the weak UL signals received from the distant
terrestrial users on the ground [18]. The following further
assumptions are exploited for pilot and data signal processing:

• The UL channels are locally estimated both at the satellite
gateway and at the APs to formulate the desired receiver
combining vectors during the pilot-aided training phase.
The detailed interpretation is presented in Section II-B.

• In the UL data transmission phase, linear combining
weights are applied to the signals received at the APs
and separately to the satellite gateway before forwarding
their linearly combined signals to the CPU for coherent
receiver-combining. The detailed interpretation is pre-
sented in Section III-A.

Although the signal power received by the satellite may be
significantly lower than that of the terrestrial APs, the large
RA array of the satellite is capable of compensating this with
the aid of its high receiver gain. Consequently, the coherent
receiver-combining applied at the CPU is still capable of
improving the terrestrial links, provided that the satellite has
a high TA gain and the ground station has a high RA gain for
compensating the pathloss [28].

A. Channel Model

The terrestrial UL channel between AP 𝑚 and user 𝑘 , ∀𝑚, 𝑘,
denoted by 𝑔𝑚𝑘 ∈ C is modeled as 𝑔𝑚𝑘 ∼ CN(0, 𝛽𝑚𝑘), where
𝛽𝑚𝑘 is the large-scale fading coefficient that involves both
the path loss and the shadow fading caused by obstacles. The
channel between the UL transmitter of user 𝑘 and the satellite
receiver, denoted by g𝑘 ∈ C𝑁 , has been modeled according
to the 3GPP recommendation (Release 15) [18] and obeys
the Rician distribution as g𝑘 ∼ CN(ḡ𝑘 ,R𝑘), where ḡ𝑘 ∈ C𝑁
denotes the LoS components gleaned from the 𝑁 RAs in the

UL. The matrix R𝑘 ∈ C𝑁×𝑁 is the covariance matrix of the
spatially correlated signals collected by the RAs of the satellite
attenuated by the propagation loss.1 The LoS component is
given by

ḡ𝑘 =
√︁
𝜅𝑘𝛽𝑘/(𝜅𝑘 + 1)

[
𝑒 𝑗ℓℓℓ (𝜃𝑘 ,𝜔𝑘 )

𝑇c1 , . . . , 𝑒 𝑗ℓℓℓ (𝜃𝑘 ,𝜔𝑘 )
𝑇c𝑁

]𝑇
,

(1)
where 𝜃𝑘 and 𝜔𝑘 are the elevation and azimuth angle, respec-
tively; 𝜅𝑘 ≥ 0 represents the Rician factor; and 𝛽𝑘 is the large-
scale fading coefficient encountered between user 𝑘 and the
satellite, which depends both on the satellite’s altitude and on
the user’s location (please see (45) in Section V for a particular
scenario). We assume that the antenna array is a rectangular
surface (please see Fig. 1), whose wave form vector ℓℓℓ(𝜃𝑘 , 𝜔𝑘)
[29], [30] is defined as

ℓℓℓ(𝜃𝑘 , 𝜔𝑘) =
2𝜋
𝜆

[cos(𝜃𝑘) cos(𝜔𝑘), sin(𝜃𝑘) cos(𝜔𝑘), sin(𝜃𝑘)]𝑇 ,
(2)

with 𝜆 being the wavelength of the carrier. In (1), there are 𝑁
indexing vectors, each given by

c𝑚 = [0,mod(𝑛 − 1, 𝑁𝐻 )𝑑𝐻 , ⌊(𝑛 − 1)/𝑁𝐻⌋𝑑𝑉 ]𝑇 , (3)

where 𝑑𝐻 and 𝑑𝑉 represent the antenna spacing in the hor-
izontal and vertical direction, respectively. The 3D channel
model of [31], [32] relies on the spatial correlation matrices
of a planar antenna array, formulated as

R𝑘 = (𝛽𝑘/(𝜅𝑘 + 1))R𝑘,𝐻 ⊗ R𝑘,𝑉 , (4)

where R𝑘,𝐻 ∈ C𝑁𝐻×𝑁𝐻 and R𝑘,𝑉 ∈ C𝑁𝑉×𝑁𝑉 are the spatial
correlation matrices along the horizontal and vertical direction.

Remark 1. The propagation channels considered in this paper
involve several practical aspects [18], [33]. The terrestrial
channels represent isotropic environments having no dominant
propagation path. Furthermore, the presence of a satellite
generates extra paths associated with strong reflected waves.
Hence, they are formulated for a compact antenna array
obeying a generic ray-based 3D channel model that splits the
spatial correlation into the azimuth and elevation dimensions.
This model is representative of isotropic scattering environ-
ments in the half-space in front of users. Our framework can
be widely applied to different space-terrestrial communication
scenarios by adopting the corresponding propagation settings
of [18], [33].

B. Uplink Pilot Training
All the 𝐾 users simultaneously transmit their pilot signals

in each coherence block of the UL. We assume to have the
same number of orthogonal pilots as users, i.e., we have the
set {𝜙𝜙𝜙1, . . . , 𝜙𝜙𝜙𝐾 }, where the pilot 𝜙𝜙𝜙𝑘 ∈ C𝐾 is assigned to
user 𝑘 so that we have 𝜙𝜙𝜙𝐻

𝑘
𝜙𝜙𝜙𝑘′ = 1 if 𝑘 = 𝑘 ′. Otherwise,

𝜙𝜙𝜙𝐻
𝑘
𝜙𝜙𝜙𝑘′ = 0. The training signal received at AP 𝑚, y𝑝𝑚 ∈ C𝐾 ,

is a superposition of all the UL pilot signals transmitted over
the propagation environment, which is formulated as

y𝐻𝑝𝑚 =
∑︁𝐾

𝑘=1

√︁
𝑝𝐾𝑔𝑚𝑘𝜙𝜙𝜙

𝐻
𝑘 + w𝐻𝑝𝑚, (5)

1The propagation loss in the carrier frequency range from 0.5 GHz to
100 GHz has been well documented in [18].
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where 𝑝 is the transmit power allocated to each pilot symbol
and w𝑝𝑚 ∼ CN(0, 𝜎2

𝑎I𝜏𝑝 ) is the additive white Gaussian noise
(AWGN) at AP 𝑚 having zero mean and standard derivation
of 𝜎𝑎 [dB]. Furthermore, the training signal received at the
GPU from the space link of Fig. 1 used for estimating the
satellite UL channel is formulated as

Y𝑝 =
∑︁𝐾

𝑘=1

√︁
𝑝𝐾g𝑘𝜙𝜙𝜙𝐻𝑘 + W𝑝 , (6)

where W𝑝 ∈ C𝑁×𝐾 models the AWGN, the imperfect
feeder link, and the imperfect synchronization between the
satellite and terrestrial links with each element distributed as
CN(0, 𝜎2

𝑠 ). The desired UL channels are estimated both at the
APs and the satellite gateway by relying on the minimum mean
square error (MMSE) estimation, as shown in Lemma 1.2

Lemma 1. The MMSE estimate 𝑔̂𝑚𝑘 of the UL channel 𝑔𝑚𝑘
between user 𝑘 and AP 𝑚 can be computed from (5) as

𝑔̂𝑚𝑘 = E{𝑔𝑚𝑘 |y𝐻𝑝𝑚𝜙𝜙𝜙𝑘} =
√
𝑝𝐾𝛽𝑚𝑘y𝐻𝑝𝑚𝜙𝜙𝜙𝑘
𝑝𝐾𝛽𝑚𝑘 + 𝜎2

𝑎

, (7)

which is distributed as 𝑔̂𝑚𝑘 ∼ CN(0, 𝛾𝑚𝑘) and its variance is

𝛾𝑚𝑘 = E{|𝑔̂𝑚𝑘 |2} =
𝑝𝐾𝛽2

𝑚𝑘

𝑝𝐾𝛽𝑚𝑘 + 𝜎2
𝑠

. (8)

The channel estimation error 𝑒𝑚𝑘 = 𝑔𝑚𝑘−𝑔̂𝑚𝑘 is distributed as
𝑒𝑚𝑘 ∼ CN(0, 𝛽𝑚𝑘 − 𝛾𝑚𝑘). Observe that the channel estimate
𝑔̂𝑚𝑘 and the channel estimation error are independent.

The MMSE estimate ĝ𝑘 of the channel g𝑘 spanning from
user 𝑘 to the satellite can be formulated based on (6) as

ĝ𝑘 = ḡ𝑘 +
√︁
𝑝𝐾R𝑘ΦΦΦ𝑘

(
Y𝑝𝜙𝜙𝜙𝑘 −

√︁
𝑝𝐾 ḡ𝑘

)
, (9)

where we have ΦΦΦ𝑘 =
(
𝑝𝐾R𝑘 + 𝜎2

𝑠 I𝑁
)−1. Additionally, the

channel estimation error e𝑘 = g𝑘−ĝ𝑘 and the channel estimate
ĝ𝑘 are independent random variables, which are distributed as

ĝ𝑘 ∼ CN(ḡ𝑘 , 𝑝𝐾R𝑘ΦΦΦ𝑘R𝑘), e𝑘 ∼ CN(0,R𝑘 − 𝑝𝐾ΘΘΘ𝑘), (10)

with ΘΘΘ𝑘 = R𝑘ΦΦΦ𝑘R𝑘 ,∀𝑘 .

Proof. The proof follows from adopting the standard MMSE
estimation of [34] for our system and channel model. □

Given the independence of the channel estimates and es-
timation errors, this may be conveniently exploited in our
ergodic data throughput analysis and optimization in the
next sections. The LoS components of the space links can
be estimated very accurately at the satellite gateway from
its received training signals. The closed-form expression of
the channel estimates obtained in Lemma 1 will be utilized
to formulate the receivers’ combining weights required for
detecting the desired signals in the UL satellite and APs.

III. UPLINK DATA TRANSMISSION AND ERGODIC
THROUGHPUT ANALYSIS

This section presents the UL data transmission, where all
users send their signals both to the APs and to the satellite

2We consider the MMSE estimation in this framework since it is Baysian
estimator, which minimizes the mean square error (MSE). The performance
of the suboptimal channel estimators with lower computational complexity is
of interest and left for a future work.

in a multiple-access protocol. The UL throughput of each
user is derived first for arbitrary signal detection techniques.
Then a closed-form expression is obtained for an MRC re-
ceiver, which is computationally simple and can be readily
implemented in a distributed manner relying on the channel
estimation procedure detailed in Section II-B.3

A. Uplink Data Transmission

All the 𝐾 users transmit their data both to the 𝑀 APs and to
the satellite, where the symbol 𝑠𝑘 of user 𝑘 obeys E{|𝑠𝑘 |2} = 1.
This data symbol is allocated a transmit power level 𝜌𝑘 > 0.
The signal received at the CPU by the space links, denoted
by y ∈ C𝑁 , and AP 𝑚, denoted by 𝑦𝑚 ∈ C, are, respectively,
formulated as

y =
∑︁𝐾

𝑘=1
√
𝜌𝑘g𝑘𝑠𝑘 + w and 𝑦𝑚 =

∑︁𝐾

𝑘=1
√
𝜌𝑘𝑔𝑚𝑘𝑠𝑘 + 𝑤𝑚,

(11)
where w ∼ CN(0, 𝜎2

𝑠 I𝑁 ) and 𝑤𝑚 ∼ CN(0, 𝜎2
𝑎) represent

the AWGN noise and the other imperfections at the satellite
receiver and at AP 𝑚, respectively. By exploiting (11), the
system detects the signal received from user 𝑘 , ∀𝑘 at the CPU
from the following expression

𝑠𝑘 = u𝐻𝑘 y + 𝑢𝑚𝑘𝑦𝑚, (12)

where u𝑘 ∈ C𝑁 is the linear detection vector used for inferring
the desired signal arriving from the satellite and 𝑢𝑚𝑘 ∈ C is the
detection coefficient used by AP 𝑚 (see Fig. 1). The received
symbol estimate in (12) combines all the different propaga-
tion paths, which explicitly unveils the potential benefits of
integrating a satellite into terrestrial networks for improving
the reliability and/or the throughput. Upon considering only
one of the right-hand side terms of (12), the received signal
becomes that of a conventional satellite network [19] or a
terrestrial cooperative network [26]. Thus, we are considering
an advanced cooperative wireless network relying on the
coexistence of both space and terrestrial links.

B. Uplink Data Throughput

We emphasize that if the number of APs and antennas at
the satellite is sufficiently high to treat the channel gain of the
desired signal in (12) as a deterministic value, the throughput
of user 𝑘 can be analyzed conveniently. In order to carry out
the throughput analysis, let us first introduce the new variable

𝑧𝑘𝑘′ = u𝐻𝑘 g𝑘′ +
∑︁𝑀

𝑚=1
𝑢∗𝑚𝑘𝑔𝑚𝑘′ , (13)

which we term as the overall channel coefficient after the use
of signal detection techniques, including both the satellite and
terrestrial effects. The overall channel coefficient in (13) leads
to a coherent received signal combination at the CPU. We
can assume perfectly phase-coherent symbol-synchronization

3Other linear combining techniques, such as partial MMSE, offer better
performance than MRC, therefore, gaining much research interest. By relying
on the random matrix theory, the closed-form expression of the ergodic data
throughput of the partial MMSE combining technique can be derived in the
asymptotic regime, which may be parts of our future work.
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at all the receivers and neglect any phase-jitter.4 Otherwise,
the imperfect phase-coherent symbol-synchronization can be
synthesized by the Gaussian distribution (see Fig. 12). In
particular, the desired signal in (12) becomes

𝑠𝑘 =
√
𝜌𝑘E{𝑧𝑘𝑘}𝑠𝑘 +

√
𝜌𝑘 (𝑧𝑘𝑘 − E{𝑧𝑘𝑘}) 𝑠𝑘+

𝐾∑︁
𝑘′=1,𝑘′≠𝑘

√
𝜌𝑘′𝑧𝑘𝑘′𝑠𝑘′ + 𝛼∗𝑘u

𝐻
𝑘 w +

∑︁𝑀

𝑚=1
𝑢∗𝑚𝑘𝑤𝑚, (14)

where the first additive term contains the desired signal asso-
ciated with a deterministic effective channel gain. The second
term represents the beamforming uncertainty, demonstrating
the randomness of the effective channel gain for a given
signal detection technique. The remaining terms are the mutual
interference and noise. By virtue of the use-and-then-forget
channel capacity bounding technique of [29], [37], the ergodic
throughput of user 𝑘 is

𝑅𝑘 = (1 − 𝐾/𝜏𝑐) 𝐵 log2 (1 + SINR𝑘), [Mbps], (15)

where 𝐵 [MHz] is the system bandwidth. The effective signal-
to-interference-and-noise ratio (SINR) expression, denoted by
SINR𝑘 , is given as The throughput in (15) can be achieved by
arbitrary signal detection techniques at the satellite and APs,
since it represents a lower bound of the channel capacity. One
can numerically evaluate (15) with the aid of the SINR expres-
sion in (16), but it requires many realizations of the small-scale
fading coefficients to compute several expectations. The direct
evaluation of (15) relying on Monte Carlo simulations does not
provide analytical insights about the impact of the individual
parameters on the system performance.

C. Uplink Throughput for Maximum Ratio Combining

For gaining further insights, we derive a closed-form ex-
pression for (15) by relying on statistical signal processing,
when the MRC receiver is used by both the satellite and the
AP, i.e., 𝑢𝑚𝑘 = 𝑔̂𝑚𝑘 ,∀𝑚, 𝑘, and u𝑘 = ĝ𝑘 ,∀𝑘, as in Theorem 1.

Theorem 1. If the MRC receiver is utilized for detecting the
desired signal, the UL throughput of user 𝑘 is evaluated by
(15) with the aid of the effective SINR value obtained in closed
form for the given channel statistics as

SINR𝑘 =
𝜌𝑘

(
∥ḡ𝑘 ∥2 + 𝑝𝐾tr(ΘΘΘ𝑘) +

∑𝑀
𝑚=1 𝛾𝑚𝑘

)2

MI𝑘 + NO𝑘

, (17)

4The satellite and terrestrial links have different time delays. Clearly, given
its wide bandwidth, fiber would be faster, requiring some buffering at the
CPU before these can be processed when the signal from the satellite reaches
the CPU. The longer propagation delay of the concatenated user-satellite-
ground-station path has to be compensated by appropriately delaying the
terrestrial signal for coherent combination at the CPU [27]. The CPU shall
be, in principle, able to detect the desired packets from the satellite system by
reading headers at higher layers. The time-delay will change due to satellite
movement. The synchronization in higher layers can be used to predict the
time delay for coherent processing of the next incoming packets, which has
to be decoded before reading the headers. The average delay experienced
by the satellite is known as a priori (based on geometry), which allows
for a coarse synchronization (up to the symbol time period) but possibly
fine synchronization might be still needed [35]. For a LEO satellite at
600 km altitude this only imposes 4 ms turn-around delay. Moreover, the
imperfect symbol-synchronization and the phase impairment in practice can
be compensated by an advanced carrier aggregation technique [36].

where the mutual interference MI𝑘 , and noise NO𝑘 are re-
spectively given as follows

MI𝑘 =
∑︁𝐾

𝑘′=1,𝑘′≠𝑘
𝜌𝑘′ |ḡ𝐻𝑘 ḡ𝑘′ |2 + 𝑝𝐾

∑︁𝐾

𝑘′=1
𝜌𝑘′ ḡ𝐻𝑘′ΘΘΘ𝑘 ḡ𝑘′

+
∑︁𝐾

𝑘′=1
𝜌𝑘′ ḡ𝐻𝑘 R𝑘′ ḡ𝑘 + 𝑝𝐾

∑︁𝐾

𝑘′=1
𝜌𝑘′ tr(R𝑘′ΘΘΘ𝑘)

+
∑︁𝐾

𝑘′=1

∑︁𝑀

𝑚=1
𝜌𝑘′𝛾𝑚𝑘𝛽𝑚𝑘′ , (18)

NO𝑘 =𝜎
2
𝑠 ∥ḡ𝑘 ∥2 + 𝑝𝐾𝜎2

𝑠 tr(ΘΘΘ𝑘) + 𝜎2
𝑎

∑︁𝑀

𝑚=1
𝛾𝑚𝑘 . (19)

Proof. The proof is accomplished by computing the expecta-
tions in (16) using the channel models in Section II-A and
the statistical information in Lemma 1. The detailed proof is
available in Appendix B. □

The UL throughput of user 𝑘 obtained in Theorem 1 is
a function of the channel statistics, which has a complex
expression due to the presence of space links, and it is
independent of the small-scale fading coefficients. The spatial
correlation and the LoS components created by the presence
of the satellite beneficially boost the desired signals, as shown
in the numerator of (17). The denominator of (17) represents
the interference and noise that degrades the performance,
where the SINR is linearly proportional both to the number
of satellite antennas and to the number of APs. Therefore,
the achievable throughput of each user should be improved
by installing more antennas at the satellite and more APs on
the ground. This demonstrates the benefits of distributed APs
as shown by the summation of 𝑀 terms associated with the
spatial diversity gain. In the absence of the satellite, the overall
channel coefficient is simplified to 𝑧𝑘𝑘′ =

∑𝑀
𝑚=1 𝑢

∗
𝑚𝑘
𝑔𝑚𝑘′ , and

therefore the effective SINR expression reduces to

SINR𝑘 =
𝜌𝑘 |

∑𝑀
𝑚=1 𝛾𝑚𝑘 |2∑𝐾

𝑘′=1
∑𝑀
𝑚=1 𝜌𝑘′𝛾𝑚𝑘𝛽𝑚𝑘′ + 𝜎2

𝑎

∑𝑀
𝑚=1 𝛾𝑚𝑘

, (20)

which unveils that the desired signal gain in the numerator
accrues from the centralized signal processing and cooperation
among the APs in support of user 𝑘 . The mutual interference
and noise are expressed compactly in the denominator. Hence
again, the throughput can be improved by increasing the
number of APs. By contrast, in the absence of the APs, the
overall channel coefficient is simplified to 𝑧𝑘𝑘′ = u𝐻

𝑘
g𝑘′ , and

therefore the effective SINR can be expressed as in (21). The
desired signal strength is enhanced by both the LoS and NLoS
satellite channels, which explicitly shows the benefits of the
satellite.
Remark 2. The coexistence of the satellite and APs gen-
eralizes the data throughput analysis of previous works on
either space or terrestrial communications and combines the
advantages of both the transmission modes. Coherent data
processing at the CPU yields a quadratic array gain on
the order of (𝑀 + 2𝑁)2. The closed-form expression of the
ergodic data throughput in (17) quantifies the improvements
offered by space-terrestrial communications. For the sake of
completeness, we have shown that the stand-alone terrestrial
communications only provides an array gain scaling increased
with the number of APs, i.e., say 𝑀2, while the dominant LoS
path in each space link boosts the array gains with the order
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SINR𝑘 =
𝜌𝑘 |E{𝑧𝑘𝑘}|2∑𝐾

𝑘′=1 𝜌𝑘′E{|𝑧𝑘𝑘′ |2} − 𝜌𝑘
��E{𝑧𝑘𝑘}��2 + E{��u𝐻𝑘 w

��2} + ∑𝑀
𝑚=1 E

{
|𝑢∗
𝑚𝑘
𝑤𝑚 |2

} (16)

SINR𝑘 =
𝜌𝑘

��∥ḡ𝑘 ∥2 + 𝑝𝐾tr(ΘΘΘ𝑘)
��2

𝐾∑
𝑘′=1,𝑘′≠𝑘

𝜌𝑘′ |ḡ𝐻𝑘 ḡ𝑘′ |2 + 𝑝𝐾
𝐾∑
𝑘′=1

𝜌𝑘′ ḡ𝐻𝑘′ΘΘΘ𝑘 ḡ𝑘′ +
𝐾∑
𝑘′=1

𝜌𝑘′ ḡ𝐻𝑘 R𝑘′ ḡ𝑘 + 𝑝𝐾
𝐾∑
𝑘′=1

𝜌𝑘′ tr(R𝑘′ΘΘΘ𝑘) + 𝜎2
𝑠 ∥ḡ𝑘 ∥2 + 𝑝𝐾𝜎2

𝑠 tr(ΘΘΘ𝑘)
(21)

of 4𝑁2.
Since we consider single-antenna APs, the framework

considered leaves room for different deployment conditions
and for new resource allocation problems under the space-
terrestrial cooperative framework using different beamforming
techniques and multiple antennas at the APs. Table II analyt-
ically compares the SINR values for the systems considered.5

IV. UPLINK DATA POWER ALLOCATION FOR
SPACE-TERRESTRIAL COMMUNICATIONS

This section considers a pair of optimization problems
comprising the max-min fairness and total transmit power
minimization. These optimization problems underline the con-
siderable benefits of a collaboration between the space and
terrestrial links under a finite transmit power at each user.

A. Max-Min Fairness Optimization
Fairness is of paramount importance for planning the net-

works to provide an adequate throughput for all users by
maximizing the lowest achievable ergodic rate. The max-
min fairness optimization, which we would like to solve, is
formulated as6

maximize
{𝜌𝑘 }

min
𝑘

𝑅𝑘 (22a)

subject to 0 ≤ 𝜌𝑘 ≤ 𝑃max,𝑘 ,∀𝑘, (22b)

where 𝑃max,𝑘 is the maximum power that user 𝑘 can allocate
to each data symbol. Due to the universality of the data
throughput expression of (15), Problem (22) is applicable to
any linear receiver combining method. This paper focuses
on the MRC method, since we have derived the ergodic
throughput with the closed-form SINR expression for each
user shown in (17).7 Based on the upper-level set, the main
characteristics of Problem (22) are given in Lemma 2.

5In this paper, we can obtain the exact closed-form solution on the uplink
ergodic rate for MRC detection for an arbitrary set of 𝑀, 𝑁 , and 𝐾 . We
believe that a framework to approximately derive an closed-form expression
on the uplink ergodic rate of both the ZF and MMSE detection may indeed be
constructed. However, the methodology would be different since it requires
the assumption that (𝑀 + 𝑁 )/𝐾 → ∞ at a fixed rate [38]. The closed-form
expression on the uplink ergodic rate matches very well with Monte-Carlo
simulations for (𝑀 +𝑁 )/𝐾 → ∞ at a given rate. By contrast, we can obtain
the exact closed-form solution of the uplink ergodic rate for the MRC detection
for an arbitrary set of 𝑀, 𝑁, and 𝐾 . Since the approaches suitable for ZF
and MMSE detection are different from that of MRC detection, we would
like to leave this exciting issue for our future work.

6In line with authoritative papers in the literature [26], [39], in this paper,
we assume that the backhaul is ideal in the sense that it is capable of traffic
to carry infinite rate in an error-free manner. Considering a limited backhaul
capacity is a potential extension for future work.

7An extension to the other linear combining technique can be accomplished
by using the same methodology, but may require extra cost to evaluate the
expectations in (16) numerically.

Lemma 2. Problem (22) is quasi-concave as the objective
function is constructed based on the ergodic UL throughput
in (15) with the SINR expression in (17).

Proof. The proof is based on the definition of the upper-level
set for a quasi-concave problem. The detailed proof is available
in Appendix C. □

Lemma 2 unveils that the globally optimal solution to
Problem (22) exists and can be found in polynomial time. We
exploit the quasi-concavity to find the most energy-efficient
solution. Upon exploiting that SINR𝑘 = 2𝜏𝑐𝑅𝑘/(𝐵(𝜏𝑐−𝐾)) ,∀𝑘 ,
Problem (22) is reformulated in an equivalent form by exploit-
ing the epigraph representation of [40, page 134] as follows

maximize
{𝜌𝑘 }

𝜉

subject to SINR𝑘 ≥ 𝜉,∀𝑘,
0 ≤ 𝜌𝑘 ≤ 𝑃max,𝑘 ,∀𝑘.

(23)

Observe that Problem (22) handles the minimum data through-
put among all the 𝐾 users on a logarithmic price scale, whereas
(23) maximizes the lowest SINR value in a linear scale. Even
though Problem (23) could be viewed as a geometric program
to attain the maximal fairness level, this would impose high
computational complexity, since a hidden convex structure
should be deployed [41]. Observe that, for a given value of
𝜉 = 𝜉𝑜 in the feasible domain, the minimum total transmit
power consumption is obtained by the solution of the following
optimization problem8

minimize
{𝜌𝑘 }

∑︁𝐾

𝑘=1
𝜌𝑘 (24a)

subject to SINR𝑘 ≥ 𝜉𝑜,∀𝑘, (24b)
0 ≤ 𝜌𝑘 ≤ 𝑃max,𝑘 ,∀𝑘. (24c)

After that, the most energy-efficient solution of Problem (23)
should be obtained by finding the maximum value of the
variable 𝜉 of using, for example, the popular bisection method.
The objective function of (24) is a linear combination of
all the data power variables {𝜌𝑘},∀𝑘 . The power constraints
are affine, and the SINR constraint of each user can be
reformulated as

𝜉𝑜MI𝑘 + 𝜉𝑜NO𝑘 ≤ 𝜌𝑘

(
∥ḡ𝑘 ∥2 + 𝑝𝐾tr(ΘΘΘ𝑘) +

∑︁𝑀

𝑚=1
𝛾𝑚𝑘

)2
,

(25)

8For a feasible value 𝜉 of Problem (23), the total transmit power can be
minimized as a consequence of [42, Lemma 1] since the standard interference
functions, which are used for updating the power coefficients, are non-
increasing with the number of iterations. Consequently, we can leverage this
observation to formulate and solve the total transmit power minimization
problem in (24) for a given value 𝜉𝑜 , which is a solution to Problem (23).
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TABLE II
COMPARISON OF THE SINR VALUE AMONG THE THREE SYSTEMS: TERRESTRIAL COMMUNICATIONS, SATELLITE COMMUNICATIONS, AND

SATELLITE-TERRESTRIAL COMMUNICATIONS

SINR Terrestrial Communications Satellite Communications Satellite-Terrestrial Communications

Signal 𝜌𝑘

(
𝑀∑
𝑚=1

𝛾𝑚𝑘

)2
𝜌𝑘

(
∥ḡ𝑘 ∥2 + 𝑝𝐾tr(ΘΘΘ𝑘)

)2
𝜌𝑘

(
∥ḡ𝑘 ∥2 + 𝑝𝐾tr(ΘΘΘ𝑘) +

𝑀∑
𝑚=1

𝛾𝑚𝑘

)2

Interference
𝐾∑
𝑘′=1

𝑀∑
𝑚=1

𝜌𝑘′𝛾𝑚𝑘𝛽𝑚𝑘′

𝐾∑
𝑘′=1,𝑘′≠𝑘

𝜌𝑘′ |ḡ𝐻𝑘 ḡ𝑘′ |2 + 𝑝𝐾
𝐾∑
𝑘′=1

𝜌𝑘′ ḡ𝐻𝑘′ΘΘΘ𝑘 ḡ𝑘′+
𝐾∑
𝑘′=1

𝜌𝑘′ ḡ𝐻𝑘 R𝑘′ ḡ𝑘 + 𝑝𝐾
𝐾∑
𝑘′=1

𝜌𝑘′ tr(R𝑘′ΘΘΘ𝑘)

𝐾∑
𝑘′=1,𝑘′≠𝑘

𝜌𝑘′ |ḡ𝐻𝑘 ḡ𝑘′ |2 + 𝑝𝐾
𝐾∑
𝑘′=1

𝜌𝑘′ ḡ𝐻𝑘′ΘΘΘ𝑘 ḡ𝑘′+
𝐾∑
𝑘′=1

𝜌𝑘′ ḡ𝐻𝑘 R𝑘′ ḡ𝑘 + 𝑝𝐾
𝐾∑
𝑘′=1

𝜌𝑘′ tr(R𝑘′ΘΘΘ𝑘)+
𝐾∑
𝑘′=1

𝑀∑
𝑚=1

𝜌𝑘′𝛾𝑚𝑘𝛽𝑚𝑘′

Noise 𝜎2
𝑎

𝑀∑
𝑚=1

𝛾𝑚𝑘 𝜎2
𝑠 ∥ḡ𝑘 ∥2 + 𝑝𝐾𝜎2

𝑠 tr(ΘΘΘ𝑘) 𝜎2
𝑠 ∥ḡ𝑘 ∥2 + 𝑝𝐾𝜎2

𝑠 tr(ΘΘΘ𝑘) + 𝜎2
𝑎

𝑀∑
𝑚=1

𝛾𝑚𝑘

which is also affine. Consequently, (24) is a linear program.
A canonical algorithm can get the global solution by the
classic interior-point method. The main cost in each iteration
is associated with computing the first derivative of the SINR
constraints (24b), which might still impose high computational
complexity. Subsequently, in this paper, we propose a low
complexity algorithm based on the alternating optimization
approach and the closed-form solution for each power co-
efficient by virtue of the standard interference function (see
Definition 1). By stacking all the transmit data powers in a
vector 𝜌𝜌𝜌 = [𝜌1, . . . , 𝜌𝐾 ] ∈ R𝐾+ , the SINR constraint of user 𝑘
is reformulated as

𝜌𝑘 ≥ 𝐼𝑘 (𝜌𝜌𝜌), (26)

where 𝐼𝑘 (𝜌𝜌𝜌) is the standard interference function defined for
user 𝑘 , which is given by

𝐼𝑘 (𝜌𝜌𝜌) =
𝜉𝑜MI𝑘 (𝜌𝜌𝜌) + 𝜉𝑜NO𝑘)��∥ḡ𝑘 ∥2 + 𝑝𝐾tr(ΘΘΘ𝑘) +

∑𝑀
𝑚=1 𝛾𝑚𝑘

��2 , (27)

where the detailed expression of MI𝑘 (𝜌𝜌𝜌) has been given in
(18), but here we express it as a function of the transmit power
variables stacked in 𝜌𝜌𝜌. Apart from the SINR constraint, the
data power of each user should satisfy the individual power
budget, hence we have

𝐼𝑘 (𝜌𝜌𝜌) ≤ 𝜌𝑘 ≤ 𝑃max,𝑘 . (28)

One can search across the range of each data power variable
observed in (28), where the global optimum of Problem (23)
is validated by Theorem 2.
Theorem 2. For a given feasible 𝜉𝑜 value and the initial data
powers 𝜌𝑘 (0) = 𝑃max,𝑘 ,∀𝑘 , the globally optimal solution of
Problem (24) is obtained by computing the standard interfer-
ence function in (27) and the power constraint in (28) for all
users. In more detail, if the data power of user 𝑘 is updated
at iteration 𝑛 as

𝜌𝑘 (𝑛) = 𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)), (29)

where 𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)) is defined in (27) with 𝜌𝜌𝜌(𝑛 − 1) denoting
the data power vector from the previous iteration, then this
iterative approach converges to the unique optimal solution
after a finite number of iterations. Owning to the feasibility of
𝜉𝑜, it holds that 𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)) ≤ 𝑃max,𝑘 ,∀𝑘 .

Then, the most energy-efficient solution of Problem (23) is
obtained by updating the lower bound of the SINR values

Algorithm 1 Data power allocation to Problem (22) by using
the standard interference function and the bisection method
Input: Define the maximum data powers 𝑃max,𝑘 ,∀𝑘; Select
initial values 𝜌𝑘 (0) = 𝑃max,𝑘 ,∀𝑘; Set the maximum bound
𝜉

up
𝑜 as in (30); Define 𝜉min,𝑜 = 0 and 𝜉max,𝑜 = 𝜉

up
𝑜 ; Set the

inner tolerance 𝜖 and the outer tolerance 𝛿.
1. Initialize the outer loop index 𝑛 = 1.
2. while 𝜉max,𝑜 − 𝜉min,𝑜 > 𝛿 do

2.1. Set 𝜌̃𝑘 (0) = 𝜌𝑘 (0),∀𝑘; Set 𝜉𝑜 = (𝜉min,𝑜 + 𝜉max,𝑜)/2
and compute 𝑅𝑜 = 𝐵(1 − 𝐾/𝜏𝑐) log2 (1 + 𝜉𝑜).

2.2. Compute the total power consumption 𝑃tot (0) =∑𝐾
𝑘=1 𝜌𝑘 (0).

2.3 Initialize the accuracy 𝑇 = 𝑃tot (0) and the inner loop
index 𝑚 = 1.

2.4. while 𝑇 > 𝜀 do
2.4.1. User 𝑘 computes the standard interference func-

tion 𝐼𝑘 (𝜌̃𝜌𝜌(𝑚 − 1)) using (29) with 𝜌̃𝜌𝜌(𝑚 − 1) =

[ 𝜌̃1 (𝑚 − 1), . . . , 𝜌̃𝐾 (𝑚 − 1)] ∈ R𝐾+ .
2.4.2. User 𝑘 updates its temporary data power as (32).
2.4.3. Repeat Steps 2.4.1 and 2.4.2 with other users, then

update the accuracy as in (33).
2.4.4. If 𝑇 ≤ 𝜀 → Compute 𝑅𝑘 (𝜌̃𝜌𝜌𝑘 (𝑚)),∀𝑘, and go to

Step 3. Otherwise, set 𝑚 = 𝑚 + 1 and go to Step
2.4.1.

2.5. End while
2.6. If ∃𝑘, 𝑅𝑘 (𝜌̃𝜌𝜌𝑘 (𝑚)) < 𝑅𝑜, set 𝜉max,𝑜 = 𝜉𝑜 and go to

Step 1. Otherwise, update 𝜌𝑘 (𝑛) = 𝜌̃𝑘 (𝑚),∀𝑘, and
set 𝜉min,𝑜 = 𝜉𝑜, set 𝑛 = 𝑛 + 1, and go to Step 1.

3. End while
4. Set 𝜌∗

𝑘
= 𝜌𝑘 (𝑛),∀𝑘 .

Output: Final interval [𝜉min,𝑜, 𝜉max,𝑜] and {𝜌∗
𝑘
}, ∀𝑙, 𝑘 .

across the search range 𝜉𝑜 ∈ [0, 𝜉up
𝑜 ], where 𝜉up

𝑜 is given by

𝜉
up
𝑜 = min

𝑘

𝑃max,𝑘
��∥ḡ𝑘 ∥2 + 𝑝𝐾tr(ΘΘΘ𝑘) +

∑𝑀
𝑚=1 𝛾𝑚𝑘

��2
NO𝑘

. (30)

Along all considered values of the variable 𝜉0, Problem (24)
is infeasible if the following condition is met at least by one
user for a given value 𝜉𝑜 as

𝑅𝑘 (𝜌𝜌𝜌(𝑛)) < 𝐵(1−𝐾/𝜏𝑐) log2 (1+ 𝜉𝑜), ∃𝑘 ∈ {1, . . . , 𝐾}. (31)
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Proof. The main proof hinges on verifying the standard inter-
ference function defined for each user and on finding an upper
bound for the bisection method. The infeasiblity detection is
then straightforwardly obtained. The detailed proof is available
in Appendix D. □

Theorem 2 provides an iterative design to obtain the global
optimum of Problem (22): Firstly, a low complexity mecha-
nism is presented to update the data powers along the iterations
as seen in (29). Secondly, we may use an efficient search, for
example, the bisection method for maximizing the minimum
data throughput with an effective search range whose upper
bound given in (30). Thirdly, the achievable rate condition
(31) can be exploited to detect if Problem (24) is feasible
for a given value 𝜉𝑜 by updating the data throughput in each
iteration.

From the analytical features in Theorem 2, the proposed
alternating technique of finding the optimal solution to Prob-
lem (22) is shown in Algorithm 1 by initially setting the
maximum data power to each user, i.e., 𝜌𝑘 (0) = 𝑃max,𝑘 ,∀𝑘
and the range of [𝜉min,𝑜, 𝜉max,𝑜] for the parameter 𝜉𝑜 by
capitalizing on (30). The bisection is utilized to update 𝜉𝑜,
while the data powers are iteratively updated by the standard
interference function seen in (29) subject to the condition (28).
In particular, for a given value of 𝜉𝑜 = (𝜉min,𝑜 + 𝜉max,𝑜)/2,
the temporary data power coefficients are set as 𝜌̃𝑘 (0) =

𝜌𝑘 (0),∀𝑘 . Then user 𝑘 will update its temporary data power
at inner iteration 𝑚 as

𝜌̃𝑘 (𝑚) = min(𝐼𝑘 (𝜌̃𝜌𝜌(𝑚 − 1)) , 𝑃max,𝑘). (32)

The inner loop can be terminated, when the difference between
two consecutive iterations becomes small. For example, we
may compute the normalized total power consumption ratio

𝑇 =
|𝑃tot (𝑚) − 𝑃tot (𝑚 − 1) |

𝑃tot (𝑚 − 1)

=

��∑𝐾
𝑘=1 𝜌̃𝑘 (𝑚) −

∑𝐾
𝑘=1 𝜌̃𝑘 (𝑚 − 1)

��∑𝐾
𝑘=1 𝜌̃𝑘 (𝑚 − 1)

,

(33)

with 𝑃tot (𝑚) =
∑𝐾
𝑘=1 𝜌̃𝑘 (𝑚) denoting the total transmit data

power at inner iteration 𝑚. The data power will converge to
the optimal solution with tolerance as 𝛾(𝑛) ≤ 𝜖 . For a given
value 𝜉𝑜, if Problem (24) is feasible, the lower bound of 𝜉𝑜
is then updated, yielding 𝜉min,𝑜 = 𝜉𝑜 after obtaining the data
power solution. Otherwise, (31) is utilized to detect if there is
no solution to Problem (24) for a given 𝜉𝑜. The closed-form
expression in updating the temporary data power as shown in
(32) will be the data power of user 𝑘 if 𝑅𝑘 (𝜌̃𝜌𝜌𝑘 (𝑚)) ≥ 𝑅𝑜,∀𝑘 .
It means that outer iteration 𝑛 will perform 𝜌𝑘 (𝑛) = 𝜌̃𝑘 (𝑚) and
update 𝜉min,𝑜 = 𝜉𝑜. Otherwise, the upper bound 𝜉max,𝑜 will be
shrunk as 𝜉max,𝑜 = 𝜉𝑜. Assuming that the dominant arithmetic
operators are multiplications and divisions, we can estimate the
computational complexity of Algorithm 1, where the channels’
statistical information is computed in advance. Specifically, the
data power should be acquired at the computational complexity
order of O((4𝐾2+𝑀𝐾2+5𝐾) (𝑈1+1)), where𝑈1 is the number
of iterations, when Algorithm 1 reaches the accuracy 𝜖 . In
addition, the bisection method requires a number of iterations
that is proportional to ⌈log2 (𝜉

up
𝑜 /𝛿)⌉. This demonstrates the

Algorithm 2 Data power allocation to problem (35) by
spending maximum transmit power on unsatisfied users
Input: Define the maximum data powers 𝑃max,𝑘 ,∀𝑘; Select the
initial values 𝜌𝑘 (0) = 𝑃max,𝑘 ,∀𝑘; Compute the total transmit
power consumption 𝑃tot (0) =

∑𝐾
𝑘=1 𝜌𝑘 (0); Set initial value

𝑛 = 1 and the tolerance 𝜖 .
1. User 𝑘 computes the standard interference function

𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)) using (36).
2. If 𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)) > 𝑃max,𝑘 , update 𝜌𝑘 (𝑛) = 𝑃max,𝑘 .

Otherwise, update 𝜌𝑘 (𝑛) = 𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)).
3. Repeat Steps 1, 2 with other users, then compute the ratio

𝛾(𝑛) = |𝑃tot (𝑛) − 𝑃tot (𝑛 − 1) |/𝑃tot (𝑛 − 1).
4. If 𝛾(𝑛) ≤ 𝜖 → Set 𝜌∗

𝑘
= 𝜌𝑘 (𝑛),∀𝑘, and Stop. Otherwise,

set 𝑛 = 𝑛 + 1 and go to Step 1.
Output: A fixed point 𝜌∗

𝑘
, ∀𝑘 .

effectiveness of using the upper bound (30) in reducing the
total cost. Consequently, the computational complexity of
Algorithm 1, denoted by 𝐶1, is of the order of

𝐶1 = O
(
⌈log2 (𝜉

up
𝑜 /𝛿)⌉

(
(4𝐾2 + 𝑀𝐾2 + 5𝐾) (𝑈1 + 1)

))
, (34)

where ⌈·⌉ is the ceiling function. The computational complex-
ity is directly proportional to the number of APs and it is
in a quadratic function of the number of users. However, (34)
emphasizes that the computational complexity of our proposed
algorithm does not depend on the number of satellite antennas.

Remark 3. Algorithm 1 offers a low complexity design that
optimizes the max-min fairness service to all the 𝐾 users in a
space-terrestrial communication system with the most energy-
efficient solution based on the analysis of its quasi-concavity.
Our proposed design can also detect infeasible problems. The
data powers are updated in a closed-form solution by utilizing
the standard interference function for a given lower bound
on the ergodic throughput. All the users get the uniformly
best quality of service by exploiting the bisection method.
We emphasize that the max-min fairness optimization always
provides a feasible data power allocation solution. However,
this optimization problem is not scalable in a sense that
for large-scale networks supporting many users, the max-min
fairness level tends zero, i.e., 𝜉 → 0 as 𝐾 → ∞, by the use of
Theorem 2 under near-far effects.

B. Total Transmit Power Minimization Under Individual
Demand-based Constraints

Another ambition of the future wireless systems is to
provide an individual QoS for each user in the coverage area,
whilst consuming as little power as possible. A total transmit
power minimization problem under the SINR constraints is
formulated as

minimize
{𝜌𝑘 }

∑︁𝐾

𝑘=1
𝜌𝑘 (35a)

subject to SINR𝑘 ≥ 𝜉𝑘 ,∀𝑘, (35b)
0 ≤ 𝜌𝑘 ≤ 𝑃max,𝑘 ,∀𝑘, (35c)
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where 𝜉𝑘 > 0 denotes the SINR value corresponding to the
user-specific data throughput that user 𝑘 requests from the
network. For a predetermined set of the requested SINR values
{𝜉𝑘}, Problem (35) is a linear program having a compact
feasible set. Hence, the global optimum always exists and
can be obtained in polynomial time, as mentioned. We notice
that problem (35) simultaneously optimizes the data powers
of all the users. However, the individual SINR constraints
make it more challenging to guarantee finding the global
solution under finite network dimensions. In multiple access
scenarios, the system may not be able to serve all the users
owing to, for example, the near-far effects, weak channel
conditions, and excessive SINR requirements. When the user-
specific SINR constraints of some users cannot be satisfied,
we arrive at an infeasible solution. Under congestion, the
𝐾 users are split into: Satisfied users who can have their
throughput requirements met; and unsatisfied users who are
served at a throughput less than requested. We conceive a pair
of algorithms for detecting congestion and relaxing the SINR
requirements of unsatisfied users. The proposed designs can
still offer satisfactory SINRs.

1) Assigning Maximum Power to Unsatisfied Users: Fol-
lowing a similar methodology as for the network-wise SINR
constraint in (27), we construct the standard interference
function for user 𝑘 as

𝐼𝑘 (𝜌𝜌𝜌) =
𝜉𝑘MI𝑘 (𝜌𝜌𝜌) + 𝜉𝑘NO𝑘��∥ḡ𝑘 ∥2 + 𝑝𝐾tr(ΘΘΘ𝑘) +

∑𝑀
𝑚=1 𝛾𝑚𝑘

��2 . (36)

Observe by comparing the standard interference function of
(36) and (27) that in (36) the individual SINR 𝜉𝑘 ,∀𝑘, are
used. A fixed point solution to problem (35) is obtained in
Lemma 3.

Lemma 3. From the initial value 𝜌𝑘 (0) = 𝑃max,𝑘 ,∀𝑘 , if the
data power of user 𝑘 is updated at iteration 𝑛 as

𝜌𝑘 (𝑛) = max(𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)), 𝑃max,𝑘), (37)

then the iterative approach converges to a fixed point solution
in polynomial time.

Proof. As 𝐼𝑘 (𝜌𝜌𝜌) is a standard interference function, 𝐼𝑘 =

max(𝐼𝑘 (𝜌𝜌𝜌), 𝑃max,𝑘) is also a standard interference function.
From the initial data powers, 𝜌𝑘 (0) = 𝑃max,𝑘 ,∀𝑘, iteration 𝑛

updates the data power of user 𝑘 as

𝜌𝑘 (𝑛) = 𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)). (38)

If 𝐼𝑘 (𝜌𝜌𝜌(𝑛−1)) = 𝑃max,𝑘 , the data power of user 𝑘 at iteration 𝑛
is 𝜌𝑘 (𝑛) = 𝑃max,𝑘 , which still ensures the non-increasing
property of the objective function in (35a). Otherwise, it holds
that 𝜌𝑘 (𝑛) = 𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)). The convergence is guaranteed
by utilizing a similar claim as in Theorem 2. The proof is
complete. □

The analytical result in Lemma 3 can be exploited to find
a fixed-point solution to Problem (35) that is implemented
in Algorithm 2. It can work for both feasible and infeasible
domains. Once congestion appears, we can detect unsatisfied
users by computing the standard interference function and then
comparing it to the maximum power allocated to each data

Algorithm 3 Data power allocation to problem (35) by softly
removing unsatisfied users
Input: Define maximum powers 𝑃max,𝑘 ,∀𝑘; Select initial
values 𝜌𝑘 (0) = 𝑃max,𝑘 ,∀𝑘; Compute the total transmit power
consumption 𝑃tot (0) =

∑𝐾
𝑘=1 𝜌𝑘 (0); Set initial value 𝑛 = 1 and

tolerance 𝜖 .
1. User 𝑘 computes the standard interference function

𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)) using (36).
2. If 𝐼𝑘 (p(𝑛 − 1)) > 𝑃max,𝑘 , compute 𝜇𝑘 by using (40)

and update 𝜌𝑘 (𝑛) = 𝑃2
max,𝑘/(𝜇𝑘 𝐼𝑘 (𝜌𝜌𝜌(𝑛− 1))). Otherwise,

update 𝜌𝑘 (𝑛) = 𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)).
3. Repeat Steps 1, 2 with other users, then compute the ratio

𝛾(𝑛) = |𝑃tot (𝑛) − 𝑃tot (𝑛 − 1) |/𝑃tot (𝑛 − 1).
4. If 𝛾(𝑛) ≤ 𝜖 → Set 𝜌∗

𝑘
= 𝜌𝑘 (𝑛),∀𝑘, and Stop. Otherwise,

set 𝑛 = 𝑛 + 1 and go to Step 1.
Output: A fixed point 𝜌∗

𝑘
, ∀𝑘 .

symbol. The updated policy (37) indicates that unsatisfied
users will be served at a lower throughput than requested.
The maximum transmit data power is allocated to unsatisfied
users. By counting the dominant arithmetic operations, namely,
the multiplications, the divisions, and the maximum of two
numbers, the total computational complexity of Algorithm 2
is on the order of 𝐶2 = O(𝑀𝐾2𝑈2+4𝐾2𝑈2+6𝐾𝑈2), where 𝑈2
is the number of iterations required by Algorithm 2 to reach
the accuracy 𝜖 , which proves that the cost scales up with the
number of APs and in a quadratic order of the number of
users.

2) Softly Removing Unsatisfied Users: Each unsatisfied
user reduces the data power rather than allocating the max-
imum power as done in Algorithm 1. The network can mini-
mize mutual interference, and therefore ameliorate the number
of satisfied users. The idea of softly removing unsatisfied users
is analytically characterized in Theorem 3.

Theorem 3. Commencing from the initial power value of
𝜌𝑘 (0) = 𝑃max,𝑘 ,∀𝑘 , the data power of user 𝑘 is updated at
iteration 𝑛 as

𝜌𝑘 (𝑛) = 𝑓𝑘 (𝜌𝜌𝜌(𝑛 − 1))

=


𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)), if 𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)) ≤ 𝑃max,𝑘 ,

𝑃2
max,𝑘

𝜇𝑘 𝐼𝑘 (𝜌𝜌𝜌(𝑛−1)) , if 𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)) ≥ 𝑃max,𝑘 ,

(39)

where 𝜇𝑘 ≥ 1 stands for the soft removal rate of unsatisfied
user 𝑘 . The iterative approach converges to a fixed point
solution in polynomial time.

Proof. The proof relies on verifying the two-sided scalable
function defined for each user and following by the conver-
gence. The detailed proof is available in Appendix E. □

At the beginning, all the users will be treated equally and
update their data powers by using the standard interference
function in (36), i.e., 𝜌𝑘 (𝑛) = 𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)). The treatment
should be changed if the standard interference function ex-
ceeds the limited power. If user 𝑘 is found to be unsatisfied
in iteration 𝑛, its data power will be scaled down as shown
in (39). The controllable value 𝜇𝑘 stands for the soft removal
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rate that is computed by utilizing, for example, the actual and
requested SINR values, which can be defined as

𝜇𝑘 = 𝜉𝑘/SINR𝑘 (𝜌̂𝜌𝜌(𝑛 − 1)), (40)

where the SINR value of user 𝑘 is defined in (21) with the data
power vector 𝜌̂𝜌𝜌(𝑛−1). From (40), the data power of unsatisfied
users will be dramatically degraded if the offered throughput
is much lower than their requirements. The total complexity
of this algorithm design is dominated by computing the
standard interference function and the soft removal rate. Con-
sequently, Algorithm 3 has the computational complexity order
of 𝐶3 = O(𝑀𝐾2 (𝑍 + 1)𝑈3 + 4𝐾2 (𝑍 + 1)𝑈3 + 𝐾 (7𝑍 + 6)𝑈3),
where 𝑍 is the total number of soft removal calculations, and
𝑈2 is the number of iterations required by Algorithm 2 to
reach the accuracy 𝜖 . The two algorithms handling congestion
control have a similar complexity, if the soft removal rate is
set to one for all the unsatisfied users. However, if (40) is
exploited, the latter is more complex than the former, because a
progressive policy is applied for scaling down the data powers
of unsatisfied users.9

Remark 4. This paper considers fast fading space-terrestrial
channels where the ergodic data throughput is of particular
interest and it is computed by averaging over many different
realizations of the small-scale fading coefficients. The two
optimization problems considered allocate the data powers to
all users in the network based on the channel statistics that are
stable for a long period of time. Similar optimization problems
have been considered in the space-terrestrial communications
scenarios of [10], [22], but on a short-time scale and the
systems communicate over slow fading channels and assuming
perfect CSI. The data powers are optimized for a specific
instantaneous channel rate, so the solution must be updated
to adapt to the envelope changes, whenever the small-scale
fading coefficients fluctuate.

Remark 5. The congestion issues over long time scales have
not yet been studied in satellite-terrestrial communication
systems. Hence, this paper investigates two different metrics
defined for quantifying the satisfaction both of the individual
users and of the entire network, obtained by solving prob-
lem (35). For user-specific demand satisfaction, the satisfied
user set K𝑠 ⊆ K = {1, . . . 𝐾} is defined as

K𝑠 =
{
𝑘
��𝑅𝑘 ({𝜌∗𝑘}) = 𝐵 (1 − 𝐾/𝜏𝑐) log2 (1 + 𝜉𝑘), 𝑘 ∈ K

}
,

(41)
where {𝜌∗

𝑘
} is the optimized data power obtained by Algo-

rithm 2 or 3. Furthermore, the unsatisfied user set, denoted

9The optimal solution is to demonstrate the fairness of the satellite-
terrestrial networks and the minimum power consumption for a given set
of individual data throughput demands thereby providing a benchmark by
which more practical, near-optimal solutions can be compared. Moreover, to
the best of our knowledge, this is the first work in the satellite-terrestrial
literature that has considered the associated congestion issue. Even though
the optimality and the convergence analysis can be applied to networks
having an arbitrary number of users, its practical implementation becomes
challenging upon increasing the network dimensions. A potential direction to
overcome this challenge is that exploiting a data-driven approach for reducing
the computational complexity by orders of magnitude [43], which will be
explored in our future work.

x

y

z

O

(x,y,z)

User k

θk

ωk 

Access point

User

Fig. 2. The satellite-terrestrial system considered in the simulations, where
the locations of satellite, APs, and users are mapped into a three-dimensional
(3D) Cartesian coordinate.

by K𝑢 ⊆ K is defined as

K𝑢 =
{
𝑘
��𝑅𝑘 ({𝜌∗𝑘}) < 𝐵 (1 − 𝐾/𝜏𝑐) log2 (1 + 𝜉𝑘), 𝑘 ∈ K

}
.

(42)
For quantifying the entire network’s demand satisfaction,
Jain’s fairness index [10], [44] is adopted for our framework:

𝐽 =

(
|K𝑠 | +

∑
𝑘∈K̃𝑢 𝑅𝑘 ({𝜌

∗
𝑘
})/𝜉𝑘

)2

𝐾 |K𝑠 | + 𝐾
∑
𝑘∈K̃𝑢 𝑅𝑘 ({𝜌

∗
𝑘
})2/𝜉2

𝑘

. (43)

Jain’s fairness index spans from the worst case to the best
case in the range [1/𝐾 , 1].

V. NUMERICAL RESULTS

In order to evaluate the terrestrial links under near-far
effects, similar to [26], [30] and reference herein, we study
the system performance of a network’s deployment in a rural
area having 40 APs and 20 users uniform randomly distributed
in a square area of 20 km2, mapped into a Cartesian coordinate
system (𝑥, 𝑦, 𝑧) as shown in Fig. 2. A LEO satellite is equipped
with 𝑁 = 100, (𝑁𝐻 = 𝑁𝑉 = 10), antennas and it is located at
the position (300, 300, 400) km at our instant of investigation.
The antenna gain at the terrestrial devices is 10.0 [dBi] and
it is 26.9 [dBi] at the satellite [45]. The system bandwidth
is 𝐵 = 100 MHz and the carrier frequency is 𝑓𝑐 = 20 GHz.
The coherence block is 𝜏𝑐 = 10000 OFDM subcarriers. The
transmit power assigned to each data symbol is 20 dBW [19].
The noise figure at the APs and satellite are 7 dB and 1.2 dB,
respectively. The large-scale fading coefficient between user 𝑘
and BS 𝑚 is suggested by the 3GPP model (Release 14) [33],
e.g., for a rural area as

𝛽𝑚𝑘 = 𝐺𝑚+𝐺𝑘 −8.50−20 log10 ( 𝑓𝑐) −38.63 log10 (𝑑𝑚𝑘) + 𝜁𝑚𝑘 ,
(44)

where 𝐺𝑚 and 𝐺𝑘 are the antenna gains at AP 𝑚 and user 𝑘 ,
respectively. the distance between this user and AP 𝑚 is
denoted as 𝑑𝑚𝑘 and 𝜁𝑚𝑘 denotes the shadow fading that
follows a log-normal distribution with standard derivation
of shadow fading 8 dB. Meanwhile, the large-scale fading
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coefficient between user 𝑘 and the satellite is defined by using
one of the models suggested in [18] as

𝛽𝑘 = 𝐺 +𝐺𝑘 + 𝐺̃𝑘 − 32.45 − 20 log10 ( 𝑓𝑐) − 20 log10 (𝑑𝑘) + 𝜁𝑘 ,
(45)

where 𝐺 is the RA gain at the satellite and its normalized
beam pattern is

𝐺̃𝑘 =

4
���𝐽1

(
2𝜋
𝜆
𝛼 sin(𝜙𝑘)

)
/
(

2𝜋
𝜆
𝛼 sin(𝜙𝑘)

)���2 , if 0 ≤ 𝜙𝑘 ≤ 𝜋
2 ,

1, if 𝜙𝑘 = 0,
(46)

where 𝛽𝑘 denotes the radius of the antenna’s circular aperture;
𝜆 is the wavelength; and 𝜙𝑘 is the angle between user 𝑘 and
its beam center. In (45), the shadow fading 𝜁𝑘 is obtained
from a log-normal distribution with its standard deviation
depending on the carrier frequency, channel condition, and
the elevation angle [18]. The variable 𝑑𝑘 [m] represents the
distance between the satellite and user 𝑘 , defined as

𝑑𝑘 =

√︃
𝑅2
𝐸

sin2 (𝜃𝑘) + 𝑧2
0 + 2𝑧0𝑅𝐸 − 𝑅𝐸 sin(𝜃𝑘), (47)

where 𝑅𝐸 is the Earth’s radius and 𝑧0 is the satellite altitude.
All the numerical results are obtained by a personal Dell
Precision 3550 laptop, 32 Gb RAM and the CPU Intel(R)
Xeon(R) W-10855M CPU @ 2.80 GHz. We consider 1000
different time slots, each consisting of 20 users uniformly
located in the coverage area. Consequently, there are 20000
different realizations of the user’s locations and shadow fading
in evaluating the system performance.

A. Analytical Results versus Monte-Carlo Simulations

In Fig. 3, we compare the cumulative distribution function
(CDF) of the sum data throughput, defined as

∑𝐾
𝑘=1 𝑅𝑘 , be-

tween Monte Carlo simulations and the proposed analytical
framework for the three different systems: 𝑖) the space-
terrestrial communication system represented by the SINR
expression in (16) with the overall channel coefficient 𝑧𝑘𝑘′
in (13) and the analytical framework in (17); 𝑖𝑖) the stand-
alone terrestrial communication system represented by the
SINR expression in (16) with 𝑧𝑘𝑘′ =

∑𝑀
𝑚=1 𝑢

∗
𝑚𝑘
𝑔𝑚𝑘′ and the

analytical framework in (20); and 𝑖𝑖𝑖) the stand-alone space
communication system represented by the SINR expression
in (16) with 𝑧𝑘𝑘′ = u𝐻

𝑘
g𝑘′ and the analytical framework in

(21). The numerical simulations and the analytical results
match very well for the different systems that validates our
analysis. A network only relying on the satellite offers about
189 [Mbps] throughput on average, which is quite stable over
different user locations and shadow fading coefficients. The
terrestrial system offers 2.3 times better the sum throughput
than the baseline. Jointly processing the received signals,
the space-terrestrial communication system supports superior
improvements of 30% in throughput over utilizing the APs
only.

In Fig. 4, we show the CDF of the minimum throughput
of the system, which is defined as 𝑅min

𝑘
= min

𝑘
𝑅𝑘 for the

three systems considered as in line with Fig. 3. The terres-
trial communication system is the baseline for the minimum

throughput, which only provides 0.05 [Mbps] per user on av-
erage. The satellite communication system yields a minimum
data throughput of about 0.63 [Mbps] per user, which is 14
times higher than the baseline. Superior gains up to a factor
of 28.8 times better than only using the APs are obtained
by integrating the satellite into a terrestrial network. At 95%-
likelihood, the space communication system offers the best
minimum data throughput of about 0.21 [Mbps], which is
6.5 times and 886 times better than the space-terrestrial and
terrestrial communication system, respectively.

B. Power Control versus Fixed Power

In Fig. 5, we plot the CDF of the data throughput of
the different power allocation strategies. The full data power
transmission used as a popular benchmark [46] produces the
lowest average max-min fairness level, which is 1.3 [Mbps].
The two remaining algorithms generate the same solution that
is 3× better than the full data power transmission on average.
This observation demonstrates significant enhancements of the
max-min fairness power allocation for the users having low
channel quality. Indeed, the interior point methods have been
widely applied for solving the max-min fairness optimization
problem [47]. The associated running time required to obtain
the max-min fairness solution is given in Fig. 6. The running
time is only 0.06 [s] dedicated to estimating the data through-
put if the system allows each user transmit at full power per
data symbol. Carefully optimizing the data powers requires
extra computational complexity for the iterative processes. The
interior-point methods spend 50 [s] to obtain the solution of
Problem (22), while Algorithm 1 only needs 13 [s] corre-
sponding to a rich time reduction factor of 3.8×. The result
verifies the benefits of the proposed power update based on the
standard interference function in solving the max-min fairness
optimization problem.

In Fig. 7, we portray the percentage of user locations and
shadow fading coefficients yielding a throughput lower than
requested (unsatisfied users).10 All the benchmarks show an
increasing trend of unsatisfied users, as the data through-
put requirement increases. The full power allocation yields
the highest percentage of unsatisfied users that varies from
about 65% to approximately 75%, when the users change
the requested data throughput from 35 [Mbps] to 50 [Mbps].
The two proposed algorithms smoothly handle the congestion
control. Algorithm 2 allows each unsatisfied user to transmit
at full power that may inflict severe mutual interference upon
the remaining users. Therefore, the percentage of unsatisfied
users ranges from 57% to 71%, depending on the through-
put requested. By carefully reducing the transmit power of
unsatisfied users and therefore managing the mutual interfer-
ence efficiently, Algorithm 3 has the lowest percentage of
unsatisfied users, which is from 53% to 67%. As a further

10We only use the full power consumption scenario as our benchmark for
comparison, since this is the first time in the satellite-terrestrial literature
that congestion control has been taken into account. More explicitly, other
algorithmic designs such as [11], [46] are not included for comparison, since
they were developed for non-empty feasible sets that satisfy Slater’s condition
and could not handle the congestion issue. These algorithms always give
infeasible solutions under the data throughput requirements considered.
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Fig. 3. CDF of the sum ergodic data throughput [Mbps] using Monte Carlo
simulations and the analytical frameworks with the MRC technqiue.

Fig. 4. CDF of the minimum data throughput per user [Mbps] using Monte
Carlo simulations vs the analytical frameworks with the MRC technqiue.

Fig. 5. CDF of the minimum data throughput per user [Mbps] for the space-
terrestrial communication system with the MRC technique. Fig. 6. CDF of the running time to obtain the max-min fairness solution

for the space-terrestrial communication system with MRC technique.

Data throughput requirement per user [Mbps]

Fig. 7. The percentage of unsatisfied users for the space-terrestrial commu-
nication system with the MRC technique.

Fig. 8. The percentage of satisfied users for the space-terrestrial communi-
cation system with the MRC technique.

result, Fig. 8 illustrates the percentage of satisfied users as
a function of the data throughput requirements. By softly
removing unsatisfied users, Algorithm 3 offers the highest
percentage of satisfied users, followed by Algorithm 2 and
the full power transmission.

As for the network-wide fairness, Fig. 9 evaluates Jain’s
fairness index as defined in (43). Without making use of
the spatial diversity and channel statistics, the full power
transmission gives the worst Jain fairness index. Interestingly,
Algorithm 2 provides the highest Jain fairness index, best
supporting each unsatisfied user. Even though Algorithm 3

helps to increase the number of satisfied users, this is at
the cost of degrading the throughput of the unsatisfied users.
Consequently, the network-wise fairness may not be the best,
as reported in Fig. 9. We also show the data power per
symbol in Fig. 10. Both the proposed algorithms consume
significantly less power than the maximum power level. In
particular, Algorithm 2 reduces the power consumption up to
2.1×, and that of Algorithm 3 is 3.9×. The results quantify
the energy efficiency of these algorithms under congestion.
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Fig. 9. The Jain’s fairness index for the space-terrestrial communication
system with the MRC technique. Fig. 10. The transmit power per user [dBW] for the space-terrestrial

communication system with the MRC technique.

Fig. 11. The CDF of the sum data throughput per user [Mbps] with different
combining methods.

Fig. 12. The sum data throughput [Mbps] versus the antenna gain of
terrestrial devices [dB].

C. Other Observations

The CDF of the sum data throughput [Mbps] is displayed
in Fig. 11 by using either the partial MMSE (P-MMSE) or
the MRC receiver for detecting the desired signals at both
the space and terrestrial links. The P-MMSE matrix U𝑠 =

[u1𝑠 , . . . , u𝐾𝑠] ∈ C𝑁×𝐾 of an MMSE receiver is configured
for the space link as U𝑠 = Ĝ

(
Ĝ𝐻Ĝ + 𝐾𝜎2

𝑠 I𝐾/𝑃max
)−1, where

we have Ĝ = [ĝ1, . . . , ĝ𝐾 ] ∈ C𝑁×𝐾 and 𝑃max = 𝑃max,𝑘 ,∀𝑘 .
By contrast, the P-MMSE matrix is formulated as U𝑝 =

Ĥ
(
Ĥ𝐻Ĥ + 𝐾𝜎2

𝑠 I𝐾/𝑃max
)−1 ∈ C𝑀×𝐾 , where the (𝑚, 𝑘)-th

element of the matrix Ĥ is defined as [Ĥ]𝑚𝑘 = 𝑔̂𝑚𝑘 ,∀𝑚, 𝑘 .
Compared to the MRC receiver, significant improvements are
attained by using the P-MMSE solution for detecting the
received signals. Specifically, the improvement is by a factor
of about 2.1 on average, if the P-MMSE combiner is used
by the CPU. Furthermore, if the CPU utilizes the P-MMSE
combiner for both the space and terrestrial links, the sum data
throughput improvement is by a factor of about 2.5 on average.
The results reveal the benefits of our linear receiver combiner
designed for supporting the collaboration of the satellite and
APs by exploiting the associated channel estimates.

In Fig. 12, we plot the sum data throughput [Mbps] as
a function of the antenna gain at each terrestrial device for
different noise floors. The terrestrial devices are equipped with

omnidirectional antennas having a gain of 0 [dB]. Furthermore,
we assume that the users are uniformly scattered throughout
the coverage area. The higher antenna gains offer significantly
better sum data throughput, but sophisticated beam-search
techniques must be used to detect the radio beams [48].
Besides, the different noise floors characterize the imperfect
feeder link and imperfect synchronization between the satellite
and terrestrial links.

VI. CONCLUSIONS

The throughput analysis and the data power control of a
multi-user system were provided in the presence of an NGSO
satellite and distributed APs for improving the macro-diversity
gains attained. We assumed a centralized signal processing
unit for boosting the data throughput per user for coherent
data detection combining the received signals of the space and
terrestrial links. The achievable data throughput expression
derived can be applied to an arbitrary channel model and
combining techniques. A closed-form expression was also de-
rived for the MRC receiver technique and spatially correlated
channels with a rich scattering environment around users.
The satellite boosts the sum throughput in the network by
more than 30% for the parameter setting considered, while the
minimum data throughput is enhanced by more than tenfold.
Two different optimization problems were formulated to study
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the data power allocation on a long-term scale, where the
solution is only updated whenever the channel statistics vary.
Our Monte Carlo simulations demonstrate that many users
can still access the network and attain satisfactory throughput
under congested conditions.

APPENDIX

A. A Useful Lemma and Definitions
This appendix presents the following lemma and definitions

for our throughput analysis and optimization.

Lemma 4. [49, Lemma 4] If a random vector x ∈ C𝑁
is distributed as x ∼ CN(0,R) where R ∈ C𝑁×𝑁 denotes
the covariance matrix, the following property holds for an
arbitrary deterministic matrix N ∈ C𝑁×𝑁 :

E{|x𝐻Nx|2} = |tr(RN) |2 + tr(RNRN𝐻 ). (48)

Definition 1. [50, Definition 3] A function 𝐼 (x) is a standard
interference function, if the following properties hold
𝑖) Positivity: For all x ⪰ 0, 𝐼 (x) > 0.
𝑖𝑖) Monotonicity: For two vectors x and x̂ satisfied x̂ ⪰ x,

𝐼 (x̂) ≥ 𝐼 (x).
𝑖𝑖𝑖) Scalability: For all constant values 𝛼 > 1, 𝛼𝐼 (a) > 𝐼 (𝛼a).

Definition 2. [51, Section IV] For a given 𝛼 > 1 and a pair
of vectors x and x̂ satisfied 1

𝛼
x ⪯ x̂ ⪯ 𝛼x, a function 𝑓 (x) is

a two-sided scalable function if the following property holds

𝑓 (x)/𝛼 < 𝑓 (x̂) < 𝛼 𝑓 (x). (49)

B. Proof of Theorem 1
By utilizing the overall channel based on its definition with

𝑘 ′ = 𝑘 , the numerator of (16) is formulated as

|E{𝑧𝑘𝑘}|2 =
��∥ḡ𝑘 ∥2 + 𝑝𝐾tr(ΘΘΘ𝑘) +

∑︁𝑀

𝑚=1
𝛾𝑚𝑘

��2, (50)

which is obtained for the channel distributions considered
and the MRC technique. We denote the first term in the
denominator of (16), D1 =

∑𝐾
𝑘′=1 𝜌𝑘′E{|𝑧𝑘𝑘′ |2}, which is

expressed as
D1 = 𝜌𝑘E{|𝑧𝑘𝑘 |2} + D2, (51)

where D2 =
∑𝐾
𝑘′=1,𝑘′≠𝑘 𝜌𝑘′E{|𝑧𝑘𝑘′ |2. E{|𝑧𝑘𝑘 |2} is tackled as

follows

E{|𝑧𝑘𝑘 |2} = E{|𝑎𝑘𝑘 + 𝑎̃𝑘𝑘 + 𝑏𝑘𝑘 + 𝑏̃𝑘𝑘 |2}
= E{|𝑎𝑘𝑘 |2} + E{|𝑎̃𝑘𝑘 |2} + E{|𝑏𝑘𝑘 |2} + E{|𝑏̃𝑘𝑘 |2}
+ 2E{𝑎𝑘𝑘𝑏𝑘𝑘},

(52)

where 𝑎𝑘𝑘 = ∥ĝ𝑘 ∥2, 𝑎̃𝑘𝑘 = ĝ𝐻
𝑘

e𝑘 , 𝑏𝑘𝑘 =
∑𝑀
𝑚=1 |𝑔̂𝑚𝑘 |2, and

𝑏̃𝑘𝑘 =
∑𝑀
𝑚=1 𝑔̂

∗
𝑚𝑘
𝑒𝑚𝑘 . In (52), the remaining expectations

vanish due to the zero mean of the AWGN noise. The first
expectation E{|𝑎𝑘𝑘 |2} in (52) is given by

E{|𝑎𝑘𝑘 |2} =
(
∥ḡ𝑘 ∥2+2𝑝𝐾tr(ΘΘΘ𝑘)

)2+2𝑝𝐾 ḡ𝐻𝑘 ΘΘΘ𝑘 ḡ𝑘+𝑝
2𝐾2tr(ΘΘΘ2

𝑘).
(53)

We can derive the closed-form expression of the second
expectation E{|𝑎̃𝑘𝑘 |2} in (52) as follows

E{|𝑎̃𝑘𝑘 |2} = ḡ𝐻𝑘 R𝑘 ḡ𝑘 − 𝑝𝐾 ḡ𝐻𝑘 ΘΘΘ𝑘 ḡ𝑘 + 𝑝𝐾tr(R𝑘ΘΘΘ𝑘)
− 𝑝2𝐾2tr(ΘΘΘ2

𝑘), (54)

which is obtained by utilizing the covariance matrix of
the channel estimation error in (10). The third expectation
E{|𝑏𝑘𝑘 |2} in the last equality of (52) is formulated as follows

E{|𝑏𝑘𝑘 |2} =
∑︁𝑀

𝑚=1
𝛾2
𝑚𝑘 +

(∑︁𝑀

𝑚=1
𝛾𝑚𝑘

)2
, (55)

by applying Lemma 4 and the channel estimates in Lemma 1.
The fourth expectation E{|𝑏̃𝑘𝑘′ |2} in the last equality of (52)
is expressed as follows

E{|𝑏̃𝑘𝑘 |2} =
∑︁𝑀

𝑚=1
𝛾𝑚𝑘 (𝛽𝑚𝑘 − 𝛾𝑚𝑘), (56)

as a consequence of the mutual independence between the
channel estimate and estimation error. The fifth expectation
E{𝑎𝑘𝑘𝑏𝑘𝑘} in the last equality of (52) is expanded as follows

E{𝑎𝑘𝑘𝑏𝑘𝑘} =
(
𝑝𝐾tr(ΘΘΘ𝑘) + ∥ḡ𝑘 ∥2) ∑︁𝑀

𝑚=1
𝛾𝑚𝑘 , (57)

thanks to the channel statistics in Lemma 1. Substituting
(53)–(57) into (52), we obtain the closed-form expression of
E{|𝑧𝑘𝑘′ |2}. That of MI1 is given by

E{|𝑧𝑘𝑘 |2} =
(
∥ḡ𝑘 ∥2 + tr(ΘΘΘ𝑘) +

𝑀∑︁
𝑚=1

𝛾𝑚𝑘

)2

+ 𝑝𝐾 ḡ𝐻𝑘 ΘΘΘ𝑘 ḡ𝑘

+ ḡ𝐻𝑘 R𝑘 ḡ𝑘 + 𝑝𝐾tr(R𝑘ΘΘΘ𝑘) +
𝑀∑︁
𝑚=1

𝛾𝑚𝑘𝛽𝑚𝑘 . (58)

Next, the mutual interference D2 in (51) is handled as follows

D2 =
∑︁𝐾

𝑘′=1,𝑘′≠𝑘
𝜌𝑘′

(
E{|ĝ𝐻𝑘 g𝑘′ |2} +

∑︁𝑀

𝑚=1
E{|𝑔̂∗𝑚𝑘𝑔𝑚𝑘′ |

2}
)

= 𝑝𝐾
∑︁𝐾

𝑘′=1,𝑘′≠𝑘
𝜌𝑘′ tr(R𝑘′ΘΘΘ𝑘) + 𝑝𝐾

∑︁𝐾

𝑘′=1,𝑘′≠𝑘
𝜌𝑘′ ḡ𝐻𝑘′ΘΘΘ𝑘 ḡ𝑘′

+
∑︁𝐾

𝑘′=1,𝑘′≠𝑘
𝜌𝑘′ ḡ𝐻𝑘 R𝑘′ ḡ𝑘 +

∑︁𝐾

𝑘′=1,𝑘′≠𝑘
𝜌𝑘′ |ḡ𝐻𝑘 ḡ𝑘′ |2

+
𝐾∑︁

𝑘′=1,𝑘′≠𝑘

𝑀∑︁
𝑚=1

𝜌𝑘′𝛾𝑚𝑘𝛽𝑚𝑘′ ,

(59)

thanks to the mutual independence of the channels impinging
from users utilizing the orthogonal pilot signals. The noise
power from the satellite communication section is represented
by in the closed-form expression of

E
{��ĝ𝐻𝑘 w

��2} (𝑎)
= E

{��ĝ𝐻𝑘 E{ww𝐻 }ĝ𝑘
��2} = 𝜎2

𝑠 ∥ḡ𝑘 ∥2+𝑝𝐾𝜎2
𝑠 tr(ΘΘΘ𝑘),

(60)
where (𝑎) is obtained by the independence of the channel
estimate and noise. Similarly, the noise power from the APs
is computed in the closed-form expression as∑︁𝑀

𝑚=1
E
{
|𝑔̂∗𝑚𝑘𝑤𝑚 |

2} = 𝜎2
𝑎

∑︁𝑀

𝑚=1
E
{
|𝑔̂𝑚𝑘 |2

}
= 𝜎2

𝑎

∑︁𝑀

𝑚=1
𝛾𝑚𝑘 .

(61)
Substituting (58) and (59) into (51), we obtain the closed-
form expression of the first term in the denominator of (16).
Then, this result together with (50), (60), and (61) leads to the
closed-form expression of the throughput as in the theorem.

C. Proof of Lemma 2

Based on the relationship between the throughput and SINR
value in (15), we move from the data throughput optimization
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problem of (22) to the corresponding weakest SINR maxi-
mization problem formulated as follows

maximize
{𝜌𝑘 }

min
𝑘

SINR𝑘

subject to 0 ≤ 𝜌𝑘 ≤ 𝑃max,𝑘 ,∀𝑘,
(62)

Let us introduce the set X = {𝜌𝑘} that contains all the data
power variables. The objective function of problem (62) is
defined as

𝑓0 (S) = min
𝑘

SINR𝑘 . (63)

For any 𝜉 > 0 representing a lower bound of the SINR values,
the upper level set of the function 𝑓0 (S) is formulated as

𝑈 (S, 𝜉) = {S| 𝑓0 (S) ≥ 𝜉} =
{
S
���𝜉MI𝑘 (S)
𝜌𝑘𝑎𝑘

+ 𝜉NO𝑘

𝜌𝑘𝑎𝑘
≤ 1,∀𝑘

}
,

(64)

where we have 𝑎𝑘 = |∥ḡ𝑘 ∥2 + 𝑝𝐾tr(ΘΘΘ𝑘) +
∑𝑀
𝑚=1 𝛾𝑚𝑘 |2. Notice

that the last equality of (64) is obtained by substituting
the closed-form expression (17) into (63) and then applying
some algebraic manipulations. The upper-level set 𝑈 (S, 𝜉) is
a convex set by a logarithmic change of the optimization
variables since it consists of the posynomial constraints.11

Additionally, the feasible domain of Problem (22) is convex,
so it is a quasi-concave problem as stated in the theorem.

D. Proof of Theorem 2

We start the proof by verifying that every 𝐼𝑘 (𝜌𝜌𝜌) defined in
(36) is a standard interference function. The positivity property
is satisfied since for all 𝜌𝜌𝜌 ⪰ 0, it holds that

𝐼𝑘 (𝜌𝜌𝜌) ≥ 𝐼𝑘 (0)
(𝑎)
=

𝜉𝑜NO𝑘��∥ḡ𝑘 ∥2 + 𝑝𝐾tr(ΘΘΘ𝑘) +
∑𝑀
𝑚=1 𝛾𝑚𝑘

��2
(𝑏)
≥

𝜉𝑜 min(𝜎2
𝑠 , 𝜎

2
𝑎)

∥ḡ𝑘 ∥2 + 𝑝𝐾tr(ΘΘΘ𝑘) +
∑𝑀
𝑚=1 𝛾𝑚𝑘

> 0,
(65)

where (𝑎) is obtained because the noise power NO𝑘 is inde-
pendent of the transmit powers; the result in (𝑏) is obtained
by using (19) and doing some further manipulations; and (𝑐)
is because the ambient noise always exists in the system. Let
us denote the two power vectors by 𝜌𝜌𝜌 and 𝜌̃𝜌𝜌 with 𝜌𝑘 ≥ 𝜌̃𝜌𝜌𝑘 ,∀𝑘 .
Then we observe that

𝐼𝑘 (𝜌𝜌𝜌) − 𝐼𝑘 (𝜌̃𝜌𝜌) =
(𝜉𝑜 (MI𝑘 (𝜌𝜌𝜌) − MI𝑘 (𝜌̃𝜌𝜌)))��∥ḡ𝑘 ∥2 + 𝑝𝐾tr(ΘΘΘ𝑘) +

∑𝑀
𝑚=1 𝛾𝑚𝑘

��2 ≥ 0, (66)

which indicates that 𝐼𝑘 (𝜌𝜌𝜌) ≥ 𝐼𝑘 (𝜌̃𝜌𝜌) and therefore the mono-
tonicity property holds true. For a given constant value 𝛼 > 1,
we observe the scalability property as follows

𝛼𝐼𝑘 (𝜌𝜌𝜌) =
𝛼𝜉𝑜MI𝑘 (𝜌𝜌𝜌) + 𝛼𝜉𝑜NO𝑘��∥ḡ𝑘 ∥2 + 𝑝𝐾tr(ΘΘΘ𝑘) +

∑𝑀
𝑚=1 𝛾𝑚𝑘

��2
= 𝐼𝑘 (𝛼𝜌𝜌𝜌) +

(𝛼 − 1)𝜉𝑜NO𝑘��∥ḡ𝑘 ∥2 + 𝑝𝐾tr(ΘΘΘ𝑘) +
∑𝑀
𝑚=1 𝛾𝑚𝑘

��2 . (67)

The second equality of (67) verifies the scalability property,
since its second part is nonnegative. Combining (65)–(67),

11A posinomial constraint is defined as
∑𝐾
𝑘′=1 𝑐𝑘′

∏𝐾
𝑘=1 𝑥

𝑏𝑘′𝑘
𝑘

, where {𝑥𝑘 }
is the set of optimization variables, 𝑐𝑘′ > 0∀𝑘′, and 𝑏𝑘′𝑘 are real numbers.

𝐼𝑘 (𝜌𝜌𝜌),∀𝑘, represent standard interference functions. Based on
[42, Theorem 2] and [50, Theorem 3], the convexity of prob-
lem (24) ensures that for an initial set of data powers, we can
exploit the alternating optimization approach for updating the
data power of user 𝑘 with the standard interference function
in an iterative manner. The proposed algorithm converges to
a fixed point that is the global optimum of Problem (24).

We now derive an upper bound on the SINR values that
makes Problem (24) infeasible. This upper bound can be
concretely defined by solving the following problem:

𝜉
up
𝑜 = min

𝑘
sup SINR𝑘 . (68)

To solve (68), we use the closed-form expression in (17) to
express the maximal SINR value of user 𝑘 as follows

SINR𝑘
(𝑎)
≤

𝜌𝑘

(
∥ḡ𝑘 ∥2 + 𝑝𝐾tr(ΘΘΘ𝑘) +

∑𝑀
𝑚=1 𝛾𝑚𝑘

)2

𝜎2
𝑠 ∥ḡ𝑘 ∥2 + 𝑝𝐾𝜎2

𝑠 tr(ΘΘΘ𝑘) + 𝜎2
𝑎

∑𝑀
𝑚=1 𝛾𝑚𝑘

(𝑏)
≤
𝑃max,𝑘

(
∥ḡ𝑘 ∥2 + 𝑝𝐾tr(ΘΘΘ𝑘) +

∑𝑀
𝑚=1 𝛾𝑚𝑘

)2

𝜎2
𝑠 ∥ḡ𝑘 ∥2 + 𝑝𝐾𝜎2

𝑠 tr(ΘΘΘ𝑘) + 𝜎2
𝑎

∑𝑀
𝑚=1 𝛾𝑚𝑘

,

(69)

where (𝑎) is obtained by ignoring the mutual interference from
the other users, and the equality holds as the system serves
user 𝑘 only; (𝑏) is bounded by the limited power budget, i.e.,
𝜌𝑘 ≤ 𝑃max,𝑘 . In contrast, if the achievable SINR value of
an arbitrary user is lower than its requirement at any given
value 𝜉𝑜, the congestion appears and we can easily detect it
by testing the condition (31). Thus, the proof is complete.

E. Proof of Theorem 3

We start the proof by testing that each 𝑓𝑘 (𝜌𝜌𝜌(𝑛−1)) in (39) is
a two-sided scalable function as shown in Definition 2. When
the price of the standard interference function does not exceed
the maximum data power, i.e., 𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)) ≤ 𝑃max,𝑘 ,∀𝑘 , it
is sufficient to prove that 𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)) is a two-sided scalable
function. Since 𝐼𝑘 (𝜌𝜌𝜌(𝑛−1)) is a standard interference function,
for any 𝛼 > 1 and 𝛼−1𝜌𝜌𝜌(𝑛 − 1) ⪯ 𝜌̃𝜌𝜌(𝑛 − 1) ⪯ 𝛼𝜌𝜌𝜌(𝑛 − 1), the
following property holds true

𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1))
(𝑎)
< 𝐼𝑘 (𝛼𝜌̃𝜌𝜌(𝑛 − 1))

(𝑏)
< 𝛼𝐼𝑘 (𝜌̃𝜌𝜌(𝑛 − 1)), (70)

where (𝑎) is obtained by exploiting the monotonicity property
and (𝑏) is obtained by using the scalability property for the
vector 𝛼𝜌𝜌𝜌(𝑛 − 1). From the result in (70), we have

𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)) < 𝛼𝐼𝑘 (𝜌̃𝜌𝜌(𝑛 − 1)), (71)

which leads to the following observation upon dividing both
sides of (71) by the constant 𝛼 as

1
𝛼
𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)) < 𝐼𝑘 (𝜌̃𝜌𝜌(𝑛 − 1)). (72)

By exploiting similar steps associated with the monotonicity
and scalability properties for 𝜌̃𝜌𝜌(𝑛 − 1) ⪯ 𝛼𝜌𝜌𝜌(𝑛 − 1), a series
of inequalities are further formulated as

𝐼𝑘 (𝜌̃𝜌𝜌(𝑛 − 1)) < 𝐼𝑘 (𝛼𝜌𝜌𝜌(𝑛 − 1)) < 𝛼𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)), (73)
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which leads to the following inequality

𝐼𝑘 (𝜌̃𝜌𝜌(𝑛 − 1)) < 𝛼𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)). (74)

Combining the results in (72) and (74), we obtain

1
𝛼
𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)) < 𝐼𝑘 (𝜌̃𝜌𝜌(𝑛 − 1)) < 𝛼𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)), (75)

which verifies that 𝑓𝑘 (𝜌𝜌𝜌(𝑛−1)) is a two-sided scalable function
when the interference price of user 𝑘 is lower than or equal to
the maximum data power. In order to prove that 𝑓𝑘 (𝜌𝜌𝜌𝑘 (𝑛−1))
is a two-sided scalable function when the interference price of
user 𝑘 exceeds the maximum data power, i.e., 𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)) >
𝑃max,𝑘 , we must prove that 𝑃2

max,𝑘/𝐼𝑘 (𝜌𝜌𝜌(𝑛−1)) is also a two-
sided scalable function. Indeed, multiplying (75) by the soft
removal rate 𝜇𝑘 and then taking its inverse, one obtains

1
𝛼𝜇𝑘 𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1))

<
1

𝜇𝑘 𝐼𝑘 (𝜌̃𝜌𝜌(𝑛 − 1))
< 𝛼

1
𝜇𝑘 𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1))

.

(76)
Next, multiplying (76) by the factor 𝑃2

max,𝑘 , we obtain the
following result

1
𝛼

𝑃2
max,𝑘

𝜇𝑘 𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1))
<

𝑃2
max,𝑘

𝜇𝑘 𝐼𝑘 (𝜌̃𝜌𝜌(𝑛 − 1))
< 𝛼

𝑃2
max,𝑘

𝜇𝑘 𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1))
,

(77)
which confirms that the inverse of the standard interference
function 𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)) is two-sided scalable as 𝐼𝑘 (𝜌𝜌𝜌(𝑛 − 1)) >
𝑃max,𝑘 . Consequently, each 𝑓𝑘 (𝜌𝜌𝜌(𝑛−1)) is a two-sided scalable
function in its domain. The SINR constraints of problem (35)
are relaxed for unsatisfied users, allowing us to prove the
convergence of two-sided scalable functions. The relaxed
SINR constraints ensure that the feasible domain is continuous
and bounded, so a fixed-point solution exists. We now define
the distance between the pair of vectors 𝜌𝜌𝜌 and 𝜌̃𝜌𝜌 as

𝑑 (𝜌𝜌𝜌, 𝜌̃𝜌𝜌) = max
𝑘

({max (𝜌𝑘/𝜌̃𝑘 , 𝜌̃𝑘/𝜌𝑘)}) . (78)

We also stack all the functions 𝑓𝑘 (𝜌𝜌𝜌(𝑛)) into a vector that
is f (𝜌𝜌𝜌(𝑛)) = [ 𝑓1 (𝜌𝜌𝜌(𝑛)), . . . , 𝑓𝐾 (𝜌𝜌𝜌(𝑛))]𝑇 ∈ R𝐾 and let 𝜌𝜌𝜌∗ be
the fixed point solution. From the initial data power values
stated in the theorem, the following chain of inequalities can
be constructed

𝑑 (𝜌𝜌𝜌(0), 𝜌𝜌𝜌∗)
(𝑎)
> 𝑑 (f (𝜌𝜌𝜌(0)), f (𝜌𝜌𝜌∗))
(𝑏)
= 𝑑 (𝜌𝜌𝜌(1), 𝜌𝜌𝜌∗) > . . . > 𝑑 (f (𝜌𝜌𝜌(𝑛)), f (𝜌𝜌𝜌∗))
(𝑐)
= 𝑑 (𝜌𝜌𝜌(𝑛 + 1), 𝜌𝜌𝜌∗) (𝑑)

= 𝑑 (𝜌𝜌𝜌∗, 𝜌𝜌𝜌∗) = 1,

(79)

where (𝑎) is obtained by using [51, Lemma 7]; (𝑏) and (𝑐) are
obtained by the data power update in (39) and by exploiting
the fact that f (𝜌𝜌𝜌∗) = 𝜌𝜌𝜌∗; and (𝑑) is obtained by assuming that
the convergence holds at iteration 𝑛 + 1. If the convergence
holds at the iteration 𝑛 + 1, it should also hold in the next
iterations. The proof is concluded.

F. Proof of Jain’s fairness index in (43)

Relying on Jain’s fairness index by its standard form [10],
[44], we define the network fairness as

𝐽 =

(∑
𝑘∈K 𝑅𝑘 ({𝜌∗𝑘})/𝜉𝑘

)2

𝐾
∑
𝑘∈K 𝑅𝑘 ({𝜌∗𝑘})2/𝜉2

𝑘

. (80)

By decomposing the available user set K into the satisfied user
set K𝑠 defined in (41) and the unsatisfied user set defined in
(42), (80) is equivalent to

𝐽 =

(∑
𝑘∈K𝑠 𝑅𝑘 ({𝜌∗𝑘})/𝜉𝑘 +

∑
𝑘∈K̃𝑢 𝑅𝑘 ({𝜌

∗
𝑘
})/𝜉𝑘

)2

𝐾
∑
𝑘∈K𝑠 𝑅𝑘 ({𝜌∗𝑘})2/𝜉2

𝑘
+ 𝐾 ∑

𝑘∈K̃𝑢 𝑅𝑘 ({𝜌
∗
𝑘
})2/𝜉2

𝑘

. (81)

From the total transmit power minimization structure in (35), it
holds that 𝑅𝑘 ({𝜌∗𝑘})/𝜉𝑘 = 1, 𝑘 ∈ K𝑠 , and therefore we obtain∑︁

𝑘∈K𝑠
𝑅𝑘 ({𝜌∗𝑘})/𝜉𝑘 =

∑︁
𝑘∈K𝑠

𝑅𝑘 ({𝜌∗𝑘})
2/𝜉2

𝑘 = |K𝑠 |. (82)

By substituting (82) into (81), the Jain’s fairness index is
obtained as in (43). We emphasize that if all users are satisfied
by the requested throughput, i.e., K𝑠 = K, then 𝐽 = 1 by
utilizing (43) with |K𝑠 | = 𝐾 and K𝑢 = ∅. If congestion appears
in an extreme case, where user 𝑘 gets a non-zero throughput
and the remaining users get zero offers, this leads to 𝐽 = 1/𝐾 .
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