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 Ransomware is able to attack and take over access of the targeted user's 

computer. Then the hackers demand a ransom to restore the user's access 

rights. Ransomware detection process especially in big data has problems in 

term of computational processing time or detection speed. Thus, it requires a 

dimensionality reduction method for computational process efficiency. This 

research work investigates the efficiency of three dimensionality reduction 

methods, i.e.: Principal Component Analysis (PCA), Factor Analysis (FA) and 

Truncated Singular Value Decomposition (TSVD). Experimental results on 

CICAndMal2017 dataset show that PCA is the fastest and most significant 

method in the computational process with average detection time of 34.33s. 

Furthermore, result of accuracy, precision and recall also show that the PCA 

is superior compared to FA and TSVD. 
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1. INTRODUCTION 

  Ransomware is very dangerous because it can attack a computer without the user's knowledge [1]. 

The purpose of ransomware is to profit by illegal means [2]. Smart devices including smartphones with their 

operating systems are also being targeted by hackers. This popularity has led to the rise of ransomware attacks 

in recent years. Thus, early detection technique against ransomware is required in order to make users’ private 

data is secure [3]. Many research works on securing users’ data have been carried out. The researchers use a 

huge dataset such as CICAndMal2017 dataset with a capacity of 30 GB [4]. With very large size of data, 

computing processes take very long time [5]. Therefore, a dimension reduction method is required to shorten 

the computing time by shrinking the dimensionality of the data [6]. Commonly used dimension reduction 

methods include: PCA, FA and TSVD [5]. PCA selects certain groups of the origin features. The features are 

transformed into the lower dimension structure. The best principal components then are selected. FA does not 

only reduce the dimensionality of the data, it is a useful approach to find latent variables which are not directly 

measured in a single variable but rather inferred from other variables in the dataset [7]. TSVD performs linear 

dimensionality reduction by means of truncated singular value decomposition (SVD) [8]. It works well with 

sparse data in which many of the row values are zero. 

  A number of studies have been conducted in in the field of dimensionality reduction in Ransomware 

Detection. One of the researchers conducting research on ransomware detection was labib et al. [9], who 

presented a major component analysis approach by introducing threshold values for detecting subject 

interference. The results showed that the accuracy performance achieved the best performance which is 100%. 

The study also presented a graphical approach to interpreting the results obtained from bi-plot implementation. 
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  Woodhams et al [10] tried to implement a point of view in applying Heart Optical Mapping. The study 

appliesPCA in terms of dimensional reduction. Evidently, PCA is effective in eliminating video noise levels 

by producing clear, albeit incomplete, video performance from original videos. PCAs de-noise much more 

complete video noise than Median Filtering or Gaussian Blur, with no loss of detail and resolution. Bruno et al 

[11] have been proposed the PCA for reducing the number of feature dimensions. Features that have important 

information are required to describe a large set of data, thus enabling processing by a support vector machine 

(SVM). In addition, PCA creates new features of native data functions without having to lose information from 

datasets. Datti et al. [12] proposed PCA and Linear Data Analysis (LDA). In this study PCAand LDA were 

very helpful in improving performance in terms of accuracy and training time. The results of carried out 

experiments show that the LDA and PCA dimension reduction methods are able to produce good accuracy. 

Aburomman and Reaz [13] have been revealed that the use of PCA and LDA can improve performance in 

detection systems. Literally, the ensemble feature extraction method shows excellentand optimal performance 

in intrusion detection rates. Taguchi and Murakami [14] also proposed PCA as a dimensional reduction method 

for the process of identifying biomarkers of miRNA in the blood. The results ofsimulation experiments showed 

that PCA was able to reduce the features of the dataset, so that the computational process became shorter. 

Wibawa et al [15] applied KNN and PCA algorithms for FNA data in breast tumor classification. The PCA 

implementation is able to reduce dimensions to smaller so that it helps the computing process faster. Research 

using the KNN PCA algorithm also provides the best performance in term of accuracy rate of 97.36%. These 

results suggest that dimension reduction can improve computational performance. PCA is able to eliminate 

very significant correlations. Paukkeri et al [16] proposedPCA, Independent Component Analysis (ICA) and 

FA as dimensionality reduction for Spectral–Temporal Data. The experimental results showed that in order to 

extract features from distorted Spectral–Temporal data, the FA and ICA methods obtained the best 

andsignificant performance. Ruangpaisarn and Jaiyen [17] implemented TSVD that is able to reduce 

computing time. 

  Referring to some works on implementations of PCA, FA and TSVD in different application domains 

as discussed above, this work attempts to compare the three dimensional reduction methods in ransomware 

detection. The main goal is to investigate the impact of dimensionality reduction process that may help in 

speeding up detection time without losing the characteristics of the dataset. 

  The rest of the paper is organized as follows. Section 2 reviews some related works while Section 3 

discusses the proposed method. Section 4 presents the experimental results along with discussion. Finally, 

Section 5 draws the conclusions and future works. 

 

 

2. RELATED WORKS 

Shingchern and Ming-Jen [18] used three different methods in the dimensionality reduction method, 

i.e.: PCA, FA and ICA in extracting undistorted items. The experimental results showed that the FA and ICA 

dimensional reductionmethods obtained higher accuracy results than PCA. So the study concluded that the FA 

and ICA dimensionalreduction methods are better than PCA. Fan et al., [5] showed that PCA is the best method 

of reducingthe dimensions of features because the latent factor in PCA greatly impacts most of the variances. 

Therefore, latent factors and additional variables are important parameters for reducing feature dimensions. 

Giovanni and Giorgio [19] introduced a new viewpoint in providing statistical interpretation of the traditional 

latent semantic analysis paradigm (LSA) that applies the TSVD dimensional reduction method. The results of 

the study showed that TSVD appeared in good performance in reducing features dimension. It can be observed 

that in statistical estimators derived from the LSA event relationship matrix by mapping probability 

distributions on Riemannian manifolds, TSVD is able to reduce the dimensions of features without changing 

the core information of the data. Sharipuddin et al. [20] proposed PCA in minimizing dataset features while 

maintaining as much variation as possible in the dataset, so that the information contained in the data does not 

change. The use of PCA for feature extraction on IDS also aims to improve validation performance in detection 

systems. 

Zhang [21] proposed several new approaches by applying artificial neural network (ANN)-based 

models combined with PCA as dimensional reduction method in malware detection system. The results of 

experiments showed that PCA was significantly able to reduce the redundancy of features and the learning 

time. The outcome also proved that PCA is able to maintain data attributes, so as to minimize the impact in 

terms of data loss on 105,000 PDF documents. Harikumar and Kumaris [22] also performed the PCA method 

as one of the dimension reduction methods and Sparse Representation Classifier (SRC) as a classifier for the 

epilepsy risk levels classification from ECG signals. Theresults of experiments indicated that the reduction of 

dimensions was able to make the effectiveness of investigation time. PCA and SRC are able to make the process 

of classifying the risk level of epilepsy from electroencephalography brief and constant at certain time intervals 

whereas at other times, there is a structural change in quality value. 
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3. DATASET AND METHODOLOGY 

Dataset in this study is taken from the University of New Brunswick (UNB) Dataset, i.e.: 

CICAndMal2017. The entries in HCICAndMal2017 dataset are in the form of PCAP format and grouped into 

two categories of normal and ransomware. Total data used as much as 15 GB ransomware and 15 GB benign 

[4]. This study aims to objectively evaluate three dimensionality reduction methods, i.e.: PCA, FA and TSVD 

to identify “Benign” and “Ransomware” for the low-dimensional representation of UNB dataset. The proposed 

methodology is displayed in Figure 1. In orderto visualize the dataset plot, the feature space has been reduced 

using a part of the dimensionality reduction provided by [4], [6] and [7]. 

 

 

Figure 1. The Proposed Methodology 

 

The log file is processed earlier into a feature vector text file that represents each PCAP file [23]. This 

text file is further converted into a CSV file. A representation of the amount of ransomware and benign data 

indicates the balance of data is shown in Figure 2 and Figure 3. Furthermore, the CSV data will be processed 

in the data preprocessing stage. There are many methods that can be used for dimension reduction such as 

feature selection method or that combine dimensions by calculating the average weight of correlated features, 

as depicted in Figure 4. Nevertheless, this paper will only focus on three methods, i.e.: PCA, FA and TSVD 

[24][8] [5]. 

 

Figure 2. Distribution of Ransomware and Benign 
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Figure 3. IP Source & Destination 

 

 
Figure 4. Average Packet Size 

 

 

3.1. PCA 

PCA is used to simplify data, by changing data linearly so that new data is more in optimal form. PCA 

is very useful in determining many minimum factors by taking into the maximum variance in the data for use 

in multivariate analysis. PCA converts high-dimensional datasets into lower data dimensions that still contain 

some data from high-dimensional datasets to the required features. PCA makes considerations with observation 

datasets A1, A2, A3 ..., A𝑝 with 𝑛 dimensions that can be represented as a vector A𝑇 = [ A1, A2,…, A𝑛 ] [25]. 

The PCA is capable to perform orthogonal transformations that projecting data into a subspace that minimizes 

the correlation of projection results. This subspace is referred to as the principal subspace. PCA is an 

unsupervised method where labels on training data are not used to conduct learning. In case of detection, PCA 

projection may not be optimal. PCA projection always tries to maintain all kinds of variations to the maximum 

regardless of the factors that give rise to these variations [26-29]. The stages of PCA algorithm are as follows. 

[6]. 

 

1. Variant-covariance matrix A is given by.      (1) 

  ∑ = [(𝐴 − 𝜇) (𝐴 − 𝜇)] 𝑇 
 

2. Calculate the mean of each dimension of the dataset.     (2) 

𝐴𝑚e𝑎𝑛 = 
1 
∑N = 1𝐴         

i N     j (i,j) 

 

3. Calculate the covariance matrix of whole dataset     (3) 

𝐶 = X 𝑥XT 

 
4. Compute eigenvectors and eigenvalues.      (4) 

𝐶𝑉 = λ𝑉 
 

5. Parse eigenvectors by reducing eigenvalues and select the K eigenvectors with the largest 

eigenvalues to form a dimensional matrix      (5) 

𝑃𝐶 = XT ∗ 𝑉 
 

6. Convert samples to new sub-spaces using the Eigenvector matrix.   (6) 

𝑃𝐶s = X ∗ 𝑃𝐶 

3.2. FA 
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FA is a multivariate analysis code based on correlations between variables. Factor analysis is a 

statistical technique that can be used to provide a relatively simple description through the reduction of the 

number of variables called factors. FA is used to reducing data or summarize from old variables that are widely 

converted into a few new variables called factors, and still contain most of the information contained in the 

original variable [7]. The steps in determining the analysis of factors are to first formulate the problem and 

identify the original variable to which the factor will be analyzed. Then, the correlation matrix of variables 

anda factor analysis method are selected. Researchers determine the number of factors to be extracted from a 

lot of variables and rotation techniques will be used. Next, interpret the rotational resulting factor. The main 

purpose of FA is not only to reduce the dimensions of data, however, FA is also a useful approach to finding 

latent variables, which are not measured directly in one variable however, are inferred from other variables in 

the dataset. This latent variable is called the Factor Equation. The FA procedure is as follows. 

 

1. Collect measurement data 

2. Looking for correlation matrix 

 
X = 𝜇 + 𝐿𝐹 + e        (7) 

 

3. Then, select the number of factors for inclusion 
4. Extraction of a number of initial factors 
5. Apply the rotation method to be used 

 

𝐶(X) = 𝐿𝐿' + ψ        (8) 

 

6. Create a score factor for analysis 

 

 

3.3. TSVD 

Truncated Singular Value Decomposition (TSVD) is a reduction technique in linear 

dimensions. TSVD is a numerical computing technique that factorization of a zero matrix so that three 

zero matrices are obtained. One of the matrices obtained from the TSVD process will contain the 

singular values of the original matrix. In TSVD method can create a new matrix. After creating the new 

matrix, the next process can reconstruct the new matrix with smaller dimensions, but still similar to the 

original matrix. Once a new matrix is formed then apply the TSVD method to obtain a new 

representation matrix. The TSVD works well with sparse data where many line values are zero. In 

contrast, PCA works well with solid data. TSVD can also be used with solid data. Another difference is 

that factorization for TSVD is implemented on the data matrix while factorization for PCA is 

implemented on the covariance matrix [8]. Figure 5 illustrates the TVSD algorithm. 

 

 
 

Figure 5. TSVD Algorithm 
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3.4. Classification 

In this work, the results of feature extraction using PCA, FA, and TSVD will be evaluated using a 

Deep Neural Network. The aim is to determine the detection performance. Next, this work also measures the 

time processing for each dimensions reduction method on ransomware malware dataset. In addition, it uses 

100 input delayer nodes, ReLU and Sigmoid for activation keys. Finally, the number of epochs for training is 

100 epochs. 

 

 

3.5. Experimental Setup 

 

Table 1. Hardware and Software Specification 
Category  Specification 

Hardware Processor 

Operating System 

Intel Core i7, 3,1 GHz 

Windows 10 

 Memory 8GB RAM, 256 SSD 

Software Network Tools 

Python Programming 

Data Analytics 

Wireshark 

Python 3.2.7 

Tableau 

 
DNN Tensorflow 

 
Interface for Tensorflow Keras 

 

 

 

4. RESULTS AND DISCUSSION 

This section presents dataset preparation, experimental details with PCA, FA, TSVD for feature selection, 

and last, experimental results and discussion. 

 

4.1. Dataset Preparation 

A high-dimensional dataset consisting in random vectors with low variances was generated to 

illustrate the algorithms performance. The quality of dimensionality reduction applied to the CICAndMal2017 

UNB Dataset is exhibit by visualizing the plot of the data distribution using the PCA, FA and TSVD methods. 

The CICAndMal2017 UNB dataset consists of 85 features. One of the reasons is that the detection process is 

not optimal because of the large dimensions of the data. For more details of the features in the CICAnd Mal2017 

dataset refer to Figure 6. The initial preparation is normalization, i.e.: removing features that have no value 

from the dataset and eliminating features that are not relevant to malware such as time, and IP address. The 

results of the preparation of this dataset will be used for feature extraction and detection processes. 

 

 
Figure 6. Features of CICAndMal2017 UNB dataset 
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4.2. Feature Extraction with PCA, FA and TSVD 

At this stage, the dataset dimension is reduced into smaller degree. The smaller data dimension requires 

lesser processing time during the training, and in turn, improving the performance of the ransomware detection. 

Next, several scenarios are considered for the number of selected features, i.e.: 3, 6, 9, 12, 15, 18, 21, 24, 27, 

and 30. The results of this dimension reduction are values with a range of -1 to 1. Table 2 illustrates an example 

of the results of the dimension reduction using PCA, FA, and TSVD. The results from the features extraction 

will be used for malware detection using DNN. 

 

Table 2. Examples of Results for PCA, FA and TSVD 
Features # New Features subset 

3 0.00306441, 0.03906215, -0.03321358, 

6 -0.00189471, 0.06662967, 0.09061988, 0.10891438, 0.02286863, 0.01770335, 

9 0.00306441, 0.03906215, -0.03321358, -0.01257658, -0.03450761, -0.02499266, 

 0.06350368, 0.05068012, -0.00189471, 

12 0.03581673, 0.00306441, 0.03906215, -0.03321358, -0.01257658, -0.03450761, - 

 0.02499266, 0.06350368, 0.05068012, -0.00189471, 0.06662967, 0.09061988, 

15 0.06350368, 0.05068012, -0.00189471, 0.06662967, 0.09061988, 0.10891438, 

 0.02286863, 0.01770335 ,-0.03581673, 0.00306441, 0.03906215, -0.03321358, - 

 0.01257658, -0.03450761, -0.02499266, 

18 0.03906215, -0.03321358, -0.01257658, -0.03450761, -0.02499266, , -0.00189471, 

 0.06662967, 0.09061988, 0.10891438, 0.02286863, 0.03906215, -0.03321358, - 

 0.01257658, -0.03450761, -0.02499266, 0.00189471, 0.06662967, 0.09061988, 

21 -0.00189471, 0.06662967, 0.09061988, 0.10891438, 0.02286863, , 0.03906215, - 

 0.03321358, -0.01257658, -0.03450761, 0.03906215, -0.03321358, -0.01257658, - 

 0.03450761, -0.02499266, -0.02499266, 0.00189471, 0.06662967, 0.09061988, , - 

 0.03321358, -0.01257658, , -0.03450761 

24 0.03906215, -0.03321358, -0.01257658, -0.03450761, -0.02499266, 0.06350368, 

 0.05068012, -0.00189471, 0.06662967, 0.09061988, 0.03581673, 0.00306441, 

 0.03906215, -0.03321358, -0.01257658, -0.03450761, -0.02499266, 0.06350368, 

 0.05068012, -0.00189471, 0.06662967, 0.09061988, 0.03581673, 0.00306441 

27 0.06662967, 0.09061988, 0.10891438, 0.02286863, 0.01770335 ,-0.03581673, 

 0.00306441, 0.03906215, -0.03321358, -0.01257658, -0.03450761, -0.02499266, 

 0.06350368, 0.05068012, -0.00189471, 0.06662967, 0.09061988, 0.10891438, 

 0.02286863, 0.01770335 ,-0.03581673, 0.00306441, 0.03906215, -0.03321358, - 

 0.01257658, -0.03450761, -0.02499266 

30 0.06350368, 0.05068012, -0.00189471, 0.06662967, 0.09061988, 0.10891438, 

 0.02286863, 0.01770335 ,-0.03581673, 0.00306441, 0.03906215, -0.03321358, - 

 0.01257658, -0.03450761, -0.02499266, 0.06350368, 0.05068012, -0.00189471, 

 0.06662967, 0.09061988, 0.10891438, 0.02286863, 0.01770335 ,-0.03581673, 

 0.00306441, 0.03906215, -0.03321358, -0.01257658, -0.03450761, -0.02499266, 

 

Figure 7 shows the scatter of the data resulting from dimension reduction using PCA, FA, and TSVD. 

Figure 7A presents the scatter data for PCA, while Figure 7B shows the result of FA which has a smaller scatter 

of numerical results than the results of other methods. While the results of reduction with largest number of 

results shown in Figure 7C is for TSVD. 

 

4.3. Experiment Results  

To analyze the performance of ransomware detection using PCA, FA, and TSVD in improving 

classification performance, 3 (three) measurements are used, namely Precision, Recall, Accuracy. In the 

experiment, each feature subset of PCA, FA, and TSVD was classified by DNN. Table 3 shows the results of 

the classification using DNN in term of accuracy, precision, and recall for each number of features of PCA, 

FA, and TSVD. The results show that the PCA method with DNN has higher accuracy results than other 

methods. Then the highest accuracy, precision, and recall are generated by using PCA with the feature numbers 

of 12 and 15. 
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(A) PCA (B) FA 

 
(C) TSVD 

Figure 7. Separation of Benign and Ransomware by features numbers of (A) PCA, (B) FA and (C) TSVD 

applied to their surrounding features 

 

Table 3. The Result classification of the PCA, FA and TSVD using DNN 

Features # Acc Prec Rec Acc Prec Rec Acc Prec Rec 

3 98.43 98.39 98.61 98.60 98.60 98.76 97.10 97.10 97.33 

6 98.12 98.62 98.34 98.67 98.90 98.82 97.21 97.36 97.42 

9 98.80 98.88 98.98 98.72 98.29 98.87 97.38 97.50 97.57 

12 98.93 98.96 98.91 98.79 98.65 98.68 97.85 97.86 97.89 

15 98.83 98.90 98.96 98.73 98.36 98.07 96.49 96.73 96.85 

18 98.79 99.02 98.93 98.65 98.26 98.10 96.48 96.16 96.01 

21 98.83 98.05 98.99 98.75 98.26 98.12 96.50 96.11 96.02 

24 98.74 98.89 98.89 98.77 98.42 98.17 97.21 97.06 97.94 

27 98.41 98.67 98.45 98.66 98.26 98.09 97.63 97.20 97.05 

30 98.71 98.67 98.65 98.66 98.29 98.11 97.57 97.26 97.00 

 

In the FA classification results, the highest results were for feature numbers of 12 and 24. The 

accuracy, precision, and recall results of FA were also better when compared to the TSVD method. While in 

TSVD, the best results were for feature numbers of 12 and 27. The experiments results of ransomware detection 

using the features selection resulted by PCA, FA, and TSVD are optimum. It is shown that the best performance 

results were achieved by PCA then FA, and then followed by the TSVD method. 

Next is to measure the processing time for dimension reduction using PCA, FA, and TSVD on 

ransomware malware detection. The aim is to find out the best method of processing speed and detection 

accuracy results. Table 4 shows the time required to reduce the dimensions before being classified. Table 4 

indicates the smaller the number of targeted features, the faster process is required to reconstruct the ransomware 
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dataset. This indication applies to all methods. The FA method is a method requires a little bit long time when 

compared to the PCA and TSVD methods. The PCA and TSVD methods have a fairly close time span between 

26-40 seconds. 
 

Table 4. Computing Process Time of the PCA, FA and TSVD for Ransomware Dataset 

Features # PCA FA TSVD 

3 26.18s 102.25s 30.55s 

6 31.36s 149.43s 33.83s 

9 31.74s 189.37s 34.37s 

12 34.38s 222.42s 34.55s 

15 34.91s 151.22s 35.15s 

18 35.04s 179.46s 36.84s 

21 36.56s 336.40s 37.37s 

24 36.68s 383.54s 38.95s 

27 37.53s 223.52s 42.23s 

30 38.92s 224.23s 40.43s 

Average Reducing Time 34.33s 216.18s 36.42s 

 

Figure 8 shows that PCA and TSVD get better performance in computing time on CICAndMal2017 

ransomware dataset, i.e.: 34.33 seconds and 36.42 seconds, respectively, while FA is 216.18 seconds. It can be 

analyzed that PCA is the best linear dimension reduction method in this case. On the other hand, FA has very 

high computational time due to the factor of error variance. 

 

Figure 8. Comparison Graph of Dimensionality Reduction Results 

 

5. CONCLUSION 

In this research work the authors have investigated the efficiency of time in PCA, FA and TSVD 

dimensionality reduction methods implemented on ransomware dataset. The investigation result shows that 

PCA and TSVD methods get better performance in the computational processing time with 34.33 seconds and 

36.42 seconds. On the other hand, FA are considered as slow with 216.18 seconds processing time, 

respectively. Furthermore, PCA and TSVD use total variance so that there is no information loss. As for the 

ransomware detection accuracy of PCA is superior to FA and TSVD. In future work, PCA or TSVD can be 

implemented in the process of classification and automatic detection of ransomware in real time fashion, or it 

can also create a tool to prevent ransomware. 
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