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Abstract. Landslide is a destructive natural hazard that causes severe property loss and loss of 

lives. Numerous researchers have developed landslide susceptibility maps in order to forecast its 

occurrence, particularly in hill-site development. Various quantitative approaches are used in 

landslide susceptibility map production, which can be classified into three categories; statistical 

data mining, machine learning and deterministic approach. In this paper, we choose two regular 

models in each category, which are Weight of Evidence (WoE) and Frequency Ratio (FR), 

Artificial Neutral Networks (ANN) and Support Vector Machines (SVM), Shallow Landsliding 

Stability Model (SHALSTAB) and YonSei-Slope (YS-Slope). Discussion and assessment on 

these models are based on relevant literature.  

 Introduction 

Landslide is a natural disaster that causes extensive property damages and occasionally results in loss 

of life, especially in a hilly area. World Health Organisation (WHO) reported that landslides affected an 

estimated 4.8 million people and caused more than 18 000 deaths between 1998-2017. While in the 

United States, Japan, Italy, and India estimated the annual losses due to landslides disaster, at least USD1 

billion for each country [1]. Due to its complexity, uncontrollability, and destructiveness, landslide poses 

a formidable challenge to us. In view of this, numerous studies have been conducted to forecast the 

occurrence of landslides in a specific location. Landslide prediction and mitigation techniques are 

essential for minimising loss of life and property.  

Landslide susceptibility mapping (LSM) is an essential and widely used procedure for the spatial 

prediction of landslides in many countries. Typically, it is used to map a region's landslide hazard, and 

it can be classified as qualitative or quantitative [2]. [3], propose that a landslide susceptibility map can 

be performed either qualitatively or quantitatively depending on the availability and accuracy of data, 

required outcome and scale of analysis. The qualitative method is a relatively subjective approach that 

demonstrates landslide's susceptibility levels through descriptive expressions based on expert judgement 

([4]- [5].  

On the other hand,  quantitative models quantify the relationship between slope instability and other 

controlling factors numerically. Generally, the quantitative analyses can be divided into statistical data 

mining and deterministic approach [4], which are frequently used in previous landslide susceptibility 

studies [6]-[7]. The deterministic approach mainly measures the factors of safety, while the statistical 

method mainly focuses on the correlation of data between the historical landslide distribution and the 

controlling parameters [8]. In the last three decades, machine learning approaches have been applied in 

various fields and landslides susceptibility analysis due to their superior performance and ability to deal 

with complex and varying data.  
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Therefore, this article comprehensively reviews statistical data mining, deterministic and machine 

learning approaches. Two representative models from each category which Weight of Evidence (WoE), 

Frequency Ratio (FR), Artificial Neutral Networks (ANN), Support Vector Machines (SVM), Shallow 

Landsliding Stability Model (SHALSTAB) and Stability Index Mapping (SINMAP) were discussed in 

details to analyse and compare the predictive power of landslide susceptibility analysis. 

 Landslide susceptibility mapping (LSM) 

Susceptibility to landslides is a term that refers to the likelihood or probability of a landslide occurring 

in a given area. Thus, landslide susceptibility maps have become a popular method of illustrating where 

future landslides are likely to occur based on landslide factors. Landslide susceptibility can be assessed 

in various ways, depending on the available data [2]. However, a landslide susceptibility map can't be 

produced with limited data, but the most necessary depending on the quality of the data [9] [10].  

Based on the previous case studies, identified factors that influence the landslide include slope angle, 

curvature, aspect, soil type, geology, distance to a river, and drainage. Numerous researchers have 

agreed that the slope angle and aspect are the most critical variables in landslide spatial analysis ([6], 

[11]-[12]. The possible explanation for this is that the slope angle is the most significant slope stability 

analysis parameter with direct effects on shear strength [13].  

Susceptibility is a term that refers to the degree to which future slope movements are able to influence 

terrain [14]. [4] have suggested that it is necessary to answer basic questions such as where what, and 

how the landslide occurred to define the landslide susceptibility in the studied area. The landslide 

susceptibility map classifies slope conditions as stable or unstable, indicating the likelihood of a 

landslide. Besides, it can also be considered an expression of relative hazard, total landslide density of 

likely frequency [15].  

 The statistical data mining approach  

Statistical data mining techniques are applied in LSM to reduce subjectivity in using qualitative 

approaches. The statistical approach uses GIS tools to assess the spatial distribution of existing 

landslides with the spatial distribution of various causative factors [4]. Generally, it can be classified 

into two types: bivariate and multivariate. This article reviews the two models in bivariate analysis: 

weight of evidence (WoE) and Frequency Ratio (FR). 

Bivariate analysis analyses two variables that determine the correlation between a dependent variable 

and an independent variable [1]. Various types of bivariate models are most commonly applied in 

previous studies to produce landslide susceptibility mappings. They are Frequency Ratio (FR), Fuzzy 

Logic (FL), Weight of Evidence (WoE), Statistical Index (Si), Weighted Overlay Model (WOM) and 

Weighting Factor (Wf). [16]-[17]. The area under the curve (AUC) validates a model's accuracy 

throughout the model development. Devkota [18] have classified AUC value in four conditions; less 

than 0.5 is considered as no ability to evaluate, between 0.7 and 0.8 indicates acceptable interpretability, 

between 0.8 and 0.9 is excellent, and outstanding if it is more than 1.0. AUROC curves are among the 

most widely used tools in models for evaluating and assessing landslide susceptibility according to the 

works of literature [19]. Based on Chen et al. [20], the AUC can be calculated as in the below equation 

(1). 

 

                                                                  𝐴𝑈𝐶 =  
(∑ 𝑇𝑃 + ∑ 𝑇𝑁)

(𝑃 + 𝑁)
                                                                   (1) 

 

Where P is the total number of landslides, N is the total number of non-landslides, TP is the true 

positive and TN is the true negative. 

 Weight of Evidence (WoE) 

According to Bayes’ theorem, the basis of Weight of Evidence (WoE) is conditional probability. WoE 

method has been applied to identify the spatial association between the location of a landslide and a set 

of causal factors [21]. Most of the previous studies [16] [17][22] [23]  have been conducted using WoE 
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by focussing on the theoretical background and application. Weight of Evidence (WoE) is derived from 

the density of observed landslide locations in each class of parameters, referred to as ‘‘evidence," such 

as slope, lithology, and aspect [24].  

The spatial correlation between the causal factor's class and the occurrence of a landslide can be 

determined using the magnitude of the weight contrast. The landslide susceptibility index (LSI) is 

calculated by adding the contrasts of all the parameters factors. The greater the landslide susceptibility 

index values are, the higher the probability of landslide to occur. 

 

 Frequency Ratio Model 

The frequency ratio (FR) approach has been utilised to identify the correlation between landslide 

distribution prone areas and each causal factor that induces landslides [22]. According to Pradhan et al. 

[25], the following formula in equation (2) has been used to compute the FR value based on the 

correlation between the variables equation.  

 

                                                                                 𝐹𝑅 = 𝑃𝐿𝑂 𝑃𝐿𝐹⁄                                                                     (2) 

 

𝑃𝐿𝑂 is the percentage of landslide-prone area in each factor subcategory and 𝑃𝐿𝐹 is the percentage of 

each factor subcategory that influences the landslide. 

 

The landslide susceptibility index (LSI) has been calculated using the following equation (3) by 

adding all of the FR values. According to [23], the higher the LSI value is, produced, the greater the 

tendency will be for a landslide to occur. 

 

                                                                             𝐿𝑆𝐼 = ∑ 𝐹𝑅𝑖

𝑛

𝑖= 1

                                                                          (3) 

 

Where 𝑛 value is refer to the number of influencing factors. 

 Machine learning approach 

Machine learning (ML) is the computer programming that used past experience or samples to optimise 

the performance criterion by learning from the sample [26]. Numerous studies in the different 

geotechnical fields had used machine learning as an effectively geotechnical application tool in their 

study [27]–[37]. Machine learning has also gained popularity in producing landslide susceptibility 

mapping (LSM) as it has evolved, and various types of ML algorithms have been used to produce LSM 

[6] [50]-[75].  

LSM that produced using ML used the main concept: the correlation between a set of landslide 

conditioning factors and a past data set of the landslide event were evaluated based on the ML algorithm. 

This was done to determine their spatial connection to predict the potential landslide event in the study 

area. B. Pradhan et al. [65] has clarified that spatial prediction of a landslide is more efficient to be 

conducted using ML approach than other methods, for instance, analytic method or expert’s opinion 

method. This article then presents further discussions on two types of ML frequently used in producing 

LSM. They are Artificial Neural Network (ANN) and Support Vector Machines (SVM). 

 Artificial Neuro Network 

The artificial neuron network (ANN) is a well-organised mathematical model that is widely used in 

many fields and this model was created based on the mechanism of the human brain to solve the problem 

or replicate the human learning process represented by computerised programming [66]–[68]. The ANN 

has been used as modelling of prediction method in the geotechnical area, particularly in landslide study, 

to develop good quality LSM or landslide hazard maps (LHM) [80][81]. The ANN has been effectively 

used to assess landslide susceptibly in many studies. The selection of the ANN as the assessment tool 
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for landslide susceptibility is due to the ability of this model to learn and analyse a set of landslide causal 

factors based on a non-linear numerical model [77] [81] [82].  

Furthermore, ANN can work on the problem that the statical method is unable to resolve due to the 

limitation of the theory or data [68]. Besides, the ANN model does not require a specific parameter to 

develop and assess the landslide susceptibility since it is independent and able to manage vague and 

uncertain data, making this model suitable to be performed using continuous, categorical and binary 

data without breaching any assumptions [79] [82]. 

There are various types of ANN, and this article only focuses on the feed-forward multilayer 

perceptron’s (MLP) with backpropagation learning algorithms as most previous literature used this type 

of ANN modelling. The structure of the ANN-MLP model consists of three main components: the input, 

hidden, and output layer. The neuron in the input layer is only connected to the hidden layer as well as 

the neuron in the hidden layer is connected to the output layer, which means that interconnection of the 

neuron to others layer does not exist [72] [73] [74].   

Figure 1 shows an example of a simple ANN-MLP architecture design that is commonly used in 

LSM. The development of ANN model is commonly assessed with the area under the ROC curve to 

determine its performance and efficiency. Hosmer and Lemeshow [75]  describe the criteria for rejecting 

or accepting the area under the curve value (AUC) for the assessed model. If the AUC of the model 

assessment is less than 0.50, it is considered as fail, between 0.70 and 0.80 is acceptable, between 0.80 

and 0.90 is excellent, and between 0.90 and 1.00 is outstanding. 

 

 

Figure 1. ANN-MLP architecture design. 

 Support Vector Machines (SVM) 

Many studies have been conducted to examine the performance of SVM to produce LSMs either as a 

single method, hybrid or to compare it with other approaches [66]–[69] [76-89]. Saro et al. [90]  claim 

that SVM produces high performance with a minimum setting requirement, making it one of the 

common ML approaches used to produce LSM. While SVM is categorised as a supervised machine 

learning method that complements the structural risk minimisation principle [82] [90].  

Nuriah et al. [78] highlight that SVM can search for an optimal separating hyperplane to map the 

dimensional future space based on original input space. In other words, the goal of the SVM model 

during developing LSM is to pursue the optimal separating hyperplane that can differentiate between 

landslide susceptible area and landslide non-susceptible area. Pradhan and Lee [46] remark that the SVM 

model is developed based on two key principles: the optimal classification hyperplane and the use of a 

kernel function. 

The basic principle of SVM can be described in figure 2. Dots and squares represent two classes of 

different data. H1 and H2 are located parallel to the H line, which is defined as their classification line. 

Those lines move over the data points closest to the classification line, which is the support vectors that 

create a gap between that two-line known as classification margin [80]. For a given hyperplane, the 
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margin is considered to have the shortest distance from each class's data vector, indicating that the 

accuracy of classification by the SVM model increases toward the increase of the classification margin 

[41]. The kernel function role in SVM is to facilitate the input data transformation to the higher 

dimensional space for it to be linearly classified, as being illustrated in figure 2(b). Thus, the type of 

kernel function used in SVM has a major influence on the SVM performance, and its selection is crucial 

[81].  

 

 

 

 

 

 

 

 

                               

 

 

 

 

 

(a)                                                                                (b) 

Figure 2. The principle of SVM (a) Dimensional hyperplane differentiating the two classes by the 

maximum gap; (b) non-separable case and the slack variables [76]  

 Performance of ANN and SVM 

Many previous studies have used ANN as the sole model to produce LSMs. Yao et al. [65] conducted a 

study in Vaz Watershed, Iran, to evaluate the performance of the ANN model with the two separate 

algorithms, which was in Multi-Layered Perceptron (MLP) and Radial Base Function ((RBF) in 

producing LSMs. This study was conducted based on nine causal factors and 136 landslide inventory 

data. The study showed that both MLP and RBF produced an excellent performance, which was more 

than 80 per cent, but MLP performance was slightly higher in training and validating datasets. Another 

study by Lo and Leung [39] used only 34 landslides inventory data with 5 causal factors to produce 

LSMs using MLP and Probabilistic Neural Network (PNN). Again, in this study, the MLP model 

showed a higher performance compare to PNN. However, the model's performance in this study was 

slightly poor but still accepted as the MLP and PNN produce 73 per cent and 68 per cent validation 

performance, respectively. The reduction in the performance of the ANN-MLP model by Lo and Leung 

[39] compared to Yao et al. [65] may reflect the influence landslide causative factor that was used. 

Moreover, the study by Lo and Luang [39] validated only with past landslide inventory data, while the 

study by Zare et al. (2013)  used the area under curve (UAC) method to validate the model. 

Besides, Ortiz and Martínez-Graña (2018) conducted a study at Capitanejo, Colombia, choosing 14 

landslide causal factors and 54 landslide inventory data using MLP-ANN model to develop LSMs. This 

study found that the MLP-ANN model produced an outstanding LSMs performance as the AUC value 

for tanning and the validation data set were 98.8 per cent and 92.86 per cent. Other researchers [58] [50] 

[71] also used MLP-ANN model to develop LSMs in the various study area and found that the model 

produced an excellent performance as the assessment of the LSMs using the AUC method produced a 

result of more than 80 per cent both for training and validation data set. However, the study by  Lee et 

al. [82] and  Hong et al. [70] used the same approach to produce a slightly lower performance, which 

was between 71 and 76 per cent. This may be due to the different validation methods used in this study, 

which may affect their performance. The LSMs provided by Sharir et al.[82] only validated the data set 

through ANN modelling, while  Hong et al. [70] validated using the scoring wizard method.  

Support Vector 

Support Vector 

Kernel Fuction 
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Su et al. [83] used SVM as the only model in their study at Wencheng, China. In his study, 354 

landslide data was used, with 7 landslide causative and 2 triggering factors being considered. The 

uniqueness of this study was that the data set of this model did not divide training and validation set as 

in the usual practice in the ML method. As an alternative, fivefold cross-validation was used to remove 

the impact of the production on the training dataset. This study found that the LSMs produced an 

excellent performance with an AUC value of 96 per cent.  

Another study by Saro et al. [90] also used SVM only to produce LSM but in two different study 

areas: Pyeong Chang and Inje areas of Gangwon Province, Korea. The selection of landslide causative 

factor remained the same for both areas except slope length only considered at Inje while land used only 

considered at Pyeong Chang. The result showed that the LSMs for the Peong Chang area had slightly 

higher performance than Inje, with the AUC value of 81.36 per cent and 77.39 per cent respectively. 

The study area may be subject to the change in a spatial distribution corresponding to an event in that 

area, leading to slight differences in the model performance. The sensitivity analysis was conducted in 

this study to determine the high impact causative factor to the LSMs. The study found that factors that 

related to the topography of the area such as SPI, TWI, slope, aspect, and slope length had a strong 

influence on the LSMs performance.  

W. Chen et al. [89] and Feizizadeh et al. [95] conducted a study to compare the performance of SVM 

with the four different kernel functions which were  LN,PL, RBF and SIG  to produce LSMs. The result 

of both studies showed that the SVM-SIG model had the lowest performance and SVM-PL had the 

second-highest performance for both studies. The main difference between those two studies was the 

SVM-RBF produced the most outstanding performance of AUC value in a study by W. Chen et al. [89] 

while in the study Feizizadeh et al. [95] the SVM-LN had the highest performance. The difference in 

the model performance in those studies may be due to the difference in a causative factor employed in 

the study, which may affect the effectiveness of four different kernel functions of SVM in producing 

LSMs. Almost all the SVM models that are discussed above have produced an AUC value of more than 

80 per cent which indicates that the SVM model has a good performance in producing LSMs. 

 

 Deterministic approach 

A deterministic approach to landslide susceptibility mapping can be identified in geotechnical fields. 

The deterministic approach includes the interaction between hydrology, topography, soil properties, and 

in some cases, vegetation to understand and predict the location and timing of occurrences of landslides. 

Mostly, models generated from the deterministic approach generally consist of a methodology that 

combines the hydrological model for analysing the pore-water pressure and the infinite slope-stability 

model for computing its safety factors such as Stability Index Mapping, SINMAP [85], Transient 

Rainfall Infiltration and Grid-based Regional Slope-stability Model, TRIGRS [86], Shallow Slope 

Stability Model, SHALSTAB [87] and YonSei-Slope, YS-Slope Model [88]. 

The fundamental of these models is the combination of hydrological and geotechnical approaches 

based on slope stability analysis. The discrepancies between models are mostly due to the different 

models used in failure criterion interpretation and hydro-geotechnical consideration. The YS-Slope and 

TRIGRS models, for example, estimated the Factor of Safety (FS) in unsaturated soil conditions, but 

SHALSTAB and SINMAP used saturated soil conditions. Although both the YS-Slope and the 

TRIGRS incorporate water infiltration into the subsurface, the YS-Slope Model is more advanced in 

addressing groundwater recharge conditions, which can result in deep seated failure in geotechnical 

assessments. 

 Stability index mapping (SINMAP) 

SINMAP was established by Pack et al. [85] to provide terrain stability mapping tools that could 

complement stability mapping methods currently that were practised in Columbia at the time. 

Theoretically, this method is applicable for a shallow translational landslide. This model improved the 

stability mapping methods using Grid-based DEMs configured free extension to a GIS platform so that 

analysis is easy to use and widely available. In this model, some parameters are derived from the Digital 
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Elevation Model (DEM). These can be slope angle, flow direction, and catchment area. In contrast, the 

remaining parameter, especially geotechnical data, needs to be set manually or it can straight away use 

the default values proposed by the authors. This model is decent in which the cohesion value either for 

soil or root strength is considered in the infinite slope stability model and can be set to zero for the 

cohesionless situation. Simultaneously, this model incorporates parameter uncertainty through uniform 

probability distributions with lower and upper bounds on uncertain parameters. 

The SINMAP model calculates the stability index (SI), which refer to the probability of a specific 

location in terms of stability, assuming uniform distributions of the parameters over these uncertainty 

ranges in each grid cell of the map. The value ranges between 0 (most unstable) and 1 (least unstable). 

Table 1 and 2 shows the range of parameters and SI based on stability classes. The SI is a dimensionless 

form of the infinite slope stability model, which calculates the factor of safety assuming the wet and dry 

density is equally based on Hammond et al. [89]. : 

 

 

 

(4) 

   

Where Cr is root cohesion, Cs is soil cohesion, h is slope angle, qs is the wet soil density, qw is the 

density of water, D is the vertical soil depth, Dw is the vertical height of the water table within the soil 

layer, and / is the internal friction angle of the soil.  

 

Table 1. Parameters and ranges. 

Parameters Range 

Transmissivity/effective recharge 2000 to 3000 m 

Dimensionless cohesion 0 to 0.25 

Internal friction angle 30 to 45° 

Soil density. 2000 kg/m3 

 

Table 2. Stability Index (SI) based on stability classes. 

Condition Class Prediction slope Zone 

SI > 1.5 1 Stable 

1.5 > SI > 1.25 2 Moderate 

1.25 > SI > 1.0 3 Quasy-stable 

1.0 > SI > 0.5 4 Lower threshold 

0.5 > SI > 0.0 5 Upper threshold 

0.0 > SI 6 Defended 

 Yonsei Slope Model, YS-Slope 

YS-Slope model is a GIS-based physical landslide prediction model developed by Kim et. al. [88]. 

This model considers rainfall infiltration depth, recharge, and groundwater flows, whereas the 

SINMAP model did not include this component in their model. This model was developed using GIS-

based raster data and input parameters. It consists of internal and external parameters related to the 

slope's stability, as shown in Figure 3. This model improved on the hydro-geotechnical approach by 

incorporating unsaturated soil parameters such as the soil-water characteristic curve and matric suction, 

as well as internal friction angle and cohesion value is obtained from soil strength properties. The 

infinite slope failure model was improved in order to compute the factor of safety (FS) of rainfall-

induced landslides by taking into account the other influential component in increasing soil strength 

and interception loss due to plant growth, as shown in the equation below:  
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𝐹𝑆 =

(𝑐𝑠
′ + 𝑐𝑟

′ ) + [(𝛾𝑠𝑎𝑡 − 𝛾𝑤)(𝑍𝑤 + 𝐷𝑤) + 𝛾𝑡 ∙ (𝐷 − 𝑍𝑤 − 𝐷𝑤) + 𝑞0]𝑐𝑜𝑠2𝛽 ∙ tan ∅′

[𝛾𝑠𝑎𝑡 ∙ (𝑍𝑤 + 𝐷𝑤) + 𝛾𝑡 ∙ (𝐷 − 𝑍𝑤 − 𝐷𝑤) + 𝑞0] ∙ sin 𝛽 ∙ cos 𝛽
 

(5) 

 

Where 𝑐𝑠
′ is soil cohesion, 𝑐𝑟

′  is the shear strength increase by root reinforcement, 𝛾𝑠𝑎𝑡 is the saturated 

unit weight of soils, 𝛾𝑤 is the unit weight of water, 𝛾𝑡 is the total unit weight of soils, 𝑞0 is the forest 

tree load, 𝑍𝑤 is wetting front depth, 𝐷𝑤 is groundwater table from the bedrock, D is the thickness of dry 

soil, ∅′ is internal friction angle of soil and 𝛽 is slope inclination.  

The modified Green-Ampt model by Mein and Larson [91] was used in hydrological evaluation to 

analyse rainfall infiltration, and the wetting front depth was estimated based on this analysis. The 

cumulative infiltration and runoff are computed in transient rainfall-infiltration analysis by comparing 

the infiltration capacity with the rainfall intensity. 

 

 

Figure 3. Infinite slope plane for slope stability analysis in YS-Slope model. 

 Performance of SINMAP and YS Slope 

The YS-Slope model has purposed to analyse the rainfall-induced landslides in the spatial based 

predicting model. Jeong et al. [92] used this model to analyse rainfall-induced landslides and found that 

these procedures can be applied to predicting landslides and debris flows. furthermore, Hong et al. [93] 

propose a numerical method to simulate landslides and debris flows by combining rainfall infiltration 

analysis and the YS-Slope model in their study. While Samseong et al. [92] employed the YS-slope 

Model and prediction approach to developing a unified prediction method to examine the susceptibility 

map of landslides at Umyeonsan Mountain in Korea. 

Similar to the SINMAP model, the YS-Slope model also can be used for shallow landslide studies. 

However, YS-Slope can be further used for deep-seated landslides prediction. Jeong et al. [92] prove 

that YS-slope can predict shallow landslides and deep-seated landslides and reasonably agree with 

historical landslides. Besides, the researcher confirmed with ROC analysis and showed that relatively 

high accuracy compared to other predictions. 

Duc Long and Dung [94] used the YS-Slope model by incorporating the unsaturated soil properties 

to develop the LSM. The assessment of landslide susceptibility is based on the contributions related to 

spatial data such as elevation, slope angle and groundwater table spatial distribution map and input data 

corresponding to unsaturated permeability function, rainfall intensity, soil-water characteristic curve 

(SWCC). They found that incorporating the unsaturated soil characteristic becomes more realistic in 

predicting the landslide susceptibility area in terms of factor of safety.  

Furthermore, Kim et al. [95] investigate the effectiveness of YS-Slope by coupling the effects of 

hydro-mechanical processes on the infiltration behaviour of unsaturated soils. A few sets of infiltration 

analyses for a soil column were carried out under varied soil conditions, and the results were compared 

using the software GEO-SLOPE [96]. The research reveals that the volume change of the soil influences 

the transient seepage analyses in deformable soils. It is relevant that whenever the matric suction on a 

slope changes due to rainfall infiltration, consequently changes the effective stress that directly relates 
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to seepage processes. Therefore, the infiltration rate of the YS-Slope is slower than the Geo-slope due 

to permeability function based on the porosity that altered the matric suction distribution. Thus, the 

coupled effects of hydro-mechanical behaviour of soils considered in the YS-slope model has a positive 

effect on unsaturated soil stability, especially during rainfall.  

 Conclusion 

Statistical data mining, machine learning, and deterministic approach are widely used in LSM. The 

statistical approach is the simplest way to compute LSM compared to machine learning and the 

deterministic approach. Machine learning needs knowledge of computer programming, while 

deterministic approaches are more toward needing geotechnical input. The advantages and 

disadvantages of each approach were listed in Table 3 and summaries of statistical, machine learning, 

and deterministic approaches were discussed in Table 4. Based on previous research works, each 

approach can yield accurate results in determining the landslide-prone area based on qualified data 

representing the condition of the study area, scale, and method of data acquisition. In other words, 

descriptive, reliable and easily accessible input parameters should be selected as the parameter used in 

a study. Due to this condition, it is necessary to map the landslide-prone areas by forecasting and 

specifying the region where reliable and accurate landslide susceptibility maps can be helpful for land 

planners, decision-makers, and risk assessment personnel. 

 

 

Table 3. The advantages and disadvantages of each approach. 

Type of Approach Advantages Disadvantages 

Statistical Approach  • Simple and easily 

implemented in GIS using 

remote sensing inputs. 

• Minimum data required 

 

• loss of data quality and accuracy 

with the oversimplification of 

thematic input data, and loss of 

data sensitivity in forced individual 

analysis of causative factors  

• basically in linear based, so they 

were inefficient in capturing the 

nonlinearity and complexity of 

landslide phenomena.  

Machine Learning 

Approach 

 

• Can map out the detailed 

occurrence of past landslides 

• To collect sufficient 

information on the variables 

that are the occurrence of 

landslides 

• Difficult to prepare data and need a 

longer time. 

• Just susceptibility assessment 

• Not readily be extrapolated to the 

neighbouring area 

 

Deterministic 

Approach 
• Able to quantitatively 

calculate the safety factor. 

• Externally available models 

can be used instead of 

spending time implementing 

model algorithms in GIS. 

• Encourage the detailed 

investigation and analysis of 

geotechnical parameters. 

• The data requirements can be 

prohibitive, and it is usually 

difficult to procure the necessary 

input data to be used in the models 

effectively. 

 

Table 4. Summaries of statistical, machine learning, and deterministic approaches. 
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Weight of Evident (WoE) and 

Frequency Ratio (FR) 

Artificial Neural Network 

(ANN) and Support Vector 

Machine (SVM) 

SINMAP and YS-Slope 

• Statistical approaches 

generally require the 

collection of a large amount 

of data. They are particularly 

useful for medium-scale 

(regional) mapping. 

• is used to validate a model's 

accuracy throughout the 

model development 

• WoE appears to be efficient 

but has limitations - WoE 

model assessment had a 

lower performance 

validation result.  

 

• ANN and SVM can yield 

accurate results in 

determining landslide-prone  

• SVM model outperformed 

other models of ML in most 

of the study 

• unique features in SVM - 

more efficient such as 

robustness to noise, non-

linear decision boundaries, 

easily implementable 

probabilistic outcome, and an 

inherent ability to deal with 

high dimensional 

classification problems.  

 

• these models have covered a 

shallow translational 

landslide controlled by 

groundwater convergence 

• SINMAP model greatly 

limits the results, which 

should only be treated as a 

general susceptibility 

indicator, not a true safety 

factor (FS) value.  

• The failure criterion used to 

derive the FS equation in 

YS-Slope consider 

unsaturation condition, 

while SINMAP focus on the 

saturated condition 
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