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A B S T R A C T

A robust, modular, and ab initio high-throughput workflow is presented to automatically match and char-
acterize solid–solid interfaces using density functional theory calculations with automatic error corrections.
The potential energy surface of the interface is computed in a highly efficient manner, exploiting the high-
symmetry points of the two mated surfaces. A database is automatically populated with results to ensure
that already available data are not unnecessarily recomputed. Computational parameters and slab thicknesses
are converged automatically to minimize computational cost while ensuring accurate results. The surfaces are
matched according to user-specified maximal cross-section area and mismatches. Example results are presented
as a proof of concept and to show the capabilities of our approach that will serve as the basis for many more
interface studies.
1. Introduction

Solid–solid interfaces are ubiquitous in many disciplines of material
science, physics, and chemistry, and are essential for many applica-
tions, ranging from synthetic antiferromagnets and spintronics [1],
battery technology [2] to tribology, especially in nanoelectromechan-
ical systems (NEMS) [3]. Experimental studies of interfaces are very
challenging, though, since they are not accessible by many experimen-
tal probes due to their inherent nature of being ‘‘buried’’ between two
solids. Naturally, simulations do not suffer from these limitations and
are uniquely suited to explore solid–solid interfaces. Especially ab initio
electronic structure methods are valuable for this task, as they do not
depend on a priori knowledge of some or many system parameters and
in return can provide information on many significant figures of merit
of interfaces, like magnetic interactions [4], thermal properties [5],
charge density redistribution [6,7], and tribological properties [8–10].

High-throughput studies have become a valuable tool for material
advancements, which are of tremendous importance for many indus-
tries and closely tied to various societal challenges like clean energy
production [11]. As discussed above, especially for solid–solid inter-
faces, the cost and trouble of experimentally testing the vast number of
possible compounds and alloys that could potentially have beneficial
properties are often prohibitive. However, the exponential growth of

∗ Corresponding authors.
E-mail addresses: michael.wolloch@univie.ac.at (M. Wolloch), clelia.righi@unibo.it (M.C. Righi).

1 There were more limitations regarding the Miller indices of the surfaces used to form the interface: For fcc, bcc, and diamond lattices, (100), (110) and (111)
orientations were considered, for hcp, only (0001) was possible. Combined with some other limits in the methodology related to the accuracy of pseudo-potentials,
we arrived at the 106 interfaces mentioned above.

computer power and the development of efficient data mining and
curating techniques using machine learning approaches have opened
a new avenue of large-scale computational materials research through
high-throughput screening (see [12] and references therein).

In 2018 we have developed a computational framework to harness
the great flexibility and predictive power of electronic structure simu-
lations to investigate the tribological properties of homogeneous inter-
faces of homoatomic materials (analogous to homoepitaxy) [13]. This
computational protocol, employing density functional theory (DFT),
was used to power high-throughput studies on important tribological
figures of merit based on the potential energy surface (PES; also 𝛾-
surface or generalized stacking fault energy surface 𝛾GSF) of those
interfaces. The PES maps all possible lateral shifts to changes in the
system’s total energy and thus fixes the adhesion energy as its mini-
mum and one can extract many properties from it. Using it we first
studied the fundamental connection of adhesion and frictional forces
to charge density redistribution on 31 important examples containing
2D materials, metals, and semiconductors [7]. Later we systematically
computed also the shear and cleavage strengths of 106 interfaces
comprised from 44 elemental crystals [9]. These works pretty much
exhausted our original computational framework, since it was limited
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to homogeneous interfaces of homoatomic materials with either fcc,
bcc, hcp, or diamond crystal structures (e.g. Cu(111) on Cu(111)).1

Expanding our high-throughput studies to more crystal structures,
ifferent surface orientations, and, most important of all, heteroge-
eous interfaces, is a logical and necessary step, but requires a sig-
ificantly more involved approach. The additional complexity and the
uch larger scope of future studies,2 demand to provide far superior

rror handling, usability, results’ extraction, and functionality. How-
ver, the much larger amount of data available using the new tools
ill allow us to confirm or extend the fundamental relations about

harge redistribution, adhesion, and friction we have discovered for
omogeneous interfaces.

Another significant difference compared to our past effort is the
ollection of results in a separate and easily shareable database, which
an be easily used to salvage existing results for new analysis and data
ining. This is especially useful for other codes that are used to treat

nterfaces but which depend on pre-defined parameters or classical
otentials, which can be trained with the help of ab initio data [14–16].

A major hurdle to overcome is not unique to electronic structure cal-
ulations but shared for all atomistic methods using periodic boundary
onditions: Constructing a supercell that accommodates both materials
orming the interface without imposing unphysical strains. In crystal
rowth and material deposition, this matching of one crystalline film on
nother crystalline substrate is known as heteroepitaxy, and algorithms
hat describe it have existed for more than 35 years, e.g., the one by
ur and McGill [17]. An implementation of this algorithm has been
ublished more recently within the MPInterfaces package [18], and
here are ongoing efforts to integrate it tightly into pymatgen (Python
aterials Genomics), a very popular library for material analysis [19].
ost approaches are usually geared towards matching a 2D thin film
ith a substrate, like the very recent work by Zhang et al. [20]. For
atching hetero structures of two 2D materials, the coincidence lattice
ethod is also used [21].

A matching cell is not the only requirement to correctly model
solid–solid interface. A priori, it is not clear which lateral relative

osition of the two matched slabs leads to the highest binding energy
nd thus to the equilibrium stacking. For that, the whole PES has to
e calculated, which is hard to do efficiently for arbitrary matched
nterfaces. Many results may be derived from the PES, e.g. shear
trength and static friction [8,9,13], dynamic friction with the help of
ome spring models [22,23], or information about dislocation struc-
ures and energetics [24]. The ab initio PES of simple systems, such
s adsorbed monolayers on metals and bilayer graphene, was very
ccurately fitted with three-dimensional, analytical functions [23,25],
nd used in conjunction with atomistic simulations to unravel the origin
f fundamental frictional phenomena, such as the onset of frictional
lip [26], and the size-dependence of static friction [27,28].

In this paper we will sketch the entire computational protocol that
ill be released as an open-source package in the near future [29],

ocusing on the description of efficiently calculating the PES of an
lready matched interface.

We have decided to implement our work within FireWorks [30],
Python-based high-throughput framework rooted in the Materials

roject [31], and use as many pre-engineered pieces of associated pack-
ges (such as atomate [32] and pymatgen [19]) as possible. To match
he interface, we have modified the approach by MPInterfaces [18]
o be better suited for interfaces of two bulk materials instead of a
ubstrate and a thin film. The main change of our implementation
ith respect to MPInterfaces’ is how the unavoidable lattice strain

s handled. In the original implementation only one of the materials

2 Combining just the 106 different surface slabs in [9] and disregarding
ll other possible crystal structures and Miller indices would lead to 5565
eterogeneous interfaces. Including 44 more slabs by adding an additional
iller index for each material would lead to more than 11 000 combinations.
2

s

(the thin-film) get strained, as appropriate for a substrate/thin-film
interface. In our work both slabs are strained to fit an averaged lattice.
It is possible to weigh this average, and in our workflow, we chose to
use the bulk moduli as weights. Thus, if the bulk modulus of material
1 is twice as large as the bulk modulus of material 2, material 2
will be strained twice as much in a hetero interface of these two
materials.3 Another modification includes an automatic initial guess
of the interface distance by averaging the spacing between all lattice
planes of both slabs forming the interface.

Fireworks is a very mature platform, interfaces very well with
the VASP package for DFT calculations [33–35], and provides easy
error handling via the custodian package [19]. Of course, other high-
throughput platforms based on Python are available (e.g. AiiDA [36,
37], pyiron [38], and ASR [39]), and in principle, it should not be hard
to port our codes over.

In Section 2 we will give a brief overview of our workflow, its mod-
ular structure, and ease of use. In Section 3 we present our workflow
for PES calculations in detail and also sketch the other subworkflows
we developed to make our computations highly efficient. In both
Sections 2 and 3 we will use the interface of cubic WC (Materialsproject
ID: mp-13136) and ZnCu (mp-987) as an example to illustrate the
new capabilities of our workflow compared to the previously published
version [13]. These systems have been chosen as models for techno-
logically important materials, tungsten carbide for cutting tools and
coatings, and brass as low friction material for bearings and bushings.

This is followed by some more example results in Section 4 and
conclusions and outlook in Section 5. A table highlighting the dif-
ferences between the current approach and our previous protocol for
homogeneous interfaces is given in Section 3 of the supplementary
material (SM) [40].

2. Code structure

When writing a fairly complex workflow, such as the one described
in this paper, it is of uttermost importance to keep the code modular.
This not only allows easy modification and updates to parts of the
workflow, but it also makes it possible to generate new workflows with
the modular parts. For example, the subworkflows dealing with the
convergence of energy cutoff and k-point density (that for our workflow
are both used twice, for each of the materials considered) can be
used routinely by researchers working with VASP. This is, in principle,
independent of high-throughput computations. Another example is the
efficient generation of slabs with minimal thickness, speeding up all
kinds of surface science studies.

At the same time, the code also has to be robust and as ‘‘smart’’
as possible. In this context, we define robustness as the ability to
handle all, or at least nearly all, possible inputs correctly. That means
e.g. including the possibility to add van der Waals (vdW) interac-
tions for weakly bound layered systems and local-on site corrections
(DFT+U) for correlated systems. Of course, on-the-fly error correction
and recovery during DFT calculations is also of imperative impor-
tance for high-throughput. In this respect, we rely on the custodian
package, which is tightly integrated with FireWorks, atomate, and
pymatgen [19], and is able to catch and correct most errors which can
routinely happen in VASP calculations.

However, it is always better to avoid errors than to correct them,
and so we introduce ‘‘smart’’ methods into our workflows that adapts
input parameters based on our expertise in running VASP calculations.
We do this by providing specially tuned VASP input sets (based on
pymatgen’s MPStatic, MPRelax, MPScanStatic, and MPScanRelax sets),
which adapt various flags in the input files of VASP to the specific
run, with the user only having to select out of a small list of possible

3 Of course, it is also possible to only strain a 2D structure and not the
ubstrate by setting the weight of the 2D material to zero.
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self-explanatory keywords like bulk_full_relax, slab_position_relax, and
interface_scf. The flags are then optimized to fit the input structure and
the task; e.g. wave function projectors might work in real space or
in reciprocal space, and the choice depends on system size and the
accuracy requirements of the calculation type. The choice of these kinds
of parameters, in theory, do not influence the result of a calculation by
much, but if cleverly selected, they significantly reduce the chance of
errors and also cut down on total computation time.

In Fig. 1 we show a flowchart with the main components of our
workflow to compute potential energy surfaces for heterogeneous in-
terfaces. It will be familiar for many computational scientists who
have adopted similar strategies for their routine work and possible
also automated parts of it. The workflow has a simple structure but is
composed of several subworkflows (green rectangles in Fig. 1), which
will be detailed in Section 3. More complex logic and decisions are
handled there, allowing us to focus on the main features here. In short,
even non-specialist users can run these calculations with minimal input
and expect correct results due to the decisions automatically made in
the subworkflows. The following paragraphs are corresponding directly
to Fig. 1:

Reading Input and Initializing: The input parameters are passed
to the workflow as a python dictionary. It only has to include very
few parameters, mainly the two unique identifiers of the basic bulk
structures that should be used (these are Materials IDs from the Ma-
terials Project, facilitating an easy search for bulk materials.), the
Miller indices for each material to select a slab orientation, if vdW
corrections should be used, and the maximal cross-section area of the
matched cell. Other parameters, like the functional to be used, can
be optionally set; otherwise, default values are used from a central
.json file. Bulk structures for both materials are then downloaded from
the Materials Project database, transformed into primitive standard
structures, and saved in the high-level database. This is the only step
where the user of the workflow has to make decisions, namely which
systems to use, if vdW corrections should be applied, and if any of
the defaults should be replaced by custom parameters (e.g. a different
functional or tighter convergence criteria). In high-throughput practice,
the input dictionaries will be generally generated automatically from a
specific set of structures and their combinations. In our example, the
slabs forming the interface are defined as mp-987 with Miller index
(110) for ZnCu, and mp-13136 and Miller index (001) for WC. The
maximal slab thickness was capped at 12 layers for both systems,
vacuum distance between repeating images set to 12 Angstrom, and
vdW interactions were not included. Spin polarization was turned on,
because although we do not expect spin-polarization for the bulk, at the
surfaces or the interface it might occur. In past work, only homoatomic
materials of simple cubic, fcc, bcc, hcp, and diamond structures could
be considered, while all materials in the Materialsproject database
(more than 140 000) can now be used.

Relax shape: The workflow checks the symmetry of the input struc-
ture, and in case a non-cubic structure is found, a cell-shape-relaxation
with very high energy cutoff and k-point density is performed at
constant volume. This ensures that the cell shape (e.g. 𝑐∕𝑎 ratio) is opti-
mized for the selected functional, while the volume will be optimized in
the following steps. This subworkflow is not entered by either material
in our example, since both are cubic and uniquely defined by a single
lattice parameter or the volume.

Converge Energy Cutoff: The energy cutoff is converged with re-
spect to the equilibrium volume and the bulk modulus using subsequent
fits to the Birch–Murnaghan equations of state with increasing energy
cutoff and very high k-point density. For ZnCu this workflow converges
very quickly at 400 eV. For WC, the convergence is equally rapid and
an optimal cutoff of 425 eV is selected. The convergence loops start
at different values, since the default cutoff for ZnCu is 368.7 eV while
the one for WC is 400 eV. Thus the lowest tried values are 375 eV and
400 eV for ZnCu and WC, respectively. In Ref. [13] the convergence
loop for all material started at the same cutoff value, generally resulting
3

Fig. 1. A flowchart for the full workflow for the creation of potential energy
surfaces of heterogeneous systems. Green rectangles denote subworkflows that are also
independently usable. Database entries are written at every step, but it is only indicated
at the last step since they would otherwise clutter the flowchart.

in more calculations, slower convergence, and occasional total failures
due to failed electronic convergence.

Converge K-point Density: The density of the k-point mesh is
converged in the same way as the energy cutoff since the underlying
workflow is identical. The only difference is that the energy cutoff is
now kept at the previously converged value, and the k-point density in-
creases until the volume and the bulk modulus converge. The structure
at the final equilibrium volume is taken as the bulk reference for the
rest of the workflow. For ZnCu the converged value is 5.2 Å−1 while
it is only 4.1 Å−1 for WC. This is not surprising, since the bonding
in cubic WC is much more covalent than in ZnCu, and covalently
bonded materials tend to require less dense k-point meshes than pure
metals. The bulk moduli computed for the materials are 113 GPa for
ZnCu and 363 GPa for WC. This fits very well with the values reported
by the Materialsproject of 114 and 365 GPa respectively. This proves
that calculations for those materials can indeed be done at the lower
cutoff values used here compared to the universal 520 eV of standard
Materialproject calculations.

Consolidate Computational Parameters: The higher values for the
energy cutoff and the k-point density are chosen after all convergence
loops have finished so that the interfaces calculations will be both
efficient and accurate. In our example case this means that the interface
calculations will be done for a plane wave cutoff energy of 425 eV, and
a k-point density of 5.2 Å−1.

Optimize Slab Thickness: Slabs are built according to the input
Miller indices and desired vacuum. Their thickness is converged with
respect to the surface energy. A detailed explanation using the examples
ZnCu and WC is given in Section 3.2. Here we only note that in our
previous protocol for homogeneous interfaces of homoatomic materials,
we could only create slabs of very limited Miller indices: 001, 110, and
111, each 6 atomic layers thick. The slab creation was completely hard-
coded, while it is now done on the fly for arbitrary Miller indices using
pymatgen tools.
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Match the Interface: The interface is matched according to chosen
imits in strain, differences in angles, and maximal cross-section area.
attice strain is divided between the two materials depending on the
atio of the bulk moduli. Of course lattice matching did not need to
xist in our past work, since we only dealt with homogeneous interfaces
ere the lattices are the same for the top and bottom slabs. In our
xample of WC(001) on ZnCu(110), WC has a square unit cell with
WC = 3.1Å, while ZnCu has a rectangular unit cell with 𝑎ZnCu = 2.97Å

and 𝑏ZnCu = 4.2Å. We selected a maximal lattice mismatch of 5% and
the algorithm returns a common unit cell achieved by straining a 1 × 4
supercell of WC, and a 1 × 3 supercell of ZnCu. This is possible since
𝑎WC ≈ 𝑎ZnCu and 4𝑎WC ≈ 3𝑏ZnCu. Since we have established that WC
has a much higher bulk modulus than ZnCu, it gets strained less, −1%
in direction 𝑎, and 0.4% in direction 𝑏, while ZnCu gets strained 3.4%
in 𝑎 and −1.2% in 𝑏. The angles are completely preserved however.
The cross section area of the matched unit cell is 38.2 Å2, it contains
126 atoms, and the automatically computed distance between the slabs
before relaxation is 1.3 Å.4

Compute PES and Adhesion: The PES is calculated by relaxing
the slabs in the direction normal to the interface plane for all the
unique combinations of high-symmetry points of both surface slabs,
duplicating these results to all equivalent points in the interface plane,
and interpolating between them with radial basis functions. At the
same time, the matched slabs (which generally differ slightly from the
previously relaxed unmatched slabs due to strain in the lattice) are fully
relaxed. The adhesion for the interface is calculated by subtracting the
total energies of the relaxed matched slabs from the total energy of the
interface in the lateral position corresponding to the lowest energy.5
For details and the ZnCu-WC example see Section 3.3

2.1. Output database

Readers familiar with FireWorks will know that it uses MongoDB
databases to store workflows, fireworks (smaller workflow units, not
to be confused with the package name FireWorks), and calculations.
This database has to be installed and configured before FireWorks can
be used and is thus a prerequisite for our workflow implementation.
We have decided to include a second database layer for our work
that stores high-level results only, as frequently done in FireWorks
high-throughput studies. This makes it much easier to query results
and facilitates sharing the (much smaller) database. We also use this
database to avoid duplication of calculations by querying it for previous
calculations with the same inputs. For example, bulk convergence
for the Fe(110)–Au(111) interface is not needed for the iron part if
a Fe(100)-Cu(111) workflow has been already run. The same is, of
course, valid for slab relaxations. The integration of these secondary
results databases requires minimal additional setup compared to the
standard FireWorks installation.

3. Subworkflows

All the workflows described in this section are independent of each
other. They can be used in the whole workflow for heterogeneous
interfaces shown in Fig. 1, but also in other workflows (e.g. one for ho-
mogeneous interfaces, or one that converges computational parameters
for a bulk system or the surface energy of a slab).

While we have previously published similar work to converge the k-
point density and the energy cutoff [13], and methods to converge slab
thickness with respect to the surface energy have also been proposed
before [41], we are not aware that the efficient sampling of lateral
positions of two slabs with respect to each other has been explored.

4 Reducing the maximally allowed mismatch to 2% as in our other exam-
les, would lead to a significantly larger interface, with a cross section of
74 Å2 and containing 500 atoms.

5 Re-relaxing the strained slabs corresponds to explicitly excluding strain
nergy from the adhesion energy.
4

i

3.1. The subworkflows for the conversion of the computational parameters

The size of the supercells needed for heterogeneous interfaces can
get pretty big very quickly. Therefore, it is important not to waste
resources by imposing unnecessarily large plane-wave energy cutoffs
or unnecessarily dense k-point grids. We have thus decided to keep the
procedures previously introduced in our work on homogeneous inter-
faces [13] to converge the energy cutoff and the k point density. We
opted to include an input option n_converge to tell the subworkflow
when it should stop. Setting n_converge to 𝑛 (with 𝑛 = 3 as default)
means that convergence is achieved if the last 𝑛 calculations are within
the selected tolerance.

The energy cutoff is converged first by running static calculations
of the input bulk structure for five deformations (by default, five
different values from −5% to +5% of the input volume) for increasing
energy cutoff. The k-point density is kept constant during these runs.
By default the high value of 12.5 Å−1 is used. The energies are then
matched to an equation of state, and the bulk modulus and equilibrium
volume are calculated. We can use the bulk modulus workflow already
implemented in atomate [32] for this task. Now we increase the energy
cutoff and repeat the procedure until both the bulk modulus and the
equilibrium volume are converged to the chosen accuracy (by default
0.1% for the volume and 1% for the bulk modulus).6

For the k-points convergence, we deviate from the procedure de-
scribed in [13] where the k-point density is increased until convergence
of the total energy is achieved to the desired accuracy. Instead, we
perform the same workflow as before for the energy cutoff, thus con-
verging with respect to energy differences and not absolute energies,
which leads to smaller meshes and is also physically more meaningful
since the absolute energy is meaningless in DFT. The energy cutoff
for which this convergence is run can be selected and defaults to the
previously converged value if it is present in the database. If not, it is
set depending on the functional, 520 eV and 680 eV for PBE and SCAN,
respectively. We use 𝛤 -centered meshes exclusively for our systems to
avoid problems with oscillating total energies between 𝛤 -centered and
Monkhorst–Pack meshes [42].

While running the k-points convergence for cubic tungsten carbide,
we see that the on-the-fly error correction manages to recover from
some errors for calculations with high volume (+5% strain). For exam-
ple, for the starting density of 2.0 Å−1 the custodian package notices
that the highest band is occupied if only the number of bands included
by default are considered. The calculation is stopped, an extra band is
included, and then it is restarted. The restarted calculation then throws
a warning that the RMM-DIIS algorithm for the electrons had problems
at one step. Custodian catches the error after the calculation actually
has already finished OK, since it only checks every 10 s by default and
these calculations are very quick. However, the task is restarted again,
now switching to a blocked Davidson iteration scheme. Indeed this
EDDRMM warnings of VASP are often a sign of bad convergence and it
is generally a good idea to switch the algorithm even if the job might
finish correctly since that might take a very long time for larger cells.
In any case it is clearly an advantage of our new protocol to include
error checking, since the first error would definitely have resulted in
wrong results.

For the full workflow for heterogeneous interfaces described in
Section 2, we set the respective higher values for the energy cutoff and
the k-point density as new computational parameters for the interfaces
system as a whole. For a more detailed discussion of this strategy,
please see the SM [40].

6 We note that often the lattice parameter is used for convergence studies
nd not the volume. However, using the volume is better suited for a high-
hroughput framework as ours since non-cubic materials with more than one
ndependent lattice constant can be treated in precisely the same manner.
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3.2. Slab generation and thickness convergence

After the computational parameters for a given material have been
converged, a slab is constructed from the bulk structure using the
approach described in [43] and implemented in pymatgen [19]. This
is conceptually done by reorienting the bulk so that the surface plane
of interest (identified by a set of Miller indices) is parallel to the x–y-
plane, replicating the bulk along the 𝑧-direction to make it thicker, and
adding a sufficiently thick vacuum layer on top. This vacuum layer is
necessary to prevent mutual interactions between the periodic replica
of the system in the 𝑧-direction and thus correctly simulating semi-
infinite surfaces on either side of the slab. Along with the other two
lattice directions, the periodic boundary conditions are preserved.

It is necessary to take an adequate number of atomic layers into
account due to the reciprocal influence between the two surfaces,
which can lead to unwanted quantum phenomena, edge states, and
incorrect interactions that would not be present in the semi-infinite
surfaces we intend to represent. Choosing unnecessarily thick slabs
can lead to computational bottlenecks, significantly increasing the cost
of first principle simulations on these systems. Especially since we
couple two slabs to form an interface, where the lattices are multiplied
laterally to minimize lattice mismatch and the number of atoms can
quickly increase ten- or twenty-fold. In that case, each additionally
atomic layer considered in excess might add tens of atoms to the
interface. Therefore, it is prudent to carefully converge the thickness
of the slabs before they are matched, so that the needed accuracy is
achieved, but unnecessary thickness is avoided.

To solve this problem, we designed a sub-workflow that creates
the slab from a bulk structure and at the same time identifies the
minimum optimal thickness needed to simulate it accurately. This is
reasonably achieved by converging the surface energy of the slab with
the number of layers. Indeed, this value is quite sensitive to the slab
thickness due to the surface–surface interaction of thin slabs, but after
a certain threshold, the bulk-like region in the middle gets thick enough
to stabilize the surface energy.

A certain number of oriented slabs with different thicknesses are
created starting from the bulk structure, ranging from a minimum num-
ber to a maximum number of atomic layers. Those and the increment in
layer number can be changed in the initial input dictionary by the user.
Default values are set to 4, 12, and 1 for the minimum, maximum and
increment, respectively. Using an increment other than 1 can benefit
slowly converging systems or help in the case of uneven layer spacing,
e.g. for a diamond 111 slab.

The slabs are then relaxed, and their total energy is calculated
from first principles in a separate calculation. This is also done for the
oriented bulk, i.e. the bulk cell having the same crystalline orientation
of the slabs. The oriented bulk is used instead of a simple bulk cell to
ensure that the same k-point meshes are used for the bulk and the slab
calculations, which is necessary to get accurate surface energies [41].
Subsequently, the surface energy for the different slabs is calculated as:

𝐸surf =
𝐸slab − 𝐸bulk

(

𝑁slab∕𝑁bulk
)

2
(1)

here 𝐸 refers to the energy and 𝑁 to the number of atoms, while the
ubscripts identify the slab and the oriented bulk.

The convergence is obtained for the thinnest slab presenting a
elative difference of its surface energy with respect to the maximum
hickness (the reference) below a selected precision threshold, set by
efault at 1%.

Here we have to note that our current approach does not allow us
o discriminate between different surface terminations for equal Miller
ndices. This means that generally, multi-component crystal structures
re not yet handled correctly by this workflow step, unless all surface
lanes are equivalent. E.g. the (001) and (110) planes of rock-salt-
ype structures are OK, but the (111) surfaces are not, because they
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onsist of alternating layers for each atom type instead of mixed ones. s
dditionally, only stoichiometric and symmetric slabs should be used
o ensure Eq. (1) is correct. Our example of an ZnCu(110) and WC(001)
nterface was chosen in a way that those requirements are fulfilled.

We are working on a more general solution that will automatically
dentify the lowest energy termination for each surface orientation of
ll periodic crystals regardless of the number of constituents and modify
q. (1) to be more general, but this is a complex matter which needs
urther investigation and will be presented in a separate publication. A
igh-throughput approach for cleavage energies (which in the special
ase of symmetric slabs are just double the surface energy) has been
escribed recently [44].

It is also important that all the created slabs lead to significant
nd stable physical systems; otherwise, problems could arise in the
onvergence loop. This aspect is evident in the oriented bulk case,
here the thickness should correspond to the smallest number of layers
eeded to represent the periodicity of the bulk, e.g., three layers in the
ase of an fcc crystal along the [111] direction.

After the ideal thickness is found, an additional slab is constructed
sing an implementation of the LLL algorithm [45] to end up with a
lab whose surface normal is as parallel to the cell’s 𝑧-axis as possible,
hich makes lattice matching significantly easier. This and all other

labs along with their surface energies are then saved in the high-level
atabase.

For ZnCu(110), convergence with respect to the maximally allowed
hickness of 12 layers is reached quickly at five layers (10 atoms;
.5 Åthick). The surface energy is then, at 1.115 J/m2, only ∼0.4%
maller than the 12 layer reference of 1.119 J/m2. Three and four layer
hick slabs also are close to the 12 layer case, both showing ∼1.6%
maller surface energy.

For WC(001), the situation is significantly worse, since the surface
nergy does not converge and the 12 layer thick maximum (24 atoms;
4.7 Å) has to be used. It has a surface energy of 0.61 J/m2. Addition-
lly some smearing errors occurred during the slab relaxations, but are
orrected automatically by custodian. (For metals we use a standard
ethfessel–Paxton smearing with a width of 𝜎 = 0.2 eV [46]. Custodian

hecks if the extrapolated energy for 𝜎 → 0 deviate too much from
he energy at the current smearing. If this is the case the smearing is
educed.)

A more detailed description of the computational units constituting
he sub-workflow, as well as a diagrammatic flowchart, can be found
n section 2 and Fig. 2 of the SM [40].

.3. PES subworkflow

In our past work on homogeneous interfaces, only select crystal
tructures and surfaces could be considered, and the PES was calculated
y sampling pre-defined points for each allowed combination of crystal
tructure and Miller indices. For heterogeneous interfaces or even
omogeneous interfaces with arbitrary surfaces, this approach is not
easible. The method we present here relies instead on symmetry and
urface analysis computed on the fly using pymatgen and spglib [19,
7]. We illustrate the way the algorithm works using the example of
C(001) and ZnCu(110) slabs:
The top surface of the aligned bottom slab (ZnCu) and the bottom

urface of the aligned top slab (WC) that are interacting get analyzed to
ind all on-top, bridge, and hollow sites using Delaunay triangulation
f the topmost (bottommost) atoms. For both materials, seven unique
igh symmetry sites are found: two on-top positions, three bridge sites
of which two are actually 4-fold hollows, which the triangulation algo-
ithm always classifies as bridge sites), and two 3-fold hollows. This is
ot surprising, since both surfaces are showing a similar checkerboard
attern. There are a 48 total points for WC and 36 for ZnCu.

The algorithm uses symmetry operations to separate the 7 unique
oints from the symmetrically equivalent duplicates for each slab. For
nCu they are the two on top positions of Zn and Cu, respectively, the

hort bridge between Zn and Cu, the 4 fold hollow at the short Cu–Cu
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Fig. 2. An overview of the WC(001)-ZnCu(110) interface. (a) Side view of the matched
WC slab and the high symmetry points at its bottom. (b) Side view of the matched
ZnCu slab and the high symmetry points at its top. (c) All, and unique high symmetry
combinations for the combined slabs and side view of the matched interface.

and the long Zn–Zn bridge, and the other 4 fold hollow at the long Cu–
Cu and short Zn–Zn bridge. Two more 3 fold hollows are selected at
any of the Zn–Zn–Cu and Cu–Cu–Zn possibilities. For WC, the situation
is equivalent. See Fig. 2(a) and (b) for a graphical representation.

The unique high symmetry points of both slabs are combined to
find the interface’s lateral shifts, e.g. top_1-hollow_1 and top_1-
bridge_2. Equivalent shifts that may result from the combination
of different high-symmetry points get discarded. For the remaining
shifts, structures get built and checked for symmetric equivalence
(e.g. rotations), and only the truly unique interface structures are kept.
This process allows us to reduce the number of combinations in our
example from 49 (7 × 7) to 14, since all other combination of shifts
are symmetrically equivalent. (See Fig. 2(c)).

These 14 structures are now relaxed using DFT. The atoms are
clamped in the directions of the interface plane to ensure that the
structure cannot relax back into a total minimum. After the relaxation,
static calculations follow to determine accurate adhesion energies for
all lateral shifts. Those are than mapped back to all equivalent shifts
for all combination of the initially found high symmetry points. In our
example we end up with 360 points in the unit cell. This is a very fine
sampling of the cell, which we achieve by only calculating 14 points.
This means our symmetry based method is ∼26 times more efficient
than an regular grid with equivalent spacing.

We now follow the method from our previous work to obtain a two-
dimensional continuous function 𝛾(𝑥, 𝑦), e.g. to plot the PES on a fine
grid or evaluate the shear strength [9]. The cell is duplicated laterally
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Fig. 3. Potential energy surface (PES) for the WC(001)-ZnCu(110) interface plotted for
a 3 × 1 supercell.

to avoid edge effects, and radial basis functions are used to interpolate
between the points.

In Fig. 3 we have plotted the PES of our example interface. It is
repeated 3 times in the 𝑥 direction to better show its periodic nature.
Note that the periodicity of the PES is much smaller than the unit
cell in 𝑦-direction. This makes sense intuitively if one thinks about
sliding the WC surface (Fig. 2(a)) over the ZnCu substrate (Fig. 2(b)),
and remembering that the unit cells are repeated 3 and 4 times in 𝑦-
direction to match the lattices. Especially in Fig. 2(c) we see that the
pattern of equivalent shifts repeats 12 times (3 × 4) in 𝑦-direction, while
it repeats only once in the 𝑥-direction, which is of course visible in the
PES.

The adhesion for the interface is 𝛾min = 1.4 J∕m2, with a rather
sizable corrugation 𝛥𝛾 = 0.16 J∕m2. However, the main fact we can
learn from quickly glancing at Fig. 3 is that the static friction will be
very anisotropic, much smaller in 𝑦-direction than in 𝑥-direction. For
more data on the interface, please consult Table 2.

4. Example results

As already stated, this paper intends to present a method and
demonstrate its feasibility, not to present a large amount of data.
Therefore, alongside the ZnCu-WC example discussed in detail, we
only provide a couple of other interfaces centered around aluminum.
We have calculated data for the following heterogeneous interfaces:
Al(111)–Cu(111), Al(111)–C(111), Al(111)–Fe(110), Al(111)–Al(110),
and Al(111)–Al(100), where C denotes the diamond allotrope of car-
bon.7 Since some subworkflows produce interesting data on bulk and
slabs as well, we will also show those results. All presented data were
calculated spin-polarized with VASP version 6.2.0 and the PBE func-
tional. The potential mapping was taken from the pymatgen MPRelax
VASP input sets,8 and the computational parameters have been in-
creased until the equilibrium volume was converged to 0.1% and the
bulk modulus to 1%, which was also the convergence criterion for
the surface energy. For the interface matching, a cell smaller than

7 To be clear about the structures we also state the Materials Project IDs in
Table 1. The structures used are fcc Al and Cu, bcc Fe, and diamond C.

8 Since the W_pv potential is requested by the MPRelaxset, but has been
depreciated by VASP, it is replaced by the W_sv potential.
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Fig. 4. A overview of the Al(111)–C(111) interfaces high symmetry points. (a) High
symmetry points of the bottom of the matched Al slab. (b) High symmetry points on
the top of the matched carbon slab. (c) Unique combinations of high symmetry points
for the interface, shown on the C slab.

200 Å2 and a maximum mismatch of 2% was set, alongside a maximum
angle difference of 1.5 degrees. However, only one of the investigated
interfaces showed any angle strain at all, and that was below 0.1 ◦.
For the WC(001) ZnCu(110) interface, those parameters were slightly
relaxed to achieve a smaller unit cell as discussed in Section 2. The
tables and figures presented here and in the SM [40] were constructed
automatically from the high-level database using Python code from our
package.

Fig. 4 shows the high symmetry points of the Al(111)–C(111)
interface to illustrate another lattice matching scenario and the cor-
responding high symmetry point search. Both surfaces have hexagonal
symmetry, but the in-plane lattice parameter of Al(111) is about 13%
larger than the one for diamond carbon. A reasonable match is found
if the Al lattice is rotated by 30◦ with respect to the carbon lattice,
assuming that the 𝑎 and 𝑏 lattice vectors start pointing in the same
directions. This is a common configuration of matching hexagonal
lattices, known as

√

3 ×
√

3 R30, which works here because 2𝑎C111 ≃
√

3𝑎Al111. The matched lattice is then an average weighted by the bulk
moduli of the two materials. Since the bulk modulus of diamond carbon
is much higher than the one of fcc Al (see Table 1), the strains we end
up with are, for both 𝑎 and 𝑏, much larger for Al(111), at 1.7%, than
for C(111), at −0.3% (see Table 2 for details).

Table 1 shows converged bulk moduli, volumes, and lattice param-
eters and compares them with experimental values. (For cubic WC,
we could not find an experimental reference for the bulk modulus
unfortunately.) The converged energy cutoffs and k-point densities are
also included. For the bulk moduli, we have also shown prediction
data taken from the Materials Project and based on statistical learn-
ing [48,49]. Those data are inferred from other ab initio data but not
directly computed; thus, a somewhat worse fit to experimental values
is expected.

The lattice parameters and bulk moduli are plotted against their ex-
perimental references in Fig. 5, highlighting their excellent agreement.

In Fig. 6 we present surface energies and compare the results of
this work with our previous calculations [13], which were computed
with QuantumEspresso [57] and AiiDA [36] for slabs with a fixed
thickness of 6 layers. The current work uses optimized thicknesses
between four, Fe(110) and Cu(111), and twelve, WC(001), layers (see
Table 1 in the SM [40] for all numbers and details).9 Overall this work
is in good agreement with the average literature values, showing some

9 Obviously we did not consider WC and ZnCu in our past work, so we do
not give that data in the comparison here. Our past effort counted the C(111)
double layers as single ones; thus the slab was thicker than the one we used
here.
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Table 1
Bulk properties of Al, Fe, Cu, and C. 𝐾 is the bulk modulus, 𝑎 the lattice parameter, E𝑜𝑝𝑡

𝑐𝑢𝑡
the optimized cutoff energy, 𝜅𝑜𝑝𝑡 is the optimized k-point density, and V𝑜𝑝𝑡. the volume
of the optimized primitive unit cell for each structure. The superscript 𝑡𝑤 denotes
‘‘this work’’. Experimental data for lattice constants 𝑎𝑒𝑥𝑝 was taken from Ref. [13] and
references therein, as well as [50] for ZnCu and [51] for WC, while the reference bulk
moduli 𝐾𝑀𝑃 were queried from the Materials Project database [31]. Experimental bulk
modulus data were taken from Ref. [52] for Al, [53] for Fe, [54] for Cu, [55] for C,
and [56] for ZnCu.

Al Fe Cu C ZnCu WC

MP-id mp-134 mp-13 mp-30 mp-66 mp-987 mp-13136
𝐾 𝑡𝑤 [GPa] 74.329 177.007 140.879 434.689 113.365 363.057
𝐾𝑒𝑥𝑝. [GPa] 79.38 164.4–173.5 135.3–144.9 444.24 113.8 –
𝐾𝑀𝑃 [GPa] 70.804 215.196 161.358 401.042 120.918 332.213
𝑎𝑡𝑤 [Å] 4.045 2.831 3.631 3.573 2.970 4.387
𝑎𝑒𝑥𝑝. [Å] 4.049 2.8633 3.615 3.559 2.958 4.192
𝐸𝑜𝑝𝑡

𝑐𝑢𝑡 [eV] 225 400 475 475 400 425
𝜅𝑜𝑝𝑡 [Å

−1
] 4.9 3.6 3.7 2.3 5.2 4.1

𝑉 𝑜𝑝𝑡. [Å
3
] 16.545 11.349 11.973 11.403 26.197 21.111

Fig. 5. Converged lattice parameters (a) and bulk moduli (b) with respect to the
experimental values.

improvement with respect to our previous results [13] especially for
C(111) and Cu(111). The Al(100) and Al(110) are very close in surface
energy, although the average values, our past work, and the data from
the Materials Project all point to Al(110) to have slightly higher energy.
In this work, this order is reversed, with Al(100) having 30 mJ/m2

higher surface energy than Al(110). We believe that the differences in
the code and the pseudopotentials used are a significant factor in the
slight variations of results here and note that all results for aluminum
lie within one sigma of the literature average.

In Table 2 we show our main results, the data for the heterogeneous
interfaces. We present adhesion, corrugation, interfacial separation,
cross-section area, and the number of sites in the interface structures.
We also give the strains on both lateral lattice vectors and angles of
both the top and bottom slabs. In the SM [40], we also provide plots
of interface stackings for minimum and maximum configurations, high
symmetry points, and PESs.

Of course, it is not easy to compare our results with past work
or experimental data here since there is, to our best knowledge, no
other work that systematically investigates such metal–metal inter-
faces. However, we can compare the adhesion energies and the PES
corrugation with our past results from homogeneous interfaces [9].

For homogeneous aluminum interfaces, we have previously calcu-
lated adhesion energies of 1.52 J/m2 for the Al(111), 1.84 J/m2 for
Al(100), and 2.13 J/m2 for the Al(110) interfaces. For the Al(110)–
Al(111) interface we get 1.25 J/m2 and for Al(100)–Al(111) 1.48 J/m2.
This means that both heterogeneous interfaces have less adhesion
energy than the homogeneous Al(111) interface, which is not surprising
since the stacking is not ideal across the whole interface area for hetero-
geneous interfaces in contrast to the homogeneous one. Nevertheless,
both Al interfaces show adhesion energies close to the Al(111)–Al(111)
interface, which is explainable by the prototypical metallic bonding in
aluminum that is not much weakened by the interface as long as both
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Table 2
Properties of interfaces composed of Al, Cu, Fe, C, WC, and ZnCu slabs with various miller indices where 𝛾𝑚𝑖𝑛 denotes the adhesion energy at the minimum energy configuration,
𝛥𝛾 the corrugation of the potential energy surface, 𝛥𝑑𝑚𝑖𝑛∕𝑚𝑎𝑥 and HSP𝑚𝑖𝑛∕𝑚𝑎𝑥 the interface distances and the matching high symmetry points for the minimum/maximum energy
configurations respectively. Values for strain are given in the directions of the two lateral lattice vectors of their respective slabs.

Al111-Cu111 Al111-Fe110 Al111-C111 Al110-Al111 Al100-Al111 WC001-ZnCu110

𝛾𝑚𝑖𝑛 [J∕m2] 2.215 3.108 3.049 1.249 1.479 1.415
𝛥𝛾 [J∕m2] 0.002 0.135 0.203 0.031 0.038 0.159
𝛥𝑑min [Å] 2.219 1.818 1.846 2.174 2.194 1.908
𝛥𝑑max [Å] 2.161 2.105 1.947 2.208 2.464 2.139
Num. sites 78 88 58 186 118 126
HSPmin hollow1-bridge1 ontop1-ontop1 bridge1-ontop1 ontop1-ontop1 hollow2-bridge2 ontop1-bridge3
HSPmax hollow2-ontop1 ontop1-bridge1 ontop1-hollow2 bridge1-ontop1 bridge1-ontop1 ontop1-bridge2
Area [Å2] 50.751 56.827 21.985 114.521 56.97 38.245
Top strain [%] [1.18, 1.18] [−0.72, 0.72] [1.7, 1.7] [0.0, −0.99] [0.07, −0.45] [−1.01, 0.37]
Bottom strain [%] [−0.61, −0.61] [0.3, −0.3] [−0.29, −0.29] [0.0, 1.01] [−0.07, 0.45] [3.39, −1.16]
Fig. 6. Surface energies for the monoatomic example slabs. Literature values are
averages of previous calculations of various codes and groups (see Ref. [13] and
references therein), with the error bars denoting one standard deviation. The Ref. MP
values are VASP calculations queried from the Materials Project website [31].

parts of the interface are reasonably close-packed. At the same time
the corrugation 𝛥𝛾 of those heterogeneous interfaces at 0.04 J/m2 for
Al(100)–Al(111) and 0.03 J/m2 for Al(110)–Al(111) is reduced by one
order of magnitude compared to the homogeneous one for Al(111) at
0.4 J/m2. This is again explained by the incommensurate stacking of
the heterointerfaces. Some parts of the interface stack well, whereas
some others do not, at each lateral position, so the total corrugation is
comparatively small. However, it should be noted that there are homo-
geneous interfaces with similarly small 𝛥𝛾, e.g. the (110) interfaces of
the Alkali metals [9].

Some information about the Al(111)-C(111) was already shown in
Fig. 4, where the high-symmetry points are plotted. In Fig. 7 we now
also show the interpolated PES. It is important to note again that the
lattice periodicity is not the periodicity of the PES, as many of the
stackings are symmetrically equivalent and thus show the same total
energy.

The computed adhesion of 3.0 J/m2 for Al(111)-C(111) is quite high
compared to the other results presented here, as is the corrugation
of 0.2 J/m2. Qi and Hector have previously computed results for the
same interface [58], although they do use slightly different strains to
match the interface cell. They also do not compute a full PES, but just
two different stackings, one of which is an ontop–ontop configuration,
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Fig. 7. Potential energy surface (PES) for the Al(111)-C(111) interface. One unit cell
including the unique combined high-symmetry points detailed in Fig. 4(d) is also
shown.

while the other is an ontop-bridge one. They report only 0.5% energy
difference between those stackings and thus do not compute more.
We cannot confirm that result since our calculated PES corrugation is
more than 9% of the adhesion energy. The adhesion energy (work of
separation in their paper) was computed slightly differently, allowing
for full atomic relaxations with constant cell shape, rather than relaxing
only the 𝑧-direction as we did to ensure a well-defined PES. These full
atomic relaxations result in adhesion of 3.98 J/m2, nearly a third larger
than our result. We believe that those relaxations have a larger effect
than the lower plane wave cutoff (400 instead of the 475 eV we use),
and allowing full relaxations for our minimal PES configurations to
compute the adhesion energy is an option we will explore in future
work.

For the homogeneous C(111)-C(111) interface we expect a adhesion
energy of ∼11.4 J/m2, according to our calculated surface energy for the
C(111) slab. Thus we see again that the adhesion of the hetero interface
lies in between the homogeneous ones of the constituents.

For Al(111)-Cu(111), we have an adhesion energy of 2.2 J/m2

which is between the homogeneous limits of Al(111) at 1.5 and Cu(111)
at 2.4 J/m2. However, the PES corrugation is extremely low at 2 mJ/m2,
more than two orders of magnitude smaller than the homogeneous
cases. The detailed analysis of this ultra-low corrugation will be done
once we implement our analysis of the charge density redistribution [7]
and ideal shear strength [8].

The Al(111)-Fe(110) interface is a unique case since the iron slab is
magnetic. Indeed also some aluminum atoms carry induced magnetic
moments in the relaxed minimum structure, but none higher than
0.3𝜇B. The adhesion is the highest of all interfaces we discuss in this
paper, at 3.1 J/m2, which is not surprising due to the significant ad-
hesion of Fe(110) homogeneous interfaces at 4.95 J/m2 [9]. Compared
to the other heterogeneous interfaces discussed here, the corrugation
is high as well, at 0.1 J/m2. The minimum stacking configuration,
with one Al and one Fe atom straight on top of each other, is quite
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surprising since metallic bonding usually prefers higher coordination
numbers. However, one must be careful with such simple assessments
since this ontop–ontop stacking is just realized in a small part of the
unit cell. Again, further analysis using charge density differences, which
is beyond the scope of this paper, is needed for a proper understanding
of the situation.

5. Summary, conclusion, and outlook

We have presented a robust and modular workflow structure to
form heterogeneous interfaces of two homo-atomic slabs with arbitrary
surface orientations and compute their potential energy surfaces. We
have taken care to select computational parameters and slab thick-
nesses to ensure both efficient computations and accurate results, with
minimal required user interaction. At the same time, an easily query-
able results database is constructed automatically, which also ensures
that no calculations are repeated unnecessarily.

The PES itself is a stepping stone to many other interesting interfa-
cial properties, including adhesion, friction- and fracture-
characteristics, dislocation properties, and more. We aim to construct
additional modules that can be seamlessly integrated into the current
workflow to compute these data for a wide array of interfaces that we
will publish in the near future.

Further plans include creating tools to allow the use of arbitrary
materials and surface orientations, checking all possible distinct surface
termination automatically. Even the reliable automatic calculation of
surface energies for such arbitrary slabs is challenging, and the number
of possible interface combinations can get quite large quickly. We,
of course, will also include analysis of charge densities into our ap-
proach to validate our previous findings of their intimate connection
to tribological properties of interfaces.
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