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Abstract

Starting from the observation that substances and reactions are the central entities of chemistry, I
have structured chemical knowledge into a formal space called a directed hypergraph, which arises
when substances are connected by their reactions. I call this hypernet chemical space. In this thesis,
I explore different levels of description of this space: its evolution over time, its curvature, and
categorical models of its compositionality.

The vast majority of the chemical literature focuses on investigations of particular aspects of
some substances or reactions, which have been systematically recorded in comprehensive databases
such as Reaxys for the last 200 years. While complexity science has made important advances in
physics, biology, economics, and many other fields, it has somewhat neglected chemistry. In this
work, I propose to take a global view of chemistry and to combine complexity science tools, modern
data analysis techniques, and geometric and compositional theories to explore chemical space. This
provides a novel view of chemistry, its history, and its current status.

We argue that a large directed hypergraph, that is, a model of directed relations between sets,
underlies chemical space and that a systematic study of this structure is a major challenge for
chemistry. Using the Reaxys database as a proxy for chemical space, we search for large-scale changes
in a directed hypergraph model of chemical knowledge and present a data-driven approach to navigate
through its history and evolution. These investigations focus on the mechanistic features by which this
space has been expanding: the role of synthesis and extraction in the production of new substances,
patterns in the selection of starting materials, and the frequency with which reactions reach new
regions of chemical space. Large-scale patterns that emerged in the last two centuries of chemical
history are detected, in particular, in the growth of chemical knowledge, the use of reagents, and the
synthesis of products, which reveal both conservatism and sharp transitions in the exploration of the
space. Furthermore, since chemical similarity of substances arises from affinity patterns in chemical
reactions, we quantify the impact of changes in the diversity of the space on the formulation of the
system of chemical elements.

In addition, we develop formal tools to probe the local geometry of the resulting directed
hypergraph and introduce the Forman-Ricci curvature for directed and undirected hypergraphs. This
notion of curvature is characterized by applying it to social and chemical networks with higher order
interactions, and then used for the investigation of the structure and dynamics of chemical space.

The network model of chemistry is strongly motivated by the observation that the compositional
nature of chemical reactions must be captured in order to build a model of chemical reasoning. A step
forward towards categorical chemistry, that is, a formalization of all the flavors of compositionality
in chemistry, is taken by the construction of a categorical model of directed hypergraphs. We
lifted the structure from a lineale (a poset version of a symmetric monoidal closed category) to a



vi

category of Petri nets, whose wiring is a bipartite directed graph equivalent to a directed hypergraph.
The resulting construction, based on the Dialectica categories introduced by Valeria De Paiva, is a
symmetric monoidal closed category with finite products and coproducts, which provides a formal
way of composing smaller networks into larger in such a way that the algebraic properties of the
components are preserved in the resulting network. Several sets of labels, often used in empirical data
modeling, can be given the structure of a lineale, including: stoichiometric coefficients in chemical
reaction networks, reaction rates, inhibitor arcs, Boolean interactions, unknown or incomplete data,
and probabilities. Therefore, a wide range of empirical data types for chemical substances and
reactions can be included in our model.
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Zusammenfassung

Ausgehend von der Beobachtung, dass Substanzen und Reaktionen die zentralen Einheiten der
Chemie sind, habe ich chemisches Wissen in einen formalen Raum namens gerichteter Hypergraph
strukturiert, der entsteht, wenn Substanzen durch ihre Reaktionen verbunden werden. Ich nenne
dieses Hypernetz chemischen Raum. In dieser Arbeit untersuche ich verschiedene Ebenen der
Beschreibung dieses Raums: seine zeitliche Entwicklung, seine Krümmung und kategoriale Modelle
seiner Kompositionalität.

Der überwiegende Teil der chemischen Literatur konzentriert sich auf Untersuchungen zu bes-
timmten Aspekten einiger Substanzen oder Reaktionen, die in umfassenden Datenbanken wie Reaxys
seit 200 Jahren systematisch erfasst werden. Während die Komplexitätswissenschaft wichtige
Fortschritte in Physik, Biologie, Wirtschaftswissenschaften und vielen anderen Bereichen gemacht
hat, hat sie die Chemie etwas vernachlässigt. In dieser Arbeit schlage ich vor, einen globalen Blick auf
die Chemie zu werfen und komplexitätswissenschaftliche Werkzeuge, moderne Datenanalysetechniken
sowie geometrische und Zusammensetzungstheorien zu kombinieren, um den chemischen Raum zu
erforschen. Dies bietet einen neuartigen Blick auf die Chemie, ihre Geschichte und ihren aktuellen
Status.

Wir argumentieren, dass ein großer gerichteter Hypergraph, d. h. ein Modell gerichteter
Beziehungen zwischen Mengen, dem chemischen Raum zugrunde liegt und dass eine systematische
Untersuchung dieser Struktur eine große Herausforderung für die Chemie darstellt. Unter Verwendung
der Reaxys-Datenbank als Proxy für den chemischen Raum suchen wir nach großräumigen Änderungen
in einem gerichteten Hypergraphenmodell des chemischen Wissens und präsentieren einen datenges-
teuerten Ansatz, um durch seine Geschichte und Entwicklung zu navigieren. Diese Untersuchungen
konzentrieren sich auf die mechanistischen Merkmale, durch die sich dieser Raum erweitert hat: die
Rolle der Synthese und Extraktion bei der Herstellung neuer Substanzen, Muster bei der Auswahl
von Ausgangsmaterialien und die Häufigkeit, mit der Reaktionen neue Bereiche des chemischen
Raums erreichen. Großräumige Muster, die in den letzten zwei Jahrhunderten der Chemiegeschichte
entstanden sind, lassen sich insbesondere beim Wachstum des chemischen Wissens, der Verwendung
von Reagenzien und der Synthese von Produkten nachweisen, die sowohl Konservatismus als auch
scharfe Übergänge in der Erforschung der Chemie erkennen lassen Platz. Da die chemische Ähnlichkeit
von Substanzen aus Affinitätsmustern in chemischen Reaktionen entsteht, quantifizieren wir außerdem
den Einfluss von Änderungen in der Vielfalt des Raums auf die Formulierung des Systems chemischer
Elemente.

Darüber hinaus entwickeln wir formale Werkzeuge, um die lokale Geometrie des resultierenden
gerichteten Hypergraphen zu untersuchen, und führen die Forman-Ricci-Krümmung für gerichtete
und ungerichtete Hypergraphen ein. Dieser Begriff der Krümmung wird charakterisiert, indem er auf
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soziale und chemische Netzwerke mit Wechselwirkungen höherer Ordnung angewendet und dann für
die Untersuchung der Struktur und Dynamik des chemischen Raums verwendet wird.

Das Netzwerkmodell der Chemie ist stark motiviert durch die Beobachtung, dass die Zusam-
mensetzung chemischer Reaktionen erfasst werden muss, um ein Modell des chemischen Denkens
zu erstellen. Ein Schritt vorwärts in Richtung kategorialer Chemie, d. h. einer Formalisierung
aller Geschmacksrichtungen der Kompositionalität in der Chemie, wird durch die Konstruktion eines
kategorialen Modells gerichteter Hypergraphen unternommen. Wir haben die Struktur von einem
Lineale (einer Poset-Version einer symmetrischen monooidalen geschlossenen Kategorie) zu einer
Kategorie von Petri-Netzen angehoben, deren Verdrahtung ein zweigeteilter gerichteter Graph ist, der
einem gerichteten Hypergraphen entspricht. Die resultierende Konstruktion, basierend auf den von
Valeria De Paiva eingeführten Dialectica-Kategorien, ist eine symmetrische monooidale geschlossene
Kategorie mit endlichen Produkten und Nebenprodukten, die eine formale Möglichkeit bietet, kleinere
Netzwerke so zu größeren zusammenzusetzen, dass die algebraischen Eigenschaften der Kompo-
nenten sind im resultierenden Netzwerk erhalten. Mehrere Sätze von Labels, die häufig bei der
empirischen Datenmodellierung verwendet werden, können mit der Struktur eines Lineale versehen
werden, darunter: stöchiometrische Koeffizienten in chemischen Reaktionsnetzwerken, Reaktionsraten,
Inhibitorbögen, Boolesche Wechselwirkungen, unbekannte oder unvollständige Daten und Wahrschein-
lichkeiten. Daher kann ein breites Spektrum an empirischen Datentypen für chemische Substanzen
und Reaktionen in unser Modell aufgenommen werden.
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4 Chapter 1. Introduction

1.1 Motivation

In 1905, Alfred Werner, the Swiss 1913 Nobel Laureate in Chemistry, said "Die Chemie muss zur
Austronomie der Molekularwelt werden". A century later, this metaphor appeared on the cover of
Nature under the fruitful name of Chemical Space. Although there is no unique definition of Chemical
Space, the different notions seem to agree that it is a conceptual space where substances lie described
by their properties (see for instance Kirkpatrick and Ellis [63], Lilienfeld, Müller, and Tkatchenko
[82], and Llanos et al. [84]). In practice, realizations of this space depend on the aspects that are
relevant for its explorers. In drug design, for instance, emphasis is placed on (small) molecules and
on molecular descriptors that may be related to their potential biological activity [28]. The question
then is whether we can find a fundamental structure underlying the Chemical Space, one whose
investigation may bring insights to explorers of every region of this space. Chemical substances are
undoubtedly part of the structure we are looking for; it remains to make a decision about which
properties we shall use to structure such a space.

Philosopher of chemistry Joachim Schummer investigated this question and argues that among all
material properties of substances, reactivity (the affinity of a set of substances to combine, change,
and produce new ones), stands out [137]. The arguments are manifold, but two rise to prominence:
reactivity information provides a classification scheme (the chemical identity of a substance is given
by both the reactions it undergoes and by the reactions that produce it); also, chemists reason on
the network structure that emerges when reactions are connected to make their concurrency explicit,
i.e., since chemical reactions are compositional in nature, one may for instance investigate what
substances can be reached from a given set of substrates (e.g., from the network in Figure 1b, wired
using reactions from 1a, we easily see that A, B, and E is the smallest set needed to reach every
other substance in this tiny corner of the space), or plan an appropriate synthesis route to get to a
target (the network in Figure 1b offers an alternative path to synthesise F in case C is absent but A,
B, and E are in our lab’s shelf: composing reactions r1 and r2) [69].

The knowledge above cannot be faithfully derived from isolated substances and molecular
descriptors, but instead, it is drawn from the structure of the resulting network, which, according to
Schummer, "forms the chemical core of experimental chemistry" [137]. Far from dismissing other
properties, we shall imagine the current Chemical Space as Schummer’s network (see Figure 2),
with known substances and reactions as nodes and arcs, respectively, along with all their properties
recorded throughout history, e.g., chemical names, molecular formulas, and molecular structure for
substances; and names, thermodynamic conditions, and mechanisms for reactions. We have the
structure we want to investigate, and now we have to decide what formal space to use for modeling
the Chemical Space.

Systems made of objects and relations are represented mathematically by graphs or hypergraphs.
A model is chosen for a given system based on both the symmetry and arity of the relation. Symmetric
binary relations are modeled as undirected graphs, which are collections of two-element sets {i, j}
called edges, one for each pair of objects i and j standing in relation (see definition 1), like two
locations connected by a road, or Facebook friendship [25]. Sometimes the relation is not symmetric
since the roles of i and j are not interchangeable, and the system is modeled as a directed graph
instead, i.e., a collection of pairs (i, j) of elements called directed edges, whose order determines
two roles generically called tail and head, respectively; examples include links from one web page
to another one in the the World Wide Web [1], or a paper citing another one [139]. Relations that
may involve more than two elements, like co-authorship in a paper, or having voted in the same
Wikipedia election [78], have traditionally been approximated by binary relations (see for instance
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aA+ bB → cC+ dD
eE + c′C → fF
c′′C+ d′D → gG

(a)

A

B

C

D

E

F

G
r1.

a c

b d

r2

f

c′

e

r3

c′′

d′
g

(b)

Figure 1: Representation of chemical reaction data: as a list (a) and as a network (b). A,B, . . . ,H are
substances and a, b, . . . , h are stoichiometric coefficients that indicate the proportion in which they combine.

M. E. J. Newman and Girvan [104]), perhaps to simplify computations and to take advantage of the
large number of tools available for graphs [36]. But formally, moving from binary relations to higher
order ones simply translates into generalizing graphs to a structure capable of faithfully encoding
interactions among any number of elements. Hypergraphs generalize graphs precisely in that direction,
as they consist of a collection of sets called hyperedges. In a coauthorship hypernetwork, for instance,
there is a hyperedge of coauthors for each paper, as in Savić, Ivanović, and Jain [133]. Just as well,
we may want to represent the following relation "the authors of paper A cite the authors of paper
B". As in directed graphs, we have two roles, citing and cited authors, but this time around tail and
head are not elements but sets. Directed hypergraphs emerge to deal with these kind of systems by
allowing the tail and head to be arbitrary sets of vertices. Other examples include antecedents and
consequents of a Horn formula in propositional logic [138] and reactants and products of a chemical
reaction [40].

Directed hypergraphs quite naturally model chemical reaction networks for they are models of
concurrency of directed relations. These models provide a rich semantic basis on which to interpret
questions that arise in chemistry [69], such as: what substances can be synthesized from a given
set of starting materials? [144]. Given a target substance, which synthetic routes are known, and
which starting materials are needed to reach the target? [56]. Do chemical reactions turn targets into
key precursors? [31]. How many synthetic routes pass through a given reaction? These questions
can be answered by investigating the topology and geometry of the wiring of the network. The first
two questions are answered by defining suitable closure operators [144, 145]. The last two questions
can be addressed by computing the curvature of the edges of the network [78]. More abstractly,
the network model of chemistry, and thus the questions above, are inspired and motivated by the
compositional nature of chemical reactions. The question then arises: what categorical constructions
underlie the structure of chemical reasoning and what are their formal connections? In this thesis, we
investigate the formal structures of Chemical Space, geometric features of its underlying directed
hypergraph, how they have changed throughout the history of chemistry, and their impact on similarity
among elements. Also, as the first step towards my quest for flavors of compositionality in chemistry
and the connections of their models, we investigate a categorical (compositional) network model of
chemical reaction networks and its structure.
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Figure 2: Chemical Space as a directed hypergraph

1.2 Outline

The remaining of this thesis is divided into three parts:

• In the first part we present a data-driven approach to the history of chemistry or computational
history of chemistry : we use Reaxys database (a large corpus of chemical data on substances
and reactions), to search for large scale changes in our directed hypergraph model of chemical
space. This part is divided into two chapters:

– Chapter 2: We present the results of our exploration of the entire chemical space for the
period 1800-2015. The first three sections focus on three mechanistic features by which
the space has been expanding: the role of synthesis and extraction in the production of
new substances, patterns in the selection of starting materials, and frequency with which
reactions reach new regions of the space. In the fourth section, we quantify the growth of
chemical space (1800-2015) and relate growth changes with scientific and social historical
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events. In the last section, we show how the density of chemical space has changed over
the history of chemistry. The first four sections of this chapter are based on [84, 85] and
the last section is ongoing research.

– Chapter 3: we quantify the impact of changes in chemical space on the formulation of
the system of chemical elements by 1869. For this, we report the diversity changes of the
space from 1800 to 1869 (first section). Then, we compute how the system evolved from
1800 until its formulation (second section). Finally, we reconstruct systems of elements
for several nineteenth-century chemists (using two approaches, a contemporary view and
a historical reconstruction), and quantify their differences from that of 1869. This chapter
is based on [74, 76, 83].

• The second part is dedicated to curvature and compositionality in chemical space. The content
of the second part is divided into two chapters:

– Chapter 4: First, we give a brief account of Forman’s definition of curvature for simplicial
complexes. Then, we introduce the Forman-Ricci curvature for directed and undirected
hypergraphs and characterize this notion by applying it to two empirical networks, one
directed and the other undirected (both with higher order interactions). In the last section,
we use our definition of Forman-Ricci curvature to investigate the structure of chemical
space. This chapter is based on [31, 72, 73, 78].

– Chapter 5: We produce a categorical model of bipartite directed graphs, which are
equivalent to directed hypergraphs, called Petri nets. First, we lift the structure of a
lineale (a poset version of a symmetric monoidal closed category) to an intermediate
category from which the category of Petri nets is built. The result is a symmetric monoidal
closed category with finite products and coproducts, providing a compositional way to put
together smaller nets into bigger ones. We then show how various sets of labels/weights
used in chemical reaction networks can be given the structure of a lineale and thus be
handled by our model. This chapter is based on [69].

• In the last part, we draw some conclusions and state some open questions.
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Millions of substances and chemical reactions have been reported throughout the history of chemistry
expanding the structure of chemical space. Such empirical information, accounting for more than two
centuries of chemical exploration, is now systematically recorded in Reaxys, a database built from the
Beilstein and Gmelin Handbooks and the Patent Chemistry Database, which covers data from 16,400
journals and patents [70]. In this work, we use Reaxys data as a proxy for the chemical space. By
January 2017 Reaxys reported 42,782,394 chemical reactions and 20,669,217 associated substances,
the first record dates back to 1771. Given that single-step reactions are often contained in multi-step
reactions, that there are few entries for the 18th century and to avoid those of the latter months of
2016, which were still under curation and annotation, our analysis starts in 1800 and runs until 2015.
The data for this study comprises 16,356,012 reactions and 14,341,955 compounds. We defined the
publication year of a compound as its earliest report in a reaction.

In this chapter, we present the results of our exploration of the entire chemical space for the
period 1800-2015 using data from Reaxys database [84, 85]. The first three sections focus on three
mechanistic features by which the space has been expanding: the role of synthesis and extraction in
the production of new substances, patterns in the selection of starting materials, and frequency with
which reactions reach new regions of the space. In the fourth section, we quantify the growth of
chemical space (1800-2015) and relate growth changes with scientific and social historical events. In
the last section, we show how the density of chemical space has changed over the history of chemistry.

2.1 The role of synthesis

Wöhler’s synthesis of urea in 1828 has become a legend [92]. Although historians of science have
argued that it is just a myth [115], the claim that organic synthesis kicked off after Wöhler’s synthesis
of urea is part of the folklore of chemistry [106, 114]. To our knowledge, there is no quantitative
account on this subject nor on the role that synthesis has played throughout history in the expansion of
the space. We address that question here. We computed the annual ratio of synthesized compounds
over reported ones, following the rule: if A+B → C +D is the reaction where A and/or C is for
the first time reported, we say that A is extracted and C is synthesized. We found that only during
the first four years of the 19th century the percentage of new substances coming from synthesis was
slightly lower than 50%. Afterward more than 50% of them are due to synthesis as shown in Figure
3, blue shows that, over history, more than half of the new substances have come from synthesis.
At the time of Wöhler’s synthesis, new substances containing C, H, N, O were about 50%, and so,
organic synthesis was already well established (Figure 3a and Table 1). Moreover, the percentage of
synthesized compounds increased to 90% by 2000 and has remained at such levels ever since.

In the next section, we turn our attention to the selection of substrates and to the products
reached through chemical reactions. Our aim is to address such questions as whether chemists prefer
to work with well-known substrates, and whether those preferred substrates change over time. Also,
whether there is a higher diversity of products than of substrates, that is, whether chemists typically
recombine sets of known substrates or they combine known ones with new ones, in order to reach
new regions of the space.

2.2 On the selection of substrates

By counting how often a substance is used as a reactant, i.e., the outdegree of substances, we
obtained the heavy tailed distributions presented in Figure 4a, indicating that there is a relatively



Chapter 2. Looking for large scale patterns 13

1800 1850 1900 1950 2000
101

102

103

104

105

106

year

N
u
m
b
er

of
co
m
p
ou
n
d
s

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

a)

WW1

WW2

F
raction

Figure 3: Growth of compounds. Annual number of new compounds (black). WW1 and WW2 indicate the
World War periods and the vertical dotted lines the change in production regime. Annual number of new
compositions (left axis; red) and the fraction of new synthesized compounds to the total of new ones (right
axis; blue).

small set of substances preferred as starting materials but most chemicals are used as substrates only
once. We give further details of these preferences below.

The analysis of the organic chemistry space (where a similar distribution was obtained) claims
that the outdegree distribution follows a power-law type [39]. Our analysis rejects the power-law
hypothesis. Therefore, the mechanism underlying the selection of substrates cannot be modelled by
multiplicative or Yule processes only, or any other mechanisms generating these type of distributions
[105]. Other distributions were statistically tested and likewise rejected (Tables 2 and 3). The
selection of substrates results then from a different and perhaps more complex process, whose study
bears the weight of further investigation.

Figure 4a shows two jumps in the distribution of outdegree, first between 1860-1879 and 1880-
1899, and then between 1960-1979 and 1980-1999. The first one marks the transition to a prolific
period of production of new compounds from about 1800 to 1990, seen in Figure 3 (black) as one
of the regions where the number of new compounds is higher than the trend suggests. The second
jump coincides with a transition to a prolific (Figure 3, black) and much more diverse period (Figure
3, red).

The 10 substances with higher outdegree, i.e., more frequently used as starting material, are
shown in Table 4. Strong acids and bases appear as some of the most used substrates during the first
half of the nineteen century. Afterward, gradually, organic chemistry substrates took over. Ethanol
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Table 1: List of the 10 most frequent combinations of elements in some particular years organized by
lexicographic order. The second half of the table lists the remaining 10 most frequent combinations including
metals. Non-carbon combinations are in red.

1800 1810 1820 1830 1840 1850 1860

CHNaO CHAlO CHNO CHNO CHO CHN CHO
CHNO CHNO FeO HOSZn CHNO CHNO CHNO
CHCuO CHKO CFeN HIKO CHClNO CHClNPt CHN

OS OPb AuHO ClHHgN CHClO AsCaHO CHClO
CuHOS CBaO CBaN OPZn FeHKOS HNOPt CHOS

S Pb Fe ClHIKO CClO CHFeNO CHCl
OSn KTe FeS CuOS CHOS CHO IKSb

ClCuHO CFeNS CHFeNO AsO CHBrNO CHOS CHBrP
ClCu NaTe CrO ClHO CHCuNO CHClN IRbSb
NaOS HTe CCoO CHO NaOSb CHNOPt HINSb

CHgNO CHNaO HNaOS CHNZn CHKO HNaOSe ISbTl
ClHNaOPt CHCuO FeS CHNiO CHClOPt BHOSr CHOPb

- CuHOS Fe HNaOP ClHNOPt AsBaHO CuHOS
- OSn CaClHO HNiO ClHNPt BHMgO CHOSn
- ClCuHO AgOS CuHOS BHMgO CFeNO CHCaO
- ClCu P FeHOS HNaOP CHCuNO NaOSi
- NaOS MgO CoNO CHFeNO ClHNOPt CaHOSe
- CHgNO CKO HNOZn CHCuO ClHNPt CHSn
- ClHNaOPt CrS ClCoHN CHAgNOS HNOPtS CHISn
- - CHKMgO BaHOP CHOPb CoS HNaOS

Table 2: Definition of power-law, normal, exponential, and Poisson distributions. For each distribution, the
basic functional form f(R) is given along with the normalization constant C such that

∑∞
R=Rmin

Cf(R) = 1,
where Rmin is the minimum R value from which the distributions begins to apply. The general expression for
these distributions is p(R) = Cf(R). erfc stands for the complementary error function [44].

Name f(R) C

Power law R−α 1/
∑∞
n=0(n+Rmin)−α

Exponential e−λR (1− e−λ)eλRmin

Poisson µR/R! [eµ −
∑Rmin−1
k=0

µk

k! ]−1

Log-normal 1
R exp[− (lnR−µ)2

2σ2 ]
√

2
πσ2 [erfc( lnRmin−µ√

2σ )]−1
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Table 3: Parameters and p-values for the distributions shown in Table 2, when applied to the distribution of
substrates. The p-values were calculated by running 1,000 simulations.

Parameters

Period Power-law Exponential Poisson Log-normal

Before 1860 Rmin = 2
α = 1.963773
p = 0.01

Rmin = 13
λ = 0.03506312
p = 0

Rmin = 13
µ = 41.02849
p = 0

Rmin = 2
µ = −5.196269
σ = 2.827289
p = 0.374

1860-1879 Rmin = 1
α = 2.016267
p = 0

Rmin = 1
λ = 0.7320951
p = 0

Rmin = 771
µ = 1106
p = 0.089

Rmin = 1
µ = −6.733486
σ = 2.985701
p = 0.291

1880-1899 Rmin = 9
α = 2.113
p = 0.49

Rmin = 1
λ = 0.6836599
p = 0

Rmin = 4398
µ = 4815.667
p = 0.587

Rmin = 2
µ = −15.148219
σ = 4.012288
p = 0

1900-1919 Rmin = 3
α = 2.177336
p = 0

Rmin = 1
λ = 0.6561324
p = 0

Rmin = 3839
µ = 6352.571
p = 0.038

Rmin = 18
µ = −50.422936
σ = 7.343984
p = 0.587

1920-1939 Rmin = 2
α = 2.160733
p = 0

Rmin = 1
λ = 0.6735098
p = 0

Rmin = 4177
µ = 8774.154
p = 0

Rmin = 27
µ = −19.421922
σ = 4.956338
p = 0.837

1940-1959 Rmin = 18
α = 2.011466
p = 0.11

Rmin = 1
λ = 0.7368087
p = 0

Rmin = 8638
µ = 13026.17
p = 0.029

Rmin = 23
µ = −15.601899
σ = 4.544417
p = 0.916

1960-1979 Rmin = 1
α = 2.340214
p = 0

Rmin = 2
λ = 0.8119482
p = 0

Rmin = 3574
µ = 7080.636
p = 0.001

Rmin = 50
µ = −0.3703384
σ = 2.3445863
p = 0.927

1980-1999 Rmin = 1
α = 2.341685
p = 0

Rmin = 1
µ = 0.8174186
p = 0

Rmin = 23031
µ = 41872.17
p = 0.064

Rmin = 94
µ = −3.513336
σ = 3.218282
p = 0.101

2000-2015 Rmin = 5
α = 2.114837
p = 0

Rmin = 2
µ = 0.8376273
p = 0

Rmin = 46242
µ = 61491.5
p = 0.052

Rmin = 1
µ = −1035.13808
σ = 28.84289
p = 0.064
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(EtOH) was at the top of the list for almost a century, and then went down and finally got off the
list by 2000-2015. An opposite trend was found for methanol (MeOH), which showed up in the list
at the beginning of the twentieth century, and gradually became the second most used substrate in
chemistry. A remarkable substrate is acetic anhydride; predicted theoretically in 1851, synthesized
the next year [114], becoming the fifth most used substrate by 1880-1889 and the top substrate since
1940-1959; it is mainly used in acetylation reactions [52]. Methyl iodide, an important methylating
agent [88], appears in the list in almost every period.

We turn now our attention to the degree of sets of substrates. We will focus on reactions of 1,
2, or 3 substrates since they account for 87.4% of the space and involve 6,081,963 compounds. A
third of the reactions report a single substrate, while half of them (48.7%) two, and only 5.7% three
substrates.

Figure 4c shows how often substrates that have participated in 1-substrate reactions are used in
other reactions. We found that most reactions (about 87%) follow a log-log decay, but it is followed
by a final surge). About half of the reactions have a substrate that has been used only once. At about
30 uses the remaining 13% of the 1-substrate reactions spread in a smile fashion over higher uses,
indicating that these substances are also frequently used in reactions with more than one substrate.
In particular, in the right uppermost part, a few extremely used substrates are observed, namely,
Acetic anhydride ((Ac2O)), methyl iodide (MeI), methanol (MeOH), ethanol (EtOH), water (H2O),
and formaldehyde (CH2O) (Figure 4c).

About half of the reported reactions use two starting materials (A + B→). Interestingly, in 94.3%
of the reactions, one of these substances is of very low use (outdegree ≤ 1000). We investigated the
outdegree values of the second one (see the portion of the distribution inside a rectangle in Figure
4d, which is presented in Figure 4d, inset). The most frequent outdegree values are also the lower
ones, and frequency decreases monotonically as approaching larger values, except for some particular
substrates that chemists often prefer to use (Figure 4d, inset), e.g. acetic anhydride, methanol,
and methyl iodide. These recurrent substrates are part of the chemical toolkit for synthesis and for
unveiling the chemical properties of new substances. Thus, chemists prefer the control of letting react
less explored substances with better-known substrates. We call this the fixed-substrate approach to
the exploration of the chemical space.

For reactions of three substrates (A + B + C →) we found that reactions including a substrate
of low use (less than a thousand uses) and two substrates of any use account for 82.7% of the
3-substrate reactions. Among those, reactions that have two substrates of low use account for only
36.5%. As for the 2-substrate reactions, frequent substrates of these reactions are part of the chemical
toolkit aforementioned.

2.3 Reaching regions of the chemical space

Figure 4b shows the distribution of indegree of substances. The distributions are heavy-tailed, as
those for substrates, indicating that chemists have often synthesized some few products, while the
majority of products is synthesized only once. As for substrates, the distributions of Figure 4b do not
follow a power-law (Tables 2 and 6).

The distributions of indegree for products overlap for the periods 1980-1999 and 2000-2015
(Figure 4b), in spite of the exponential growth of new compounds. The stagnation in the report of
new products in 2000-2015 was compensated by a higher fraction of new products than in 1980-1999.
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Figure 4: Use and production of compounds. Frequency distributions of participation of compounds in R
different reactions as a) substrates and b) products. The left hand side of the distributions corresponds to the
many compounds appearing in few reactions, whereas the right-hand side to the few compounds appearing
in many reactions. c) Frequency distribution of uses of substrates that have participated in a 1-substrate
reaction. The following frequently used substrates are pin-pointed: Acetic anhydride (Ac2O), methyl iodide
(MeI), methanol (MeOH), ethanol (EtOH), water (H2O), formaldehyde (CH2O). d) Distribution of uses of
substrates i and j that have participated in a 2-substrate reaction. The size of each point is proportional to
the frequency of use of the couple {i, j} in reactions. Insert: Frequency distribution of use of j in 2-substrate
reactions whose use(i) ≤ 103 is fixed, where some frequently used substrates are shown (see panel c this
figure).
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Table 4: Top-10 substrates over the history of chemistry. Abbreviations are found in Materials and Methods.

Top Before
1860

1860-
1879

1880-
1889

1900-
1919

1920-
1939

1940-
1959

1960-
1979

1980-
1999

2000-
2015

1 H2O H2O HCl EtOH EtOH Ac2O Ac2O Ac2O Ac2O
2 NH3 HCl EtOH HCl AcOH EtOH MeOH MeOH MeOH
3 HNO3 EtOH H2O AcOH HCl AcOH CH2N2 MeI H2O
4 HCl H2SO4 AcOH H2O Ac2O H2O MeI CH2N2 MeI
5 H2SO4 HNO3 Ac2O Ac2O H2O MeOH CH2O CH2O PhCHO
6 EtOH Br2 H2SO4 H2SO4 Et2O HCl EtOH PhCHO CH2O
7 Cl2 AcOH MeI MeI H2SO4 C6H6 Morph CuO CO
8 Na2CO3 NH3 PhNH2 Et2O C6H6 Et2O PhNH2 EtOH TFA
9 KOH PhNH2 HNO3 PhNH2 MeOH CH2O DMA BzCl PhAcet
10 I2 MeI Br2 MeOH Br2 MeI PhCHO CO BnBr

This is confirmed in Figure 3, where for 1980-1999 the percentage of synthetic products had an
average of 91.1%, which rose to 93.5% for 2000-2015.

We found two jumps in Figure 4b, one between 1860-1879 and 1880-1899, the other between
1940-1959 and 1960-1979. They indicate that products in those transitions were more often obtained
than the average trend (Figure 39 in Appendix A). The first jump coincides with the discussed first
jump for substrates. The second one marks the transition from the WW2 recovery to the prolific
period in the production of new compounds, from about 1960 up to 2000 (Figure 3, black).

The list with the 10 most synthesized compounds over history is shown in Table 7. To actually
assess whether chemists have synthetic targets, we looked at the numbers of products in their reports.
81.6% of the reactions report no more than two products, and in fact, 74.2% report only a single
product. It seems that chemists aim at synthesizing complex compounds, which are typically the
heaviest products of reactions, i.e. the probability of picking up the right target then is 74.2%. The
distribution of appearances of targets in reactions is shown in Figure (Appendix 38) and it follows the
same trend as Figure 4b (Tables 2 and 5).

Table 8 lists the most synthesized targets per period. Organic acids such as oxalic and benzoic
ones occur frequently; they are often used as synthetic intermediates [121]. Hydrogen sulfide and
uranium hexafluoride are examples of targets motivated by nuclear research in the post-WW2 period
[108, 125]. Likewise, organotin compounds and ferrocene evidenced the interest organometallics arose,
especially in materials science and homogeneous catalysis [149]. We also want to draw attention to
the presence of metallic oxides in the last period; they are often used in the synthesis of catalysts and
nano-materials [159].

2.4 Historical changes in the structure of the chemical space: growth of
substances and reactions

Reaxys is a corpus suitable for historical analyses of large scale patterns of expansion of chemical
space. The growth in the number of new substances, for example, has been addressed in two previous
studies for samples of the chemical space. The first study analyzed the growth in the number of
new substances per year in the period 1800-1995; data was manually sampled from indices of eight
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Table 5: Parameters and p-values for the distributions shown in Table 2, when applied to the distribution of
targets. The p-values were calculated by running 1,000 simulations.

Parameters

Period Power-law Exponential Poisson Log-normal

Before 1860 Rmin = 2
α = 2.417702
p = 0.186

Rmin = 17
µ = 0.06030108
p = 0.171

Rmin = 56
µ = 63.30087
p = 0.721

Rmin = 1
µ = −30.626118
σ = 4.792057
p = 0.186

1860-1879 Rmin = 1
α = 2.532562
p = 0.189

Rmin = 12
µ = 0.08234484
p = 0.003

Rmin = 1
µ = 1.269463
p = 0

Rmin = 1
µ = −7.279544
σ = 2.480881
p = 0.197

1880-1899 Rmin = 3
α = 2.658096
p = 0.223

Rmin = 84
µ = 0.01255286
p = 0.67

Rmin = 1
µ = 1.216067
p = 0

Rmin = 5
µ = −5.920010
σ = 2.291455
p = 0.584

1900-1919 Rmin = 3
α = 2.795804
p = 0.001

Rmin = 47
µ = 0.01875625
p = 0.064

Rmin = 1
µ = 1.197611
p = 0

Rmin = 7
µ = −20.806110
σ = 3.752783
p = 0.001

1920-1939 Rmin = 7
α = 2.636928
p = 0.063

Rmin = 90
µ = 0.01074621
p = 0.514

Rmin = 1
µ = 1.094216
p = 0

Rmin = 11
µ = −11.385738
σ = 3.071208
p = 0.738

1940-1959 Rmin = 2
α = 3.339249
p = 0

Rmin = 68
µ = 0.0181202
p = 0.886

Rmin = 1
µ = 0.5954598
p = 0

Rmin = 1
µ = −2.467482
σ = 1.333142
p = 0

1960-1979 Rmin = 1
α = 4.198562
p = 0

Rmin = 1
µ = 2.454067
p = 0

Rmin = 1
µ = 0.1825004
p = 0

Rmin = 1
µ = −6.231822
σ = 1.609130
p = 0

1980-1999 Rmin = 1
α = 3.479212
p = 0

Rmin = 2
µ = 1.154287
p = 0

Rmin = 1
µ = 0.390401
p = 0

Rmin = 1
µ = −6.062233
σ = 1.795392
p = 0

2000-2015 Rmin = 1
α = 3.855568
p = 0

Rmin = 2
µ = 0.954044
p = 0

Rmin = 1
µ = 0.2859205
p = 0

Rmin = 1
µ = −118.983190
σ = 7.210826
p = 0
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Table 6: Parameters and p-values for the distributions shown in Table 2, when applied to the distribution of
products. The p-values were calculated running 1,000 simulations.

Parameters

Period Power-law Exponential Poisson Log-normal

Before 1860 Rmin = 2
α = 2.314181
p = 0.049

Rmin = 59
µ = 0.0187567
p = 0.718

Rmin = 161
µ = 203.6254
p = 0.207

Rmin = 1
µ = −718.58135
σ = 23.31244
p = 0.049

1860-1879 Rmin = 1
α = 2.451058
p = 0

Rmin = 68
µ = 0.01125429
p = 0.941

Rmin = 1
µ = 1.671426
p = 0

Rmin = 1
µ = −16.007938
σ = 3.667497
p = 0.011

1880-1899 Rmin = 5
α = 2.479312
p = 0.513

Rmin = 2
µ = 0.8289619
p = 0

Rmin = 1
µ = 1.511293
p = 0

Rmin = 1
µ = −3.909269
σ = 1.944246
p = 0

1900-1919 Rmin = 8
α = 2.467412
p = 0.476

Rmin = 2
µ = 0.8198701
p = 0

Rmin = 1
µ = 1.435699
p = 0

Rmin = 1
µ = −1.929820
σ = 1.488447
p = 0

1920-1939 Rmin = 11
α = 2.388553
p = 0.881

Rmin = 2
µ = 0.8359276
p = 0

Rmin = 1
µ = 1.333986
p = 0

Rmin = 20
µ = −17.738687
σ = 4.029873
p = 0.881

1940-1959 Rmin = 1
α = 2.947494
p = 0

Rmin = 2
µ = 1.148441
p = 0

Rmin = 1
µ = 0.7163911
p = 0

Rmin = 1
µ = −3.183353
σ = 1.522464
p = 0

1960-1979 Rmin = 1
α = 4.126991
p = 0

Rmin = 63
µ = 0.0152121
p = 0.13

Rmin = 1
µ = 0.2046896
p = 0

Rmin = 1
µ = −10.352775
σ = 2.075666
p = 0

1980-1999 Rmin = 1
α = 3.211598
p = 0

Rmin = 2
µ = 0.9182153
p = 0

Rmin = 1
µ = 0.576151
p = 0

Rmin = 1
µ = −8.801885
σ = 2.259969
p = 0

2000-2015 Rmin = 1
α = 3.672836
p = 0

Rmin = 2
µ = 0.9465415
p = 0

Rmin = 1
µ = 0.3613914
p = 0

Rmin = 1
µ = −206.291472
σ = 9.765858
p = 0
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Table 7: Most synthesized products. Abbreviations can be found in Appendix A.

Before 1860 1860-1879 1880-1889 1900-1919 1920-1939 1940-1959 1960-1979 1980-1999 2000-2015
1 NH3 NH3 NH3 NH3 BZA H2O H2O PhCHO Glc
2 H2O CO2 CO2 CO2 NH3 CO2 H2 CO2 CO2
3 CO2 AcOH MAC BZA CO2 CH2O H2S Ethene PhCHO
4 S HCl BZA H2O MAC Methane O2 Methane Ph2
5 HCl BZA H2O PhNH2 AcOH AcOH CO BZA CuO
6 O2 MAC PhNH2 AcOH H2O BZA CO2 C6H6 H2
7 Cl2 H2O AcOH OA OA Acetone B(OH)3 PhAc ZnO
8 Hg OA OA MAC FA HCl Ag CO PhAc
9 SO2 H2S HCl PhCHO CH2O MAC N2 Ph2 BZA
10 H2 S EtOH HCl HCl NH3 FC Acetone CO

Table 8: Top-10 targets over the history of chemistry. Abbreviations are found in Appendix A

Top Before
1860

1860-
1879

1880-
1889

1900-
1919

1920-
1939

1940-
1959

1960-
1979

1980-
1999

2000-
2015

1 I2 MAC MAC BZA MAC MAC H2S TPPO Glc
2 OA BZA BZA CO2 BZA CO2 TBTC CO2 CuO
3 CO2 I2 PhA MAC CO2 BZA TBTB BZA ZnO
4 Hg OA NH3 NH3 I2 HCl Ag PhCHO NiO
5 Cl2 AcOH OA I2 OA Acetone FC Ph2CO CO2

6 H2 DHBZA H2O OA AcOH CH2O B(OH)3 PhAc CoO
7 MAC NH3 CO2 PhNH2 NH3 MeCHO Ag2S NPhOH MBPh
8 BZA PhA PhNH2 PhCHO HCl AcOH H2O Ph2S2 BZA
9 HgO H2S I2 H2O MeCHO H2O TMTC EDBB Pd
10 NH3 HCl AcOH AcOH CH2O H2S UF6 CuO Ph2

printed sources, including handbooks of organic and inorganic chemistry [136]. It was found that new
substances were being reported exponentially at a rate of r = 5.5% during that period. A second
study considered only organic substances from Beilstein database (now part of Reaxys) for the period
1850-2004; they found that the organic chemical space was also growing exponentially, at a rate of
r = 8.3% before 1900 and r = 4.4% afterward [39].

For the entire chemical space, we observed that the annual number of new compounds grows
exponentially (Figure 5), following a switching model [87]. The growth fitting was calculated by
linear regression methods and the equation for the annual number of new compounds is given by:

st = 8.18× 10−33e0.04324t, (2.1)

where t is a year between 1800 and 2015.
A salient feature is the effect of the World Wars, which appears as two dips in Figure 5. At its

lowest point, WW1 set the production of new substances to numbers reported 37 years back, while
WW2 set-back production by 16 years. The devastating effect of WW1 is due to the concentration
of the chemical industry around Germany in pre-WW1 times [42]. In fact, WW1 led to the rapid
strengthening of chemistry in the USA and other non-German countries [42], which is likely the
reason why the drop in production during WW2 was not as dramatic. These results are the first
quantitative account of the effect of World Wars on substance production.
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2.5 Chemical space density changes

The chemical space is expanded by the discovery of new reactions or new substances. Chemical
reactions serve at least two purposes: to make or use new substances through new reactions, or to
discover a new reaction involving only known substances. We wonder what was the role of these
two dynamics of space expansion throughout the history of chemistry. If we define the density of the
chemical space in the year y, as the number of new reactions over the number of new substances
reported that year, we see that the first type, which we call "new substance" reactions, can stall (if
it involves only one new substance) or decrease the density of the chemical space (if there is more
than one new substance per reaction). While the second type, or "wiring reactions", increases density.
Figure 5, shows an increase in density over nearly a century (1800-1883), suggesting that wiring
reactions were reported at a faster rate than the new substances reactions during this period. To
verify this, we calculated the number of reactions of each type, whose evolution over time is shown
in Figure 6. Indeed, the slope of the wiring reactions is greater than that of the reactions of new
substances for this period. From 1883 and for five decades, there is a fall followed by a stagnation of
density. This is due to a decrease in the rate at which wiring reactions were reported during this
period, as Figure 6 shows. Around 1930, there is a dramatic drop in density that spans seven decades.

Figure 6 shows that the rate at which wiring reactions were reported decreased after 1930, while
the rate at which new substances reactions were reported maintained a stable growth. We wonder
if this change in the purpose of chemists to develop new reactions, now focusing on the use and
discovery of new substances, brought about a change of emphasis in the type of substances used or
produced. We wonder, for example, if chemists focused on more or less complex substances during
this period. For this, we use the number of atoms and the molecular weight associated with each
substance as a proxy for molecular complexity. Figure 7 shows the evolution of the average number
of atoms per substance (black, left axis) and the evolution of the average molecular weight (red,
right axis). Figure 7 shows that the average number of atoms per substance has grown steadily
throughout the history of chemistry, with one exception: starting in 1930, the trend shifted toward
the use and production of substances with more atoms, compared to the trend of the previous three
decades; This was followed by a drop in the average number of atoms that lasted until 1950. On
the other hand, the average molecular weight fluctuated during the first regime of space exploration,
i.e., 1800-1860. This was followed by an increase in molecular weight lasting seven decades. Around
1930, the molecular weight gain plateaued and by 1950, it declined.

The above observations show that the drop in density around 1930 was due to a decrease in
the number of wiring reactions, a steady growth in the number of new substance reactions, and the
emphasis that chemists placed on using and producing new substances with more but lighter atoms.
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Figure 5: Growth of the chemical space: Annual number of new compounds (red, left axis). Annual number
of new reactions (black, left axis). Density of the chemical space, defined as: Density = New reactions(y)/New
substances(y); (blue, right axis)

Figure 6: Chemists focused on producing new substances rather than discovering new ways to produce
existing ones.
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Figure 7: Chemists produced molecules with more but lighter atoms.
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3.1 Similarity, atomic weights, and the expanding chemical space

A system of chemical elements is a structure depicting similarity and order relations among elements
[76]. Chemical similarity arises from patterns of affinity of elements for other substances in chemical
reactions [77]. For instance, alkali metals react with cold water to produce hydroxides such as LiOH,
and NaOH; also, they react with oxygen to produce oxides like Li2O and Na2O. Chemical similarity
can therefore be addressed by comparing the empirical and molecular formulas of compounds of
two elements and using Mendeleev hypothesis that ‘[...] the elements, which are most chemically
analogous, are characterized by the fact of their giving compounds of similar form [...]” [77, 97].
Coming back to the alkali metals, they are chemically analogous for many of their given compounds
are of the same form, as illustrated by the examples XOH and X2O. On the other hand, order comes
from atomic weights, which are estimated by finding the smallest common combining weight of a
large set of molecular formulas containing a reference element [124]. These observations tell us that
similarity between elements can be quantified by computing the number of forms they share [77],
and therefore the outcome system strongly depends on the known chemical space [83], i.e., known
substances and their molecular formulas.

UNESCO declared 2019 the "International Year of the Periodic Table", celebrating the 150th
anniversary of the formulation of a periodic system of chemical elements around 1869, almost a
decade after the Karlsruhe congress (1860) brought a standardized table of atomic weights and,
in consequence, a normalization of molecular formulas. But substances were being reported at an
exponential rate, from the beginning of the nineteen century to 1869, and different tables of atomic
weights were reported within that period, what was then the impact of the changing chemical space
in the formulation of the system? Was the chemical space rich enough ever before the 1860’s for
chemists to formulate a periodic system that included most known elements? In this chapter, we
aim to investigate these questions [74]. First, we report on the changing diversity of the chemical
space between 1800 and 1869, then, we explore how the periodic system evolved from 1800 until its
formulation, and finally, we investigate the impact of different nineteenth-century tables of atomic
weights upon their systems.

3.2 Evolution of the chemical space (1800-1868)

Reaxys database is a corpus of empirical data on reactions, substances, and associated bibliographic
sources, which has shown great potential for historical studies of chemistry [84, 119]. On January
2017, we retrieved records of reactions and substances reported from 1771 up to 1868 (two months
before the publication of the first Mendeleev’s system of elements [47]), accounting for 11,356
substances involved in 21,521 single-step reactions. Most records are credited to Gmelin’s Handbook
and were compiled from leading nineteenth-century journals [74]. Our data includes substances, their
contemporary molecular formulas, and their earliest publication year in a chemical reaction. We
manually curated 245 formulas coming from crystallisation species reporting non-integer stoichiometric
coefficients (for instance, CdCO3*0.5H2O was curated as CCdHO3.5). Furthermore, we discarded
substances with intervals as stoichiometric coefficients (for example Ta1.15−1.35S2). Also, we discarded
substances containing Er, Yt, and Di, that were problematic by 1868 (Appendix B). Our proxy for
the chemical space by 1868 amounts to 11,356 substances composed of the 60 elements depicted in
Figure 8.

Chemists reported new substances at an exponential rate [84], from just a few in 1800 up to
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Figure 8: Current system of chemical elements: elements known by 1869 (black), undiscovered elements
(grey), and mixtures that were thought to be elements (red). Elements in black were considered in this study.

around 11 thousand by 1868 (Figure 9a). As a proxy for diversity changes, we studied how the
number of new combinations of elements in molecular formulas changed over time (for instance, HOS
is the combination associated with H2SO4). New combinations were reported exponentially from
1800-1868 [84] albeit not at the same rate as new substances as shown in 9a. The pink curve shows
that the percentage of combinations accounting for 80% of the space dropped from 70% around 1800
to 36% in 1868. In contrast to new substances, the number of new combinations was not increasing
during 1830-1850, which translated into a very rapid decline in diversity, as shown by the pink curve.
After 1850, the growth of the number of new combinations resumed and slowed down the dropping
diversity.

Figure 9b provides further details about the turning point of 1830: around 1800, the chemical
space was mainly populated by O, H, and C compounds; then, during the first quarter of the century
their presence was reduced, which indicates that chemists explored new combinations of other elements
(Figures 9c and 10). During this period the number of new substances and of new combinations
grew jointly (Figure 9a). As shown in Figure 9c, CHO and CHNO reached their minimum around
1830 and then followed a steady growth; this emphasis on CHO and CHNO lasted until 1868 (Figure
9c). This pattern and the rapid increase in the number of C, H, and N compounds, is a consequence
of the organic revolution [65, 124], which left two periods: before 1830 when most new combinations
were metallic, and afterward when most were organic (Figures 9c, and 9d; Table 9). Figure 10 shows
the growing occupancy of organic chemistry after 1830, where substances containing typical organic
molecular fragments exploded, in contrast with those containing inorganic ones.

To continue assessing changes in diversity within the period 1800-1868, we turn our attention to
the number of elements present in combinations, which we will call their size (Figure 9e). Substances
of size 3 were the most abundant during the first two-thirds of this period, accounting for 30% of the
space, surpassed only in 1842, by compounds of 4 elements, which came to cover 38% of the space
by 1868. By then, compounds of size 5 were the third most abundant set in the space: despite a slow
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Figure 9: Diversity of the chemical space up to 1869. a) Absolute (left axis [l.a.]) and cumulative values
(right axis [r.a.]) of new substances and combinations. b) Percentage of chemical space spanned by some
elements. These percentages are non-additive, e.g. H2O contributes to both H and O counts. c) Percentage
of chemical space spanned by different combinations. d) Percentage of chemical space spanned by some
combinations containing metals. e) Percentage of chemical space spanned by substances made of n elements.
After 1811 the number of uncombined forms (unary substances) in which elements appeared exceeded the
number of known elements as a consequence of the allotropic forms and polymorphs of elements. For instance,
by 1868 sulfur had nine uncombined forms. f) Cumulative number of elements (r.a.) and percentage of
theoretical combinations of different sizes actually observed (l.a.).
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Table 9: Most frequent combinations. Combinations including metals are in red and those made of metals
and carbon are highlighted in gray.

1800 1805 1810 1815 1820 1825 1830 1835 1840 1845 1850 1855 1860 1865 1868

CHNO CHNO CHNO CHNO CHNO CHNO CHNO CHO CHO CHO CHNO CHNO CHO CHO CHO

CHO CHO CHO CHO CHO CHO CHO CHNO CHNO CHNO CHO CHO CHNO CHNO CHNO

CCuHO CHNaOCHNaO CHKO CHKO CCuHO CHKO CHKO CHN CClHO CHN CHN CHN CHN CHN

CHN OS CHKO CHNaO CHNaO CHKO CCuHO CHNaO CClHO CHOPb CClHO CClHO CClHO CClHO CClHO

CHNaO CHKO HNO CHOPb CHOPb CHNaO CHNaO CCuHO CHKO CHN CCuHO CCuHO CHOS CHOS CHOS

Cu CCuHO OS HOSb HOSb CHOPb HNOP CHN CCuHO CCuHO CHOPb CHOPb CCuHO BrCHO BrCHO

NaOS CCaHOCCaHO HNO CCuHO NaOW CHOPb CHOS CClH CHKO CHOS CClHNO CClHNO CClHNO CClHNO

OS ClHg CoHO OS HNOS HOSb NaOW HNOP CHNaO CHOS CClHNO CHOS CHNOS CHNOS CHNOS

CCuO CHN CCuHOCCuHO HNOSe HNOS HNOS CHOPb CHOS CClHNO CHKO CHNaO CHOPb CClH CClH

CH Cu ClHg HNOS HNO KS HOSb HNOS CHOPb CClH CH CH CClH CCuHO CH

CHgNO NaOS NaOS OSb OS HNOSe KS CHNS HNOS CHNaO CClH CHKO CH CH BrCH

CNaO CuO AsO CCaHO OSb OS OS CCaHO CH HNOS CHNaO CClH CHNaO CHOPb BrCHNO

ClCu HNO CoO CoHO CCaHO CrO CrO NaOW CClHNO CH CHNS CHNS CHNS CHNaO CCuHO

ClCuHO AsHO NO ClHg NO CFeN AsHNaO KS CHNOS BrCHO HNOS BrCHO BrCHO BrCH CHNaO

ClH AsO Fe AsO CrO CHNS CHN OS FeHKOSCHNOS BrCHO CHNOS CHKO CHNS CHNS

ClHN CO AsHNiOHNOPbHHgOSe SSb FeHKOS CrO HNOP CHNS CHNOS HNOS AgCHNO CHKO CHOPb

ClHNaOPtClHNTi HOSSn NaOS CoHO HNO HNOSe FeHKOS CCaHO FeHOS CCuHNO CHMgO CHIN CHIN CClHN

ClNa ClO CHN CoO ClHg OSb CFeN NO HOS ClHNPt FeHOS CCuHNO HNOS CHS CHIN
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Figure 10: Typical organic, inorganic and organometallic molecular fragments. Left: distribution of tC-M
means that at least one bond between C and M (see below) is reported on the table. It does not necessarily
mean that C and M are bonded by a covalent bond. The structures of the analysed molecular fragments are
shown on the right. In the inset, M stands for a metal, with M={Li, Be, Al, Si, Fe, Co, Zn, As, Rh, Sb, Pt,
Hg, Tl, Pb, Bi}. Right: Molecular fragments used to explore the evolution of the chemical space.



30 Chapter 3. Chemical space and similarity in the system of chemical elements

start (accounting for less than 3% for almost two decades), their presence began to increase steadily
after 1818. This coincides with a drop in the percentage of the space covered by binary compounds,
from 27% in 1818 to 8% in 1868. The biggest compounds for this period had eight elements (Figure
9e).

Now we want to investigate how many of the theoretical combinations of a given size were
actually realised during 1800-1868. This number depends on the cumulative number of elements
observed in substances that were involved in reactions up to a given year. This number went from
11 elements in 1800 to 60 in 1868 (Figure 9f). Since the theoretical number of combinations of
size s is theo(n, s) =

(
n
s

)
, we define the theoretical number of combinations of (up to) n elements

as theo(n) =
∑n
s=2

(
n
s

)
. For instance, the number of theoretical combinations on 11 elements is

2,036 while there are 1.15× 1018 on 60 elements. This is a rough upper bound disregarding valency
and compound stability. The percentage of theoretical combinations actually observed (Figure 9f)
corresponds to exp(n, s)/theo(n, s), where exp(n, s) is the number of substances whose combination
contains s of the n elements available.

The nineteen century began with a rapid growth in the cumulative number of elements and
the corresponding explosion of theoretical combinations (Figure 9f), which lasted until 1818. This
explosion brought a rapid drop in the fraction of realised combinations. Once it slowed down, more
combinations were observed increasing the proportion of realised theoretical combinations. In the
mid-1840s a few more new elements came, reducing again the proportion of realised combinations,
which coincides with a strong drop in the number of new substances, from 300 in 1842 to 163 in 1846
(Figure 9a). As expected, binary combinations were always closer to their theoretical possibilities
than combinations of more elements. By 1825, after the stabilisation of the number of new elements
in substances, about 10% of the theoretical number of binary compounds was reported (Figure 9f,
inset), a growing percentage not even affected by the emphasis on compounds of three, four, and
five elements (Figure 9e). In fact, by 1868 about 23% of the possible binary compounds (with 60
available elements) were already known (Figure 9f, inset).

3.3 Evolution of the system of chemical elements (1800-1868)

In this section, we investigate how the evolution of the chemical space affected the system of
chemical elements using a data-driven approach. Historians have concluded that the ripe moment for
formulating the system came in the 1860s [10, 134], due largely to the standardised set of atomic
weights and the associated normalisation of molecular formulas as a consequence of the Karlsruhe
conference in 1860. But up to now, there is no account of how the evolution of the chemical
space affected the system. We wondered whether the chemical space became rich enough for the
formulation of the system only in the 1860s; or whether it could have been formulated earlier. We also
assessed the impact of different nineteenth-century tables of atomic weights and their corresponding
formulas upon the resulting systems. We analysed the interplay between the chemical space and the
system of chemical elements from two perspectives, one using contemporary formulas and another
one using formulas reconstructed from the atomic weight tables of nineteenth-century chemists.
The contemporary approach “sees” the chemical space of the nineteenth-century through the eyes
of twenty-first-century chemistry. For instance, the nineteenth-century formulas for water is H2O,
while Dalton’s was OH. Reaxys provides this data. The nineteenth-century-tables approach considers
the evolution of the chemical space using formulas reconstructed from a given nineteenth-century
table using an algorithm described below; in this approach, for instance, we use Dalton’s table
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to reconstruct his formulas, which yields OH, Dalton’s known formula for water. Therefore, the
nineteenth-century-tables approach attempts to use the formulas of the leading chemists of that time.

3.3.1 Contemporary approach to the evolution of the system
Our approach to quantifying similarity among chemical elements is illustrated in Figure 11 (see
Appendix B for a detailed description). This measure of similarity computes the number of forms
shared by two elements [77], which follows Mendeleev’s idea of similarity between elements [97].
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Figure 11: Similarity among chemical elements. Toy chemical space of 13 substances. Each compound
provides an arranged formula for an element in the given formula when Cl or Br is replaced by A and the
elements are lexicographically ordered. Arranged formulas of element A are gathered in FA, which is a multiset
as elements may appear more than once, e.g. A2C2H2 appears twice in FBr (B). The similarity of an element
x to the element y is given by s(x→ y), which is the probability of x having a common arranged formula
with y. In chemical terms, it is a measure of substitutability. This similarity is an asymmetric relation [99],
e.g. s(Br → Cl) > s(Cl → Br), and generalizes that used in [77]. For instance, by 1869 we have s(Br →
Cl)=344/659=0.52, while s(Cl → Br)=349/1,556=0.22. This means that Br could be substituted by Cl
to obtain a known compound in roughly half of Br combinations, whereas Cl could be substituted by Br in
about one-fourth of those of Cl

We display only maximal similarities for each element since it is customarily to present a system
of chemical elements as tables, where similarities between neighbouring elements are the largest.
Non-maximal but important similarities can be recovered from sequences of maximal similarity
relationships, for instance, Li being most similar to Na and Na to K means that likely Li is quite
similar to K as well (Figure 13). Families (groups) of elements on periodic tables will therefore appear
as elements related by maximal similarities. After determining the maximal similarities of chemical
elements, all that remains is to retrieve the system of elements it to arrange them according to atomic
weight. We depict these systems as similarity networks. Figure 13a-c presents three of them. All 69
networks can be found in the Interactive Information.

Despite the increasing number of elements (Figure 9f), the number of maximal similarities
decreased over time, from a maximum of 166 in 1818 to 69 in 1862 (Figure 12). This indicates

https://mchem.bioinf.uni-leipzig.de/1868/main.html
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that as chemists expanded the chemical space, they were converging towards a core set of similarity
relationships. To assess this convergence, we calculated the similarity between systems resulting from
each year in the period 1800-1868 (Figure 14a). The reddish region around the diagonal in Figure
14a indicates high similarity among adjacent years, in particular, the most similar periodic system of
any year is always one of an adjacent year. The dark blue regions around the early years indicate that
those systems transformed completely within the span of a few years and are essentially different
from the system at the end of the period. Similarities in this early quarter of the century were mainly
related to forms such as chlorides, oxides, hydroxides, sulfates, and other typical inorganic compounds
(Interactive Information). By 1826, there was a sharp transition, as revealed by the light blue-yellow
square in Figure 14a, which indicates that around 40% of the similarities found in 1826’s system are
also present until 1868. Some of these early known similarities were Ag → K and Pt → Pd, caused
mainly by their inorganic compounds. Other similarities showing up a decade later were K → Na, Hg
→ Cu, Si → Ti, Fe → Co and Ni → Co, which were also mainly caused by inorganic compounds.
Interestingly, famous nineteenth-century systems as those published by Meyer and Mendeleev in
the 1860s, depict Cu and Ag as similar elements (Figure 40), mainly due to the similar low oxygen
content of their oxides [95]. However, our results show that, ever since 40 years earlier, Cu had been
more related to Zn group, mainly for its dominating +2 valence, and Ag to K, for its dominating +1
valence (Figure 13). By 1826, known chemical families such as halogens and Fe, Co, Ni were already
formed (Figure 13a-c).

Figure 12: Number (orange) and percentage (blue) of realised maximal similarities. The orange curve shows
the number of maximal similarities among elements for the system of year y (sy), that is the number of
arrows in networks of Figure 13a-c. The percentage of realised maximal similarities among chemical elements
over time (blue curve) is calculated as (sy/uy)× 100, where uy is the possible number of relationships for
the year y, corresponding to uy = ny × ny, with ny the number of known elements in year y.

The reddish region between columns 1826-1860 and rows 1835-1845 (Figure 14a) shows that
about 80% of the similarities of the systems observed between 1835 and 1845 were present since
1826 and lasted until 1860. During the 1860s, similarity dropped down to about 60%. The period
after 1845 shows that most similarities observed after this year lasted, and some others were just

https://mchem.bioinf.uni-leipzig.de/1868/main.html
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transient, for instance, those of Nb, Ta, Rb and Cs.
Element discovery and tie-breaking drove the convergence to the 1868’s system. In the early

years of the century, only a few compounds were known as to unveil those similarities by 1868. For
example, up to 1825, no combinations of Ce were known, which caused this element to be similar to
almost any other element (Figure 13a). The first compound of Ce, Ce2S3, was reported in 1826,
which brought Ce closer to other elements bearing the form (sulfide) X2S3 and pruned similarity
networks for the years to come, reflected in the transition on 1826. This mechanism was triggered by
several newcomer elements, eventually leading to the systems of 1837-1845, which reproduced 80%
of the similarities observed up to the 1860s. Therefore, a fairly accurate system could have been
proposed as early as the 1840s. But atomic weights were still not standardised by then and different
formulas were probably presumed for several compounds. We will estimate the effect of different
atomic weight tables in the next section.

A system of elements with the most frequent maximal similarities of elements is depicted in Figure
13d, which we regard as the backbone of the periodic system from 1800 up to 1868. It shows known
families of elements including alkali metals, halogens, chalcogens, pnictogens (without N), and {Fe,
Co, Ni}, plus well-known families of transition metals such as {Pd, Pt, Ir} and {Mo, W, Ta}.

The values of maximal similarities are actually very small: more than 80% of the similarities had
values lower than 0.1. The lowest similarity values ever recorded corresponded to those of organogenic
elements. This fits Mendeleev’s concept of “typical elements” [94, 96], today called singularity
principle or uniqueness of second-period elements [117], which indicates that these elements hold
weak similarities with elements of their families [48].

If the similarities were so small, how could they become so noticeable to chemists? This is
even more surprising if we consider that each nineteenth-century chemist may not have had the
complete knowledge provided to us by the database. We believe it has to do with ubiquity: these
similarities span over the whole spread of the chemical space so that they are equally visible in any
reasonably-sized portion of the chemical space. To test this hypothesis, we took random samples of
different sizes of the space, for every year, and analysed how often the maximal similarities among
elements were present in the samples. We found that most of the similarities observed in the first
quarter of the nineteenth-century required more than 50% of the chemical space to be detected,
indicating that in this period similarities of different elements were focused on different regions of
the chemical space, hindering the discovery of the patterns of the system (Figure 14b). As time
went by, especially after 1830, similarities became more ubiquitous and easier to detect. This effect
is particularly intense for similarities among organogenic elements, as they were spread among the
increasingly large number of organic compounds, which promptly became the majority of the chemical
space. For instance, the similarity S → O, detected as early as 1800, required at least 65% of the
1800 space to be observed, while by 1840 this fraction plummeted to 10% and dropped to 5% by
1868 (Figure 14b). In contrast, Ba → Ca required in 1800 three quarters of the space, by 1840 60%
and by 1868 a quarter, that is five times more chemical space than S → O to be detected (Figure
14b). Therefore, the redundancy of the space on organogenic compounds facilitated the detection of
similarities among organogenic elements, which contrasts with those of the transition metals, whose
detection demanded the examination of a larger fraction of the chemical space.

This explains why nineteenth-century chemists, such as Meyer and Mendeleev, struggled with
similarities among transition metals [46, 54, 79, 94, 96, 100–102, 109] (Figure 40, Table 12 Appendix
B). Mendeleev also faced problems with the similarities of In and the rare earths he included in
his system (Table 12 Appendix B) [148]. Remarkably, detecting In → Al by 1869, as Meyer did,
required more than 75% of the chemical space (Figure 14d). Examples of other similarities requiring
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large amounts of chemical space to be detected were Zn → Mg, Nb → P,1 and Nb → Sb. The
first of these is explicit in Mendeleev and Meyer’s 1869/70 systems (Figure 40), and the other two
are explicit in Meyer’s system and discussed as similarities by Mendeleev [94] (Figure 40, Table 12
Appendix B). Overall, we found that about 53% of the similarities among chemical elements arising
from the chemical space were recovered by Meyer in his 1864 and 1868 systems (true positives, Table
13 Appendix B). Almost a quarter of nonsimilarities of the 1864 chemical space were observed as
similarities by Meyer (false positives, Table 13 Appendix B). This fraction plummeted in 1868 to
about 7%. At any rate, the best agreement between Meyer’s systems and the system allowed by
the chemical space was achieved in 1869/70, when 62% of the similarities of the space were gauged
by his system, while there were only 6% nonsimilarities observed as similarities. Mendeleev, in turn,
attained 58% and 10% of true and false positives, respectively (Table 13 Appendix B). Note that the
(dis)agreements here discussed are based on the similarities reported by the two chemists in their
systems, which were abundant and detailed in Mendeleev’s case and very seldom discussed by Meyer,
in which case similarities needed to be interpreted from his periodic tables. Also, the greater detail of
Mendeleev’s discussions on similarity is expected to yield a higher rate of false positives, due to our
methodology being based on maximum similarities.

3.3.2 Historical approach to the evolution of the periodic system
The contemporary approach to the evolution of the system of chemical elements is based on the
current table of atomic weights and molecular formulas. Nevertheless, analysing the historical
evolution of the chemical space and its influence on the system requires considering the history of
the atomic theory. That is, it requires considering the various nineteenth-century competing sets of
atomic weights associated with different theoretical and experimental settings [123, 124], which led
to chaos of formulas [12]. Since different atomic weights produce different orderings of the elements
and different formulas, then chemists working with different systems of atomic weights may find
distinct different systems, even if they worked with the same experimental data. Here we analyse
the possible systems resulting from the different nineteenth-century chemical spaces that result from
different atomic weight tables proposed over the period 1800-1868.

In the nineteenth-century, empirical data on composition came in the form of mass percentages for
each element. For instance, Dalton knew that water was made of 88% and 12% by weight of oxygen
and hydrogen, respectively. From Dalton on, chemists assumed formulas for key compounds such as
water, ammonia, and oxides. Thus, chemists selected an element and assigned a reference atomic
weight to it, upon which atomic weights of other elements were relative. The initial assumptions
thus propagate through all the calculations, therefore creating a different chemical space for each
chemist (Figure 15a). For example, Dalton’s reference was an atomic weight of 1 for hydrogen. He
assumed HO as the formula of water, therefore yielding an atomic weight of 7 for oxygen. This leads
to molecular formulas of oxides whose coefficients are around half of those we know today. The
determinations were made even more difficult by the varying quality of the experimental data [123,
124].

We gathered 13 sets of atomic weights (Table 10), corresponding to data published by Dalton
(1810) [27], Thomson (1813) [147], Berzelius (1819 [17] and 1826 [14–16]), Gmelin (1843) [46],
Lenßen (1857) [79], Meyer (1864 [101], 1868 [120] and 1869/70 [102]), Odling (1864) [109], Hinrichs
(1867) [54] and Mendeleev (1869) [96], plus the current accepted atomic weights. Starting with
Gmelin, these systems of atomic weights were proposed by authors who actually devised systems
[134]. Although neither Dalton, Thomson nor Berzelius aimed at devising systems, they were some of
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the key figures in the development of the atomic theory [123, 124], which is why we also explored the
effects of their atomic weights upon the systems that could have been obtained from their respective
chemical spaces. Figure 43 (Appendix B) shows the elements comprised by each system of atomic
weights, which range from 30 for Dalton to 60 for Mendeleev. Information on the selection of these
elements is found in Table 14 (Appendix B).

As any system of chemical elements is based on ordering and similarity of its chemical elements
[76], we analysed the different orderings of elements associated to each set of weights. In all cases,
they agreed in more than 80%, even with the current atomic weights (Table 15 Appendix B). This
indicates that the ordering relationships among elements were rather stable since the beginning of
the nineteenth-century. To determine element similarities it is necessary to reconstruct the formulas
spanned by each system of atomic weights (Figure 15a). As there is no systematic record of the
chemical formulas corresponding to the assumptions of each chemist, we devised an algorithm to
obtain approximate formulas meeting the assumptions of the chemists here analysed (B). This
entails, for instance approximating the current Fe2O3 to FeO3 according to Dalton (Figure 15a).
Our procedure takes all Reaxys formulas known by the time of publication of each chemist’s atomic
weights and rescales the modern formulas with 20 levels of tolerance (B). Often, the higher the
tolerance, the lower the perturbation of Reaxys formulas.

For each system associated to each chemists-tolerance, we calculated the fraction of 1868
similarities it contains. This quantifies how close could have been the similarities known by 1868 of
being detected by each chemist (Figure 41). For the sake of comparison, this fraction was normalised
by the actual fraction of 1868 similarities that could have been observed by the time of chemist’s
publication (Figure 15b, red). That is, for instance, normalising Berzelius 1819 similarities with those
provided by the actual 1819 chemical space. As a chemist’s space could lead to several transient
similarities not standing the test of the time, we also quantified chemist’s fraction of similarities of
this sort (Figures 15b, blue and 42).

By inspecting Figure 15b, we observe how, as the century progressed, chemists’ systems could
have contained more and more 1868 similarities and how transient similarities were further reduced.
There is a remarkable leap with Gmelin, who becomes a turning point in the trends, separating
systems with many transient similarities and few standing the test of time (on Gmelin’s left in Figure
15b) from systems rich in 1868 similarities and with very few transient similarities (on Gmelin’s right
in Figure 15b). Gmelin’s system contains about 78% of the 1868 similarities and about 40% of
his similarities are transient. This is actually an improvement when contrasted with the systems of
his predecessors. For instance, Dalton’ system would have had about 10% of 1868 similarities and
93% of transient ones, and Berzelius (1826) 60% and 73%, respectively. The lack of accuracy of
pre-Gmelin systems is caused by the many changes the chemical space underwent. Nevertheless, in
those times, Berzelius’ 1819 system stands out. In spite of its 75% of transient similarities, Berzelius’
atomic weights would have led to a system with 63% of 1868 similarities.

The remarkable separation of the two plots (Figure 15b) after Gmelin shows the strong relationship
between the theoretical and experimental advances the atomic theory brought about and the raise of
the backbone of the periodic system. Interestingly, this is particularly evident in the 1840s and not in
the 1860s as traditionally accepted, which agrees with our contemporary approach results.

By analysing the systems by Meyer and Mendeleev, we found that each new Meyer’ system would
have achieved more 1868 similarities and reduced the number of transient similarities. His last set
of atomic weights would have led to a system with no transient similarities matching 82% of the
1868 similarities. In turn, Mendeleev’ system would have shown 83% of 1868 similarities and would
have contained 6% of transient similarities. These results coincide with the different stances the
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Table 10: Atomic weights as reported by nine nineteenth-century chemists. The primary sources for these figures
are: Dalton [27], pages 546, 547; Thomson [147]; Berzelius 1819 [17]; Berzelius 1826 [14–16]; Gmelin [46], pages 50,
51; Lenßen [79], pages 122, 123 (we assume 1 for H); Meyer 1864 [101], we assume 1 for H; Odling [109], page 642;
Hinrichs [54], pages 13, 14; Meyer 1868 [120, 122]; Mendeleev [96]; Meyer 1869/70 [102], current [93].

Dalton
1810

Thomson
1813

Berzelius
1819

Berzelius
1826

Gmelin
1843

Lenßen
1857

Meyer
1864

Odling
1864

Hinrichs
1867

Meyer
1868

Mendeleev
1869

Meyer
1869/70 Current

H 1 0.132 6.2175 6.244 1 1 1 1 1 1 1 1 1.008
O 7 1 100 100 8 8 16 16 16 16 16 15.96 15.999
C 5.4 0.751 75.33 75 6 6 12 12 12 12 12 11.97 12.011
N 5 0.878 77.26 88.518 14 7 14.04 14 14 14.04 14 14.01 14.007
S 13 2 201.165 207.58 16 16 32.07 32 32 32.07 32 31.98 32.06
P 9 1.32 392.3 196.15 31.4 16 31 31 31 31 31 30.9 30.973
Cl 33 4.498 142.65 220 35.4 17.7 35.46 35.5 35.5 35.46 35.5 35.38 35.45
Na 28 5.882 581.84 290.92 23.2 23 23.05 23 23 23.05 23 22.99 22.989
K 42 5 979.83 487.915 39.2 39.11 39.13 39 39.1 39.13 39 39.04 39.0983
Ca 24 2.62 512.06 256.03 20.5 20 40 40 40 40 40 39.9 40.078
Mg 17 1.368 316.72 158.36 12.7 12 24 24 24 24 24 23.9 24.305
Sr 46 5.9 1094.6 547.3 44 43.67 87.6 87.5 87.6 87.6 87.6 87 87.62
Ba 68 8.731 1713.86 856.93 68.6 68.59 137.1 137 137 137.1 137 136.8 137.327
Fe 50 6.666 678.43 339.215 27.2 28 56 56 56 56 56 55.9 55.845
Cu 56 8 791.39 395.695 31.8 31.7 63.5 63.5 63.4 63.5 63.4 63.3 63.546
Zn 56 4.315 806.45 403.225 32.2 59 65 65 65.2 65 65.2 64.9 65.38
Ag 100 12.618 2703.21 1351.605 108.1 108 107.94 108 108 107.94 108 107.66 107.8682
Hg 167 25 2531.6 1265.8 101.4 100 200.2 200 200 200.2 200 199.8 200.592
Pb 95 25.974 2589 1294.5 103.8 103.6 207 207 207 207 207 206.4 207.2
Li 255.63 127.8 68.6 6.95 7.03 7 7 7.03 7 7.01 6.94
Be 30 3.6 662.56 331.28 17.7 7 9.3 9 9.3 9.3 9.4 9.3 9.012
B 69.655 135.98 10.8 11 11 11 11 11 10.81
F 75.03 116.9 18.7 9.5 19 19 19 19 19 19.1 18.998
Al 15 2.136 342.333 171.667 13.7 13.7 27.5 27.4 27.3 27.4 27.3 26.981
Si 45 4.066 296.42 277.8 14.8 15 28.5 28 28 28.5 28 28 28.085
Ti 40 389.1 24.5 25 48 50 50 48 50 48 47.867
Cr 703.638 351.86 28.1 26.8 52.5 52.2 52.6 52 52.4 51.9961
Mn 40 7.13 711.575 355.787 27.6 27.5 55.1 55 55 55.1 55 54.8 54.938
Co 55 7.326 738 369 29.6 29.5 58.7 59 60 58.7 59 58.6 58.933
Ni 50 7.305 739.51 369.755 29.6 29.6 58.7 59 58 58.7 59 58.6 58.6934
As 42 6 940.77 470.385 75.2 37.5 75 75 75 75 75 74.9 74.921
Se 495.91 494.59 40 39.7 78.8 79.5 79.4 78.8 79.4 78 78.971
Br 78.4 40 79.97 80 80 79.97 80 79.75 79.904
Rb 85.4 85 85.4 85.4 85.4 85.2 85.4678
Zr 45 5.656 420.21 22.4 33.6 90 89.5 89.6 90 90 89.7 91.224
Ce 45 11.494 1149.44 574.72 46.3 47.3 92 92 140.116
Mo 5.882 596.8 598.56 48 46 92 96 92 92 96 95.6 95.95
Rh 1500.1 750.65 52.1 51.2 104.3 104 104.4 104.3 104.4 104.1 102.905
Ru 52.1 104.3 104 104.3 104.4 103.5 101.07
Pd 14.204 1407.5 714.6 53.4 53.2 106 106.5 106.6 106 106.6 106.2 106.42
Cd 1393.54 696.77 55.8 20 111.9 112 112 111.9 112 111.6 112.414
U 60 12 3146.86 2711.36 217 60 120 120 116 238.028
Sn 50 14.705 1470.58 735.29 59 117.6 118 118 117.6 118 117.8 118.71
Sb 40 1612.9 806.45 129 60 120.6 122 122 120.6 122 122.1 121.76
Te 4.107 806.45 403.225 64 64.2 128.3 129 128 128.3 128 128 127.6
I 783.35 126 63.5 126.8 127 127 126.8 127 126.5 126.904
Cs 133 133 133 133 133 132.7 132.905
Tl 204 203 204 204 204 202.7 204.38
Bi 68 11.111 1773.8 1330.4 106.4 104 208 210 210 208 210 207.5 208.98
Th 59.6 59.5 231.5 231 118 232.0377
In 71 75.6 113.4 114.818
V 68.6 68.5 137 137 139.2 137 51 51.2 50.9415
La 36.1 47 92 94 138.905
Nb 94 93.7 92.906
Ta 1823.15 1152.87 185 92.3 137.6 138 137.6 137.6 182 182.2 180.947
W 56 8 1207.689 1183.2 95 92 184 184 184 184 186 183.5 183.84
Pt 100 12.161 1215.226 1215.23 98.7 99 197.1 197 198 197.1 197.4 196.7 195.084
Ir 98.7 197.1 197 198 197.1 198 196.7 192.217
Os 99.6 99.4 199 199 199 199 198.6 190.23
Au 140 2486 1243 199 98.4 196.7 196.5 197 196.7 197 196.2 196.966
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two chemists had regarding the system. Meyer favoured accurate atomic weights and experimental
information and Mendeleev completeness [49, 122], as noted in the several elements left aside by
Meyer, which were included by Mendeleev.
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https://mchem.bioinf.uni-leipzig.de/1868/main.html
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4.1 Introduction and outline

Graphs are mathematical structures designed to encode binary relationships. Graph theory is a
well developed area of mathematics devoted to these structures, but the networks that result from
empirical data modeling are much less regular and often much larger than the graphs that are best
understood. Therefore, various quantities have been introduced to characterize large-scale behavior
or to identify the particularly important vertices in empirical networks, such as vertex degree and
their distribution, clustering coefficients, betweenness centrality, assortativity, and, more recently,
Forman-Ricci curvature [127].

Undirected and directed graphs are models for binary relations only (definition 1), but many
empirical data sets encode higher order relations [140]. Authorship, for instance, is an undirected
relation possibly among several individuals, in fact, by 2015 a physics paper set a record with more
than 5,000 authors [24]. Chemical reactions, on the other hand, are evocative examples of directed
relations between sets (reactants and products), and at least x% of the reactions reported throughout
history use or produce more than two substances. These systems are not only found in scientometrics
and chemistry but also in physics, biology, computer science, combinatorial optimization, and several
other fields1. Hypergraphs generalize graphs to encode simultaneous interactions between any number
of entities [13, 18, 34, 130]. Several of the graph statistics have consequently been extended to
hypergraphs, including vertex and hyperedge degrees, clustering coefficients [34, 64], and spectral
properties [135]. Most of the commonly used quantities focus on vertices. As graphs and hypergraphs
are models of relations, represented by edges, we shall systematically define and evaluate quantities
assigned to the edges to complement vertex-centered measures.

In this chapter we present a brief review of graph curvature and its limits, then develop the
Forman-Ricci curvature for undirected and directed hypergraphs and use it to explore social and
biological networks, and finish the chapter using the Forman-Ricci curvature to probe the local
structure of chemical space. This chapter is based on the following papers [31, 72, 73, 78].

Before moving to the next section, let us spell out the formal definitions of graphs [51] and
hypergraphs [11, 18].

Definition 1. Let V be a set, called vertices.

i) An undirected graph is a pair G = (V,E), where E is a collection of two-vertex sets {i, j}
called edges.

ii) A directed graph is a pair G = (V,E), where E is a collection of ordered pairs e = (i, j) of
vertices called directed edges. Moreover, i and j are called the tail and head of the directed
edge e.

iii) A hypergraph is a pair G = (V,E), where E is a collection of subsets of V called hyperedges.

iv) A directed hypergraph is a pair G = (V,E), where E is a collection of pairs e = (e1, e2) of
subsets of V . Moreover, e1 ⊂ V is the tail and e2 ⊂ V is the head of the directed hyperedge e.

If E is a set, the structures above are called simple; if E is a list, they are called multi.

1See for instance [3, 8, 19, 43, 64, 67, 76, 103, 150, 158]
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4.2 A very brief story of Forman-Ricci curvature

Recently various notions of “curvature” have been proposed for graphs and other, more general,
discrete structures and applied to detect various local or global properties of such structures2. In
2003, Forman defined his notion of Ricci curvature for cell complexes [41]. While Forman’s definition
applies to general CW-complexes, for our purposes it suffices to explain it for simplicial complexes.
A simplicial complex Σ on a vertex set V = {v1, . . . , vn} consists of a collection of simplices, that
is, subsets of V . When such a subset α contains p + 1-vertices, it is called a p-simplex, because
we can think of this combinatorial object also as a p-dimensional geometric simplex. A 0-simplex
is simply a vertex, a 1-simplex is also called an edge, and a 2-simplex a triangle. We write β < α,
and say that β is a boundary-simplex of α, when the (p− 1)-simplex β is a subset of the p-simplex
α. For the definition of a simplicial complex, it is required that whenever the p-simplex α belongs
to Σ, then so do all its boundary simplices β < α. Thus, for instance, when our simplicial complex
contains the triangle {u, v, w} with vertices u, v, w, it has to contain also the three edges {u, v},
{v, w}, and {u,w}, as well as inductively also the 0-simplices {u}, {v} and {w}. For the definition
of a hypergraph, that is, a formal object of the type considered in this work, this condition will not
be required (see definition 1). Thus, hypergraphs are more general objects than simplicial complexes,
and correspondingly more difficult to treat mathematically, but this generality will be needed to
adequately model metabolic networks, for instance, [73].

Returning to simplicial complexes for the moment, Forman defines functions

Fp : {p− simplices} −→ R (4.1)

by putting, for a p-simplex α,

Fp(α) := #{(p+ 1)− cells β > α}
+#{(p+ 1)− cells γ < α}
−#{parallel neighbors of α},

(4.2)

where, as mentioned, β > α means that the p-simplex α is contained in the boundary of the
(p + 1)-simplex β, and analogously, γ < α means that the (p − 1)-simplex γ is contained in the
boundary of α. And a parallel neighbor of the p-simplex α is another simplex α′ of the same dimension
that is disjoint from α, but either contained in the boundary of some (p + 1)-simplex that also
contains α in its boundary or contains some (p− 1)-simplex in its boundary that is also contained
in the boundary of α, but not both. (As mentioned, the definition applies more generally to cell
complexes, but that is not needed for our present purposes.)
The concept is perhaps most easily understood when we consider graphs. In fact, an undirected graph
is a simplicial complex that has only 0-simplices (the vertices or nodes) and 1-simplices (the edges).
The Forman curvature of an edge e with nodes i, j is simply given by F (e) = 4− deg(i)− deg(j).
Here, the edge is not contained in any 2-simplex, because there are none in a graph, and hence the
first term in (4.2) is 0. It has 2 0-simplices contained in it, its vertices i, j, and hence the second
term is 2. Finally, it has deg(i) + deg(j)− 2 parallel neighbors, the other edges emanating from the
vertices i and j.
Edges connecting nodes with large degrees have very negative Forman-Ricci curvature values, and

2See [53, 86, 127–131, 141–143, 152, 154, 155]
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these are typically edges that play a key role in the cohesion of a network. The Ricci curvature of a
graph therefore can extract important information about the global structure of the graph from local
quantities [73].

4.3 Forman-Ricci curvature of graphs

4.3.1 Undirected graphs
Let G = (V,E) be a (multi)graph with vertex set V and multiset of edges E. The Forman-Ricci
curvature of an edge e = {i, j} ∈ E, as introduced in [127], is given by:

F (e) = we

(
wi
we

+ wj
we
−
∑
el∼i

wi√
wewel

−
∑
el∼j

wj√
wewel

)
(4.3)

where we denotes the weight of the edge e, wi and wj are the weights of vertices i and j,
respectively. The sums over el ∼ k run over all edges el incident on the vertex k excluding e. The
curvature for the unweighted multigraph, with vertex and edge weights set to 1, is given by [130]

F (e) = 4− di − dj (4.4)

where dk is the number of edges that are incident to k, called the degree of k. Defining
D =

∑
k∈e dk we have

F (e) = 4−D (4.5)

As a multigraph may have repeated edges, whose number is independent of the number of vertices,
the bounds for F (e) shall be expressed as a function of the known number of edges, namely, |E|.
Therefore, 2(2 − |E|) ≤ F (e) ≤ 2. The lower bound is attained when dk = |E| for every k ∈ e,
therefore D = 2|E| (Figure 16a). In turn F (e) = 2, for an isolated edge e (Figure 16c). In contrast
to the multigraph case, for simple unweighted graphs, the lower bound can be expressed as a function
of the number of vertices: 2(3− |V |) ≤ F (e), which is obtained for dk = |V | − 1 for every k ∈ e,
i.e., D = 2(|V | − 1) (Figure 16b). As for multigraphs, F (e) reaches its maximum value (F (e) = 2)
for an isolated edge (Figure 16c).

As shown in Figure 16, Forman-Ricci curvature quantifies the degree of spread of the vertices in e,
from maximum spread (corresponding to minF (e)) to minimum spread (attained when maxF (e)).

4.3.2 Directed graphs
Here we are interested in an unweighted directed multigraph G = (V,E), where e = (i, j) ∈ E is an
arc (directed edge), and i, j ∈ V . Equation 4.4 indicates that the curvature of an edge depends on
the degree of its vertices. As in a simple directed graph the degree can be split into indegree and
outdegree, the curvature of e = (i, j) is defined in terms of indegree and outdegree as well [141].
There are different possibilities for the realization of the curvature, depending on the meaning one
assigns to it. Here we emphasize the directed spread or flow through e, i.e., following the direction of
the arc. Therefore, we consider the incoming arcs on i (indegree of i, in(i)) and the outgoing arcs
from j (outdegree of j, out(j)).
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Figure 16: Forman-Ricci curvatures F (e) calculated for the red edge e of undirected graphs.

The definition of the curvature in (4.4) can be split into separate contributions 2− di and 2− dj
for i and j, respectively. Accounting for the fact that the directed edge e does not contribute to the
indegree of i or the outdegree of j, we define the curvature contributions for the in-flow at i (F (→e))
and for the out-flow at j (F (e→)), respectively, as

F (→e) = 1− in(i)
F (e→) = 1− out(j) .

(4.6)

Both are bounded below by 2 − |E| for in(i) = out(j) = |E| − 1, and bounded above by 1 when
in(i) = out(j) = 0 (Figure 17a). For the simple directed graph, the lower bound for both, in- and
out-flow, is 2 − |V |, for in(i) = out(j) = |V | − 1 (Figure 17b). The upper bound is reached, in
both cases, when in(i) = out(j) = 0 (Figure 17c). The curvature accounting for the flow through
e = (i, j) is then given by

F (→e→) = F (→e) + F (e→) = 2− in(i)− out(j) (4.7)

where 2(2 − |E|) ≤ F (→e→) ≤ 2 for the multigraph case and 2(2 − |V |) ≤ F (→e→) ≤ 2 in the
simple graph case. Figure 17c shows the case where F (→e→) = 2. Some further examples of
calculations of curvatures F (→e→) are shown in Figure 17.

If the flow-loss along e is to be considered, two additional components are calculated that account
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for the flow loss at i (F (←e)) and at j (F (e←)). Thus

F (←e) = 1− out(i)
F (e←) = 1− in(j)

(4.8)

both bounded below by 1 − |E|, for out(i) = in(j) = |E|, and bounded above by 0 for out(i) =
in(j) = 1 (Figure 17d). For the simple directed graph, we have 2 − |V | ≤ F (←e) ≤ 0 and
2− |V | ≤ F (e←) ≤ 0. Hence, the curvature for the flow-loss along e = (i, j) is

F (←e←) = F (←e) + F (e←) = 2− out(i)− in(j) (4.9)

where 2(1 − |E|) ≤ F (←e←) ≤ 0 (Figures 17a-e) holds in the multigraph case and 2(2 − |V |) ≤
F (→e→) ≤ 0 in the simple graph case. Some further examples are shown in Figure 17.

A curvature accounting for the total flow over e is then computed as

F (e) = F (→e→) + F (←e←) (4.10)

In the following section, we extend the Forman-Ricci curvature to hypergraphs.

4.4 Forman-Ricci curvature of undirected hypergraphs

4.4.1 Definition and bounds
In the (unweighted) graph case, Forman-Ricci curvature is given by F (e) = 4− di − dj . An edge e is
therefore flat, that is, F (e) = 0, if each of its endpoints stands in two relations; for instance, the
curvature is zero for every edge of a cycle. Moreover, isolated edges are positively curved (F (e) > 0).
Also, e is negatively curved for edges containing nodes of a high degree. A generalization of the
Forman-Ricci curvature ought to preserve these properties. In general, it has to quantify the difference
between the hyperedge size and the number of connections of its nodes. In the hypergraph case, this
translates into considering the trade-off wk

we
−
∑
el∼k

wk√
wewel

in Equation 4.3 for all k ∈ e. That is, if
e is a hyperedge (an arbitrarily large subset of vertices), then we shall compute

∑
k∈e

(
wk
we
−
∑
el∼k

wk√
wewel

)
.

Weighting this quantity by we, the weight of the hyperedge, we obtain the Forman-Ricci curvature
of the hyperedge e:

F (e) = we

[∑
k∈e

(
wk
we
−
∑
el∼k

wk√
wewel

)]
(4.11)

For the unweighted hypergraph, where all vertex weights are equal to 1, this expression simplifies
to

F (e) =
∑
k∈e

(
2− dk

)
= 2|e| −

∑
k∈e

dk = 2|e| −D (4.12)
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Figure 17: Forman-Ricci curvatures F (→e→), F (←e←), and F (e) calculated for the red arc e of directed
graphs.
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Figure 18: Forman-Ricci curvatures F (e) calculated for the blue hyperedge e of hypergraphs.

which is bounded below by |e|(2 − |E|) when dk = |E| for every k ∈ e, and bounded above by 1
when D = |e|. In other words, the minimum curvature occurs when every vertex in e belongs to each
hyperedge (Figures 18a,b); the maximum is attained for an isolated hyperedge (Figure 18c).

For the particular case of simple hypergraphs, we, therefore, have the lower bound 2|e|(1−2|V |−2)
when dk = |P(V \ {k})| for every k ∈ e, and the upper bound |V |, when E = {V }. Note that
in hypergraphs |e| ≤ |V |, therefore the minimum value |e| may reach 1, unlike graphs. In such a
case, 2(1− 2|V |−2) ≤ F (e) ≤ |V |. Some further examples of curvature for hypergraphs are shown in
Figure 18.

4.4.2 Curvature of the Wikipedia voting network
Wikipedia is an encyclopedia written by volunteers. A small part of these users are administrators,
who besides being active, regular long-term Wikipedia contributors, have gained the general trust of
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the community and have taken on technical maintenance duties. A user becomes an administrator
when a request for adminship is issued and the Wikipedia community via a public vote decides who to
promote to administrator. Users can either submit their own requests for adminship or be nominated
by other users. Using the January 3 2008 dump of Wikipedia page edit history [80], Leskovec et al.
[81] extracted 2, 794 elections (hyperedges in our setting) and 7, 066 users (vertices) participating in
the elections (either casting a vote or being voted on). We calculated the curvature for the resulting
undirected hypergraph.

Figure 19 shows the distribution of hyperedge size (sometimes called "hyperedge degree") and of
vertex degree. The data show that many of the elections involve a single user, although elections
with 2-20 users are also common. There are few elections with more than 100 users, the largest one
including 370 users (Figure 19a). The participation in elections is heavy-tailed distributed (Figure
19b), with most of the users participating in a single election and very few taking part in about a
thousand elections. The curvature values are mostly negative (Figure 19c), indicating (i) the absence
of elections with totally inexperienced users (maxF (e) 6= |e|), i.e., all elections include at least a
user that takes part in at least one other election; and (ii) for most elections the number of elections
in which users take part is greater than their number of voting users (D > |e| in Equation 4.5).
The minimum curvature value (−3, 112) is far from the lower bound (−19, 728, 272, calculated with
|e| = 7, 066), since most users are experts in a limited number of fields only.

The magnitude of curvature could be understood in this context as the joint experience of the
participants in a vote (hyperedge). A vote with few participants could have a high curvature if they
are long-experienced voters. But according to Figures 19d)-f) the joint experience is large only when
the group of voters is also large.

4.5 Curvature of directed hypergraphs

4.5.1 Definition and bounds
In a directed hypergraph, each hyperedge is composed of two subsets of vertices: the tail and the
head of the hyperedge. Formally, we say that a directed hypergraph H is the couple (V,E) with V a
set of vertices and E a multiset of hyperarcs. A hyperarc is a pair e = (ei, ej), where ei ⊆ V and
ej ⊆ V are called its tail and its head, respectively. Figure 20 depicts some examples of directed
hypergraphs, where the sets ei and ej are highlighted.

Extending (Equation 4.6) to directed hyperedges, following the line of thought that lead to
Equation 4.11 we introduce the components of the curvature F (→e) and F (e→) for a hyperarc as

F (→e) = |ei| −
∑
i∈ei

in(i)

F (e→) = |ej | −
∑
j∈ej

out(j)
(4.13)

with bounds |ei|(1− |E|) ≤ F (→e) ≤ |ei| and |ej |(1− |E|) ≤ F (e→) ≤ |ej |. For the simple directed
hypergraphs, we have |ei|(1− 2|V |−1) ≤ F (→e) ≤ |ei| and |ej |(1− 2|V |−1) ≤ F (e→) ≤ |ej |. With
F (→e) and F (e→) at hand, we define the curvature for the flow through e = (ei, ej) as:

F (→e→) = F (→e) + F (e→) = |ei|+ |ej | −
∑
i∈ei

in(i)−
∑
j∈ej

out(j) (4.14)
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Figure 19: Voting Wikipedia: Distribution of a) hyperedge size (size of elections) and b) vertex degree
(participation of users in elections). c) Histogram of curvature values with bins of 500 units. Boxplots where
red points are averages, and whiskers indicate minimum and maximum values of d) normalized hyperedge
sizes, e) median, and f) average hyperedge degrees. For a given boxplot in d) - f), a single box, for instance,
that at x = [−500, 0], represents the distribution of values (e.g. of normalized hyperedge size) for hyperedges
with curvature within [−500, 0].
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with bounds (1−|E|)(|ei|+|ej |) ≤ F (→e→) ≤ |ei|+|ej | in the general case and (1−2|V |)(|ei|+|ej |) ≤
F (→e→) ≤ |ei| + |ej | for the simple directed hypergraph (Figure 20). Note that if |e| is allowed
to have its minimum value of 1, then |ek| = 1 and 2(1− |E|) ≤ F (→e→) ≤ 2. Some examples of
curvature values for directed hypergraphs are shown in Figure 20.

The respective flow-loss components are:

F (←e) = |ei| −
∑
i∈ei

out(i)

F (e←) = |ej | −
∑
j∈ej

in(j)
(4.15)

with bounds |ei|(1 − |E|) ≤ F (←e) ≤ 0 and |ej |(1 − |E|) ≤ F (e←) ≤ 0 in the general case and
|ei|(1− 2|V |) ≤ F (←e) ≤ 0 and |ej |(1− 2|V |) ≤ F (e←) ≤ 0 for the simple directed hypergraphs.

Equation 4.15 yields the flow-loss curvature

F (←e←) = F (←e) + F (e←) = |ei|+ |ej | −
∑
i∈ei

out(i)−
∑
j∈ej

in(j) (4.16)

with bounds (1 − |E|)(|ei| + |ej |) ≤ F (←e←) ≤ 0, which becomes (1 − 2|V |−1)(|ei| + |ej |) ≤
F (←e←) ≤ 0 for simple directed hypergraphs.

The Forman-Ricci curvature of directed hypergraphs is given by:

F (e) = F (→e) + F (e→) + F (←e) + F (e←) (4.17)

4.5.2 Comparison with Ollivier-Ricci curvature
The Ollivier-Ricci curvature of directed hypergraphs introduced by [32] follows a different idea of
formalizing Ricci curvature for hypergraphs. There, to each directed hyperedge e = (ei, ej), a
probability measure µin is assigned to a neighborhood of the tail (called masses and defined as the
setM of incoming neighbors and sources of ei, the last are nodes in ei without incoming neighbors),
and a second probability measure µout is assigned to a neighborhood of the head (called holes and
defined as the set H of outgoing neighbors and sinks of ej , the last are nodes in ej without outgoing
neighbors). The Ollivier-Ricci curvature of e is then given by O(e) = 1 −W1(µin, µout), where
W1(µin, µout) is the 1-Wasserstein distance between the two probability measures µin and µout. As
shown in Eidi and Jost [32], it can also be written as O(e) = µ0 − µ2 − 2µ3, where µi is the amount
of mass moved at distance i from a vertex in the set of masses to a vertex in the set of holes, in an
optimal transport plan attained when computing W1(µin, µout). Since

∑
i µi = 1, then we have the

bounds −2 ≤ O(e) ≤ 1 [78].
Unlike O(e), which is bounded by two constants, the different components of the Forman-Ricci

curvature depend on the size of the hyperedge and the number of its incoming and outgoing arrows.
In an isolated hyperedge, for instance, F (→e→) is equal to the size of the hyperedge, which can be an
arbitrarily large integer, while O(e) = 0, since every mass is at distance 1 from any hole, i.e., µ1 = 1.
Curvature O(e) = 1 is attained if a small hyperedge e has a large number of incoming arrows to ei
and a large number of outgoing arrows from ej , but the set of masses is equal to the set of holes.
Such a hyperedge, flat according to O(e), is very negatively curved according to F (→e→) [78].

In general, since the two curvatures capture different aspects of the local connectivity of hyperedges,
the sign of their values can be the same or opposite for the same hyperedge. In figure 22 we discuss
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Figure 20: Forman-Ricci curvatures F (→e→), F (←e←), and F (e) calculated for the red hyperarc e,
connecting vertices in ei with those in ej , of hypergraphs.
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signs and values of F (→e→) and O for the red hyperedges of nine directed hypergraphs, based upon
the connections of their tails and heads. From left to right we can detect changes in the sign of O
while the sign of F (→e→) is fixed. On the other hand, when we move vertically in the plot, the
F (→e→) sign changes while the O sign is fixed. In the diagonal, directed hyperedges have the same
sign for both curvatures. In the first column, each red hyperedge e = (ei, ej) has O(e) > 0. The
reason is that the set of masses and the set of holes associated with e are equal, namelyM = H.
This implies that the distance between any mass and any hole is zero. Therefore, m0 = 1 while
m2 = m3 = 0. Thus, since O(e) = µ0 − µ2 − 2µ3, then O(e) = 1. In contrast, F decreases
when we move vertically in the same column. In particular, F (e) is positive for the uppermost
hypergraph because the size of the tail of e is greater than the sum of indegree values of the vertices
in ei, namely, |ei| −

∑
i∈ei

in-deg(i) = 1 and, at the same time, the sole vertex in the head of e
has only one outgoing arrow, then |ej | −

∑
j∈ej

out-deg(j) = 0. When moving down in the same
column,

∑
i∈ei

in-deg(i) and
∑
j∈ej

out-deg(j) increase by one in the second and third hypergraphs,
respectively (with values F (e) = 0 and F (e) = −1) [73].

The arguments above explain the signs of F in the second and third columns. On the other hand,
O(e) values decrease from left to right in rows, due to the increase in the distance between each
mass and each hole of e. Distances in the second column increase by 1 compared to the first column,
which means that m0 = m2 = m3 = 0 and O(e) = 0. Similarly, for any hypergraph in the third
column, the distance from masses to holes becomes 3, and therefore, m0 = m2 = 0, m3 = 1 and
O(e) = −2 [73].

Forman-Ricci curvature detects the difference of the flow in the direction of the hyperedge under
consideration and its size. On the other hand, Ollivier curvature informs about the existence of
shorter alternative paths from incoming to outgoing neighbors of a given hyperedge, and in particular,
measures the overlap of these two sets [73].

4.5.3 Hyperloops and their curvature

The definition of a loop in a hypergraph depends on the definition of a path. The strictest version
requires that the head and tail of the hyperedge e = (ei, ej) coincide, i.e. ei = ej . If, moreover, the
hyperedge is isolated, then F (e) = 0 while O(e) = 1 (see the top right hyperedge of Figure 21). If
the hyperedge is not isolated, both curvature notions might change. As an example, if we move down
in column one of Figure 21, we see F (e) and O(e) decrease, as the result of the incoming neighbors
added to the tail of e and the outgoing neighbors added to its head.

A second, more flexible scenario, requires one of the following two cases to occur, ei ⊂ ej or
ej ⊂ ei. In this case, if the hyperedge is isolated, then F (e) > 0 and O(e) < 1. Again, both might
change if the nodes of e have further connections. For instance, if we move down in column two of
Figure 21, F (e) and O(e) decrease due to the addition of hyperedges incident to e.

Finally, the most flexible version of a hyperloop simply requires the tail and head of e to have
non-empty intersection, namely, ei ∩ ej 6= ∅. Naturally, any hyperedge of the two types described
before represents a particular case of this version. All hyperloops in Figure 21 are instances of this
definition, showing that they can be flat, positively or negatively curved, for both F and O.
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Figure 21: Hyperloops and their curvature. The following are the values from left to right in rows.
First row: F (e) = 0, 1, 2, while O(e) = 1.0, 0.4444, 0.25. Second row: F (e) = −1, 0, 1, and O(e) =
0.7222, 0.1111,−0.25. Third row: F (e) = −3,−2,−1, and O(e) = 0.2777,−0.3888,−1.0.
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Figure 22: Local structure of directed hypergraphs with positive, negative, and zero values for both Ricci
curvatures. For the given red directed hyperedge e, O(e) and F (→e→) correspond to Ollivier and Forman
curvatures respectively. From left to right we can detect changes in the signs of O(e) while the sign of
F (→e→) is fixed. On the other hand, when we move vertically in the plot, Forman’s sign changes while
Ollivier’s sign remains fixed. In the diagonal, directed hyperedges have the same sign for both curvatures.

4.5.4 Curvature of metabolic networks

Metabolic networks have been extensively studied and thus offer an ideal setting to learn more
about the Forman-Ricci curvature as a tool to elucidate the local geometry of empirical hypernetworks3.

This section is divided into two parts. First, we illustrate how to use the different components
of the Forman-Ricci curvature for a deep structural analysis of a metabolic network. In the second
part, we argue that these components carry information to evaluate the assortativity of directed
hypergraphs, taking three metabolic networks as a case study.

Structure of metabolic networks

The metabolism of Escherichia coli is one of the most studied and best characterized among
bacteria. Here we model the metabolism K-12 (iJR904 GSM/GPR) [118] of this bacterium as a
directed hypergraph whose vertices are the metabolites (chemical species). Each chemical reaction
is represented as a hyperarc e, whose educts (starting materials) correspond to ei and products to
ej . There are |V | = 625 metabolites and |E| = 1, 176 reactions accounting for 686 non-reversible
and 245 reversible ones. These latter reactions, denoted by ei ↔ ej have been included as “forward”

3The following references are great sources for readers interested in applications of Forman-Ricci curvature to
systems modeled as graphs [86, 127, 129, 130, 141–143, 154, 155]
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(ei → ej) and “backward” (ej → ei) reactions. Extended data on the calculations of the curvature
and its components (Equations 4.13 to 4.16) can be found in the Supplemental Material of [78].

As expected for chemical reactions, typically there are no more than three educts and three
products (Figure 23a). The curvature values, therefore, vary little in response to hyperarc size, but
rather depend more on the degree of vertices in ei and ej . Note that these degrees result, respectively,
from the summation over vertex degrees of educts and of products (Equations 4.13 to 4.16). The
distributions of educt and product sizes and their degrees are shown in Figure 23. The participation
of educts and products in reactions does not yield a smooth distribution, as indicated by the gaps
present in Figure 23b,c. The production of educts (Figure 23b) shows a large group of reactions
whose educts are synthesized by less than 200 reactions and another group where they are obtained
by more than 450 reactions. Likewise, there are two groups of reactions with different levels of use
of their products (Figure 23c); one group has reactions whose products are used in less than 100
reactions and another with more than 300 reactions taking their products as starting materials.

The synthesis of products and the use of educts (Figures 23d and e), shows also a discontinuous
participation of substrates in reactions. There are two groups of reactions according to the number
of reactions synthesizing their products: one with reactions whose products are obtained by less than
200 reactions and another by more than 450 reactions (Figure 23d). Likewise, there are various
groups of reactions according to the use of their educts, from some which are seldom used to some
others with about 170, 230, and more than 330 uses (Figure 23e).

The extent to which the educts of the reaction e are produced from other reactions is measured
by F (→e). The more reactions lead to the educts of e, the more negative F (→e) becomes (Figure
24a). The theoretical bounds of F (→e), assuming max |ei| = 625 are −734, 375 ≤ F (→e) ≤ 625.
However, more realistic bounds are −7, 050 ≤ F (→e) ≤ 6, which result from taking the actual
max |ei| = 6 (Figure 23a). We found that minF (→e) = −735, which is attained by four reactions,
with four educts (all substrate abbreviations are included in Appendix ?? (Table 16)):

adp+h+malcoa+pi→accoa+atp+hco3
adp+h+pi+25aics→asp_L+atp+5aizc

adp+dtbt+h+pi→atp+co2+dann
atp+gar+h+pi→atp+gly+pram

These reactions are those whose educts are the most synthesized of all the metabolic reactions of
E. coli (63% of the reactions produce their educts). In three of them atp is synthesized from adp,
which shows the well-known central metabolic role of atp [59, 151].

maxF (→e) = 1 corresponds to a single reaction: cyan+tsul→h+so3+tcynt, where only one
of its two educts is a product of a single reaction:

atp+h2o+tsul→adp+h+pi+tsul.

Figure 24a shows that the most frequent curvature value is 0 (for 73 reactions), i.e. 6% of the
reactions have a trade-off between the number of educts and the number of reactions producing
them; most of the remaining reactions have more ways to produce their educts than the number of
educts. It is also found that there are almost no reactions with curvatures between -200 and -450,
indicating that educts of reactions are mainly obtained either by less than 200 reactions (less than
17% of the reactions) or by 450 to 600 reactions (38 to 51% of the reactions). This is a consequence
of the heavy-tailed indegree distribution of substrates [59].
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Figure 24b shows the curvature values F (e→), which quantify the extent to which products of
reactions are used in further reactions as educts. By taking max |ej | = 8 (Figure 23a) this curvature
takes values −9, 400 ≤ F (e→) ≤ 8. The actual minF (e→) = −729, for adp+h+pi→atp+h+h2o,
i.e., this is the reaction whose three products are most used in other reactions as starting materials
(used in 62% of the reactions). In contrast, there are four reactions with maxF (e→) = 1:

agpe_EC + pg_EC → apg_EC+g3pe
agpc_EC + pg_EC → apg_EC+g3pc
agpg_EC + pg_EC → apg_EC+g3pg

udpgal → udpgalfur

Hence, for those three reactions with two products, these substrates are only used in a further
reaction as educts, while udpgalfur is not further used, i.e. it is a metabolic “dead-end” [118].
As most of the reactions (96%) have negative values of F (e→), this indicates the efficient use of
reaction products [151], which can be divided into two regimes. For about half of the reactions, their
products are used in no more than 9% of the reactions and about 40% of the reactions have products
that are used in more than a quarter of the reactions. This is a consequence of the heavy-tailed
distribution, this time, of the outdegrees of the substrates [59].

F (→e) showed that for most of the reactions their educts are produced by other reactions and
F (e→) that the products are used in several other reactions. The question that arises is whether
those popular educts are connected through reactions with the popular products is positively answered
by F (→e→), which takes negative values for most of the reactions. The minF (→e→) = −1, 463
corresponds to adp+h+pi→atp+h+h2o. Hence, this is the reaction whose educts are most
synthesized by other reactions and whose products are the most used as educts in other reactions. It
is the bottleneck of the E. coli metabolism. Other reactions of this sort, with F (→e→) < −1, 000
(Figure 24e), are:

adp+h+pi→atp+h+h2o
h+o2+q8h2→h+h2o+q8
h+o2+q8h2→h+h2o+q8

h+no3+q8h2→h+h2o+no2+q8
h+mql8+no3→h+h2o+mqn8+no2

Having analyzed the metabolism following the direction of educts to products in reactions, we
now proceed to study the curvature in the backward direction, which quantifies to which extent
a reaction is just one of the many connecting popular educts with popular products. We start by
analyzing F (←e) that shows to which extent educts of a reaction participate in other reactions. The
theoretical bounds are −734, 375 ≤ F (←e) ≤ 0 and we found that F (←e) takes values in between
−729 and 0; the minimum is attained by atp+h+h2o→adp+h+pi, indicating that atp in an acidic
aqueous medium is the most often used starting material. maxF (←e) occurs for 51 reactions, whose
involved 56 educts are only used in those 51 reactions, i.e. they are very specialized educts for very
particular metabolic reactions. The distribution of F (←e) values shows that for half of the reactions,
their educts participate in less than 9% of the reactions, while for the rest, their educts take part in
more than 15% of the reactions.

F (e←) shows to which extent products of a reaction are synthesized by other reactions. The
theoretical bounds are given by max |ej | = 8, leading to −9, 400 ≤ F (e←) ≤ 0. The actual values
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range from -788 to 0. The minimum is reached by reaction:

dxyl5p+nad+phthr→co2+h+h2o+nadh+pdx5p+pi,

i.e. this set of products is the most synthesized by E. coli metabolism, which is expected, for the
likelihood of a set of substances to be synthesized scales with the size of the set. This reaction with
six products is one of the few where more than the frequent one to four products are synthesized
(Figure 23a). Moreover, among the products, co2, h, h2o, nadh, and pi are often products of other
reactions.

maxF (e←) = 0 is attained by 29 reactions, all of them leading to a single product, except for
three reactions, each one with two products. Thus, those 32 products are of little synthetic relevance
for the metabolism. The distribution of curvature values shows that there are three kinds of reactions
whose products are synthesized by a different number of reactions. For 60% of the reactions, their
products are synthesized by less than 200 reactions (17% of the reactions), and for the rest of the
reactions by more than 450 reactions (38% of the reactions).

Curvatures F (←e) and F (e←) showed that half of the educts are often used and 40% of the
products are often synthesized, which indicates that it is very likely to find alternative ways to link
educts with products of existing reactions, as found in [7, 59, 151]. A measure of this degree of
redundancy of a reaction or of its replaceability is given by F (←e←), which indicates to which extent
a reaction connects popular educts with popular products. The more negative the curvature, the
more redundant or likely replaceable the reaction is.

By analyzing F (←e←) distribution (Figure 24f) we can see an ample spectrum of curvatures, with
almost no gaps, indicating different degrees of redundancy for the metabolic reactions. minF (←e←) =
−1, 463 corresponds to the hydrolysis of ATP, i.e., atp+h+h2o→adp+h+pi, indicating, e.g., that
the dephosphorylation of atp to adp can be achieved by many other reactions (12% of the reactions).
maxF (←e←) = 0 occurs for the following eight reactions, which are unique as they are the only way
to connect their educts with their products:

mmcoa_R→mmcoa_S
5mdr1p→5mdru1p

gdpddman→gdpofuc
adphep_D,D→adphep_L,D

dhnpt→gcald+6hmhpt
glu1sa→5aop
prfp→prlp

pran→2cpr5p

Forman-Ricci curvature and assortativity of directed hypergraphs

In network theory, assortativity is understood as the preference of nodes to link to others of similar
degree. In undirected graphs, assortativity can be evaluated by computing the Pearson corre-
lation coefficient, r, of the degree of nodes connected by an edge, i.e., correlation in the set
{(deg(i), deg(j))}{i,j}∈E . For directed graphs, it is possible to evaluate the correlation of indegree
(r(in, in)), outdegree (r(out, out)), or any other combination (e.g. r(in, out)). The question is
how to assess assortativity in directed hypergraphs, where there might be more than one node at
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Figure 24: Metabolic network: Histograms of curvature values for a) F (→e), b) F (e→), c) F (←e), d)
F (e←), e) F (→e→), and f) F (←e←).
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each end of a hyperedge, e = (ei, ej). Suppose that we want to know if the number of incoming
arrows to tails is correlated to the number of outgoing arrows from heads. This can be easily
assessed by using Forman-Ricci curvature, since two of its components carry such information (nor-
malized by the size of the tail and head, respectively), namely, F (→e) = |ei| −

∑
i∈ei

in(i), and
F (e→) = |ej | −

∑
j∈ej

out(j). To illustrate this idea, let us consider three metabolic networks
modeled as directed hypergraphs: Escherichia coli, Mycobacterium tuberculosis [58], and Helicobacter
pylori [146].

Figures 25a, c, and e, show the distribution of (F (→e), F (e→)) values for Escherichia coli,
Mycobacterium tuberculosis, and Helicobacter pylori, respectively, where the size of a point is
proportional to the logarithm of its frequency. Figures 25b, d, and f, represent the corresponding
distributions of F (→e)− F (e→)4 values as percentages. Figure 25 shows that none of the metabolic
networks is assortative (disassortative), since the (normalized) number of incoming arrows to the
tails and of outgoing arrows from the heads of the hyperedges are not correlated (anticorrelated).
However, the three metabolisms show strong similarities. The biggest ball in Figures 25 a, c, and e,
is at (0, 0), accounting for 6.4%, 6.4%, and 6.1% of the metabolic reactions. The biggest humps
in Figures 25b, d, and f, are around zero, accounting for more than 25% of the reactions in each
network. These are sets of assortative reactions. Each network has four clusters in Figures 25a, c,
and e, that determine four humps in Figures 8b, d, and f. There is a hump around 300 in Figures
25a and b (accounting for 8 and 10% of the reactions, respectively), and around 160 in Figures 25c
(accounting for 9.3% of the reactions). A third hump, around −440 in Figure 25a (7% of reactions),
around −380 in Figure 25 b (6% of reactions), and around −200 in Figure 25c (8% of reactions).
The two previous humps correspond to sets of disassortative reactions. Finally, the fourth hump
appears around −120, −100, −40, in Figure 8b, d, and f, grouping 14.4%, 9.3% and 13.5 of the
reactions, respectively.

Other components of the Forman-Ricci curvature can be used to assess assortativity of all the
possible combinations of degrees in a directed hypergraph.

4.6 Curvature of chemical space

4.6.1 Indegree, outdegree, and the role of substances
We turn now to the distribution of outdegree and indegree. Outdegree of a substance is defined
as the number of reactions that use it as a starting material. Indegree is the number of reactions
that produce a substance. Figure 26 shows that both distributions are heavy-tailed, which means
that most substances are used in a few reactions (97.4% are substrates in less than 5 reactions),
similarly, most substances have been reported as products of few reactions (99.0% in less than 5
reactions), as shown by the top left part of the distributions. The tail in the indegree distribution
reveals frequently reported products (the top-10 is shown in Table 11). The tail of the outdegree
distribution indicates that some substances are starting materials in thousand reactions and a few in
tens of thousands (the top-10 substrates are shown in Table 11). This pattern suggests that, to a
large extent, chemists explore chemical space by reacting chemicals with standard reagents. I call

4The reader will note that the difference of these curvature components compares the number of incoming arrows
at the tails and the number of outgoing arrows from the heads taking into account the size of the tails and heads.
This is an important normalization in hypergraphs, where heads and tails can be arbitrarily large. A non-normalized
version of the difference in degrees was introduced in [31], which is a generalization of the degree difference of graphs
proposed in [38].
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Figure 25: Using F (→e) = |ei| −
∑

i∈ei
in(i), and F (e→) = |ej | −

∑
j∈ej

out(j) to assess assortativity in
three metabolic networks. Escherichia coli (bin width of 20 units): Plot a represents the distribution of
(F (→e), F (e→)) values, where the size of a point is proportional to the logarithm of its frequency. Plot b,
represents the distribution of F (→e) − F (e→) values as percentages. The second and third rows are the
respective distributions for Mycobacterium tuberculosis (bin width of 20 units), and Helicobacter pylori (bin
width of 10 units).
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Figure 26: Outdegree (number of outgoing arrows) distribution of substances (left). Indegree (number of
incoming arrows) distribution of substances (right).

this methodological feature of chemistry the fixed substrate approach.

The above discussion prompts the question of whether substances that act as prolific reactants
(high outdegree) are also frequent products of reactions (high indegree). More generally, how
correlated are the use and production of chemicals. This can be quantified by computing the
difference between outdegree and indegree of each substance. The distribution of outdeg−indeg is
presented in Figure 27 (top). The rightmost part of the positive tail was left out of this figure and
presented in Table 17. Substances in in Table 17 are the most prolific starting materials that are
not frequent products of reactions, that is, the best representatives of the "precursors/reactants"
role that do not perform the "targets/products" role equally well. Substances on the top of this list
are acetic anhydride, methanol, and methyl iodide. Interestingly, these substances belong to the
tool kit that chemists use for their fixed substrate approach to the exploration of chemical space.
According to Figure 27, around 25% of substances have the same performance in the two roles
(outdeg−indeg = 0). Moreover, most substances have an outdeg−indeg value close to zero: 97.8%
hold −5 ≤ outdeg−indeg ≤ 5. The distribution of negative values of outdeg−indeg is presented
in Figure 27 (bottom left), and accounts only for 14.7% of chemicals, which indicates that most
substances have positive values of outdeg−indeg (60.6%) following the distribution shown in Figure
27 (bottom right). Values of outdeg−indeg increase (decrease), towards positive (negative) values,
following a heavy-tailed distribution.

4.6.2 Forman-Ricci curvature and assortativity of chemical reactions

We computed the Forman-Ricci curvature of chemical reactions according to Equation 4.17. The
resulting distribution is shown in Figure 28. The most frequent curvature value is 1, accounting for
11.6% of reactions, followed by 0 (8.6%), and then by -1 (3.8%). So, nearly a quarter of the space is
almost flat, in fact, 37.1% of the space has curvature values within −19 ≤ F (e) ≤ 1 (see the list of
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Figure 27: (top) Distribution of outdeg−indeg values using linear-log scales; some points of the positive tail
were left out and presented in Table 17. (bottom left) The distribution of negative values of outdeg−indeg
is presented in log-log scales; it was rendered by using first log-log scales on the collection of points
(−(outdeg− indeg)(v), freq), and then reversing the axis and relabeling the x-axis tick values. (bottom right)
The distribution of positive values of outdeg−indeg.
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Substance outdegree
acetic anhydride 183480

methanol 140632
benzaldehyde 129293
methyl iodide 128409
benzyl bromide 100558

water 85257
benzoyl chloride 83912
formaldehyd 80456

aniline 78365
ethanol 72732

di-tert-butyl dicarbonate 68030

Substance indegree
carbon dioxide 8041
benzoic acid 6338
benzaldehyde 5929
ammonia 5031
water 4926

acetic acid 4462
methane 4051
ethene 4037
biphenyl 3965

hydrogen (H2) 3962

Table 11: Top-10 most popular reactants (outdegree) products (indegree).

more frequent values in Table 18). Interestingly, as we move to the left in Figure 28, we observe
some prominent “humps”, each comprised of a series of points whose highest frequency is located at
a certain curvature value, and the rest follow sliding to the left in descending order of frequency, like
steps. These humps occur at curvature values near substances from the tool kit, for instance, the
hump around -187966 is very close to the outdegree of acetic anhydride. This indicated that the
hump is left by reactions using acetic anhydride as a substrate. The steps seem to indicate a pattern
in the outdegree of substances reacting with acetic anhydride. Since 84% (Table 19) of reactions of
acetic anhydride use it against exactly one other substance, we computed the outdegree distribution
of those substances. This distribution explains the step-like pattern in the hump (Figure 29): the
hump itself is a fingerprint of the chemistry of acetic anhydride; moreover, this substrate typically
reacts with another substance (84%), and the outdegree of this substances follows (at least until
outdegree around 200) a log-log decay. Similarly, other notable humps are due to the chemistry of
methanol, methyl iodide, and other substrates in the toolkit, as well as to the outdegree pattern
of their partner reactants. This raises the question of whether the pattern observed for the second
substrate is due to its “age", that is if the fact that outdeg(acetic anhydride) + deg(B) = 1 is the
most frequent value, followed by outdeg(acetic anhydride) + deg(B) = 2, etc., is a consequence of
the exponential growth and the fixed-substrate approach: chemists use substances from the toolkit
to characterise newly reported compounds, and this last collection is growing exponentially 5. As
we claimed before, the different components of curvature (Equation 4.17) carry information that
can be used to quantify assortativity in directed hypergraphs. We have used F (→e) − F (e→) to
quantify how aligned are the number of incoming arrows to tails and the number of outgoing arrows
from heads, in other words, the number of available reactions yielding the substrates of e and the
number of reactions using its products). Figure 30 shows that 12% of reactions are assortative and
40% have values neat to zero: −3 ≤ F (→e)− F (e→) ≤ 3. More details on reaction assortativity
can be obtained from Figure 30.

5Of course, we have to check the growth pattern of newly reported substances that are affine to the fix-substrate
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Figure 28: Distribution of Forman-Ricci curvature for the chemical space. The curvature for a chemical
reaction, i.e., for a directed hyperedge e, is given by F (e) = F (→e) + F (e→) + F (←e) + F (e←), where
F (→e) = |ei| −

∑
i∈ei

in(i); F (e→) = |ej | −
∑

j∈ej
out(j); F (←e) = |ei| −

∑
i∈ei

out(i); and F (e←) =
|ej | −

∑
j∈ej

in(j).
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Figure 29: Outdegree distribution of substances participating in two-substrate reactions with acetic anhydride.
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Figure 30: Distribution of F (→e→) − F (←e←) values. These two components of the curvature are
used to assess the assortativity of the chemical space, where F (→e) = |ei| −

∑
i∈ei

in(i), and F (e→) =
|ej | −

∑
j∈ej

out(j).
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The network model of chemistry is inspired and motivated by the compositional nature of chemical
reactions, which appear in several flavours. I wonder what categorical constructions underlie the
structure of chemical reasoning and what are their formal connections. As the first step to answering
this question is taken in the present chapter, where we investigate a categorical (compositional)
network model of chemical reaction networks modeled as Petri nets (bipartite directed graphs) and
its structure. Proofs for all propositions and the main theorem appear in Appendix D.

5.1 Dialectica Petri nets

Petri nets exert endless fascination over category theorists. Petri nets are only one of the many
modeling languages for the description of distributed systems used by computer scientists, but they
enjoy the distinction of being the one category theorists most write and talk about. Maybe category
theorists see Petri nets as a gauntlet thrown at them because the definition of a morphism of Petri nets
is not obvious and does lead to different categories. Maybe the bipartite graphs that usually depict
Petri nets look too similar to automata ones, and these are the initial sources of good categorical
examples in computing. In any case, many different categorical models of Petri nets do exist and some
are fundamentally different from others. One fundamental difference is whether one concentrates in
the token game and the behaviour of a given Petri net or on the graphs underlying different nets.
Another difference is which possible combinators relating different Petri nets one considers. The
aspect we concentrate on in this work is the kinds of labels that can be used in a Petri net.

A Petri net is simply a directed bipartite graph that has two types of nodes: conditions and
events (also called places and transitions). Over this fixed structure of possible events and conditions,
a causal dependency (or flow) relation between sets of events and conditions is described via pre- and
post-relations, and it is this structure that determines the possible dynamic behaviour of the net. A
transition in this causal dependency relation is enabled if all places connected to it as inputs contain
at least one token. Finally given an initial position of tokens in a net (an initial marking) the “token
game" (which we are not modeling) can be started and the system will evolve.

We explore the model originally introduced by Winskel [156, 157], but use it with morphisms, as
in the work of Brown [21] and others, that relate Petri nets to constructors in Linear Logic [45].

aA+ bB → cC+ dD
eE + c′C → fF
c′′C+ d′D → gG

A

B

C

D

E

F

G
r1

a c

b d

r2

f
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e

r3

c′′

d′
g

Figure 31: Representation of chemical reaction data: as a list (a) and as a network (b). A,B, . . . ,H are
substances and a, b, . . . , h are stoichiometric coefficients that indicate the proportion in which they combine.



Chapter 5. A categorical model of chemical reaction networks 73

5.1.1 Petri nets and their transitions
Networked systems are determined by their connections [30]. Perhaps the most basic type of
relationship in any network is one that only allows us to express either presence or absence, that
is, where the relationship connecting nodes uses the set {0,1} as a ruler or label set. In real-world
applications, this is, though, not sufficient. In this section we explore frequent and rich applications
of Petri nets, from chemical reaction networks to metabolic networks, searching for the kind of labels
used on pre- and post-conditions.

Chemical reaction networks. Chemical combination is compositional in nature. Although data on
substance reactivity are typically annotated as a list of chemical equations (see Figure 31), chemists
reason on the network structure (see Figure 31) that emerges when the reactions are connected to
make their concurrency explicit [137]. Synthesis planning is a prominent example where the synthesis
of a substance results from composing reactions a sequence of reactions.

Directed hypergraphs and their enhancements, such as Petri nets, are used to model chemical
reaction networks for they are models of concurrency of directed relations. At the level of abstraction
described above, transitions of chemical reaction networks are discrete in nature, and pre- and post-
conditions correspond to presence/absence or to stoichiometric coefficients, which can be modeled by
the rulers {0, 1} and N, respectively.

Metabolic networks. These networks are comprised of the metabolic pathways (network of
chemical reactions) and the gene interactions that regulate them. A key aspect of the former is kinetic
modeling. There, Petri nets model reaction rates. For elementary reactions, which take place in a
single step, the Law of Mass Action states that reaction rates are proportional to the concentration
of reactants. Both quantities, rate of reactions, and concentration of reactants, are usually taken as
positive real numbers; therefore, in this application, Petri nets are challenged to handle continuous
tokens and transitions, which requires the ruler R+. On the other hand, gene interactions are handled
by implementing genetic switches that are modeled by discrete transitions. A Petri net model for a
metabolic network, therefore, needs two different rulers on the same net.

When applied to concrete metabolisms, a Petri net model will usually need to incorporate more
than two rulers at the same time. For instance, [126] shows a hybrid Petri net representation of the
gene regulatory network of C. elegants that is labeled with discrete and continuous transitions, but
also with negative integers, real numbers, strings, and products of them.

Summarising, applications may need rulers such as {0, 1}, {−1, 0,−1} (for data uncertainty,
which is common in complex network systems [107]), N, R+, Z,R, strings, and their finite products.
The ability to choose from a vast pool of rulers to label pre- and post-conditions is one of the
strengths of the categorical construction presented in this chapter.

5.2 Petri nets via Dialectica Categories

Petri nets were described categorically in many works (e.g. [21], [98]) and are still been discussed [6],
[90]. Models need to capture the practitioner’s imagination and make themselves useful, both for
calculations and for insights. Categorical models can be useful for both insights and calculations, but
we have not seen categorical models that encompass different kinds of transitions in a single net.

Petri nets were modeled using Dialectica categories [113] previously, but the original Brown and
Gurr model [20] worked only for elementary nets, that is nets whose transitions are marked with {0,1}
for presence or absence of a relationship. An extension of this modeling to deal with integers N was
planned [22, 111], but never published. In this work, we put together different kinds of transitions, in



74 Chapter 5. A categorical model of chemical reaction networks

a single categorical framework. This way the categorical modeling applies to the many kinds of newer
applications [33] that already use different kinds of labels on the transitions.

The original dialectica construction [113] was given in two different styles called the categories
DC [112] and the categories GC [110]. For both constructions, C is a cartesian closed category
with some other structure. The first style is connected to Gödel’s Dialectica Interpretation hence the
‘D’ in DC for Dialectica. The second style called GC ([110]) is based on a suggestion of Girard’s
(hence the ‘G’) on how to simplify the first construction if one wants a model of Linear Logic. These
two constructions are connected, via monoidal comonads as described in [113]. Here we are mostly
interested in the construction called GC, whose morphisms are simpler. This construction can be
explained, when the category C is Set, using two ‘apparently’ different descriptions. This is because
a relation in Set between U and X can be thought of as either a subset of the product, α ⊆ U ×X,
or as a map into 2, α : U ×X → 2.

The work here uses only the second kind of description, defining general relation maps into
algebraic structures called lineales. This is because changing the lineale where our relations take
‘values’, gives us the possibility of modeling several different kinds of processes. The original dialectica
construction deals only with the Heyting algebra-like lineale 2. Here we discuss several other lineales
and dialectica categories built over these different lineales.

Related work

Our work fits in the vast landscape of categorical approaches to Petri nets building on [22, 111].
Meseguer’s seminal work [98] focused on reachability properties of Petri nets, defining a category of
all possible executions of a net. This work adopted the collective tokens philosophy. Its ideas were
extended to the individual tokens philosophy in [23]. Other categorical models of Petri nets focus
on obtaining nets by composing smaller nets along some boundaries. One of the first compositional
models doing this was [60] where nets are composed along common places. In [116], nets are
composed along common transitions and compositionality is used to study reachability properties of
Petri nets. The work of [21], [111] and [22] concentrate on combining Petri nets via different monoidal
products that give the category of Petri nets a linear logic structure. More recently, there have been
numerous works building on the ideas of [98] and adopting the formalism of [60]. In [6] and [91],
the authors focus on studying the categorical properties of reachability. In [66] a more fine-grained
categorical model is proposed, that allows Kock to encompass the individual and collective token
philosophies in the same framework. Finally, [5] constructs a unifying framework for [98], [23] and
[66] extending [91].

Our work extends the approach of [21] to allow different kinds of arcs, e.g. inhibitor, probabilistic,
partially defined, natural/integer numbers valued, and the coexistence of them in the same net.

5.3 The category MLSet and its structure

In order to define our category of Petri nets, we need to explain what kind of structure, that of a
lineale, is required on the set of truth values that we use as codomain for pre- and post-condition
relations.
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5.3.1 Lineales
A lineale is a monoid together with a partial order compatible with the monoidal product, and such
that every pair of elements has an internal hom. The monoidal product, the partial order, and the
internal hom are used to define the adjunction that characterizes a lineale, as this is just a poset
version of a symmetric monoidal closed category.

Definition 2 (Partially ordered monoid). A partially ordered monoid (L,v,⊗, e) is a monoid (L,⊗, e)
equipped with a partial order v that is compatible with the monoidal operation, i.e. if a v b and
a′ v b′ then a⊗ a′ v b⊗ b′.

In the setting of partially ordered monoids, internal homs are easier to define.

Definition 3 (Internal hom in a monoid). Let (L,v,⊗, e) be a partially ordered monoid. A binary
operation ( : Lop × L→ L is said to be an internal hom when it is right adjoint to the monoidal
product ⊗, i.e. ∀a, b, c ∈ L, b⊗ c v a⇔ b v c( a. The internal hom is also required to respect
the ordering, contravariantly in the first coordinate and covariantly in the second, i.e. if b v a and
a′ v b′ then a( a′ v b( b′.

We can now define the central notion of this section, that of a lineale.

Definition 4 (Lineale). A lineale is a tuple (L,v,⊗, e,() such that (L,v,⊗, e) is a partially ordered
monoid and ( is an internal hom for (L,v,⊗, e).

Example 1. Examples of lineales are (N,≥,+, 0,() and (R+,≥,+, 0,(), where

a( b =
{
b− a a ≤ b
0 a > b

.

Any partially ordered group (see Definition 5) is a lineale with a( b = b⊗ a−1 (see Proposition
1). Some of our examples will fall into this case.

Definition 5 (Partially ordered group). A partially ordered group (G,v,⊗, e, (−)−1) is a partially
ordered monoid (G,v,⊗, e) together with an inverse operation (−)−1 that makes (G,⊗, e, (−)−1) a
group and respects the ordering contravariantly, i.e. if a v b then b−1 v a−1.

Proposition 1. A partially ordered group (G,v,⊗, e, (−)−1) can be endowed with the structure of
a lineale with a( b := b⊗ a−1.

Example 2. Examples of lineales obtained from partially ordered groups are (Z,≥,+, 0,−) and
(R,≥,+, 0,−).

5.3.2 The category MLSet
Having defined a lineale, we proceed to construct the intermediate category MLSet over which our
category of Petri nets NetL is built.

Definition 6 (Category MLSet). Given a lineale (L,v,⊗, e,(), the category MLSet is defined by
the following data.
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• An object is a triple (U,X, α), denoted by U α←−p X, where U,X are sets and α : U ×X → L
is a function in Set.

• A morphism (f, F ) : (U,X, α)→ (V, Y, β) is a pair of morphisms, f : U → V and F : Y → X
in Set, such that ∀u ∈ U ∀y ∈ Y α(u, Fy) v β(fu, y).

U × Y V × Y

v

U ×X L

f×1Y

1U×F β

α

The category MLSet allows us to have L-valued relations, including multirelations (L = N) and
any other label set that can be seen as a lineale.

Proposition 2. MLSet is a category.

We now proceed to define products and co-products in MLSet and to endow it with a symmetric
monoidal closed structure. We will define maps up to symmetries in Set to avoid distracting the
reader with details.

Definition 7 (Product and coproduct in MLSet). Given two objects A = (U α←−p X) and B =
(V β←−p Y ) in MLSet, we define their cartesian product A&B as the following object.

A&B = (U × V α&β←−p X + Y )

The function α&β is U × V × (X + Y ) [α×εV ,β×εU ]−−−−−−−−→ L, where εU is the function that discards U in
Set.

Similarly, we define their coproduct A⊕B as the following object.

A⊕B = (U + V
α⊕β←−p X × Y )

The function α⊕ β is (U + V )×X × Y [α×εY ,β×εX ]−−−−−−−−−→ L.

Now, we use the monoidal operation of L to define a tensor product in MLSet.

Definition 8 (Monoidal product in MLSet). Given two objects A = (U α←−p X) and B = (V β←−p Y )
in MLSet, we define their monoidal product A⊗B as the following object.

A⊗B = (U × V α⊗β←−p XV × Y U )

Where XV and Y U are internal hom objects in Set and the function α⊗β is defined by the following
composition.

U × V ×XV × Y U
∆U×∆V ×1XV ×Y U

−−−−−−−−−−−−−→ U × U × V × V ×XV × Y U

1U×eval×1V ×eval−−−−−−−−−−−→ U ×X × V × Y α×β−−−→ L× L ⊗−→ L
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where ∆U is the diagonal map on U and eval is the evaluation map in Set. Spelling out this definition
elementwise, we obtain (α⊗ β)(u, v, f, g) = α(u, fv)⊗ β(v, gu).

Proposition 3. The construction above induces a functor ⊗ : MLSet×MLSet→ MLSet, which is
a monoidal product on MLSet.

Definition 9 (Internal hom in MLSet). Given two objects A = (U α←−p X) and B = (V β←−p Y ) in
MLSet we define their internal hom, [A,B], as follows:

[A,B] = V U ×XY [α,β]←−p U × Y

The function [α, β] is defined by the following composition.

V U ×XY × U × Y
1V U×XY ×∆U×∆Y

−−−−−−−−−−−−−→ V U ×XY × U × U × Y × Y
1U×eval×eval×1Y−−−−−−−−−−−→ U ×X × V × Y α×β−−−→ L× L (−→ L

Spelling out this definition elementwise, we obtain [α, β](f, F, u, y) = α(u, Fy) ( β(fu, y).

Proposition 4. The construction above induces a functor [−,−] : MLSetop ×MLSet→ MLSet.

The category MLSet has products and coproducts and is a symmetric monoidal closed category
with the structure defined so far.

Theorem 1. The category MLSet has products and coproducts as in Definition 7 and is a symmetric
monoidal closed category with monoidal product as in Definition 8 and internal hom as in Definition
9.

5.4 A category of Petri nets

A Petri net is given by a set of places X, a set of transitions U , and has two relations between these
two sets that specify the precondition relation Iα and the postcondition relation αI. In our case,
these relations will be valued in a generic lineale L and the pre- and post-conditions will be objects
in MLSet. The category of Petri nets that we consider has Petri nets as objects and is obtained by
putting together two copies of MLSet (by taking a pullback in Cat), one representing preconditions
Iα : U ×X → L and the other one representing postconditions αI : U ×X → L.

Definition 10 (Category NetL). Given a lineale (L,v,⊗, e,(), the category NetL is defined by the
following data.

• An object is a pair A = (IA,AI) of objects U
Iα←−p X and U αI

←−p X in MLSet.

• A morphism (f, F ) : (IA,AI) → (IB,BI) is a morphism both (f, F ) : IA →I B and
(f, F ) : AI → BI in MLSet.

Example 3. Let’s consider some examples of morphisms in MLN.
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• Simulations regarding α and β: a morphism (f, F ) : A→ B in this category may represent the
fact that the Petri net A is a simulation of the net B as the conditions on the morphisms in
MLN ensure that the preconditions and the postconditions of B are ‘smaller or equal’ than
those of A: ∀u ∈ U ∀y ∈ Y Iα(u, Fy) ≥I β(fu, y) ∧ αI(u, Fy) ≥ βI(fu, y). Figure 32
(left) illustrates this type of morphism.

• Refinements regarding F : in Figure 32 (right), the Petri net B represents a refinement of the
net A obtained by increasing its number of components (by adding a place).

Figure 32: Examples of morphisms in MLN: simulations (left) and refinements (right).

The structure of MLSet defines analogous structure in NetL.

Definition 11 (Structure of NetL). The category NetL inherits the structure of MLSet. All the
connectives are defined componentwise:

• A⊗B = (IA⊗I B,AI ⊗BI).

• [A,B] = ([IA,IB], [AI, BI]).

• A&B = (IA&IB,AI&BI).

• A⊕B = (IA⊕I B,AI ⊕BI).

Examples of Petri nets modeled in this category are in the next section, where we will show how,
with the possibility of changing the lineale, we can encompass different kinds of nets.



Chapter 5. A categorical model of chemical reaction networks 79

5.5 Different lineales

While the lineale 2 is associated with Boolean and Heyting algebras (traditional algebraic models for
classical and intuitionistic propositional logic) other lineales are associated with different non-classical
systems. We describe a 3-valued propositional logic where the undefined truth-value, the “unknown"
state, can be thought of as neither true nor false. The adjunction determines the structure we consider
for this lineale 3. We should also mention the lineale 4, associated with Belnap-Dunn’s four-valued
logic. (These four values also correspond to the algebraic identities for the two conjunctions and two
disjunctions of Linear Logic.)

We then consider the lineale built out of natural numbers, but with the opposite order from the
natural order in N. Using this lineale we build the dialectica category of multirelations MLN [111]
based on Lawvere’s ideas about generalizing metric spaces [71].

Further we consider integers Z with their usual order as a lineale. We believe this style of dialectica
category can be profitably used to model systems where some transitions can cancel other transitions.

Next we consider the reals, in the form of the closed interval [0, 1]. These have long been
considered for fuzzy sets, as the real number associated with a pair (u, x) can be thought of as the
probability of the association between u and x. Finally, we consider the coexistence of several lineales
in a single net by taking finite products of them. In possession of this collection of lineale structures,
we define Petri nets using pre- and post-conditions between sets of events and conditions.

5.5.1 Original Dialectica L = 2
The original work on the categorical version of the dialectica interpretation has concentrated on
relations that take values into 2, considered as a lineale. By considering relations with values on this
lineale, which correspond to ordinary relations, we obtain the elementary Petri nets, those where pre-
and post-conditions only say whether or not a place is a pre- or post-condition for a transition.

5.5.2 Kleene Dialectica L = 3
In this section, we consider a version of the Dialectica construction where the lineale is defined on
the three elements set 3 = {−1, 0, 1}. We can think of −1 and 1 as false and true respectively. The
additional truth value 0 can be interpreted as undefined. We can equip this set with the following
structure.

• The monoid structure is given by the minimum, a⊗ b := min{a, b}, whose unit is 1.

• The ordering is given by the usual ordering −1 < 0 < 1.

• The implication is defined to yield an adjunction with the conjunction:
a( b := max{x : x⊗ a ≤ b}.

Spelling out the condition of the internal hom, a( b =
{

1 if a ≤ b
b if a > b

.

We can check that this structure is indeed that of a lineale.

Lemma 1. The three-elements set is a lineale with the structure defined above.
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Thus, we can define the dialectica construction over (3,≤,⊗, 1,() and Petri nets with weights
in 3 accordingly.

Example 4. We take as a motivating example the model of the chemical reactions regulating the
circadian clock of Synechococcus Elongatus [55] that is composed of two successive phosphorylations
and two successive dephosphorilations (which are the transitions labeled with phos. and dephos. in
Figure 33). There is experimental evidence [4] for the existence of further feedback loops in this
model. However, the precise underlying mechanism is still unknown. We can take into account
these unknowns in our model for Petri nets by adding arcs with 0 weight (presence and absence are
represented by 1 and -1 respectively). The Petri net in Figure 33 shows the values of the pre- and
post- conditions relations as weights on the arcs.

P

KaiA

KaiA

KaiBC+P

KaiABC+P

KaiB

P

KaiAC

KaiAC+P

KaiB

P

P
dephos.

1 1

1 1
0

dephos.

1
1
11

1

phos.1
1

1

phos.

1 1
1
1

0

Figure 33: Petri net representing the chemical reaction network regulating the circadian clock of Synechococ-
cus Elongatus. Present and undefined relations are labeled by 1 and 0, respectively.

5.5.3 Multirelation Dialectica L = N

In this section, we consider a version of the Dialectica construction where the lineale is defined on
the natural numbers L = N. While we can think of the classical truth values as indicating whether or
not a certain substance is present, we can think of the natural numbered truth values as indicating
how much of a certain substance is present in a chemical reaction. We can equip this set with the
following structure.

• The monoid structure is given by the sum of natural numbers, a⊗ b := a+ b, whose unit is 0.

• The partial ordering is given by the opposite of the usual order on natural numbers.

• The implication is given by truncated subtraction: a( b := max{b− a, 0}.

The basic suggestion of this structure on the natural numbers comes from [71]. We can check
that this structure is indeed that of a lineale.
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Lemma 2. The set of natural numbers is a lineale with the structure defined above.

Example 5. As with every chemical reaction, the one to obtain water from oxygen and hydrogen
needs stoichiometric coefficients to be represented properly. We can use multirelations to take these
into account, as shown in Figure 34.

H2

O2

H2O
2

2

1

Figure 34: Petri net representing the chemical reaction 2H2 + O2 → 2H2O.

5.5.4 Integers Dialectica L = Z

Similarly to the Multirelation Dialectica, we can consider the Dialectica construction for the particular
case of L = Z. We endow the set of integers with a lineale structure in the following way.

• The monoid structure is given by the sum of integers, a⊗ b := a+ b, whose unit is 0.

• The partial order is given by the usual ordering on the integers.

• The internal hom is given by subtraction: a( b := b− a.

As (Z,≤,+, 0,−) is a partially ordered group, it is automatically a lineale with the internal hom
defined above by Proposition 1.

Example 6. Empirical systems often need to locally reverse the logic of preconditions to express that
the presence of tokens in a given place “disables" a transition. Several different concepts of inhibitor
arcs can be modeled by Petri nets including the “threshold inhibitor arc". Reaction inhibitors in
chemistry illustrate the situation: in Figure 35 chemical reaction r will not take place if the amount
of substance I exceeds 3, a condition that is expressed by its inverse −3.

S1

S2

S3

I

r

2 −3

2 1

Figure 35: Petri net representation of the chemical reaction S1 + S2 → S3. The inhibitor arc is labeled by
-3, expressing that 3 is the minimum amount of substance I that prevents r from taking place.
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5.5.5 Probabilistic Dialectica L = [0, 1]
So far we considered only (topologically) discrete lineales. Now we want to discuss real numbers,
in particular, the closed interval [0, 1]. We first show that the closed interval [0, 1] admits a lineale
structure.

• The monoid structure is given by the product of real numbers, a⊗ b := a · b, whose unit is 1.

• The partial order is given by the usual ordering on the reals.

• The internal hom is given by a ‘truncated division’ a( b :=


b

a
a 6= 0 ∧ a ≥ b

1 a = 0 ∨ a < b
.

Lemma 3. The closed interval [0, 1] is a lineale with the structure defined above.

Example 7. The SIR (Susceptible, Infectious, Recovered) model is a simple compartmental model for
infectious diseases. A susceptible individual has contact with an infectious individual with probability
pc and, after the contact, it can be infected with probability pI , or remain susceptible with probability
1−pI . On the other hand, an infectious individual can recover with probability pR or remain infectious
with probability 1− pR. This setting can be represented with a Petri net where the relations between
places and transitions are valued in [0, 1] (Figure 36).

S I

R

c

pI

1− pI

pc

1

r 1
pR

i

1

1− pR

Figure 36: Petri net representing the SIR model.

5.5.6 Product of lineales
We have produced a pool of lineales, each of them suitable for transitions taking values in certain
data types ({0, 1}, {−1, 0,−1}, N, Z or R+). As discussed in section 2, in empirical data analysis,
a transition often carries data on more than one variable simultaneously. In this section, we show
that any finite combination of lineales can be endowed with the structure of a lineale by taking finite
products of them.

We remark that, because lineales are just the poset-version of symmetric monoidal closed categories,
the next proposition is simply an instantiation of the idea that symmetric monoidal closed categories
form a cartesian category SymClosedCat whose objects are symmetric monoidal closed categories,
and morphisms are functors that preserve the adjunction. This category is Cartesian. This seems
folklore, but we could not find it in any of the usual references (e.g. [61]).

We only need the poset version here and we state it as such.

Proposition 5. If (L1,≤1,⊗1, e1,(1) and (L2,≤2,⊗2, e2,(2) are lineales, then (L1 × L2,≤
,⊗, e,() is a lineale with the following structure.
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• l ⊗ l′ = (l1 ⊗1 l
′
1, l2 ⊗2 l

′
2)

• e = (e1, e2)

• l ≤ l′ if and only if l1 ≤1 l
′
1 and l2 ≤2 l

′
2

• l ( l′ = (l1 (1 l
′
1, l2 (2 l

′
2)

for l = (l1, l2), l′ = (l1, l2) ∈ L1 × L2.

Example 8. There is a dual situation to inhibition in chemistry, namely, catalysis. A catalyst is a
substance that increases the reaction rate without being consumed by the reaction. The presence of a
substance S in a chemical reaction might then play one of three roles: reactant/product, inhibitor, or
catalyst. We claim that the product of the lineales R+ and Z has enough expressive power to model
reaction rates in the presence of both inhibitors and catalysts. In Figure 37 pairs of the form (r, 0),
state that those substances are not inhibitors nor catalysts, and r is the rate at which a substance is
consumed or produced. The negative number in the label (r4,−3) expresses that I is an inhibitor of
reaction r, and -3 is the minimum amount of I required to slow down the reaction by the rate r4.
Finally, the label (r5, 5) indicates that C is a catalyst and 5 is the minimum amount of C required to
increase the reaction rate by r5.

S1

S2

S3

I

C

r

(r1, 0) (r4,−3)

(r2, 0)

(r5, 5)
(r3, 0)

Figure 37: Petri net representation of reaction rates for the chemical reaction S1 + S2 → S3 in the
presence of an inhibitor I and a catalyst C. Labels are pairs (r, z) where z states the role of the substance as
reactant/product (zero), inhibitor (negative integers), and catalysts (positive integers); and r the rate at
which the substance is consumed/produced (if z = 0), or at which the reaction rate increases (z > 0) or is
slowed down (if z < 0).
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6.1 Discussion and conclusions

Starting from the observation that substances and reactions are the central entities of chemistry,
we have structured these data in a formal space called a directed hypergraph, which arises when
substances are connected by their reactions. We call this hypernet chemical space. We have explored
different levels of description of this space, namely chemical, historical, and formal aspects. The
discussion and conclusions reached are presented in this section.

6.1.1 On computational history of chemical space

Our investigation of the chemical space from 1800 up to 2015 allowed us to quantify patterns in its
growing mechanism. First, we report that substance discovery has been ruled by synthesis since the
early 19th century and became the established method to report new compounds about 1900, that
is, 72 years after Wöhler’s synthesis of urea, providing quantitative evidence against Wöhler’s myth.
The results also show that it took 40 years from the introduction of chemical structure theory for
chemists to adequate their discipline to the new resolution on substance structure and its power for
the exploration of the space through synthesis.

The number of new substances is growing exponentially. Moreover, the production of compounds
was heavily reduced by two external events: the World Wars. After each war, substance production
went back to pre-war growth rates. This war invariance of growth is also observed for two scientific
events: the introduction of structural theory and the raise of organometallic chemistry changed the
rates, but the space went back to its historical growth trend very quickly.

We found patterns in the selection of substrates; chemists have been conservative in the selection
of their starting materials, presumably as a disciplinary consequence of starting from substances that
are readily available or as a way to develop valid and reliable expert intuition to explore the chemical
space [62]. Or perhaps, it is as simple as Mendeleev put it: “conservatism in science is completely
inevitable, because science, in essence, is a legacy, unthinkable except as the wisdom of centuries
past, and thus cannot be passed on without conservatism.” [47]. In contrast to conservatism in the
selection of substrates, chemists showed to be motivated to discover new compounds of the space
in an exponential manner. In spite of this, only a handful of compositions have been extensively
explored, CHNO being the most popular one since 1890.

Most of the reported reactions over history use two substrates. Often, one of them is little-known
and the other is part of the synthetic toolkit of preferred substrates; this trend is followed, for instance,
by reactions of acetic anhydride, the most used substrate since 1940. We called this trend the
fixed-substrate approach.

We have investigated the effect of changes in chemical space on systems of chemical elements for
the period 1800-1868, in particular, in the identification of similarity patterns, which we found to
play a major role in shaping the system. We found that the space, before 1840, was not ready for the
formulation of a system of elements close to that of 1869.

We found that before 1830 the expansion of the space involved discovering a wide range of new
combinations, which allowed observing several of the similarities of 1868 as early as 1826. The rise of
organic chemistry after 1830 directed the expansion of the chemical space towards compounds of
organogenic elements, mainly O, H, C, N, and S. This brought two effects: facilitated the detection of
similarities among organogenic elements even with low fractions of the chemical space, and hindered
some similarities among metals, which required large fractions of the chemical space to be observed.
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This explains why chemists in the nineteenth-century struggled to detect similarities among metals
but readily observed those among organogenic elements.

By 1837 a large number of similarity relations arose and remained in the systems of every year
until 1845, several of them were to remain until Meyer and Mendeleev’s formulation of their systems.
This “golden period” was perhaps a ripe moment to have devised a system similar to theirs, which
challenges the traditional claim that placed it in the 1860’s [10, 134].

Our data-driven approach to element similarity could shed some light on the ongoing discussions
on the conformation of families of similar elements [117]. For instance, whether Si is more similar to
the carbon group or to the Ti group; or whether V resembles more the pnictogens or the current
group 5. Our results show that by 1869 Si was actually closer to the Ti group and that V, as well as
Nb (constituting the whole group 5 known at that time), was more similar to P. The output data
of this study, including the chemical spaces computed from the atomic weight tables for several
nineteen-century chemists, is available here.

This work constitutes a computational, entirely data-driven approach to the history of chemistry.
Using chemical compounds and reactions as the only data source places the study very closely to the
core of chemistry [137]. Reaxys data relieved us almost entirely from the need to focus on themes
and topics of the scientific discourse, which forms the main difficulty in text-based approaches to
the history of science [68]. We hope that the approach presented here complements conventional
approaches to the history of science.

6.1.2 Local geometry of chemical space
Drawing from Forman’s definition of curvature for simplicial complexes (with roots in Riemannian
geometry), and from its graph version, we generalized the Forman-Ricci curvature to hypergraphs,
both directed and undirected (Equations 4.10 and 4.12). Graph curvatures used in previous studies
thus become particular cases [127, 129, 130, 141–143, 152–155]. This curvature notion complements
vertex-centered tools, providing an edge-based approach for the analysis of networks.

Also, after a brief account of the Forman-Ricci curvature for (un)directed graphs, we determined
the upper and lower bounds for Forman-Ricci curvature for (multi)graphs and (multi)hypergraphs,
which so far had not been investigated. In an undirected graph, F (e) is positive for isolated edges,
zero for edges whose endpoints are connected each to two nodes, and negative if the nodes of e
stand in more relations. Our generalization of Forman-Ricci curvature for undirected hypergraphs
preserves these properties. In general, it quantifies the difference between the size of a hyperedge and
the combined number of connections of its nodes (Equation 4.12).

Directed hypergraphs have a richer structure and so its curvature has four components: F (→e),
F (e←), F (←e), and F (e→). Each of these components is the difference in tail/head size and the
number hyperarcs either to or from its vertices. Since each component carries a part of the hyperedge
structure, different combinations can be tailored to address different aspects of its structure, for
instance, F (→e→) = F (→e)+F (e→) may be interpreted as the flow through e, while F (→e)−F (e→)
was shown to be a simple yet powerful tool to quantify assortativity (for those directions). Moreover,
our definition of Forman-Ricci curvature focuses entirely on hyperedge structure, that is, its size, and
the degree of its vertices; it does not re-interpret hyperedges as “higher-dimensional” objects nor
does it implicitly introduce additional structures, like boundaries of simplices, that are not part of the
original data, which differentiates it from a version proposed in [132].

We applied these curvatures to the analysis of two large networks, one of social and the other of
chemical interactions. The analysis of Wikipedia vote network exemplified the Forman-Ricci curvature

https://mchem.bioinf.uni-leipzig.de/1868/main.html
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of undirected hypergraphs, where elections constituted hyperedges and users/voters vertices. Since
our motivation, the chemical space, is a directed hypergraph, we characterized the directed Forman-
Ricci curvature by studying its distribution for well-known metabolic networks (traditionally modeled
as graphs): Escherichia coli, Mycobacterium tuberculosis, and Helicobacter pylori. We identified
bottleneck reactions (defined as those reactions whose educts can be obtained from several reactions
and whose products are often used as educts), which are characterized by having very negative
F (→e→) values. For E. coli this reactions is: adp+h+pi→atp+h+h2o. Bottleneck reactions can
be considered as assortative ones, for they transform popular products into popular educts.

The definition of Forman-Ricci curvature presented here can be weighted (Equation 4.11) based
on meta information of the network, e.g. user’s seniority in the Wikipedia example or stoichiometric
coefficients in the metabolic network. The effects of using this feature of our definition on these and
other weighting schemes need to be explored in future studies on the curvature of hypergraphs.

6.1.3 Compositionality in chemical space
We produced a categorical model of bipartite directed graphs, which are equivalent to directed
hypegraphs, called Petri nets. Most of the recent work on Petri nets focuses on the unfoldings of a
single net. We have presented a categorical model for Petri nets that focuses on the diverse nature of
network relations. This is a fundamentally different approach to Petri nets since it allows the use
of different kinds of transitions (different kinds of labels in their graphs), while maintaining their
composionality.

Our model can handle different kinds of transition whose labels can be represented as a lineale (a
poset version of a symmetric monoidal closed category). Several sets of labels, from those often used
in empirical data modeling, can be endowed with the structure of a lineale, including: stoichiometric
coefficients in chemical reaction networks (L = N), reaction rates (L = R+), inhibitor arcs (L = Z),
gene interactions (L = {0, 1}), unknown or incomplete data (L = {−1, 0, 1}), and probabilities
(L = [0, 1]).

The structure of the lineale is lifted to the category MLSet from which the category NetL of Petri
nets is built. Both MLSet and NetL are symmetric monoidal closed categories with finite products
and coproducts, providing a compositional way to put together smaller nets into bigger ones, making
sure that algebraic properties of the components are preserved in the resulting net.

The category NetL is a model for weighted and directed bipartite relations and therefore we
anticipate applications of the compositionality of NetL in the broader context of directed bipartite
graphs [50, 57], in particular, for their applications to real-world networks. For instance, the labeled
wiring of these graphs is key to the empirical analysis of metabolic networks, where the metabolism
of an organism is studied in terms of the concurrence of smaller functional subnets called modules.
We wonder whether our formal connectives may assist in the reconstruction and understanding of
whole metabolisms in terms of the concurrence of their modules.

There is much more work to be done still. Both in the applications we are pursuing and in the
theory of Dialectica Petri nets. On the theory side, notions of behavior (token game) should be
investigated and on the practical side, we have still to investigate how the implemented systems can
be modified to deal with our nets.

Dialectica Petri nets share some of the pros and cons of other Linear Logic based nets. As far as we
know no one has investigated Differential Linear Logic Petri nets, yet (see [29] for relating differential
interaction nets to the π-calculus). We wonder if this would make the exchange of information with
modellers somewhat easier. Finally, we would like to investigate whether we could code our nets
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using Catlab https://github.com/AlgebraicJulia/Catlab.jl, a framework for computational
category theory, written in the Julia language and already used for other styles of Petri nets.

6.2 Further work

We have unveiled features of the growth mechanism and the role that the chemical space has plaid in
shaping similarity relations among elements. We have also shown that the chemical space can be
faithfully modeled as a growing directed hypergraph. These findings open up the following research
questions:

• Could hypergraph random models be used to explain the growing mechanism of the space?
If so, what are the generating rules that yield the patterns reported here of substance use,
production, and assortativity, as well as the curvature and assortativity fingerprints of reactions?

• Can we extend our approach to asses similarity among elements to substances? If similarity
among substances is given by functional molecular fragments, and if "similarity between elements
comes from the forms they share", can we generalize our formal tools to deal with the more
general claim that "similarity between substances comes from the functional molecular fragments
they share?" If that is the case, what are the topological structures that underlie the chemical
space?

• As argued in this work, compositionality is a key feature of chemical reasoning. What are then
the appropriate categorical models of hypergraphs that may bring a compoisitional theory for
the level of abstraction described in this work? And what are the formal connections between
the hypergraph level and the "intermediate level of abstraction for chemistry" proposed by
Stadler and coworkers [2, 9]?

https://github.com/AlgebraicJulia/Catlab.jl


92 Chapter 6. Conclusions and further work



Chapter 6. Conclusions and further work 93

Appendices





Appendix A. Supplementary data of Chapter 2 95

APPENDIX A
Supplementary data of Chapter 2

100 101 102 103

100

101

102

103

104

105

106

107

Indegree

F
re
q
u
en

cy

Before 1860
1860-1879
1880-1899
1900-1919
1920-1939
1940-1959
1960-1979
1980-1999
2000-2015

Figure 38: Frequency distributions of number of reactions R producing the same target.
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Abbreviations for compounds of Tables 4 and 8:
AcOH (Acetic acid), Ac2O (Acetic anhydride), Ag (Silver), Ag2S (Silver sulfide), BnBr (Benzyl
bromide), B(OH)3 (Boric acid), Br2 (Bromine), BZA (Benzoic acid), BzCl (Benzoyl chloride),
C6H6 (Benzene), CH2N2 (Diazomethane), CH2O (Formaldehyde), Cl2 (Chlorine), CO (Carbon
monoxide), CO2 (Carbon dioxide), CoO (Cobalt(II) oxide), CuO (Copper(II) oxide), DHBZA (3,4-
dihydroxybenzoic acid), DMA (Dimethylamine), EDBB (1,1’-(1,2-ethanediyl)bisbenzene), Et2O
(Diethyl ether), EtOH (Ethanol), FC (Ferrocene), Glc (Glucose), H2 (Hydrogen), H2O (Water), HCl
(Hydrochloric acid), Hg (Mercury), HgO (Mercury(II) oxide), HNO3 (Nitric acid), H2S (Hydrogen
sulfide), H2SO4 (Sulfuric acid), I2 (Iodine), KOH (Potassium hydroxide), MAC (Methylammonium
carbonate), MBPh (4-methoxylbiphenyl), MeCHO (Acetaldehyde), MeI (Methyl iodide), MeOH
(Methanol), Morph (Morpholine), Na2CO3 (Sodium carbonate), NH3 (Ammonia), NiO (Nickel(II)
oxide), NPhOH (4-nitro-phenol), OA (Oxalic acid), Ph2 (Biphenyl), PhA (Phthalic acid), PhAc
(Acetophenone), PhAcet (Phenyl acetylene), PhCHO (Benzaldehyde), Ph2CO (Benzophenone),
PhNH2 (Aniline), Ph2S2 (Diphenyl disulfide), TBTB (Tributyltin bromide), TBTC (Tributyltin
chloride), TFA (Trifluoroacetic acid), TMTC (Trimethyltin chloride), TPPO (Thriphenylphosphine
oxide), UF6 (Uranium hexafluoride), ZnO (Zinc oxide).

Analysis of jumps for products

The distribution of participation of compounds in R different reactions as products for the following
periods is shown in Figure 2b (main text): Period 1 (Before 1860), Period 2 (1860-1879), Period 3
(1880-1899), Period 4 (1900-1919), Period 5 (1920-1939), Period 6 (1940-1959), Period 7 (1960-
1979), Period 8 (1980-1999), Period 9 (2000-2015).

We found that the participation of products in less than 21 reactions (R ≤ 20) accounts for 97%
of the whole variance of the distribution (Figure 2b, main text). Therefore, we plotted (Figure 39)
the logarithm growth of participation of compounds in R ≤ 20 different reactions as products in the
nine periods of Figure 2b. The least squares regression method shows that the logarithm growth of
participation of compounds logCompi, with i = 1, . . . , 9 follows the equation

logCompi = 0.8447904i+ 8.3520785 + Residuali,

where Residual1 = 0.04787297, Residual2 = −0.17878533, Residual3 = 0.28512578, Residual4 =
−0.07595590, Residual5 = −0.20859164, Residual6 = −0.16903558, Residual7 = 0.35814213,
Residual8 = 0.16272740, and Residual9 = −0.22149983.

These residuals pass the Shapiro-Wilk and Kolmogorov-Smirnov normality tests for mean 0 and
standard deviation sd = 0.2228266, with the corresponding probabilities pShW = 0.1398 and pKS =
0.6966. There are two historical jumps, namely between 1860-1879 and 1880-1899, and between 1940-
1959 and 1960-1979, corresponding to Residual3 = 0.28512578 and Residual7 = 0.35814213, which
are higher than the standard deviation sd = 0.2228266 (and also higher than the other residuals),
and still in the range (−2sd, 2sd). As a result, the logarithm difference logCompi − logCompi−1,
with i = 2, . . . 9 reaches the highest and the second highest at these two periods.

Variance analysis of the number of new compounds
For a continuous t, the exponential growth is described by st = s0e

kt, from which r = 100(ek − 1).
In a discrete case, data variability needs to be regarded, therefore the normality of r values has to be
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tested. In this setting, rt = (st+1/st) − 1, which for the chemical reactions data failed normality
tests for 1804-2015 and for the period 1804-1860 that is of high fluctuation. Therefore we explored
the distribution of Yt := ln st+1 − ln st, which we found to be normally distributed for three periods,
but not for the whole period 1804-2015. We observed that the variance is time dependent and Yt
follows an ARCH (autoregressive conditional heteroskedasticity) model. In the simplest form, Yt is a
switching model consisting of three periods with the general form Yt = µi + σiZt, being i an index
for the respective period and the residuals {Zt}t≥1 a source of identically distributed Gaussian noises.
This is equivalent to:

st+1 = ste
µi+σiZt (A.1)

In all cases the residuals {Zt}
tf
t0 passes the Shapiro-Wilk and the Kolmogorov-Smirnov normality

tests N (0, 1), for t0 and tf the respective initial and final year of period i. The combination of all
three subsequences of residuals passes the Kolmogorov-Smirnov normality test, although fails the
Shapiro-Wilk one.

Figure 39: Logarithm growth of participation of compounds in R ≤ 20 different reactions as products in the
nine periods.

Fitting the growth model
Calculations for the growth fitting were conducted by linear regression methods and the equation for
the annual number of new compounds is

st = 8.18× 10−33e0.04324t (A.2)
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where t is a year between 1800 and 2015.
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Similarity between systems of chemical elements

We quantified the similarity of element x regarding element y as the fraction of substances of x in
whose formulae x can be replaced by y yielding a formula that is part of the chemical space. Hence,
for an element x having sx substances in the chemical space, which are gathered as {s1

x, s
2
x, . . . , s

n
x},

there is an associated multiset of formulae Fx = {f(s1
x), f(s2

x), . . . , f(snx)}, where f(six) is the
arranged formula of substance i containing element x. Arranged formulae are assigned to a reference
element, whose similarity regarding other elements is to be calculated. These formulae are found
by replacing the reference element x in their formulae by the symbol A. The resulting formula is
lexicographically ordered for the sake of comparison with other formulae. For example, the arranged
formula of NH2Cl, with Cl as reference element, is AH2N. Figure 2 (main text) shows a toy-example
for the similarity between Cl and Br (s(Cl → Br)) and Br and Cl (s(Br → Cl)). There, Cl has
eight substances in the chemical space, namely {NH2Cl, HAuCl4, VCl3O, K3CrCl6, CH2CCl2, NaCl,
KClO3}. In turn, Br has seven substances: {CH2CBr2, CHBrCHBr, NaBr, KBrO3, MoBr4, HgOBr2}.
The multiset of arranged formulae for Cl is FCl = {AH2N, A4AuH, A3OV, A6CrK3, A2C2H2, ANa,
AKO3} and for Br it is FBr = {A2C2H2, A2C2H2, ANa, AKO3, A4Mo, A2HgO}. Note that in
both cases all formulae have multiplicity one, except A2C2H2, which has multiplicity two in FBr.
This shows that Br has two substances with arranged formulae A2C2H2. They are CH2CBr2 and
CHBrCHBr, which are isomers participating in single-step reactions before 1869. Note that A2C2H2
has multiplicity one for Cl, as only CH2CCl2 had participated in single-step reactions by 1869. Thence,
FBr can be rewritten as FBr = {A2C2H2

2, ANA1, AKO1
3, A4Mo1, A2HgO1}, which, in general, has the

form Fx = {fmx(i)
i }, where fi is the i-th arranged formulae of element x whose formula multiplicity

is mx(i). By multiplicity of a formula is meant the number of times the formula shows up in the
multiset, that is the number of times the formula is found in the chemical space of element x.

With the list of arranged formulae for elements x and y, we can calculate s(x→ y) as:

s(x→ y) = |Fx ∩ Fy|
|Fx|
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As |Fx| amounts to counting the multiplicities of arranged formulae of x, then |Fx| =
∑
mx(i).

Likewise, finding the common arranged formulae between Fx and Fy amounts to counting the minimum
multiplicity of formulae that appear in both multisets Fx and Fy: |Fx ∩Fy| =

∑
min(mx(i),my(i)),

which for |FCl ∩ FBr| = min(mCl(A2C2H2),mBr(A2C2H2))+
min(mCl(ANa),mBr(ANa)) + min(mCl(AKO3),mBr(AKO3)) = min(1, 2) + min(1, 1)+
min(1, 1) = 3. Therefore, the similarities s(Cl→ Br) and s(Br→ Cl) are calculated as s(Cl→ Br) =
3/7 and s(Br→ Cl) = 3/6.

Stability of similarities regarding chemical space size

Sampling the chemical space
For each year we randomly took s% of the space and determined the most similar element(s) for
each element. This experiment was carried out 100 times. For each similarity x→ y resulting for the
whole space of that year, we counted in how many of the 100 experiments appeared x → y. The
higher the frequency of appearance of the similarity x→ y in the 100 experiments, the more stable
the similarity. We carried out this analysis for the 19 sample sizes 95%, 90%, 85%, . . ., 5%. The
higher the frequency for different values of s, the less that similarity depends on the sample size.

Contrasting Meyer and Mendeleev’ systems of chemical elements with
those of the chemical space (contemporary approach)

We took the three systems by Meyer, which were formulated in 1864 [101], 1868 [120] and 1869/70
[102]; and the first Mendeleev’ system published in 1869 [96]. We extracted the similarities among
the elements out of these systems and contrasted them with the “most similar” relationships of the
systems of elements of the respective years 1863, 1867 and 1868. The time difference of one year
between the system of elements of each author and the system of elements of the chemical space is
to regard the time required for a chemist to be updated with the literature in the nineteenth-century.

As Meyer did not explicitly discuss similarities among elements, we followed his principle of
regarding as similar those elements belonging to a column of his 1864 and 1868 tables. In addition, we
regarded elements with the same valency as similar for his 1864 table, plus the well-known similarities
among transition metals Mn=Fe, Ni, Co, Ru, Rh, Pd and Pt, Ir, Os. Hence, for instance, we regarded
Li, Na, K, Rb, Cs, Tl and Cu, Ag, Ag as similar, as they hold valence 1. Note that Meyer did not
write the valency of Cu, Ag and Ag in 1864, but one can infer it was 1 from the groups on the left of
this group of elements [101]. For Meyer’s periodic system of 1868, besides elements belonging in the
same column, we consider the following transition metal similarities observed in his table: Mn, Fe,
Co, Ru, Rh, Pd and Pt, Ir, Os. In this case, we did not regard same valency as a similarity criterion,
because valency is not highlighted in Meyer’s table and because of his shifting and reshifting of Al
[120, 122]. Similarities in his 1869 table are further discussed in the paper where they were published.
Therefore, besides the usual vertical similarities (in the 1869 published representation corresponding
to rows), we also included those similarities mentioned by Meyer [102], plus the transition metal
ones: Mn, Ru, Os, Fe, Rh, Ir and Co=Ni, Pd, Pt (Figure 40). Mendeleev discussed thoroughly the
similarities and even some lack of similarities [94], both of them listed in Table 12.

By contrasting the similarities reported by each author with those corresponding to most similar
relationships among chemical elements allowed by the chemical space, we calculated the true positive
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and false negative rates of each system of elements (Table 13). True positives (TP ) correspond
to similarities observed by year y and extracted from chemist’s system of elements. True negatives
(TN) correspond to non most similar relationships observed in year y that are also non similarities
according to chemist’s system of elements. False positives (FP ) are non similarities in year y
corresponding to similarities in chemist’s system of elements. False negatives (FN) are similarities in
year y not retrieved from chemist’s system of elements. The true positive rate (TPR) is given by
TP/(TP + FN), false positive rate (FPR) by FP/(FP + TN).

Table 12: Similarities as mentioned by Mendeleev in his extended 1869 publication [94]. Red entries
correspond to similarities Mendeleev thought did not exist and the blue one to “not so well studied.”

Bi,V,Sb,As P,N Te,Se,S
I,F Mg,Zn,Cd Cu,Ag
Pb,Ba,Sr,Ca Pd,Rh,Ru Os,Ir,Pt
Ag,Cu,Hg Sb,Bi Tl,Cs
Alkaline-earth metals N group S group (in part)
Ce companions Li,K,Na Ca,Sr,Ba
O,S,Se,Te N,P,As,Sb Mg,Zn,Cd
P,As,Sb Os,Pt,Ir W,V,Mo
Si,B,F O,N,C Cr,Ni,Cu
N,P,As Na,K,Rb,Cs F,Cl,Br,I
V,Nb,Ta Cr,Mo Sr,Ba,Pb
Li,Na,K,Cu,Rb,Ag,Cs,Tl Be,Mg,Ca,Zn,Sr,Cd,Ba,Pb B,Al,U,Bi
N,P,V,As,Nb,Sb,Ta O,S,Se,Te,W Be,Ca,Sr,Ba,Pb
Ti,Si,Sn Cr,S,Te Mn,Cl,Br
P,V,As S,Cr,Se Cl,Mn,Br
Nb,V,Sb In,Mg,Zn,Cd Zr,C,Sn
Y,Th,In Co,Ni,Cr,Mn,Fe Ce,La,Di,Pd,Rh,Ru
Mg,{Ca,Sr,Ba} Pb,Tl,Bi,Au,Hg,Pt,Ir,Os,W Pb,Tl
Hg,Pt H H,Cu,Ag,Hg
Ba,Pb,Tl V,Cr,Nb,Mo,Ta,W B,Al,U
Si,Ti,Zr,Sn Tl,alkali metals Si,B
Halogens Pt companions Cl,I,Br
Ag,Pb,Hg Ta,Sn,Ti Be,Zr,U
C,Si,. . .,Sn Li,Na,K,Rb,Cs,Tl C,Si,Ti,Zr,Sn
V,P,Sb,As Si,Ti,? As,Sb,Nb
{Mg,Zn,Cd},{Ca,Sr,Ba} Pt,Ir,Os Bi,Au
C,B,Si,Al
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a

b

c

d

Figure 40: Systems of chemical elements by Meyer (a: 1864, gathering together his three separate tables; b:
1868; d: 1869/70) [101, 102, 120] and Mendeleev (c: 1869, rotated and reflected for the sake of comparison
with the other systems) [96]. Element symbols are updated to current notation. Lines and boxes indicate
similarities. The complete list of similarities for Mendeleev is found in Table 12. Line widths are proportional
to the number of times the similarity is discussed by each author. Line colours are used only for the sake of
clarity

Chemical spaces from atomic weights

As contemporary atomic weights are related by simple fractions with atomic weights of different
chemists (Table 10), we adjusted a contemporary chemical formula F =XxYx . . .Zz to
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FA = XxfA(X)YyfA(Y ) . . .ZzfA(Z) (B.1)

Here, X, Y,. . ., Z are chemical elements and x, y, . . . , z their stoichiometric coefficients in
F ; fA(X), fA(Y ), . . . , fA(Z) are the respective coefficients modifying x, y, . . . , z to yield the for-
mula FA, as an approximation to that regarded by chemist A. Coefficients fA are calculated as
follows: knowing the current (W (e)) and chemist’s (A(e)) atomic weights of element e (Table
10), as well as the respective values for hydrogen (W (H) and A(H)), we calculate the ratios
(W/A)(e) = (W (e)/W (H))/(A(e)/A(H)) and (A/W )(e) = (A(e)/A(H))/(W (e)/W (H)). Our
aim is determining the simplest fraction f approximating either (W/A)(e) or (A/W )(e). As these
ratios either fall in the real interval (0, 1] or correspond to figures of the form α + β, where α is
an integer and β is a real number in the interval (0, 1], we need to find a 0 < f ≤ 1 that best
approximates either β or the ratio falling in the interval (0, 1]. The best f corresponds to a fraction
of a Farey sequence [37] (Supporting Information) minimising the relative error of the approximation
(error(r, f) = |r − f |/r, with r either (W/A)(e) or (A/W )(e)). We allowed 20 different error
tolerances τ for the approximation, from 1 to 20% of relative error, in such a manner that for each τ ,
the selected fraction f always approximates r with an error ≤ τ . Hence, for a given τ a fraction f is
found, which corresponds to the coefficient fA(e) in equation B.1. By applying this algorithm to each
element of the contemporary formula F , the respective fractions are found and the adjusted formula
FA of chemist A is found (Further details in the Supporting Information). By applying this method
it is found, for instance, that contemporary Fe2O3 corresponds to FeO3 according to Berzelius’ table
of atomic weights of 1819 (Table 10).
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Figure 41: Fraction of 1868 similarities observed by chemist space with tolerance τ , calculated as |P τy−1 ∩
P1868|/|P1868|, with P1868 collecting the actual similarities by 1868. The 20 similarity values (coloured
dots) for each chemist are gathered together in a violin plot. For the sake of comparison the similarity
|Py−1 ∩ P1868|/|P1868| is depicted as a black dot
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Table 13: True positives and negatives (TP , TN), false positives and negatives (FP , FN), true positive
and false positive rates (TPR, FPR) and the data used for their calculation.

Meyer
1864

Meyer
1868

Meyer
1869/70

Mendeleev
1869

Number of elements (n) in chemist’s system of
elements

50 52 55 60

Possible number of similarities for n elements:
n× (n− 1)

2450 2652 2970 3540

Number of most similar relationships observed
from the chemical space in year y−1, with y the
publication year of chemist’s system of elements

77 74 74 74

Number of similarities retrieved from chemist’s
system of elements

586 204 222 403

Number of most similar relationships observed
from the chemical space and not retrieved from
chemist’s system of elements

36 35 28 31

Number of most similar relationships observed
from the chemical space and from chemist’s sys-
tem of elements

41 39 46 43

Number of similarities retrieved from chemist’s
system of elements but not corresponding to most
similar relationships from the chemical space in
year y − 1

545 165 176 360

True positives (TP ) 0.532 0.527 0.622 0.581

True negatives (TN) 0.77 0.907 0.939 0.896

False positives (FP ) 0.23 0.064 0.061 0.104

False negatives (FN) 0.468 0.473 0.378 0.419

True positive rate (TPR) 0.532 0.527 0.622 0.581

False positive rate (FPR) 0.23 0.066 0.061 0.104



Appendix B. Supplementary data of Chapter 3 105

S
im

ila
ri

ty
 o

f 
ch

e
m

is
t'

 s
y
st

e
m

 r
e
g

a
rd

in
g

 1
8

6
8

 s
y
st

e
m

0.0

0.2

0.4

0.6

0.8

1.0

D
a
lt

o
n
 (

1
8

1
0

)

T
h
o
m

so
n
 (

1
8

1
3

)

B
e
rz

e
liu

s 
(1

8
1

9
)

G
m

e
lin

 (
1

8
4

3
)

B
e
rz

e
liu

s 
(1

8
2

6
)

Le
n
ß
e
n
 (

1
8

5
7

)

M
e
y
e
r 

(1
8

6
4

)

O
d

lin
g

 (
1

8
6

4
)

H
in

ri
ch

s 
(1

8
6

7
)

M
e
y
e
r 

(1
8

6
8

)

M
e
n
d

e
le

e
v
 (

1
8

6
9

)

M
e
y
e
r 

(1
8

6
9

/7
0

)

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

To
le

ra
n
ce

s

Figure 42: Fraction of similarities observed by chemist’ space with tolerance τ in year y− 1 that are observed
in 1868, calculated as |P τy−1 ∩ P1868|/|P τy−1|. The 20 similarity values (coloured dots) for each chemist are
gathered together in a violin plot. For the sake of comparison the similarity |Py−1 ∩P1868|/|Py−1| is depicted
as a black dot.

Backbone of the system of chemical elements

Figure 13d depicts similarities ei → ej that appeared in more than 60% of the systems were the
elements ei and ej are present. The percentage of appearance is computed by 100 × f(ei →
ej)/1868 − y, where f(ei → ej) is the number of systems were ei → ej is observed, and y is the
first year in which ei and ej appeared in a system. The normalization factor, 1868− y, represents
the time window where such similarity could have been observed.

Selection of elements for each chemist

The most complete system was formulated by Mendeleev [49], including the 60 elements of Figure 8
plus Er, Yt and Di [96]. Nonetheless, we excluded these three elements because of their unreliable
information by 1869: Yt (currently Y [26]) first reported reaction dates back to 1872. Er and Di
were later found to be mixtures of other elements [35].
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Table 14: Selection of elements for each chemist. The number of initial elements refers to those we used to
build up the systems of elements of each chemist (Figure 43). Disregarded elements correspond to those not
having substances in the database participating in single step chemical reactions. Notes: a We assumed 1 as
the atomic weight for H. b Meyer reported 50 elements (Figure 43), but it is clear that H made part of his
system [122]. c Meyer reported 52 elements, here we included H (see note b). d Meyer reported 55 elements,
here we included H (see note b). e Bi, Ce, Mn, Si, W, Y, Zr. f Ce, Mn, Mo, Y, Zr. g Mo, Y. h Y. i La

Chemist Number of initial elements Number of disregarded elements
Dalton (1810) 37 7e

Thomson (1813) 37 5f
Berzelius (1819) 46 2g
Berzelius (1826) 49 1h
Gmelin (1843) 54 1i
Lenßen (1857)a 53 0
Meyer (1864)a 51b 0
Odling (1864) 58 0
Hinrichs (1867) 55 0
Meyer (1868) 53c 0

Mendeleev (1869) 60 0
Meyer (1869/70) 56d 0
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Table 15: Spearman rank correlation for the ordering of elements according to atomic weights by each of the
nine nineteenth-century chemists.

Dalton
1810

Thomson
1813

Berzelius
1819

Berzelius
1826

Gmelin
1843

Lenßen
1857

Meyer
1864

Odling
1864

Hinrichs
1867

Meyer
1868

Mendeleev
1869

Meyer
1869/70 Current

Dalton
1810 1 0.9050 0.8750 0.8907 0.8037 0.9008 0.8779 0.8786 0.8849 0.8817 0.8771 0.8817 0.8711

Thomson
1813 0.9050 1 0.9037 0.8932 0.8322 0.8516 0.8389 0.8430 0.8444 0.8447 0.8440 0.8447 0.8518

Berzelius
1826 0.8750 0.9037 1 0.9561 0.8747 0.9033 0.8903 0.8968 0.8929 0.8938 0.8954 0.8975 0.9047

Berzelius
1826 0.8907 0.8932 0.9561 1 0.8886 0.9436 0.9409 0.9393 0.9370 0.9434 0.9378 0.9437 0.9440

Gmelin
1843 0.8037 0.8322 0.8747 0.8886 1 0.8626 0.8545 0.8512 0.8439 0.8577 0.8469 0.8488 0.8321

Lenßen
1857 0.9008 0.8516 0.9033 0.9436 0.8626 1 0.9454 0.9437 0.9414 0.9478 0.9277 0.9280 0.9056

Meyer
1864 0.8779 0.8389 0.8903 0.9409 0.8545 0.9454 1 1 0.9997 1 0.9750 0.9750 0.9741

Odling
1864 0.8786 0.8430 0.8968 0.9393 0.8512 0.9437 1 1 0.9998 1 0.9676 0.9762 0.9552

Hinrichs
1867 0.8849 0.8444 0.8929 0.9370 0.8439 0.9414 0.9997 0.9998 1 0.9997 0.9639 0.9664 0.9584

Meyer
1868 0.8817 0.8447 0.8938 0.9434 0.8577 0.9478 1 1 0.9997 1 0.9758 0.9758 0.9750

Mendeleev
1869 0.8771 0.8440 0.8954 0.9378 0.8469 0.9277 0.9750 0.9676 0.9639 0.9758 1 0.9946 0.9669

Meyer
1869/70 0.8817 0.8447 0.8975 0.9437 0.8488 0.9280 0.9750 0.9762 0.9664 0.9758 0.9946 1 0.9994

Current 0.8711 0.8518 0.9047 0.9440 0.8321 0.9056 0.9741 0.9552 0.9584 0.9750 0.9669 0.9994 1
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Figure 43: Chemical elements used to build up the systems of elements of the nine nineteenth-century
chemists. Elements known by the year discussed in each table are shown in black, while undiscovered elements
in grey and in red mixtures that were thought to be elements.
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Figure 44: Similarity stability over random samples of the chemical spaces within 1800-1868. Samples of
95%, 90%, . . ., 5% of the chemical space were considered. Only the results of every five years are shown (the
69 heatplots can be found in [75]. Each row contains a given similarity observed by considering the chemical
space in year y. The stability of each similarity corresponds to the percentage of appearance of such similarity
in the sampled space of size s%. Colours associated to this percentage are shown on the right bar.
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Table 16: List of substrates abbreviations appearing in the metabolic network of Escherichia coli.

Abbreviation Chemical name
25aics (S)-2-[5-Amino-1-(5-phospho-D-ribosyl)imidazole-4-carboxamido]succinate
5aizc 5-amino-1-(5-phospho-D-ribosyl)imidazole-4-carboxylate
5aop 5-Amino-4-oxopentanoate
2cpr5p 1-(2-Carboxyphenylamino)-1-deoxy-D-ribulose 5-phosphate
6hmhpt 6-hydroxymethyl dihydropterin
5mdr1p 5-Methylthio-5-deoxy-D-ribose 1-phosphate
5mdru1p 5-Methylthio-5-deoxy-D-ribulose 1-phosphate
accoa Acetyl-CoA
adp Adenosine diphosphate
adphep_D,D ADP-D-glycero-D-manno-heptose
adphep_L,D ADP-L-glycero-D-manno-heptose
asp_L L-Aspartate
atp Adenosine triphosphate
co2 Carbon dioxyde
cyan Hydrogen cyanide
dann 7,8-Diaminononanoate
dhnpt Dihydroneopterin
dtbt Dethiobiotin
dxyl5p 1-deoxy-D-xylulose 5-phosphate
tsul Thiosulfate
gar N1-(5-Phospho-D-ribosyl)glycinamide
gcald Glycolaldehyde
gdpddman GDP-4-dehydro-6-deoxy-D-mannose
gdpofuc GDP-4-oxo-L-fucose
glu1sa L-Glutamate 1-semialdehyde
gly Glycine
h H+

h2o Water
hco3 Bicarbonate
malcoa Malonyl CoA C24H33N7O19P3S
mmcoa_R (R)-Methylmalonyl-CoA
mmcoa_S (S)-Methylmalonyl-CoA
mql8 Menaquinol 8
mqn8 Menaquinone 8
nad Nicotinamide adenine dinucleotide
nadh Nicotinamide adenine dinucleotide - reduced
no2 Nitrite
no3 Nitrate
o2 Molecular oxygen
pdx5p Pyridoxine 5’-phosphate
phthr O-Phospho-4-hydroxy-L-threonine
pi Phosphate
pram 5-Phospho-beta-D-ribosylamine
pran N-(5-Phospho-D-ribosyl)anthranilate
prfp 1-(5-Phosphoribosyl)-5-[(5-phosphoribosylamino)methylideneamino]imidazole-

4-carboxamide
prlp 5-[(5-phospho-1-deoxyribulos-1-ylamino)methylideneamino]-1-(5-

phosphoribosyl)imidazole-4-carboxamide
q8 Ubiquinone-8
q8h2 Ubiquinol-8
so3 Sulfite
tcynt Thiocyanate
tsul Thiosulfate



Appendix C. Supplementary data of Chapter 4 119

outdegree−indegree Substance Outdegree Indegree
187324 acetic anhydride 187646 322
144000 methanol 146367 2367
129529 methyl iodide 129937 408
93006 water 97892 4886
88766 ethanol 91036 2270
77857 formaldehyd 81254 3397
74004 benzaldehyde 79578 5574
61658 acetic acid 66120 4462
56275 diazomethane 56365 90
53756 benzoyl chloride 53942 186
51976 aniline 55398 3422
50027 carbon monoxide 53200 3173
41652 benzyl bromide 41935 283
41461 hydrogenchloride 44034 2573
36628 acetyl chloride 36842 214
36022 trifluoroacetic acid 36212 190
35564 benzylamine 36116 552
35283 p-toluenesulfonyl chloride 35392 109
34127 methanesulfonyl chloride 34161 34
33783 acetone 37374 3591
33269 phenylacetylene 33676 407
32917 N,N-dimethyl-formamide 33064 147
32458 allyl bromide 32510 52
32433 morpholine 32659 226
31608 chloro-trimethyl-silane 32450 842

Table 17: Substances with the largest positive outdegree−indegree values. This substances belong to the
rightmost part of the positive tail of Figure 27. These substances are the most prolific starting materials that
are not frequent products of reactions, that is, the best representatives of the "precursors/reactants" role
that do not perform the "targets/products" role equally well.
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F (e) Frequency (#rxns) % of reactions Cummulative %
1 1910725 11.5596 11.5596
0 1426797 8.63191 20.1915
-1 626782 3.79194 23.9834
-2 395965 2.39553 26.379
-3 273380 1.65391 28.0329
-4 206346 1.24836 29.2812
-5 162988 0.986053 30.2673
2 154715 0.936003 31.2033
-6 133341 0.806693 32.01
-7 114459 0.69246 32.7025
-8 98752 0.597435 33.2999
-9 86763 0.524903 33.8248
-10 77768 0.470485 34.2953
-11 69762 0.42205 34.7173
-12 63088 0.381673 35.099
-13 58112 0.351569 35.4506
-14 54023 0.326831 35.7774
-15 49813 0.301361 36.0788
-16 46476 0.281173 36.3599
-17 43792 0.264935 36.6249
-18 41079 0.248522 36.8734
-19 39015 0.236035 37.1094

-187966 36714 0.222114 37.3315
-20 36703 0.222048 37.5536
-21 34902 0.211152 37.7647
-22 33462 0.20244 37.9672
-23 31693 0.191738 38.1589
-24 30234 0.182911 38.3418
-25 29287 0.177182 38.519

-187965 28563 0.172802 38.6918

Table 18: Most frequent values of curvature.
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Number of reactants (|ei|) Number of reactions Percentage cumulative percentage
1 8651 4.61035 4.61035
2 157517 83.945 88.5554
3 16927 9.02085 97.5762
4 2326 1.23959 98.8158
5 1208 0.643776 99.4596
6 231 0.123106 99.5827
7 181 0.0964598 99.6792
8 213 0.113513 99.7927
9 152 0.0810049 99.8737
10 77 0.0410354 99.9147
11 72 0.0383707 99.9531
12 19 0.0101256 99.9632
13 12 0.00639512 99.9696
14 29 0.0154549 99.9851
15 12 0.00639512 99.9915
16 7 0.00373049 99.9952
17 1 0.000532927 99.9957
18 1 0.000532927 99.9963
19 2 0.00106585 99.9973
20 5 0.00266463 100

Table 19: Distribution of number of reactants in reactions using acetic anhydride as a substrate.



122 Appendix C. Supplementary data of Chapter 4



Appendix D. Proofs for Chapter 5 123

APPENDIX D
Proofs for Chapter 5

Proof of Proposition 1. A group is a monoid, thus we only need to check that a( b actually defines
an internal hom and that it respects the ordering.

b⊗ c v a
⇔ b⊗ c⊗ c−1 v a⊗ c−1

⇔ b v c( a

b v a ∧ a′ v b′

⇒ a−1 v b−1 ∧ a′ v b′

⇒ a′ ⊗ a−1 v b′ ⊗ b−1

⇒ a( a′ v b( b′

Proof of Proposition 2. The identity arrow of an object U α←−p X in MLSet is given by the pair
(1U ,1X) of identities in Set. Moreover, given objects A = (U α←−p X), B = (V β←−p Y ), and
C = (W γ←−p Z), and morphisms (f, F ) : A→ B and (g,G) : B → C, their composition is computed
componentwise as (g,G) ◦ (f, F ) = (g ◦ f, F ◦G) : A→ C. Notice that (g,G) ◦ (f, F ) is a morphism
in MLSet: given u ∈ U and z ∈ Z, we have α(u, FGz) v β(fu,Gz) v γ(gfu, z). Associativity and
unitality come from associativity and unitality in Set.

Proof of Proposition 3. The object A⊗B = (U × V α⊗β←−p XV × Y U ) is clearly an object of MLSet.
The unit is the object I = (1 e←−p 1), which assigns to 1× 1 the monoidal unit e of L. On morphisms
(f, F ) : A→ A′ and (g,G) : B → B′, the monoidal product can be defined as

(f, F )⊗ (g,G) = (f × g, F (−)g ×G(−)f) : A⊗B → A′ ⊗B′
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where f × g : U ×V → U ′×V ′ and F (−)g×G(−)f : X ′V ′ ×Y ′U ′ → XV ×Y U . We need to check
that the monoidal product is well defined, which means that (f, F )⊗ (g,G) satisfies the condition
on morphisms.

α⊗ β(u, v, (F (−)g ×G(−)f)(f ′, g′))
= α⊗ β(u, v, Ff ′g,Gg′f)
= α(u, Ff ′Gv)⊗ β(v,Gg′fu)
v α′(fu, f ′Gv)⊗ β′(gv, g′fu)
= α′ ⊗ β′(fu, gv, f ′, g′)
= α′ ⊗ β′((f × g)(u, v), f ′, g′)

The monoidal product is a functor as it preserves composition

((f ′, F ′) ◦ (f, F ))⊗ ((g′, G′) ◦ (g,G))
= (f ′ ◦ f, F ◦ F ′)⊗ (g′ ◦ g,G ◦G′)
= ((f ′ ◦ f)× (g′ ◦ g), FF ′(−)g′g ×GG′(−)f ′f)
= ((f ′ × g′) ◦ (f × g), (F (−)g ×G(−)f) ◦ (F ′(−)g′ ×G′(−)f ′))
= (f ′ × g′, F ′(−)g′ ×G′(−)f ′) ◦ (f × g, F (−)g ×G(−)f)
= ((f ′, F ′)⊗ (g′, G′)) ◦ ((f, F )⊗ (g,G))

and identities

(1U ,1X)⊗ (1V ,1Y )
= (1U × 1V ,1X(−)1V × 1Y (−)1U )
= (1U×X ,1XV ×Y U )

The associator is defined by the following isomorphisms in Set

αA,B,C = (αU,V,W , AX,Y,Z) : (A⊗B)⊗ C → A⊗ (B ⊗ C)

where αU,V,W : (U ×V )×W → U × (V ×W ) is the associator in Set and AX,Y,Z : XV×W × (YW ×
ZV )U → (XV × Y U )W × ZU×V is the composition of isomorphisms in Set given by

XV×W × (YW × ZV )U
∼=−→ XV×W × (Y U×W × ZU×V )

∼=−→ (XV×W × Y U×W )× ZU×V
∼=−→ (XV × Y U )W × ZU×V

The unitors are defined by the following isomorphisms in Set

λA = (λU , LX) : I ⊗A→ A ρA = (ρU , RX) : A⊗ I → A

where λU : 1 × U → U and ρU : U × 1 → U are the unitors in Set, and LX : X → 1U ×X1 and
RX : X → X1 × 1U are the compositions of isomorphisms in Set given by

X
∼=−→ 1×X

∼=−→ 1U ×X1 X
∼=−→ X × 1

∼=−→ X1 × 1U
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We are left to prove that the above are actually morphisms in MLSet, that they are natural
isomorphisms and that they satisfy the pentagon and triangle equations [89]. The associator is a
morphism because for all ((u, v), w) ∈ (U × V )×W and all (f, (g, h)) ∈ XV×W × (YW × ZV )U

((α⊗ β)⊗ γ)(((u, v), w), AX,Y,Z(f, (g, h)))
= ((α⊗ β)⊗ γ)(((u, v), w), ((f, g), h))
= (α(u, f(v, w))⊗ β(v, g(u,w)))⊗ γ(w, h(u, v))
= α(u, f(v, w))⊗ (β(v, g(u,w))⊗ γ(w, h(u, v)))
= (α⊗ (β ⊗ γ))((u, (v, w)), (f, (g, h)))
= (α⊗ (β ⊗ γ))(αU,V,W ((u, v), w), (f, (g, h)))

The unitors are morphisms because for all u ∈ U and all x ∈ X

(I ⊗ α)((∗, u), LX(x)) (α⊗ I)((u, ∗), RX(x))
= (I ⊗ α)((∗, u), (∗, x)) = (α⊗ I)((u, ∗), (x, ∗))
= I(∗, ∗)⊗ α(u, x) = α(u, x)⊗ I(∗, ∗)
= e⊗ α(u, x) = α(u, x)⊗ e
= α(u, x) = α(u, x)

The associator and the unitors are natural isomorphisms because they are natural isomorphisms
component-wise. Finally, the triangle and pentagon equations hold because they hold in Set.

Proof of Proposition 4. The object [A,B] = V U ×XY [α,β]←−p U × Y is clearly an object of MLSet.
On morphisms (f, F ) : A′ → A and (g,G) : B → B′ in MLSet, the internal hom can be defined as

[(f, F ), (g,G)] = (g(−)f × F (−)G, f ×G) : [A,B]→ [A′, B′]

where g(−)f × F (−)G : V U ×XY → V ′U
′ ×X ′Y ′ and f × G : U ′ × Y ′ → U × Y . We need to

check that the internal hom is well defined, which means that [(f, F ), (g,G)] needs to satisfy the
condition on morphisms. For all (h,H) ∈ V U ×XY and all (u′, y′) ∈ U ′ × Y ′

[α, β](h,H, (f ×G)(u′, y′))
= [α, β](h,H, fu′, Gy′)
= α(fu′, HGy′) ( β(hfu′, Gy′)
v α′(u′, FHGy′) ( β′(ghfu′, y′)
= [α′, β′](ghf, FHG, u′, y′)
= [α′, β′]((g(−)f × F (−)G)(h,H), u′, y′)

because α′(u′, FHGy′) v α(fu′, HGy′) and β(hfu′, Gy′) v β′(ghfu′, y′) as (f, F ) and (g,G) are
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morphisms. The internal hom is a functor as it preserves composition

[(f ′, F ′) ◦ (f, F ), (g′, G′) ◦ (g,G)]
= [(ff ′, F ′F ), (g′g,GG′)]
= (g′g(−)ff ′ × F ′F (−)GG′, ff ′ ×GG′)
= ((g′(−)f ′ × F ′(−)G′) ◦ (g(−)f × F (−)G), (f ×G) ◦ (f ′ ×G′))
= (g′(−)f ′ × F ′(−)G′, f ′ ×G′) ◦ (g(−)f × F (−)G, f ×G)
= [(f ′, F ′), (g′, G′)] ◦ [(f, F ), (g,G)]

and identities

[1A,1B ]
= [(1U ,1X), (1V ,1Y )]
= (1V (−)1U × 1X(−)1Y ,1U × 1Y )
= (1V U×XY ,1U×Y )
= 1[A,B]

Proof of Theorem 1. To prove the adjunction −⊗B a [B,−] we have to show that, for every objects
A and C in MLSet, there is a bijection ψA,C : HomMLSet(A⊗B,C) ∼= HomMLSet(A, [B,C]) that is
natural in A and C.

Let φU,Z : HomSet(U × V,Z) → HomSet(U,ZV ) be the natural isomorphism witnessing the
adjunction between the cartesian product and the internal hom in Set and let σU,V : U ×V → V ×U
be the symmetry of the cartesian product in Set. Define the maps

ψA,C(f, F ) = (〈φ(f), φ(φ−1(F2) ◦ σU,Z)〉, φ−1(F1) ◦ σV,Z)
ψ−1
A,C(g,G) = (φ−1(g1), 〈φ(G ◦ σZ,V ), φ(φ−1(g2) ◦ σZ,U )〉)

We can check that they are well defined. An element of HomMLSet(A⊗B,C) is a pair (f, 〈F1, F2〉)
with f : U × V → W and F = 〈F1, F2〉 : Z → XV × Y U such that ∀(u, v) ∈ U × V ∀z ∈
Z (α⊗ β)(u, v, Fz) v γ(f(u, v), z), which is equivalent to α(u, (F1(z))(v))⊗ β(v, (F2(z))(u)) v
γ(f(u, v), z). On the other hand, an element of HomMLSet(A, [B,C]) is a pair (〈g1, g2〉, G) with
g = 〈g1, g2〉 : U →WV ×Y Z and G : V ×Z → X such that ∀u ∈ U ∀(v, z) ∈ V ×Z α(u,G(v, z)) v
[β, γ](g(u), v, z), which is equivalent to α(u,G(v, z)) v β(v, (g2(u))(z)) ( γ((g1(u))(v), z).

They are morphisms because the inequality condition for morphisms in MLSet holds with equality.
We check that they are inverses to each other.

ψA,C ◦ ψ−1
A,C(g,G)

= (〈φ(φ−1(g1)), φ(φ−1(φ(φ−1(g2) ◦ σZ,U )) ◦ σU,Z)〉, φ−1(φ(G ◦ σZ,V )) ◦ σV,Z)
= (〈g1, g2〉, G)

ψ−1
A,C ◦ ψA,C(f, F )

= (φ−1(φ(f)), 〈φ(φ−1(F1) ◦ σV,Z ◦ σZ,V ), φ(φ−1(φ(φ−1(F2) ◦ σU,Z)) ◦ σZ,U )〉)
= (f, 〈F1, F2〉)
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We check that they are natural. Naturality comes from naturality of φ in Set.

Proof of Lemma 1. The ordering of the poset v is given by the usual ordering on the integers,
a v b ⇔ a ≤ b. The conjunction is associative and unital, with 1 as unit, so it is a monoid
operation on 3. Moreover, it respects the ordering and this makes 3 a partially ordered monoid.
We are left to check whether the internal hom is right adjoint to the conjunction, namely, whether
b⊗ c ≤ a⇔ b ≤ c( a. By the definition of internal hom,

b ≤ c( a

⇔ b ≤ max{x : x⊗ c ≤ a}
⇔ b⊗ c ≤ a

Proof of Lemma 2. The ordering of the poset v is given by the opposite of the usual ordering on
the natural numbers, a v b⇔ a ≥ b. The conjunction is associative and unital, with 0 as unit, so it
is a monoid operation on N. Moreover, it respects the ordering and this makes N a partially ordered
monoid. We are left to check whether the internal hom is right adjoint to the conjunction, namely,
whether b⊗ c v a⇔ b v c( a. By the definition of internal hom,

b v c( a

⇔ b ≥ max{a− c, 0}
⇔ b ≥ a− c ∧ b ≥ 0
⇔ b+ c ≥ a
⇔ b⊗ c v a

Proof of Lemma 3. The image of the product of real numbers in the closed interval [0, 1] is the
closed interval itself. This product is associative and unital, thus it gives a monoid structure to [0, 1].
Moreover, it preserves the ordering and this makes [0, 1] a partially ordered monoid. We need to
check that truncated division as defined above gives an internal hom.

If c 6= 0 ∧ c ≥ a If c = 0 If c < a

b v c( a b v c( a b v c( a

⇔ b ≤ a

c
⇔ b ≤ 1 ⇔ b ≤ 1

⇔ b · c ≤ a ⇔ 0 ≤ a ⇔ b ≤ 1 < a

c
⇔ b⊗ c v a ⇔ b · 0 ≤ a ⇔ b · c ≤ a

⇔ b⊗ c v a ⇔ b⊗ c v a
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Proof of Proposition 5. (L1 × L2,⊗, e) is the cartesian product of two monoids and therefore it is a
monoid. (L1 × L2,≤) is a partial ordered set with the ordering defined above. Since li ≤ l′i implies
both li ∗ki ≤ l′i ∗ki and ki ∗ li ≤ ki ∗ l′i for each ki ∈ Li and i ∈ 1, 2; then l ≤ l′ implies l⊗k ≤ l′⊗k
and k ⊗ l ≤ k ⊗ l′ for every k = (k1, k2) ∈ L1 × L2. This proves that (L1 × L2,≤,⊗, e,() is a
partially ordered monoid. We need to prove that the internal hom defined above is right adjoint to
the monoidal product.

b⊗ c ≤ a
⇔ (b1 ⊗1 c1, b2 ⊗ c2) ≤ (a1, a2)
⇔ b1 ⊗1 c1 ≤1 a1 ∧ b2 ⊗2 c2 ≤2 a2

⇔ b1 ≤1 c1 (1 a1 ∧ b2 ≤2 c2 (2 a2

⇔ (b1, b2) ≤ (c1 (1 a1, c2 (2 a2)
⇔ b ≤ c( a

This proves that the product of lineales is again a lineale.
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