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#### Abstract

The dissociation of virtual photons, $\gamma^{\star} p \rightarrow X p$, in events with a large rapidity gap between $X$ and the outgoing proton, as well as in events in which the leading proton was directly measured, has been studied with the ZEUS detector at HERA. The data cover photon virtualities $Q^{2}>2 \mathrm{GeV}^{2}$ and $\gamma^{\star} p$ centre-of-mass energies $40<W<240 \mathrm{GeV}$, with $M_{X}>2 \mathrm{GeV}$, where $M_{X}$ is the mass of the hadronic final state, $X$. Leading protons were detected in the ZEUS leading proton spectrometer. The cross section is presented as a function of $t$, the squared four-momentum transfer at the proton vertex and $\Phi$, the azimuthal angle between the positron scattering plane and the proton scattering plane. It is also shown as a function of $Q^{2}$ and $x_{\mathbb{P}}$, the fraction of the proton's momentum carried by the diffractive exchange, as well as $\beta$, the Bjorken variable defined with respect to the diffractive exchange.
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## 1. Introduction

In diffractive hadron-hadron or photon-hadron collisions, the initial-state particles undergo a "peripheral" collision, in which they either stay intact (elastic scattering), or dissociate into low-mass states (diffractive dissociation). The scattered hadron (or the low-mass state in the dissociative case) has energy equal, to within a few per cent, to that of the incoming hadron, and very small transverse momentum. Such interactions can be described in the framework of Regge phenomenology, where they are ascribed to the exchange of a trajectory with the vacuum quantum numbers, the Pomeron trajectory [1]. In the same framework, events in which the hadron loses a somewhat higher fraction of its energy are ascribed to the exchange of Reggeon and pion trajectories.

Significant progress has been made in understanding diffraction in terms of perturbative Quantum Chromodynamics ( pQCD ) by studying the dissociation of virtual photons, $\gamma^{\star} p \rightarrow X p$, in diffractive deep inelastic $e p$ scattering (DIS) at HERA, $e p \rightarrow e X p$. The part of the DIS cross section due to such processes may be expressed in terms of the diffractive parton distribution

[^1]functions (PDFs) of the proton. Diffractive PDFs are defined as the proton PDFs probed when the proton emerges intact from the hard interaction, suffering only a small energy loss.

At high centre-of-mass energy, diffractive $e p$ scattering is characterised by the presence of a leading proton in the final state carrying most of the proton beam energy and by the presence of a large rapidity gap (LRG) in the forward (proton) direction. Both of these signatures have been exploited at the HERA collider to select samples enriched in diffractive events. Alternatively, a method has been used to determine statistically the number of diffractive events, based on the expected difference in shape of the distributions of the invariant mass, $M_{X}$, for diffractive and non-diffractive events. These approaches are subject to different systematic uncertainties.

This paper presents results based on the detection of a leading proton or of a large rapidity gap. The same data have also been analysed in terms of the shape of the $M_{X}$ distribution [2]. For the proton-tagged sample, the ZEUS leading proton spectrometer (LPS) was used; this data sample has events with scattered protons carrying a fraction, $x_{L}$, of at least $90 \%$ of the incoming proton momentum. For $x_{L} \lesssim 0.98-0.99$, the sample is dominated by non-diffractive events, whilst for $x_{L} \approx 1$, it consists almost exclusively of diffractive events; therefore the transition between nondiffractive and diffractive regions is studied. In the LRG sample the proton momentum is not measured, but events are selected on the basis of the variable $x_{\mathbb{P}}$, which is the fraction of the proton's momentum carried by the diffractive exchange, $x_{\mathbb{P}} \simeq 1-x_{L}$. Events in the LRG sample are required to have $x_{\mathbb{P}}<0.02$ and thus the sample mainly ( $\gtrsim 90 \%$ ) consists of diffractive events [3]. The kinematic regions covered by the LRG and LPS results are: photon virtualities $2<Q^{2}<$ $305 \mathrm{GeV}^{2}$ (LRG) or $2<Q^{2}<120 \mathrm{GeV}^{2}$ (LPS), photon-proton centre-of-mass energies $40<$ $W<240 \mathrm{GeV}$, hadronic final-state masses $2<M_{X}<25 \mathrm{GeV}$ (LRG) or $2<M_{X}<40 \mathrm{GeV}$ (LPS), proton fractional momentum losses $0.0002<x_{\mathbb{P}}<0.02$ (LRG) or $0.0002<x_{\mathbb{P}}<0.1$ (LPS) and values of the square of the four-momentum exchanged at the proton vertex $0.09<$ $|t|<0.55 \mathrm{GeV}^{2}$ (LPS).

## 2. Experimental set-up

The data used for this measurement were taken with the ZEUS detector at the HERA ep collider in the years 1999 and 2000, when HERA collided positrons of 27.5 GeV with protons of 920 GeV . The data used for the LRG and LPS analyses correspond to integrated luminosities of $62.2 \mathrm{pb}^{-1}$ and $32.6 \mathrm{pb}^{-1}$, respectively.

A detailed description of the ZEUS detector can be found elsewhere [4,5]. A brief outline of the components that are most relevant for this analysis is given below.

Deep inelastic scattering events were identified using information from the central tracking detector (CTD), the uranium-scintillator calorimeter (CAL), the small angle rear tracking detector (SRTD), the rear part of the hadron-electron separator (RHES) and the forward plug calorimeter (FPC).

Charged particles were tracked in the CTD [6-8]. The CTD operated in a magnetic field of 1.43 T provided by a thin solenoid. It consisted of 72 cylindrical drift chamber layers, organised in nine superlayers covering the polar-angle ${ }^{59}$ region $15^{\circ}<\theta<164^{\circ}$. The transverse-momentum resolution for full-length tracks was $\sigma\left(p_{T}\right) / p_{T}=0.0058 p_{T} \oplus 0.0065 \oplus 0.0014 / p_{T}$, with $p_{T}$ in GeV .

[^2]The CAL [9-12] consisted of three parts: the forward (FCAL), the barrel (BCAL) and the rear (RCAL) calorimeters. Each part was subdivided transversely into towers and longitudinally into one electromagnetic section (EMC) and either one (in RCAL) or two (in BCAL and FCAL) hadronic sections (HAC). The smallest subdivision of the calorimeter was called a cell. The CAL energy resolutions, as measured under test-beam conditions, were $\sigma(E) / E=0.18 / \sqrt{E}$ for electrons and $\sigma(E) / E=0.35 / \sqrt{E}$ for hadrons, with $E$ in GeV .

The position of electrons scattered at small angles to the electron-beam direction was determined by means of the information from the CAL and the SRTD [13,14]. The SRTD was attached to the front face of the RCAL and consisted of two planes of scintillator strips, 1 cm wide and 0.5 cm thick, arranged in orthogonal orientations. Ambiguities in SRTD hits were resolved with the help of the RHES [15], which consisted of a layer of approximately $10,000\left(2.96 \times 3.32 \mathrm{~cm}^{2}\right)$ silicon-pad detectors inserted in the RCAL at a depth of 3.3 radiation lengths.

The FPC [16] was used to measure the energy of particles in the pseudorapidity range $\eta \approx$ 4.0-5.0. It was a lead-scintillator sandwich calorimeter read out by wavelength-shifter (WLS) fibers and photomultipliers (PMT). It was installed in the $20 \times 20 \mathrm{~cm}^{2}$ beam hole of the FCAL. The FPC had outer dimensions of $19.2 \times 19.2 \times 108 \mathrm{~cm}^{3}$ and had a central hole of 3.15 cm radius to accommodate the beam-pipe. In the FPC, 15 mm thick lead plates alternated with 2.6 mm thick scintillator layers. The FPC was subdivided longitudinally into an electromagnetic (10 layers) and a hadronic section ( 50 layers) representing a total of 5.4 nuclear absorption lengths. The energy resolution for electrons, as measured in a test beam, was $\sigma(E) / E=(0.41 \pm 0.02) / \sqrt{E} \oplus$ $0.062 \pm 0.002$, with $E$ in GeV . When installed in the FCAL, the energy resolution for pions was $\sigma(E) / E=(0.65 \pm 0.02) / \sqrt{E} \oplus 0.06 \pm 0.01$, with $E$ in GeV , and the $e / h$ ratio was close to unity.

The LPS [17] detected positively charged particles scattered at very small angles and carrying a substantial fraction, $x_{L}$, of the incoming proton momentum; these particles remained in the beam-pipe and their trajectories were measured by a system of silicon microstrip detectors that could be inserted very close (typically a few mm ) to the proton beam. The detectors were grouped in six stations, S1 to S6, placed along the beam line in the direction of the proton beam, between 23.8 m and 90.0 m from the interaction point. The particle deflections induced by the magnets of the proton beam line allowed a momentum analysis of the scattered protons. Only stations S4, S5 and S6 covered the kinematic region of the present measurement. The resolutions were about $0.5 \%$ on the longitudinal momentum fraction and about 5 MeV on the transverse momentum. The effective transverse-momentum resolution was dominated by the intrinsic transverse-momentum spread of the proton beam at the interaction point, which was about 45 MeV in the horizontal plane and about 100 MeV in the vertical plane. The LPS acceptance was approximately $2 \%$ and $x_{L}$ independent for $x_{L} \gtrsim 0.98$; it increased smoothly to about $10 \%$ as $x_{L}$ decreased to 0.9 .

The luminosity was determined from the rate of the bremsstrahlung process $e p \rightarrow e \gamma p$. The photon was measured in a lead-scintillator calorimeter [18-20] placed in the HERA tunnel at $Z=-107 \mathrm{~m}$.

## 3. Kinematics and cross sections

Fig. 1 shows a schematic diagram of the process $e p \rightarrow e X p$. The kinematics of this reaction is described by the following variables:

- $Q^{2}=-q^{2}=-\left(k-k^{\prime}\right)^{2}$, the negative four-momentum squared of the virtual photon $\left(\gamma^{\star}\right)$, where $k\left(k^{\prime}\right)$ is the four-momentum of the incident (scattered) positron;


Fig. 1. Schematic diagram of the reaction $e p \rightarrow e X p$.

- $W^{2}=(q+P)^{2}$, the squared centre-of-mass energy of the photon-proton system, where $P$ is the four-momentum of the incident proton;
- $x=Q^{2} /(2 P \cdot q)$, the fraction of the proton momentum carried by the struck quark in the infinite-momentum frame (the Bjorken variable);
- $y=(q \cdot p) /(k \cdot p)$, the fraction of the positron energy transferred to the proton in the proton rest frame;
- $M_{X}^{2}=\left(q+P-P^{\prime}\right)^{2}$, the squared mass of the system $X$, where $P^{\prime}$ is the four-momentum of the scattered proton;
- $t=\left(P-P^{\prime}\right)^{2}$, the squared four-momentum transfer at the proton vertex;
- $\Phi$, the angle between the positron scattering plane and the proton scattering plane in the $\gamma^{\star} p$ centre-of-mass frame.

The variables $Q^{2}, W$ and $x$ are related by $x=Q^{2} /\left(Q^{2}+W^{2}-M_{p}^{2}\right)$, where $M_{p}$ is the proton mass.

The two dimensionless variables $x_{\mathbb{P}}$ and $\beta$ can be used instead of $M_{X}$ and $W$; they are given by

$$
\begin{align*}
& x_{\mathbb{P}}=\frac{\left(P-P^{\prime}\right) \cdot q}{P \cdot q}=\frac{Q^{2}+M_{X}^{2}-t}{Q^{2}+W^{2}-M_{p}^{2}},  \tag{1}\\
& \beta=\frac{Q^{2}}{2\left(P-P^{\prime}\right) \cdot q}=\frac{Q^{2}}{Q^{2}+M_{X}^{2}-t} . \tag{2}
\end{align*}
$$

They are related to $x$ by $x_{\mathbb{P}} \beta=x$. The variable $\beta$ is the Bjorken variable defined with respect to the four-momentum of the exchanged object. The variable $x_{\mathbb{P}}$ is often referred to as $\xi$ at hadron colliders.

The cross section for the reaction $e p \rightarrow e X p$ can be expressed in terms of the diffractive structure function $F_{2}^{D(4)}$ or of the reduced diffractive cross-section $\sigma_{r}^{D(4)}$, which are defined by
the equation

$$
\begin{align*}
\frac{d \sigma^{e p \rightarrow e X p}}{d \beta d Q^{2} d x_{\mathbb{P}} d t} & =\frac{4 \pi \alpha^{2}}{\beta Q^{4}}\left[1-y+\frac{y^{2}}{2\left(1+R^{D}\right)}\right] F_{2}^{D(4)}\left(\beta, Q^{2}, x_{\mathbb{P}}, t\right) \\
& =\frac{4 \pi \alpha^{2}}{\beta Q^{4}}\left[1-y+\frac{y^{2}}{2}\right] \sigma_{r}^{D(4)}\left(\beta, Q^{2}, x_{\mathbb{P}}, t\right) \tag{3}
\end{align*}
$$

The quantity $R^{D}=\sigma_{L}^{\gamma^{\star} p \rightarrow X p} / \sigma_{T}^{\gamma^{\star} p \rightarrow X p}$ is the ratio of the cross sections for longitudinally and transversely polarised virtual photons. The diffractive longitudinal structure function, $F_{L}^{D}$, is related to $R^{D}$ via $F_{L}^{D}=F_{2}^{D} R^{D} /\left(1+R^{D}\right)$. The diffractive reduced cross section and the diffractive structure function coincide if $R^{D}=0$. Since $R^{D}$ has not been measured, the results are presented in terms of the diffractive reduced cross section.

The structure-function $F_{2}^{D(3)}\left(\beta, Q^{2}, x_{\mathbb{P}}\right)$ and the reduced cross-section $\sigma_{r}^{D(3)}\left(\beta, Q^{2}, x_{\mathbb{P}}\right)$ are obtained by integrating $F_{2}^{D(4)}$ and $\sigma_{r}^{D(4)}$ over $t$,

$$
\begin{aligned}
F_{2}^{D(3)}\left(\beta, Q^{2}, x_{\mathbb{P}}\right) & =\int F_{2}^{D(4)}\left(\beta, Q^{2}, x_{\mathbb{P}}, t\right) d t \\
\sigma_{r}^{D(3)}\left(\beta, Q^{2}, x_{\mathbb{P}}\right) & =\int \sigma_{r}^{D(4)}\left(\beta, Q^{2}, x_{\mathbb{P}}, t\right) d t
\end{aligned}
$$

The $\Phi$ dependence of the cross section is sensitive to the interference between the longitudinal and transverse amplitudes; the sensitivity to these interference terms disappears when $\Phi$ is integrated over. For unpolarised positrons and protons, the cross section can be decomposed as

$$
\begin{align*}
\frac{d \sigma^{e p \rightarrow e X p}}{d \Phi} \propto & \sigma_{T}^{\gamma^{\star} p \rightarrow X p}+\epsilon \sigma_{L}^{\gamma^{\star} p \rightarrow X p}-2 \sqrt{\epsilon(1+\epsilon)} \sigma_{L T}^{\gamma^{\star} p \rightarrow X p} \cos \Phi \\
& -\epsilon \sigma_{T T}^{\gamma^{\star} p \rightarrow X p} \cos 2 \Phi, \tag{4}
\end{align*}
$$

where $\sigma_{L T}^{\gamma^{\star} p \rightarrow X p}$ is due to the interference term between the amplitudes for longitudinal and transverse polarisations of the virtual photon and $\sigma_{T T}^{\gamma^{\star} p \rightarrow X p}$ is due to the interference term between the amplitudes for the two transverse polarisations. The parameter $\epsilon$ is defined as $\epsilon=2(1-y) /\left[1+(1-y)^{2}\right]$.

## 4. Methods of selecting diffraction

The kinematic properties of diffractive DIS, $e p \rightarrow e X p$, imply the following for the final-state proton and the hadronic system $X$ :

- the proton suffers only a small perturbation and emerges from the interaction carrying a large fraction, $x_{L}$, of the incoming proton momentum. Diffractive events appear as a peak at $x_{L} \approx 1$, the diffractive peak, which at HERA extends down to $x_{L}$ of about 0.98 [21]. The absolute value of the four-momentum-transfer squared, $|t|$, is typically smaller than $1 \mathrm{GeV}^{2}$, with $\langle | t\left\rangle \approx 0.15 \mathrm{GeV}^{2}\right.$ [21];
- the difference in rapidity between the outgoing proton and the system $X$ is $\Delta \eta \approx \ln \left(1 / x_{\mathbb{P}}\right)$ [22]. Since the cross section increases with decreasing $x_{\mathbb{P}}$, most of the events have small $x_{\mathbb{P}}$ and therefore a large separation in rapidity between the outgoing proton and any other hadronic activity in the event is expected;
- conservation of momentum implies that the system $X$ must have a small mass ( $M_{X}$ ) with respect to the photon-proton centre-of-mass energy, since $1-x_{L} \gtrsim M_{X}^{2} / W^{2}$.

Conversely, in non-diffractive DIS, both the hadronic system associated with the struck quark, which is largely measured in the detector, and that of the proton remnant, which peaks in the forward direction, originate from the hadronisation of colour-connected states. In this case, the distribution of the final-state particles is governed by conventional fragmentation and particles are emitted roughly uniformly in rapidity along the $\gamma^{\star} p$ axis. Rapidity gaps are thus expected to be exponentially suppressed [23].

Therefore, to select diffractive events, either the final-state proton can be detected (LPS method) or the different characteristics of the system $X$ in diffractive and non-diffractive events (hadronic methods) can be exploited.

In the hadronic methods, events with high $M_{X}$ are not accessible since the non-diffractive background grows with $M_{X}$ and the rapidity gap becomes more and more forward (and eventually becomes confined to the beam-pipe). In addition, the measured cross section includes a contribution from events of the type $e p \rightarrow e X N$, in which the proton also dissociates into a lowmass state, $N$, separated from $X$ by a rapidity gap. Hadrons from the system $N$ can either escape undetected into the forward beam-pipe or fall into the detector acceptance. The mass of the system $N$ thus enters as an additional variable, and the observed particles must be assigned either to $N$ or to $X$. The contribution from proton-dissociative events needs to be estimated from a Monte Carlo (MC) simulation. While these limitations add to the systematic uncertainties, the statistical precision of the results is good due to the high acceptance of the central detector. Although the acceptance is not limited in $t$, no measurement of $t$ is possible because of the poor resolution of the transverse momentum of the system $X$.

High- $x_{L}$ samples selected by the LPS method have little or no background from protondissociative events or from non-diffractive DIS. They also allow a direct measurement of the variables $t, \Phi$ and $x_{\mathbb{P}}$, and give access to higher values of $M_{X}$. The statistical precision, however, is poorer than for the results obtained with the hadronic methods because of the small acceptance of the proton taggers - approximately $2 \%$ in the diffractive-peak region.

At HERA, several diffractive analyses based on the scattered proton measurement have been carried out [21,24-26]. Analyses with the hadronic methods have been performed with event selections based both on the presence of forward large rapidity gaps (LRG method) [27,28] and on the shape of the mass distribution of the system $X$ ( $M_{X}$ method) [2,25,29].

The results presented here are based both on the LPS method and on the LRG method; the same data have also been analysed with the $M_{X}$ method [2]. No attempt is made to isolate the Pomeron contribution, i.e. diffraction in the strict sense of the term, from contributions due to Reggeon and pion trajectories or non-diffractive DIS: only the contribution of proton-dissociative events is statistically subtracted.

## 5. Reconstruction of the kinematic variables

The identification of the scattered positron was based on a neural network [30] using information from the CAL. If the positron was at angles large enough to be inside the CTD acceptance, a CTD track was required. The variables $W$ and $Q^{2}$ were reconstructed using a combination of the electron method and the double angle method [31].

In the LPS analysis, the longitudinal $\left(p_{Z}\right)$ and transverse $\left(p_{X}, p_{Y}\right)$ momenta of the scattered proton were measured. The fractional energy of the outgoing proton, $x_{L}$, was defined as $x_{L}=$
$p_{Z} / E_{p}$, where $E_{p}$ is the incoming proton energy. The variable $t$ is given by

$$
\begin{equation*}
t=-\frac{p_{T}^{2}}{x_{L}}-\frac{\left(1-x_{L}\right)^{2}}{x_{L}} M_{p}^{2} \tag{5}
\end{equation*}
$$

where $p_{T}$ is the transverse momentum of the proton with respect to the incoming beam direction. The $t$ resolution was approximately $\sigma(t) / t=0.14 \mathrm{GeV} \sqrt{|t|}$, with $|t|$ in $\mathrm{GeV}^{2}$, and was dominated by the angular spread of the HERA proton beam. The proton and the positron momenta were used to determine $\Phi$, the azimuthal angle between the positron and proton scattering planes in the $\gamma^{\star} p$ frame. The resolution in $\Phi$ was approximately 0.2 rad .

The four-momentum of the system $X$ was determined from both calorimeter and tracking information. The energy deposits in the CAL and the track momenta measured in the CTD were combined into energy flow objects (EFOs) $[32,33]$ to obtain the best momentum resolution. The EFOs were corrected for energy losses due to the material of the detector. The mass $M_{X}$ was evaluated as

$$
M_{X, \mathrm{EFO}}^{2}=\left(\sum E_{i}\right)^{2}-\left(\sum p_{X, i}\right)^{2}-\left(\sum p_{Y, i}\right)^{2}-\left(\sum p_{Z, i}\right)^{2}
$$

where ( $E_{i}, p_{X, i}, p_{Y, i}, p_{Z, i}$ ) is the momentum four-vector of the $i$ th EFO and the sum runs over all EFOs not assigned to the scattered positron.

In the LPS analysis, the mass $M_{X}$ was also determined from the outgoing proton momentum as reconstructed in the LPS,

$$
M_{X, \mathrm{LPS}}^{2} \approx\left[1-x_{L}(1+x)\right] W^{2}
$$

The best resolution on $M_{X}$ was obtained with $M_{X, \text { EFO }}$ when $M_{X}$ was small and with $M_{X, \text { LPS }}$ when $M_{X}$ was large; $M_{X}$ was therefore reconstructed as

$$
\begin{equation*}
M_{X}^{2}=w_{\mathrm{EFO}} M_{X, \mathrm{EFO}}^{2}+w_{\mathrm{LPS}} M_{X, \mathrm{LPS}}^{2} \tag{6}
\end{equation*}
$$

where the weights $w_{\text {EFO }}$ and $w_{\text {LPS }}$ are inversely proportional to the corresponding resolutions, and $w_{\text {EFO }}+w_{\text {LPS }}=1$. The resulting resolution was $\sigma\left(M_{X}\right) / M_{X}=0.35 / \sqrt{M_{X}}+0.08$, with $M_{X}$ in GeV .

The variables $x_{\mathbb{P}}$ and $\beta$ were obtained from Eqs. (1) and (2), using the measured values of $Q^{2}, W, M_{X}$ and neglecting $t$, since $|t| \ll Q^{2}, M_{X}^{2}$.

The variable $y$ was reconstructed as $y_{\mathrm{JB}}=\sum \frac{\left(E_{i}-p_{Z, i}\right)}{2 E_{e}}$, where the sum runs over all EFOs not assigned to the scattered positron and $E_{e}$ is the energy of the incident positron ("Jacquet-Blondel method" [34]).

## 6. Event selection

The data used for the analysis were selected at the trigger level $[4,35,36]$ by requiring the presence of a scattered positron in the CAL. The trigger selection of the LRG data also required that the energy deposited in the FPC be smaller than 20 GeV . For the LPS data, a scattered proton was required in the LPS.

Offline, the following cuts were imposed:

- the energy of the scattered positron was required to be larger than 10 GeV . The position of the scattered positron was required to be within the fiducial region of the CAL. This was
defined by a set of cuts [37] which removed regions where the inactive material was not adequately simulated or where the positron shower was not fully contained;
- the requirement $45<\left(E-P_{Z}\right)<65 \mathrm{GeV}$ was imposed. Here $E-P_{Z}=\sum\left(E_{i}-p_{Z, i}\right)$, with the summation running over all EFOs including the scattered positron. This cut reduced the size of the QED radiative corrections and the photoproduction background, where the scattered positron escaped undetected in the rear beam hole;
- the $Z$ coordinate of the interaction vertex, $Z_{\mathrm{vtx}}$, was required to be in the range $-50<Z_{\mathrm{vtx}}<$ 50 cm . Events without a measured vertex were assigned to the nominal interaction point;
- events with two electron candidates, of which at least one lacked an associated track, and which were back-to-back within $5^{\circ}$ in the azimuthal plane, were rejected. This cut removed the contribution of QED Compton scattering and deeply virtual Compton scattering.

For the LRG sample, the presence of a rapidity gap of at least two units between the hadronic final-state $X$ and the outgoing proton was ensured by requiring that the energy deposited in the FPC, $E_{\mathrm{FPC}}$, be smaller than 1 GeV and by demanding $\eta_{\text {max }}^{\mathrm{CAL}}<3$. Here $\eta_{\text {max }}^{\text {CAL }}$ is the pseudorapidity of the most forward EFO with energy above 400 MeV in the CAL. This combination of cuts suppressed background from non-diffractive and proton-dissociative processes.

The following requirements were used to select the scattered proton measured in the LPS:

- only events with $p_{X}<0$ were used as, for the present sample, the LPS acceptance for $p_{X}>0$ was low;
- the candidate proton was tracked along the beam line and was rejected if the distance of closest approach to the beam-pipe was less than 0.2 cm . It was also rejected if the $X$ position of the track impact point at station S4 (upper part) was smaller than -3.0 cm . These cuts reduced the sensitivity of the acceptance to the uncertainty in the position of the beam-pipe apertures;
- beam-halo background was caused by scattered protons with energy close to that of the beam, originating from the interaction of a beam proton with the residual gas in the beampipe or with the collimators. A beam-halo proton may overlap with a standard non-diffractive DIS event. In this case, the proton measured in the LPS was uncorrelated with the activity in the central detector. This background was suppressed by the requirement that the sum of the energy and the longitudinal component of the total momentum measured in the CAL and the LPS be less than the kinematic limit of twice the incoming proton energy: $E+P_{Z} \simeq(E+$ $\left.P_{Z}\right)_{\mathrm{CAL}}+2 p_{Z}^{\text {LPS }}<1860 \mathrm{GeV}$. This cut took into account the resolution of the measurement of $p_{Z}^{\text {LPS }}$. The residual beam-halo background and its subtraction are discussed in Section 8.2.
- the variable $t$ was required to be in the range $0.09<|t|<0.55 \mathrm{GeV}^{2}$. This cut eliminated regions where the LPS acceptance was small or rapidly changing.

The LRG analysis was further restricted to the regions $2<Q^{2}<305 \mathrm{GeV}^{2}, 40<W<$ $240 \mathrm{GeV}, 2<M_{X}<25 \mathrm{GeV}$ and $0.0002<x_{\mathbb{P}}<0.02$; the average $Q^{2}$ value is $13 \mathrm{GeV}^{2}$. For the LPS sample, the region selected was $2<Q^{2}<120 \mathrm{GeV}^{2}, 40<W<240 \mathrm{GeV}, 2<M_{X}<$ 40 GeV and $0.0002<x_{\mathbb{P}}<0.1$; the average $Q^{2}$ value for the LPS sample is $11 \mathrm{GeV}^{2}$. These selections yielded 708,851 events for the LRG analysis and 15,130 for the LPS analysis.

The LRG and LPS samples were collected simultaneously: $0.7 \%$ of the LRG events have a proton measured in the LPS and $35 \%$ of the LPS events are also contained in the LRG sample.

## 7. Monte Carlo simulation and acceptance corrections

Monte Carlo simulations were used to correct the data for acceptance and detector effects.
Diffractive events were simulated with the Satrap generator [38], which is based on the saturation model of Golec-Biernat and Wüsthoff [39-41]. Satrap is embedded in the RapGAP framework [42]. The version of SATRAP used here is identical to that used in a previous ZEUS publication [2], except for some reweighting to describe the measured distributions for the higher $-x_{\mathbb{P}}$ events, where Reggeon and pion exchanges become significant.

Diffractive events were also modelled with RAPGAP 2.08/06 [42], which is based on the model of Ingelman and Schlein [43] and assumes Regge factorisation: the structure function $F_{2}^{D(4)}$ is expressed as the sum of separately factorisable Pomeron and Reggeon contributions,

$$
\begin{equation*}
F_{2}^{D(4)}\left(x_{\mathbb{P}}, t, \beta, Q^{2}\right)=f_{\mathbb{P}}\left(x_{\mathbb{P}}, t\right) F_{2}^{\mathbb{P}}\left(\beta, Q^{2}\right)+f_{\mathbb{R}}\left(x_{\mathbb{P}}, t\right) F_{2}^{\mathbb{R}}\left(\beta, Q^{2}\right) \tag{7}
\end{equation*}
$$

The Pomeron and Reggeon fluxes, $f_{\mathbb{P}, \mathbb{R}}\left(x_{\mathbb{P}}, t\right)$, were parameterised [1] as

$$
\begin{equation*}
f_{\mathbb{P}, \mathbb{R}}\left(x_{\mathbb{P}}, t\right)=\frac{e^{b_{0}^{\mathbb{P}, \mathbb{R}_{0}} t}}{x_{\mathbb{P}}^{2 \alpha_{\mathbb{P}}, \mathbb{R}(t)-1}}, \tag{8}
\end{equation*}
$$

with linear trajectories $\alpha_{\mathbb{P}, \mathbb{R}}(t)=\alpha_{\mathbb{P}, \mathbb{R}}(0)+\alpha_{\mathbb{P}, \mathbb{R}}^{\prime} t$, and with the values of the parameters taken from hadron-hadron data [44]. The Pomeron structure function $F_{2}^{\mathbb{P}}\left(\beta, Q^{2}\right)$ was taken from the H 1 dPDF fit 2 [45]. The structure function $F_{2}^{\mathbb{R}}$ is unknown and was assumed to be that of the pion [46].

The process of QCD radiation was simulated differently in the two MC samples. In the SATRAP sample, a parton-shower model as implemented in MEPS [47] was used. In the RAPGAP sample, higher-order QCD radiation was simulated with ARIADNE [48]. In both cases hadronisation was simulated with the Lund string model as implemented in JETSET 7.4 [49,50].

Initial- and final-state QED radiation was simulated by using SATRAP or RAPGAP in conjunction with Heracles 4.6 [51]. The measurements were corrected for these effects and the cross sections are presented at the Born level.

The inclusive DIS events were simulated with DJangoh 1.1 [52], using the CTEQ4D [53] parameterisation of the proton parton densities.

The Pythia 6.2 generator [54] was used to study the photoproduction background as well as the proton-dissociative contribution (see Section 8.1). Events in the proton-dissociative MC sample were reweighted such as to give a good description of all measured variables in the data.

All generated events were passed through the standard ZEUS detector simulation, based on the Geant 3.13 program [55], and through the trigger simulation package. The measurements were corrected for detector acceptance and resolution, and for radiative effects, with suitable combinations of the various MC models. A comparison of data and SATRAP for the LRG analysis is presented in Fig. 2 for the variables $\eta_{\max }^{\mathrm{CAL}}, M_{X}, Q^{2}, W, x_{\mathbb{P}}$ and $\beta$. The simulation is in satisfactory agreement with the data in the region of interest, indicated by vertical lines in the plots. A similar comparison for the LPS analysis is presented in Fig. 3 for the variables $x_{L},|t|$, $Q^{2}, W, M_{X}$, and $x_{\mathbb{P}}$. The simulation reproduces the data reasonably well. The diffractive peak is evident in Fig. 3a.


Fig. 2. Comparison of the distributions measured (dots) and obtained with the reweighted SATRAP MC (histograms) for (a) $\eta_{\max }^{\mathrm{CAL}}$, (b) $M_{X}$, (c) $Q^{2}$, (d) $W$, (e) $x_{\mathbb{P}}$ and (f) $\beta$ in the LRG analysis. For each plot, all analysis cuts have been applied except that on the plotted variable. The vertical lines with arrows indicate the selected region.

### 7.1. Cross-section extraction

The diffractive reduced cross section at a given point within a bin was obtained from the ratio of the background-subtracted number of events to the number of events in that bin predicted by SATRAP, multiplied by the Born-level reduced cross section used in SATRAP. Both the acceptance and the bin-centring corrections were thus taken from SATRAP.

For the LPS data, the cross section was directly measured only in a limited $t$ region and extrapolated to $0<|t|<1 \mathrm{GeV}^{2}$ assuming an exponential $t$-dependence, $d \sigma^{e p \rightarrow e X p} / d t \propto \exp (-b|t|)$, with $b=7.0 \mathrm{GeV}^{-2}$. The effect of the extrapolation is to increase the cross section by a factor of about two; this factor is largely independent of kinematics. Data from elastic and proton-dissociative $p p$ and $\bar{p} p$ scattering indicate that the $t$ distribution is better described by the function $\exp \left(-b|t|+c t^{2}\right)$. For example, fits to the $\bar{p} p$ data at $\sqrt{s}=546 \mathrm{GeV}$ [56] yield


Fig. 3. Comparison of the distributions measured (dots) and obtained with the reweighted SATRAP MC (histograms) for (a) $x_{L}$, (b) $|t|$, (c) $Q^{2}$, (d) $W$, (e) $M_{X}$ and (f) $x_{\mathbb{P}}$ in the LPS analysis. Other details as in caption for Fig. 2.
$c=2.3 \pm 0.1 \mathrm{GeV}^{-4}$. In the extrapolation to the range $0<|t|<1 \mathrm{GeV}^{2}, c$ was nominally set to zero and changed up to $4 \mathrm{GeV}^{-4}$, yielding changes in the extrapolated cross section of up to $+9 \%$ (setting $c$ to $2 \mathrm{GeV}^{-4}$ changes the cross section by $+6 \%$ ). This effect was included in the normalisation uncertainty discussed in Section 9.

## 8. Backgrounds

## 8.1. $L R G$ analysis

The main source of background in the LRG sample comes from events of the type ep $\rightarrow e X N$, in which the proton dissociates into a low-mass system, $N$. The proton-dissociative system can either escape entirely undetected in the forward beam-pipe or leak partially into the detector acceptance and therefore be measured by the FPC and the CAL. In the former case, the background


Fig. 4. (a) The energy distribution in the FPC, $E_{\mathrm{FPC}}$, for the sample of proton-dissociative candidate events (FPC PDISS). The data (dots) are compared to the expectation of the reweigthed PyThiA MC (histogram), normalised to the data. (b) The $x_{L}$ distribution in the LPS for the sample of proton-dissociative candidate events (LPS PDISS). The data (open circles) are compared to the expectation of the reweigthed PYTHIA MC (histogram), normalised to the data in the range $0.5<x_{L}<0.9$. The data points for $x_{L}>0.9$ are also shown for completeness. The extracted fraction of proton-dissociative events, $R_{\text {diss }}$, from the two samples as a function of (c) $Q^{2}$, (d) $\beta$ and (e) $x_{\mathbb{P}}$. The dashed lines in (c), (d) and (e) represent the average of the points.
events are included in the measured cross section, so that they bias the normalisation. As indicated by MC simulations, in the latter case most of the events are rejected by the FPC veto and by the $\eta_{\text {max }}^{\mathrm{CAL}}$ cut.

The ratio of the LPS to the LRG results measures the fraction of proton-dissociative events in the LRG sample. The ratio is $0.76 \pm 0.01$ (stat.) $)_{-0.02}^{+0.03}$ (syst.) ${ }_{-0.05}^{+0.08}$ (norm.) and is independent of $Q^{2}, x_{\mathbb{P}}$ and $\beta$, as discussed in Section 10.4; the last uncertainty reflects the normalisation uncertainties, mostly due to the LPS data. The percentage of proton-dissociative events in the LRG sample is therefore $24 \pm 1$ (stat. $)_{-3}^{+2}$ (syst. $)_{-8}^{+5}$ (norm.) $\%$.


Fig. 5. Distribution of $E+P_{Z}$ for the LPS events (dots). The dashed histogram represents the estimate of the beamhalo background normalised for $E+P_{Z}>1925 \mathrm{GeV}$. The vertical dashed line at $E+P_{Z}=1860 \mathrm{GeV}$ represents the selection cut used in the analysis.

The contribution of proton-dissociative events to the measured cross sections was also estimated with PYTHIA. A sample of proton-dissociative data was selected in two alternative ways:

- by requiring $\eta_{\max }^{\mathrm{CAL}}<2$ and $E_{\mathrm{FPC}}>1 \mathrm{GeV}$, and the remaining selection as described in Section 6 for the LRG events (this will be referred to as FPC PDISS sample);
- by adding to the selection described in Section 6 for the LRG events the requirement that a proton be measured in the LPS with $0.5<x_{L}<0.9$ (LPS PDISS sample).

The generated Pythia distributions for $M_{N}, M_{X}$ and $Q^{2}$ were reweighted to give the best description of these data samples, in particular the $E_{\text {FPC }}$ distribution in the FPC PDISS sample and the $x_{L}$ distribution in the LPS PDISS sample. The median of the generated $M_{N}$ distribution in Pythia is 1.7 GeV . The median of the same distribution for the events which pass the LRG analysis cuts is 1.6 GeV . Fig. 4a-b show the comparison of PYTHIA with the proton-dissociative samples FPC and LPS PDISS as a function $E_{\text {FPC }}$ and $x_{L}$, respectively. Also shown in Fig. 4c-e is the fraction of proton-dissociative events expected in the LRG sample as a function of $Q^{2}$, $\beta$ and $x_{\mathbb{P}}$. This fraction, obtained separately from the LPS and FPC PDISS samples, is constant at the level of $25 \%$ in both cases. The average of the FPC and LPS estimates provides a measurement of the proton-dissociative contribution to the LRG sample of $25 \pm 1$ (stat.) $\pm 3$ (syst.) $\%$, consistent with the ratio of the LPS to LRG results quoted above. The systematic uncertainty was estimated by varying the shape of the generated $M_{N}$ distribution, by changing the FPC cut as well as the $\eta_{\max }^{\mathrm{CAL}}$ cut and by taking into account the LPS normalisation uncertainty. The com-
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Fig. 6. The differential cross-section $d \sigma^{e p \rightarrow e X p} / d t$ for (a) $0.0002<x_{\mathbb{P}}<0.01$ and (b) $0.01<x_{\mathbb{P}}<0.1$. The lines show the results of fits with the function $d \sigma^{e p \rightarrow e X p} / d t \propto e^{-b|t|}$. The inner error bars show the statistical uncertainties and the full bars indicate the statistical and the systematic uncertainties added in quadrature. The normalisation uncertainty of $\pm 7 \%$ is not shown.
bination of the LPS and FPC PDISS samples covers nearly the whole $M_{N}$ spectrum, including the lowest $M_{N}$ values. This fact, along with the agreement with the LPS to LRG ratio, lends support to the present estimate of the proton dissociation background. A background contribution of $R_{\text {diss }}=25 \pm 1$ (stat.) $\pm 3$ (syst.) $\%$ was therefore subtracted from the data. ${ }^{60}$ Unless stated otherwise, all results are thus given for the reaction $e p \rightarrow e X p$, i.e. $M_{N}=M_{p}$.

The PYTHIA generator was also used to evaluate the photoproduction background, which arises from low- $Q^{2}$ events in which the scattered positron escapes undetected in the rear direction and one of the final-state hadrons is misidentified as a positron. The largest contribution was found in the lowest $Q^{2}$ bin $\left(2<Q^{2}<3 \mathrm{GeV}^{2}\right)$, where it was about $1.2 \%$. This background was neglected.

[^3]Table 1
The differential cross-section $d \sigma^{e p \rightarrow e X p} / d t$ as a function of $|t|$, for the indicated $x_{\mathbb{P}}$ ranges and for $2<Q^{2}<120 \mathrm{GeV}^{2}$ $\left(\left\langle Q^{2}\right\rangle=11 \mathrm{GeV}^{2}\right)$ and $2<M_{X}<40 \mathrm{GeV}\left(\left\langle M_{X}\right\rangle=15 \mathrm{GeV}\right)$.

| $x_{\mathbb{P}}$ | $\|t\|\left(\mathrm{GeV}^{2}\right)$ | $d \sigma^{e p \rightarrow e X p} / d t\left(\mathrm{nb} / \mathrm{GeV}^{-2}\right) \pm$ stat. $\pm$ syst. |
| :--- | :--- | :--- |
| $0.0002-0.01$ | 0.144 | $63.59 \pm 1.33_{-1.40}^{+1.52}$ |
| $0.0002-0.01$ | 0.259 | $25.79 \pm 1.00_{-1.15}^{+1.10}$ |
| $0.0002-0.01$ | 0.374 | $12.85 \pm 0.66_{-0.89}^{+0.74}$ |
| $0.0002-0.01$ | 0.489 | $6.53 \pm 0.54_{-0.71}^{+0.71}$ |
| $0.01-0.1$ | 0.144 | $84.74 \pm 1.49_{-1.80}^{+1.81}$ |
| $0.01-0.1$ | 0.259 | $35.95 \pm 1.09_{-1.72}^{+1.70}$ |
| $0.01-0.1$ | 0.374 | $16.73 \pm 0.66_{-1.25}^{+1.16}$ |
| $0.01-0.1$ | 0.489 | $8.84 \pm 0.53_{-0.99}^{+0.96}$ |

The contribution of non-diffractive events, estimated with DJANGOH 1.1, was found to be roughly $10 \%$ in the highest $x_{\mathbb{P}}$ bin $\left(0.01<x_{\mathbb{P}}<0.02\right)$ and to decrease rapidly with decreasing $x_{\mathbb{P}}$. This background was not subtracted but bins in which the contribution was larger than $10 \%$ were rejected.

### 8.2. LPS analysis

The main background contribution in the LPS sample at high $x_{L}$ is given by proton beam-halo events. In such events, the proton detected in the LPS is not correlated with the measurements in the central detector. To estimate this background, the variable $E+P_{Z}$ (see Section 6) was used. For a signal event, this quantity should be equal to twice the initial proton energy, 1840 GeV , whereas for a beam-halo event it can exceed this value.

The $E+P_{Z}$ spectrum for the beam-halo events was constructed as a random combination of a generic DIS event (without the requirement of a track in the LPS) and a beam-halo track measured in the LPS, uncorrelated with the measurement in the main detector; here $P_{Z}$ includes the contribution of the energy deposition in the CAL and the proton momentum measured in the LPS. The resulting distribution, shown in Fig. 5 as the histogram, was normalised to the data for $E+P_{Z}>1925 \mathrm{GeV}$; this part of the distribution contains beam-halo events only. The background remaining after the cut at $E+P_{Z}<1860 \mathrm{GeV}$ averages to $3.0 \pm 0.1$ (stat.) $\%$, and is a decreasing function of $x_{\mathbb{P}}$. The results presented in this paper were corrected for this background.

The contribution from proton-dissociative events, ep $\rightarrow e X N$, studied with Pythia, was around $9 \%$ at $x_{\mathbb{P}}=0.1$, decreasing rapidly with decreasing $x_{\mathbb{P}}$. All results were corrected for this background. In the region $x_{\mathbb{P}}<0.02$, this background is negligible.

The photoproduction background was negligible.

## 9. Systematic uncertainties

The systematic uncertainties were estimated [21,37] by varying the cuts and by modifying the analysis procedure. The variations of the cuts were typically commensurate with the resolutions of the relevant variables.

For each systematic check, the average effect on the cross section in the measured bins is indicated using the notation $\binom{+a}{-b}$. Given a systematic check which produced an increase of the


Fig. 7. The value of the exponential-slope parameter $b$ of the differential cross-section $d \sigma^{e p \rightarrow e X p} / d t \propto e^{-b|t|}$ as a function of $x_{\mathbb{P}}$ in bins of $Q^{2}$ and $M_{X}$. The dashed line corresponds to the value of $b=6.95 \mathrm{GeV}^{-2}$, the average $t$-slope over the measured region. The inner error bars show the statistical uncertainties and the full bars indicate the statistical and the systematic uncertainties added in quadrature.
cross section in some bins and a decrease in some other bins, $a$ is the average increase and $b$ is the average decrease.

For both the LPS and LRG analyses, the following checks were performed:

- to evaluate the uncertainties due to the measurement of the scattered positron, the fiducial region for the impact position of the positron on the face of the CAL around the rear beampipe was enlarged by $1 \mathrm{~cm}\left({ }_{-0.2}^{+1.2}\right) \%$;
- the minimum energy of the positron was increased to $12 \mathrm{GeV}\left({ }_{-0.3}^{+0.2}\right) \%$;
- the minimum value of $E-P_{Z}$ was raised to $47 \mathrm{GeV}\left({ }_{-0.7}^{+1.0}\right) \%$;
- the cut on the $Z$ coordinate of the vertex was restricted to $-40<Z_{\mathrm{vtx}}<40 \mathrm{~cm}\left({ }_{-0.5}^{+0.5}\right) \%$;

Table 2
Fitted values of the exponential $t$-slopes in bins of $Q^{2}, M_{X}$ and $x_{\mathbb{P}}$.

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $M_{X}(\mathrm{GeV})$ | $x_{\mathbb{P}}$ | $b\left(\mathrm{GeV}^{-2}\right) \pm$ stat. $\pm$ syst. |
| :---: | :---: | :---: | :---: |
| 2-5 | 2-5 | 0.0004 | $6.99 \pm 0.58_{-0.28}^{+0.50}$ |
| 2-5 | 2-5 | 0.0018 | $5.57 \pm 0.56_{-0.20}^{+0.35}$ |
| 2-5 | 2-5 | 0.0060 | $6.46 \pm 0.82_{-0.37}^{+0.39}$ |
| 2-5 | 5-10 | 0.0018 | $6.84 \pm 0.71_{-0.39}^{+0.30}$ |
| 2-5 | 5-10 | 0.0060 | $6.23 \pm 0.78_{-0.48}^{+0.48}$ |
| 2-5 | 5-10 | 0.0200 | $7.08 \pm 0.87_{-0.69}^{+0.23}$ |
| 2-5 | 10-40 | 0.0060 | $8.55 \pm 0.77_{-0.70}^{+0.47}$ |
| 2-5 | 10-40 | 0.0200 | $7.13 \pm 0.69_{-0.36}^{+0.31}$ |
| 2-5 | 10-40 | 0.0400 | $7.92 \pm 0.78_{-0.25}^{+0.45}$ |
| 2-5 | 10-40 | 0.0600 | $6.77 \pm 0.61_{-0.46}^{+0.07}$ |
| 2-5 | 10-40 | 0.0850 | $6.59 \pm 0.48_{-0.17}^{+0.11}$ |
| 5-20 | 2-5 | 0.0004 | $7.77 \pm 0.58_{-0.69}^{+0.13}$ |
| 5-20 | 2-5 | 0.0018 | $7.42 \pm 0.59_{-0.21}^{+0.38}$ |
| 5-20 | 2-5 | 0.0060 | $8.49 \pm 0.70_{-0.55}^{+0.33}$ |
| 5-20 | 2-5 | 0.0200 | $7.65 \pm 1.28_{-0.42}^{+0.44}$ |
| 5-20 | 5-10 | 0.0018 | $7.35 \pm 0.71_{-0.27}^{+0.23}$ |
| 5-20 | 5-10 | 0.0060 | $6.68 \pm 0.71_{-0.37}^{+0.13}$ |
| 5-20 | 5-10 | 0.0200 | $6.78 \pm 0.74_{-0.07}^{+0.46}$ |
| 5-20 | 5-10 | 0.0400 | $11.28 \pm 1.57_{-1.70}^{+0.41}$ |
| 5-20 | 10-40 | 0.0060 | $7.08 \pm 0.71_{-0.29}^{+0.11}$ |
| 5-20 | 10-40 | 0.0200 | $6.35 \pm 0.46_{-0.22}^{+0.22}$ |
| 5-20 | 10-40 | 0.0400 | $8.36 \pm 0.63_{-0.21}^{+0.13}$ |
| 5-20 | 10-40 | 0.0600 | $7.15 \pm 0.48_{-0.11}^{+0.15}$ |
| 5-20 | 10-40 | 0.0850 | $6.23 \pm 0.36_{-0.02}^{+0.12}$ |
| 20-120 | 2-5 | 0.0018 | $6.45 \pm 1.11_{-0.61}^{+0.40}$ |
| 20-120 | 2-5 | 0.0060 | $7.06 \pm 1.22_{-0.79}^{+0.19}$ |
| 20-120 | 5-10 | 0.0018 | $7.94 \pm 1.33_{-0.26}^{+0.34}$ |
| 20-120 | 5-10 | 0.0060 | $5.60 \pm 1.14_{-0.63}^{+0.00}$ |
| 20-120 | 5-10 | 0.0200 | $6.62 \pm 1.23_{-0.06}^{+0.41}$ |
| 20-120 | 10-40 | 0.0060 | $5.17 \pm 1.08_{-0.07}^{+0.44}$ |
| 20-120 | 10-40 | 0.0200 | $9.10 \pm 0.82_{-0.35}^{+0.39}$ |
| 20-120 | 10-40 | 0.0400 | $6.89 \pm 0.90_{-0.54}^{+0.17}$ |
| 20-120 | 10-40 | 0.0600 | $7.17 \pm 0.69_{-0.12}^{+0.23}$ |
| 20-120 | 10-40 | 0.0850 | $6.17 \pm 0.51_{-0.20}^{+0.06}$ |

ZEUS


Fig. 8. The differential cross-section $d \sigma^{e p \rightarrow e X p} / d \Phi$ in the kinematic ranges (a) $0.0002<x_{\mathbb{P}}<0.01$ and (b) $0.01<$ $x_{\mathbb{P}}<0.1$. The line shows the result of the fit described in Section 10.2. The inner error bars show the statistical uncertainties and the full bars indicate the statistical and the systematic uncertainties added in quadrature. The normalisation uncertainty of ${ }_{-7}^{+11} \%$ is not shown.

- the effect of the uncertainty in the absolute calorimeter energy calibration was estimated by changing the energy scale by $\pm 2 \%$ in the data only, separately for the scattered positron $\left({ }_{-2.3}^{+2.5}\right) \%$ and the hadronic system $\left({ }_{-2.3}^{+2.3}\right) \%$;
- the $x_{\mathbb{P}}$ distribution in the MC was reweighted by a factor $\left(x_{\mathbb{P}} / 0.01\right)^{k}$, with $k$ varying between -0.03 and +0.03 ; the effect was $\left({ }_{-0.4}^{+0.4}\right) \%$ in the LPS analysis and $\left({ }_{-2.9}^{+3.0}\right) \%$ in the LRG analysis, the difference being mainly due to the correlation between the $x_{\mathbb{P}}$ and $\eta_{\max }$ variables.

For the LRG analysis, the following specific checks were also performed:

- the FPC energy cut was lowered to $0.7 \mathrm{GeV}\left({ }_{-0.4}^{+0.5}\right) \%$;
- the energy threshold on the most forward EFO used to reconstruct $\eta_{\max }^{\mathrm{CAL}}$ was lowered to 300 $\mathrm{MeV}\binom{-0.3}{+0.4} \%$ and increased to $500 \mathrm{MeV}\left({ }_{-0.4}^{+0.2}\right)\left(\begin{array}{l}+0.4\end{array}+\%\right.$.

Table 3
The differential cross-section $d \sigma^{e p \rightarrow e X p} / d \Phi$ as a function of $\Phi$, for the indicated $x_{\mathbb{P}}$ ranges and for $4<Q^{2}<$ $120 \mathrm{GeV}^{2}\left(\left\langle Q^{2}\right\rangle=22 \mathrm{GeV}^{2}\right)$ and $2<M_{X}<40 \mathrm{GeV}\left(\left\langle M_{X}\right\rangle=15 \mathrm{GeV}\right)$.

| $x_{\mathbb{P}}$ | $\Phi(\mathrm{rad})$ | $d \sigma^{e p} / d \Phi(\mathrm{nb} / \mathrm{rad}) \pm$ stat. $\pm$ syst. |
| :--- | :--- | :--- |
| $0.0002-0.01$ | 0.524 | $1.03 \pm 0.07_{-0.04}^{+0.06}$ |
| $0.0002-0.01$ | 1.571 | $1.13 \pm 0.07_{-0.11}^{+0.03}$ |
| $0.0002-0.01$ | 2.618 | $1.09 \pm 0.07_{-0.11}^{+0.03}$ |
| $0.0002-0.01$ | 3.665 | $1.07 \pm 0.06_{-0.04}^{+0.06}$ |
| $0.0002-0.01$ | 4.712 | $1.06 \pm 0.07_{-0.04}^{+0.04}$ |
| $0.0002-0.01$ | 5.759 | $0.99 \pm 0.07_{-0.04}^{+0.07}$ |
| $0.01-0.1$ | 0.524 | $1.59 \pm 0.07_{-0.08}^{+0.05}$ |
| $0.01-0.1$ | 1.571 | $1.67 \pm 0.07_{-0.05}^{+0.11}$ |
| $0.01-0.1$ | 2.618 | $1.47 \pm 0.06_{-0.10}^{+0.05}$ |
| $0.01-0.1$ | 3.665 | $1.50 \pm 0.06_{-0.06}^{+0.06}$ |
| $0.01-0.1$ | 4.712 | $1.49 \pm 0.06_{-0.08}^{+0.05}$ |
| $0.01-0.1$ | 5.759 | $1.65 \pm 0.07_{-0.12}^{+0.03}$ |

For the LPS analysis, the following specific checks were also performed:

- the cut on the minimum distance of approach to the beam-pipe was increased by 0.03 cm $\left({ }_{-0.8}^{+0.4}\right) \%$;
- the $t$ range was restricted to $0.1<|t|<0.5 \mathrm{GeV}^{2}\left({ }_{-5.1}^{+4.1}\right) \%$;
- the proton-dissociative background was varied by $\pm 30 \%\left({ }_{-0.9}^{+0.9}\right) \%$;
- the value of the $t$-slope in the MC was changed by $\pm 1 \mathrm{GeV}^{-2}\left({ }_{-2.9}^{+4.0}\right) \%$;
- the $\Phi$ distribution in the MC was reweighted by a factor $(1+k \cos \Phi)$, with $k$ varying between -0.15 and $+0.15\left({ }_{-0.9}^{+1.0}\right) \%$;
- the intrinsic transverse-momentum spread of the proton beam at the interaction point was increased by 5 MeV in the horizontal plane and 10 MeV in the vertical plane $\left({ }_{-1.9}^{+1.6}\right) \%$.

The total systematic uncertainty for each bin was taken as the quadratic sum of the individual contributions. The effect of using the generator RAPGAP for the acceptance corrections instead of SATRAP was estimated $\left({ }_{-8.6}^{+9.3}\right) \%$ but not included in the error bars as RAPGAP was found to provide a poor description of the data distributions.

For the LPS data, there is also an overall uncertainty of $\pm 7 \%$ which originates mostly from the uncertainty of the simulation of the proton-beam optics - largely independent of the kinematic variables, and therefore taken as a normalisation uncertainty. It also includes the uncertainty on the integrated luminosity ( $\pm 2.25 \%$ ).

In the LPS results integrated over $t\left(\sigma_{r}^{D(3)}\right.$ and $\left.d \sigma / d \Phi\right)$, an additional $+9 \%$ uncertainty is present, due to the extrapolation from the measured to the full $t$ range (see Section 7.1). The overall LPS normalisation uncertainty then becomes ${ }_{-7}^{+11} \%$.

For the LRG data, the uncertainty on the integrated luminosity ( $\pm 2.25 \%$ ) and that on the proton dissociation background ( $\pm 4 \%$ ) give an overall normalisation uncertainty of $\pm 5 \%$.


Fig. 9. The azimuthal asymmetries $A_{L T}$ (open circles) and $A_{T T}$ (dots) as a function of (a) $x_{\mathbb{P}}$ and (b) $\beta$, (c) $|t|$ and (d) $Q^{2}$ for $x_{\mathbb{P}}<0.01$. The inner error bars show the statistical uncertainties and the full bars indicate the statistical and the systematic uncertainties added in quadrature.

## 10. Results

The results in this section are presented as follows. The cross-section $d \sigma^{e p \rightarrow e X p} / d t$ in the region $0.09<|t|<0.55 \mathrm{GeV}^{2}$ is discussed first. The data are then integrated over $t$ and extrapolated to the range $0<|t|<1 \mathrm{GeV}^{2}$, as discussed in Section 7.1. The resulting cross sections are presented as a function of $\Phi$ in Section 10.2, where the sensitivity of the present data to the helicity structure of the reaction $e p \rightarrow e X p$ is discussed. The LPS data were used for both the $t$ and the $\Phi$ cross sections. In Sections 10.3 and 10.4, the data are presented in terms of the diffractive reduced cross sections, $\sigma_{r}^{D(4)}$ and $\sigma_{r}^{D(3)}$. The former was measured, for the first time, in two bins of $t$, and was obtained from the LPS data. The latter was obtained both from the LPS data, after integration over $t$, and from the LRG data. In Section 10.5, the $x_{\mathbb{P}}$ dependence of $\sigma_{r}^{D(4)}$ and $\sigma_{r}^{D(3)}$ is used to extract the intercept of the Pomeron trajectory, $\alpha_{\mathbb{P}}(0)$, the quantity that, in Regge phenomenology, determines the energy dependence of the total hadron-hadron cross section [1].

The results for the LPS sample extend up to $x_{\mathbb{P}}=0.1$. In this paper, the LPS data in the diffractive-peak region are often compared with those at high $x_{\mathbb{P}}$. For this purpose, the value $x_{\mathbb{P}}=$

Table 4
The azimuthal asymmetry $A_{L T}$ in bins of $Q^{2}, \beta,|t|$ and $x_{\mathbb{P}}$.

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $\beta$ | $\|t\|\left(\mathrm{GeV}^{2}\right)$ | $x_{\mathbb{P}}$ | $A_{L T} \pm$ stat. $\pm$ syst. |
| :--- | :--- | :--- | :--- | ---: |
| $4-120$ | $0-1$ | $0.09-0.55$ | $0.0002-0.0018$ | $0.05 \pm 0.07_{-0.02}^{+0.06}$ |
| $4-120$ | $0-1$ | $0.09-0.55$ | $0.0018-0.0042$ | $0.02 \pm 0.08_{-0.07}^{+0.02}$ |
| $4-120$ | $0-1$ | $0.09-0.55$ | $0.0042-0.01$ | $-0.06 \pm 0.08_{-0.02}^{+0.04}$ |
| $4-120$ | $0-1$ | $0.09-0.55$ | $0.01-0.03$ | $0.08 \pm 0.06_{-0.02}^{+0.04}$ |
| $4-120$ | $0-1$ | $0.09-0.55$ | $0.03-0.05$ | $0.06 \pm 0.08_{-0.02}^{+0.02}$ |
| $4-120$ | $0-1$ | $0.09-0.55$ | $0.05-0.07$ | $0.17 \pm 0.07_{-0.02}^{+0.02}$ |
| $4-120$ | $0-1$ | $0.09-0.55$ | $0.07-0.1$ | $0.05 \pm 0.05_{-0.01}^{+0.02}$ |
| $4-120$ | $0-0.2$ | $0.09-0.55$ | $0.0002-0.01$ | $-0.09 \pm 0.07_{-0.03}^{+0.04}$ |
| $4-120$ | $0.2-0.35$ | $0.09-0.55$ | $0.0002-0.01$ | $0.09 \pm 0.09_{-0.07}^{+0.05}$ |
| $4-120$ | $0.35-0.65$ | $0.09-0.55$ | $0.0002-0.01$ | $0.03 \pm 0.07_{-0.01}^{+0.03}$ |
| $4-120$ | $0.65-1.0$ | $0.09-0.55$ | $0.0002-0.01$ | $0.03 \pm 0.12_{-0.04}^{+0.04}$ |
| $4-120$ | $0-1$ | $0.09-0.14$ | $0.0002-0.01$ | $0.01 \pm 0.06_{-0.01}^{+0.03}$ |
| $4-120$ | $0-1$ | $0.14-0.2$ | $0.0002-0.01$ | $0.12 \pm 0.11_{-0.02}^{+0.06}$ |
| $4-120$ | $0-1$ | $0.2-0.3$ | $0.0002-0.01$ | $-0.05 \pm 0.10_{-0.05}^{+0.02}$ |
| $4-120$ | $0-1$ | $0.3-0.55$ | $0.0002-0.01$ | $-0.05 \pm 0.10_{-0.02}^{+0.04}$ |
| $4-10$ | $0-1$ | $0.09-0.55$ | $0.0002-0.01$ | $0.04 \pm 0.07_{-0.02}^{+0.07}$ |
| $10-15$ | $0-1$ | $0.09-0.55$ | $0.0002-0.01$ | $-0.05 \pm 0.08_{-0.00}^{+0.03}$ |
| $15-30$ | $0-1$ | $0.09-0.55$ | $0.0002-0.01$ | $-0.23 \pm 0.12_{-0.05}^{+0.02}$ |
| $30-120$ | $0-1$ | $0.09-0.55$ | $0.0002-0.01$ | $0.08_{-0.04}^{+0.02}$ |

0.01 was chosen as the transition between the high- and low- $x_{\mathbb{P}}$ bins, such that the low- $x_{\mathbb{P}}$ bins are dominated by diffractive-peak events, while at higher $x_{\mathbb{P}}$ Reggeon and pion exchanges are important [3]. This choice is somewhat restrictive, since the diffractive peak extends well below $x_{L}=0.99$, see Fig. 3a. In the region $x_{\mathbb{P}}<0.01$, the contribution from non-Pomeron exchanges is less than $10 \%$. The average value of $x_{\mathbb{P}}$ is 0.003 for $x_{\mathbb{P}}<0.01$ and 0.043 for $0.01<x_{\mathbb{P}}<0.1$.

## 10.1. t dependence

The differential cross-section $d \sigma^{e p \rightarrow e X p} / d t$, obtained from the LPS data in the kinematic range $2<Q^{2}<120 \mathrm{GeV}^{2}, 2<M_{X}<40 \mathrm{GeV}, 40<W<240 \mathrm{GeV}$ and $0.09<|t|<$ $0.55 \mathrm{GeV}^{2}$, both for $0.0002<x_{\mathbb{P}}<0.01$ (diffractive-peak region) and $0.01<x_{\mathbb{P}}<0.1$, is presented in Fig. 6 and Table 1.

The data were fitted with the single-exponential function $d \sigma^{e p \rightarrow e X p} / d t \propto e^{-b|t|}$. The value of the slope parameter, $b$, obtained from the fit in the region $0.0002<x_{\mathbb{P}}<0.01$ is $b=7.0 \pm$ $0.3 \mathrm{GeV}^{-2}$, with $\chi^{2} / \mathrm{ndf}=1.8(\mathrm{ndf}=2)$ when statistical and systematic uncertainties summed in quadrature are used in the fit. This result agrees with the previous ZEUS result [21]. In the high- $x_{\mathbb{P}}$ region, $0.01<x_{\mathbb{P}}<0.1$, the fit gives $b=6.9 \pm 0.3 \mathrm{GeV}^{-2}$ with $\chi^{2} / \mathrm{ndf}=1.1$, again when the quadratic sum of statistical and systematic uncertainties is used.

Table 5
The azimuthal asymmetry $A_{T T}$ in bins of $Q^{2}, \beta,|t|$ and $x_{\mathbb{P}}$.

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $\beta$ | $\|t\|\left(\mathrm{GeV}^{2}\right)$ | $x_{\mathbb{P}}$ | $A_{T T} \pm$ stat. $\pm$ syst. |
| :--- | :--- | :--- | :--- | ---: |
| $4-120$ | $0-1$ | $0.09-0.55$ | $0.0002-0.0018$ | $0.01 \pm 0.07_{-0.03}^{+0.07}$ |
| $4-120$ | $0-1$ | $0.09-0.55$ | $0.0018-0.0042$ | $-0.01 \pm 0.08_{-0.04}^{+0.05}$ |
| $4-120$ | $0-1$ | $0.09-0.55$ | $0.0042-0.01$ | $-0.17 \pm 0.08_{-0.02}^{+0.06}$ |
| $4-120$ | $0-1$ | $0.09-0.55$ | $0.01-0.03$ | $0.05 \pm 0.06_{-0.02}^{+0.03}$ |
| $4-120$ | $0-1$ | $0.09-0.55$ | $0.03-0.05$ | $-0.11 \pm 0.08_{-0.06}^{+0.03}$ |
| $4-120$ | $0-1$ | $0.09-0.55$ | $0.05-0.07$ | $0.06 \pm 0.07_{-0.04}^{+0.03}$ |
| $4-120$ | $0-1$ | $0.09-0.55$ | $0.07-0.1$ | $0.02 \pm 0.05_{-0.01}^{+0.02}$ |
| $4-120$ | $0-0.2$ | $0.09-0.55$ | $0.0002-0.01$ | $-0.14 \pm 0.07_{-0.00}^{+0.07}$ |
| $4-120$ | $0.2-0.35$ | $0.09-0.55$ | $0.0002-0.01$ | $0.05 \pm 0.09_{-0.09}^{+0.03}$ |
| $4-120$ | $0.35-0.65$ | $0.09-0.55$ | $0.0002-0.01$ | $-0.01 \pm 0.07_{-0.04}^{+0.04}$ |
| $4-120$ | $0.65-1.0$ | $0.09-0.55$ | $0.0002-0.01$ | $-0.16 \pm 0.12_{-0.01}^{+0.08}$ |
| $4-120$ | $0-1$ | $0.09-0.14$ | $0.0002-0.01$ | $-0.10 \pm 0.06_{-0.02}^{+0.03}$ |
| $4-120$ | $0-1$ | $0.14-0.2$ | $0.0002-0.01$ | $0.13 \pm 0.11_{-0.00}^{+0.05}$ |
| $4-120$ | $0-1$ | $0.2-0.3$ | $0.0002-0.01$ | $-0.01 \pm 0.10_{-0.05}^{+0.05}$ |
| $4-120$ | $0-1$ | $0.3-0.55$ | $0.0002-0.01$ | $-0.11 \pm 0.10_{-0.01}^{+0.16}$ |
| $4-10$ | $0-1$ | $0.09-0.55$ | $0.0002-0.01$ | $-0.01 \pm 0.07_{-0.04}^{+0.11}$ |
| $10-15$ | $0-1$ | $0.09-0.55$ | $0.0002-0.01$ | $-0.12 \pm 0.08_{-0.02}^{+0.04}$ |
| $15-30$ | $0-1$ | $0.09-0.55$ | $0.0002-0.01$ | $-0.03 \pm 0.08_{-0.00}^{+0.04}$ |
| $30-120$ | $0-1$ | $0.09-0.55$ | $0.0002-0.01$ | $-0.12 \pm 0.12_{-0.04}^{+0.05}$ |

The values of the $t$-slope in different bins of $Q^{2}, M_{X}$ and $x_{\mathbb{P}}$ are shown in Fig. 7 and given in Table 2. The diffractive-peak as well as the high- $x_{\mathbb{P}}$ region are shown. The $t$-slope does not depend on $Q^{2}, M_{X}$ and $x_{\mathbb{P}}$ in the measured regions. The lack of $Q^{2}$ dependence in a wide range of $Q^{2}$ as well as a value of $b$ much larger than that measured in hard diffraction (as discussed in a recent ZEUS publication [57]) suggests that inclusive diffractive dissociation in DIS is a soft process.

## 10.2. $\Phi$ dependence

The azimuthal angle, $\Phi$, between the positron and proton scattering planes is sensitive to the helicity structure of the reaction $e p \rightarrow e X p$, as shown explicitly in Eq. (4). To reduce the $\Phi$ dependence of the acceptance, an additional radial cut of 18 cm was imposed on the impact point of the scattered positron at the RCAL surface, along with the restriction $Q^{2}>4 \mathrm{GeV}^{2}$. These cuts were only applied for the $\Phi$ analysis. The LPS data were used.

The $\Phi$ distribution for the two ranges $0.0002<x_{\mathbb{P}}<0.01$ and $0.01<x_{\mathbb{P}}<0.1$ is presented in Fig. 8a-b and Table 3.

The distributions were fitted to the form

$$
\frac{d \sigma^{e p \rightarrow e X p}}{d \Phi} \propto 1+A_{L T} \cos \Phi+A_{T T} \cos 2 \Phi
$$

## ZEUS



Fig. 10. The reduced diffractive cross section multiplied by $x_{\mathbb{P}}, x_{\mathbb{P}} \sigma_{r}^{D(4)}$, obtained with the LPS method in two $t$ bins as a function of $x_{\mathbb{P}}$ for different values of $Q^{2}$ and $\beta$. The lines are the result of the Regge fit described in Section 10.5. The inner error bars show the statistical uncertainties and the full bars indicate the statistical and the systematic uncertainties added in quadrature. The normalisation uncertainty of $\pm 7 \%$ is not shown.
where $A_{L T}$ and $A_{T T}$ are proportional to $\sigma_{L T}^{\gamma^{\star} p \rightarrow X p}$ and $\sigma_{T T}^{\gamma^{\star} p \rightarrow X p}$, respectively. The values of the azimuthal asymmetries are

$$
\begin{aligned}
& \left.A_{L T}=-0.036 \pm 0.036 \text { (stat. }\right)_{-0.014}^{+0.016} \text { (syst.) } \\
& \left.A_{T T}=-0.030 \pm 0.037 \text { (stat. }\right)_{-0.006}^{+0.022} \text { (syst.) }
\end{aligned}
$$

and

$$
\begin{aligned}
& A_{L T}=+0.051 \pm 0.024(\text { stat. })_{-0.011}^{+0.012} \text { (syst.) } \\
& A_{T T}=-0.010 \pm 0.024(\text { stat. })_{-0.009}^{+0.010}(\text { syst. })
\end{aligned}
$$

for the ranges $0.0002<x_{\mathbb{P}}<0.01$ and $0.01<x_{\mathbb{P}}<0.1$, respectively.

Table 6
The reduced diffractive cross section multiplied by $x_{\mathbb{P}}, x_{\mathbb{P}} \sigma_{r}{ }^{D(4)}$, obtained with the LPS method for different values of $Q^{2}, M_{X}$ and $x_{\mathbb{P}}$ and for $0.09<|t|<0.19 \mathrm{GeV}^{2}\left(\langle | t| \rangle=0.13 \mathrm{GeV}^{2}\right)$. The corresponding $\beta$ values are also indicated.

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $M_{X}(\mathrm{GeV})$ | $\beta$ | $x_{\mathbb{P}}$ | $x_{\mathbb{P}} \int \sigma_{r}^{D(4)} d t / \Delta t\left(\mathrm{GeV}^{-2}\right) \pm \text { stat. } \pm \text { syst. }$ |
| :---: | :---: | :---: | :---: | :---: |
| 2.5 | 3 | 0.217 | 0.0003 | $0.102 \pm 0.012_{-0.003}^{+0.009}$ |
| 2.5 | 3 | 0.217 | 0.0009 | $0.069 \pm 0.009_{-0.002}^{+0.004}$ |
| 2.5 | 3 | 0.217 | 0.0025 | $0.036 \pm 0.006_{-0.004}^{+0.007}$ |
| 2.5 | 3 | 0.217 | 0.0065 | $0.044 \pm 0.009_{-0.004}^{+0.004}$ |
| 2.5 | 7 | 0.049 | 0.0009 | $0.064 \pm 0.010_{-0.007}^{+0.004}$ |
| 2.5 | 7 | 0.049 | 0.0025 | $0.052 \pm 0.007_{-0.006}^{+0.002}$ |
| 2.5 | 7 | 0.049 | 0.0065 | $0.036 \pm 0.005_{-0.001}^{+0.004}$ |
| 2.5 | 7 | 0.049 | 0.0150 | $0.044 \pm 0.008_{-0.005}^{+0.004}$ |
| 2.5 | 7 | 0.049 | 0.0300 | $0.039 \pm 0.009_{-0.005}^{+0.006}$ |
| 2.5 | 15 | 0.011 | 0.0065 | $0.044 \pm 0.008_{-0.002}^{+0.007}$ |
| 2.5 | 15 | 0.011 | 0.0150 | $0.035 \pm 0.007_{-0.004}^{+0.013}$ |
| 2.5 | 15 | 0.011 | 0.0300 | $0.063 \pm 0.011_{-0.005}^{+0.005}$ |
| 2.5 | 15 | 0.011 | 0.0500 | $0.064 \pm 0.014_{-0.010}^{+0.012}$ |
| 2.5 | 15 | 0.011 | 0.0700 | $0.093 \pm 0.017_{-0.004}^{+0.006}$ |
| 2.5 | 15 | 0.011 | 0.0900 | $0.081 \pm 0.015_{-0.012}^{+0.016}$ |
| 2.5 | 30 | 0.003 | 0.0300 | $0.063 \pm 0.010_{-0.006}^{+0.005}$ |
| 2.5 | 30 | 0.003 | 0.0500 | $0.052 \pm 0.012_{-0.003}^{+0.008}$ |
| 2.5 | 30 | 0.003 | 0.0700 | $0.058 \pm 0.010_{-0.004}^{+0.001}$ |
| 2.5 | 30 | 0.003 | 0.0900 | $0.077 \pm 0.012_{-0.018}^{+0.004}$ |
| 3.9 | 3 | 0.302 | 0.0003 | $0.089 \pm 0.010_{-0.004}^{+0.005}$ |
| 3.9 | 3 | 0.302 | 0.0009 | $0.064 \pm 0.008_{-0.004}^{+0.008}$ |
| 3.9 | 3 | 0.302 | 0.0025 | $0.060 \pm 0.008_{-0.002}^{+0.005}$ |
| 3.9 | 3 | 0.302 | 0.0065 | $0.055 \pm 0.009_{-0.003}^{+0.003}$ |
| 3.9 | 7 | 0.074 | 0.0025 | $0.051 \pm 0.006_{-0.003}^{+0.004}$ |
| 3.9 | 7 | 0.074 | 0.0065 | $0.047 \pm 0.006_{-0.005}^{+0.001}$ |
| 3.9 | 7 | 0.074 | 0.0150 | $0.041 \pm 0.007_{-0.003}^{+0.002}$ |
| 3.9 | 7 | 0.074 | 0.0300 | $0.054 \pm 0.011_{-0.008}^{+0.010}$ |
| 3.9 | 15 | 0.017 | 0.0065 | $0.058 \pm 0.008_{-0.002}^{+0.004}$ |
| 3.9 | 15 | 0.017 | 0.0150 | $0.054 \pm 0.008_{-0.008}^{+0.006}$ |
| 3.9 | 15 | 0.017 | 0.0300 | $0.053 \pm 0.009_{-0.003}^{+0.002}$ |
| 3.9 | 15 | 0.017 | 0.0500 | $0.041 \pm 0.009_{-0.002}^{+0.004}$ |
| 3.9 | 15 | 0.017 | 0.0700 | $0.064 \pm 0.010_{-0.003}^{+0.003}$ |
| 3.9 | 15 | 0.017 | 0.0900 | $0.068 \pm 0.010_{-0.004}^{+0.003}$ |
| 3.9 | 30 | 0.004 | 0.0300 | $0.065 \pm 0.010_{-0.007}^{+0.009}$ |
| 3.9 | 30 | 0.004 | 0.0500 | $0.077 \pm 0.015_{-0.012}^{+0.003}$ |
| 3.9 | 30 | 0.004 | 0.0700 | $0.103 \pm 0.015_{-0.014}^{+0.004}$ |

Table 6 (continued)

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $M_{X}(\mathrm{GeV})$ | $\beta$ | $x_{\mathbb{P}}$ | $x_{\mathbb{P}} \int \sigma_{r}^{D(4)} d t / \Delta t\left(\mathrm{GeV}^{-2}\right) \pm$ stat. $\pm$ syst. |
| :---: | :---: | :---: | :---: | :---: |
| 3.9 | 30 | 0.004 | 0.0900 | $0.092 \pm 0.013_{-0.005}^{+0.013}$ |
| 7.1 | 3 | 0.441 | 0.0003 | $0.107 \pm 0.012_{-0.005}^{+0.005}$ |
| 7.1 | 3 | 0.441 | 0.0009 | $0.113 \pm 0.011_{-0.010}^{+0.003}$ |
| 7.1 | 3 | 0.441 | 0.0025 | $0.086 \pm 0.010_{-0.002}^{+0.006}$ |
| 7.1 | 3 | 0.441 | 0.0065 | $0.082 \pm 0.010_{-0.008}^{+0.002}$ |
| 7.1 | 7 | 0.127 | 0.0025 | $0.069 \pm 0.006_{-0.003}^{+0.003}$ |
| 7.1 | 7 | 0.127 | 0.0065 | $0.054 \pm 0.006_{-0.004}^{+0.004}$ |
| 7.1 | 7 | 0.127 | 0.0150 | $0.053 \pm 0.007_{-0.003}^{+0.005}$ |
| 7.1 | 7 | 0.127 | 0.0300 | $0.074 \pm 0.011_{-0.007}^{+0.002}$ |
| 7.1 | 15 | 0.031 | 0.0065 | $0.067 \pm 0.008_{-0.008}^{+0.005}$ |
| 7.1 | 15 | 0.031 | 0.0150 | $0.061 \pm 0.007_{-0.005}^{+0.004}$ |
| 7.1 | 15 | 0.031 | 0.0300 | $0.063 \pm 0.008_{-0.005}^{+0.004}$ |
| 7.1 | 15 | 0.031 | 0.0500 | $0.105 \pm 0.015_{-0.003}^{+0.007}$ |
| 7.1 | 15 | 0.031 | 0.0700 | $0.068 \pm 0.008_{-0.003}^{+0.004}$ |
| 7.1 | 15 | 0.031 | 0.0900 | $0.075 \pm 0.009_{-0.003}^{+0.003}$ |
| 7.1 | 30 | 0.008 | 0.0300 | $0.089 \pm 0.010_{-0.007}^{+0.006}$ |
| 7.1 | 30 | 0.008 | 0.0500 | $0.104 \pm 0.014_{-0.007}^{+0.007}$ |
| 7.1 | 30 | 0.008 | 0.0700 | $0.084 \pm 0.009_{-0.003}^{+0.005}$ |
| 7.1 | 30 | 0.008 | 0.0900 | $0.133 \pm 0.014_{-0.011}^{+0.008}$ |
| 14 | 3 | 0.609 | 0.0009 | $0.110 \pm 0.014_{-0.009}^{+0.005}$ |
| 14 | 3 | 0.609 | 0.0025 | $0.093 \pm 0.014_{-0.004}^{+0.007}$ |
| 14 | 3 | 0.609 | 0.0065 | $0.102 \pm 0.016_{-0.003}^{+0.007}$ |
| 14 | 7 | 0.222 | 0.0025 | $0.071 \pm 0.008_{-0.006}^{+0.002}$ |
| 14 | 7 | 0.222 | 0.0065 | $0.067 \pm 0.008_{-0.004}^{+0.003}$ |
| 14 | 7 | 0.222 | 0.0150 | $0.074 \pm 0.010_{-0.003}^{+0.005}$ |
| 14 | 7 | 0.222 | 0.0300 | $0.059 \pm 0.010_{-0.006}^{+0.002}$ |
| 14 | 15 | 0.059 | 0.0065 | $0.070 \pm 0.009_{-0.004}^{+0.002}$ |
| 14 | 15 | 0.059 | 0.0150 | $0.083 \pm 0.011_{-0.006}^{+0.005}$ |
| 14 | 15 | 0.059 | 0.0300 | $0.065 \pm 0.009_{-0.001}^{+0.006}$ |
| 14 | 15 | 0.059 | 0.0500 | $0.110 \pm 0.017_{-0.006}^{+0.007}$ |
| 14 | 15 | 0.059 | 0.0700 | $0.088 \pm 0.011_{-0.004}^{+0.002}$ |
| 14 | 15 | 0.059 | 0.0900 | $0.090 \pm 0.011_{-0.003}^{+0.003}$ |
| 14 | 30 | 0.015 | 0.0300 | $0.097 \pm 0.013_{-0.004}^{+0.004}$ |
| 14 | 30 | 0.015 | 0.0500 | $0.107 \pm 0.017_{-0.005}^{+0.006}$ |
| 14 | 30 | 0.015 | 0.0700 | $0.109 \pm 0.013_{-0.003}^{+0.003}$ |
| 14 | 30 | 0.015 | 0.0900 | $0.113 \pm 0.012_{-0.005}^{+0.005}$ |
| 40 | 3 | 0.816 | 0.0009 | $0.094 \pm 0.024_{-0.008}^{+0.008}$ |

Table 6 (continued)

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $M_{X}(\mathrm{GeV})$ | $\beta$ | $x_{\mathbb{P}}$ | $x_{\mathbb{P}} \int \sigma_{r}^{D(4)} d t / \Delta t\left(\mathrm{GeV}^{-2}\right) \pm$ stat. $\pm$ syst. |
| :--- | :--- | :--- | :--- | :--- |
| 40 | 3 | 0.816 | 0.0025 | $0.061 \pm 0.013_{-0.006}^{+0.008}$ |
| 40 | 3 | 0.816 | 0.0065 | $0.054 \pm 0.013_{-0.005}^{+0.003}$ |
| 40 | 3 | 0.816 | 0.0150 | $0.049 \pm 0.016_{-0.003}^{+0.002}$ |
| 40 | 7 | 0.449 | 0.0025 | $0.104 \pm 0.013_{-0.009}^{+0.005}$ |
| 40 | 7 | 0.449 | 0.0065 | $0.073 \pm 0.010_{-0.005}^{+0.003}$ |
| 40 | 7 | 0.449 | 0.0150 | $0.075 \pm 0.012_{-0.002}^{+0.004}$ |
| 40 | 7 | 0.449 | 0.0300 | $0.079 \pm 0.014_{-0.002}^{+0.008}$ |
| 40 | 7 | 0.449 | 0.0500 | $0.081 \pm 0.023_{-0.002}^{+0.012}$ |
| 40 | 15 | 0.151 | 0.0065 | $0.058 \pm 0.009_{-0.005}^{+0.005}$ |
| 40 | 15 | 0.151 | 0.0150 | $0.090 \pm 0.013_{-0.004}^{+0.004}$ |
| 40 | 15 | 0.151 | 0.0300 | $0.073 \pm 0.011_{-0.0004}^{+0.003}$ |
| 40 | 15 | 0.151 | 0.0500 | $0.093 \pm 0.016_{-0.007}^{+0.002}$ |
| 40 | 15 | 0.151 | 0.0700 | $0.098 \pm 0.013_{-0.006}^{+0.004}$ |
| 40 | 15 | 0.151 | 0.0900 | $0.115 \pm 0.013_{-0.005}^{+0.005}$ |
| 40 | 30 | 0.043 | 0.0300 | $0.090 \pm 0.012_{-0.000}^{+0.007}$ |
| 40 | 30 | 0.043 | 0.0500 | $0.127 \pm 0.018_{-0.000}^{+0.004}$ |
| 40 | 30 | 0.043 | 0.0700 | $0.113 \pm 0.013_{-0.007}^{+0.003}$ |
| 40 | 30 | 0.043 | 0.0900 | $0.124 \pm 0.012_{-0.005}^{+0.006}$ |

Table 7
The reduced diffractive cross section multiplied by $x_{\mathbb{P}}, x_{\mathbb{P}} \sigma_{r}{ }^{D(4)}$, obtained with the LPS method for different values of $Q^{2}, M_{X}$ and $x_{\mathbb{P}}$ and for $0.19<|t|<0.55 \mathrm{GeV}^{2}\left(\langle | t| \rangle=0.3 \mathrm{GeV}^{2}\right)$. The corresponding $\beta$ values are also indicated.

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $M_{X}(\mathrm{GeV})$ | $\beta$ | $x_{\mathbb{P}}$ | $x_{\mathbb{P}} \int \sigma_{r}^{D(4)} d t / \Delta t\left(\mathrm{GeV}^{-2}\right) \pm$ stat. $\pm$ syst. |
| :--- | :--- | :--- | :--- | :--- |
| 2.5 | 3 | 0.217 | 0.0003 | $0.028 \pm 0.004_{-0.004}^{+0.001}$ |
| 2.5 | 3 | 0.217 | 0.0009 | $0.013 \pm 0.002_{-0.003}^{+0.003}$ |
| 2.5 | 3 | 0.217 | 0.0025 | $0.013 \pm 0.002_{-0.000}^{+0.000}$ |
| 2.5 | 3 | 0.217 | 0.0065 | $0.012 \pm 0.003_{-0.002}^{+0.001}$ |
| 2.5 | 7 | 0.049 | 0.0009 | $0.025 \pm 0.005_{-0.003}^{+0.001}$ |
| 2.5 | 7 | 0.049 | 0.0025 | $0.012 \pm 0.002_{-0.001}^{+0.001}$ |
| 2.5 | 7 | 0.049 | 0.0065 | $0.009 \pm 0.002_{-0.002}^{+0.001}$ |
| 2.5 | 7 | 0.049 | 0.0150 | $0.010 \pm 0.002_{-0.001}^{+0.002}$ |
| 2.5 | 7 | 0.049 | 0.0300 | $0.012 \pm 0.003_{-0.002}^{+0.001}$ |
| 2.5 | 15 | 0.011 | 0.0065 | $0.011 \pm 0.002_{-0.001}^{+0.002}$ |
| 2.5 | 15 | 0.011 | 0.0150 | $0.011 \pm 0.002_{-0.002}^{+0.002}$ |
| 2.5 | 15 | 0.011 | 0.0300 | $0.012 \pm 0.003_{-0.001}^{+0.001}$ |
| 2.5 | 15 | 0.011 | 0.0500 | $0.014 \pm 0.003_{-0.001}^{+0.004}$ |
| 2.5 | 15 | 0.011 | 0.0700 | $0.012 \pm 0.002_{-0.001}^{+0.002}$ |
|  |  |  |  |  |

Table 7 (continued)

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $M_{X}(\mathrm{GeV})$ | $\beta$ | $x_{\mathbb{P}}$ | $x_{\mathbb{P}} \int \sigma_{r}{ }^{D(4)} d t / \Delta t\left(\mathrm{GeV}^{-2}\right) \pm$ stat. $\pm$ syst. |
| :---: | :---: | :---: | :---: | :---: |
| 2.5 | 15 | 0.011 | 0.0900 | $0.023 \pm 0.005_{-0.003}^{+0.004}$ |
| 2.5 | 30 | 0.003 | 0.0300 | $0.015 \pm 0.003_{-0.002}^{+0.002}$ |
| 2.5 | 30 | 0.003 | 0.0500 | $0.016 \pm 0.003_{-0.003}^{+0.001}$ |
| 2.5 | 30 | 0.003 | 0.0700 | $0.024 \pm 0.004_{-0.003}^{+0.002}$ |
| 2.5 | 30 | 0.003 | 0.0900 | $0.015 \pm 0.003_{-0.003}^{+0.003}$ |
| 3.9 | 3 | 0.302 | 0.0003 | $0.023 \pm 0.003_{-0.002}^{+0.002}$ |
| 3.9 | 3 | 0.302 | 0.0009 | $0.021 \pm 0.003_{-0.002}^{+0.002}$ |
| 3.9 | 3 | 0.302 | 0.0025 | $0.016 \pm 0.003_{-0.001}^{+0.002}$ |
| 3.9 | 3 | 0.302 | 0.0065 | $0.010 \pm 0.002_{-0.002}^{+0.001}$ |
| 3.9 | 7 | 0.074 | 0.0025 | $0.012 \pm 0.002_{-0.001}^{+0.002}$ |
| 3.9 | 7 | 0.074 | 0.0065 | $0.016 \pm 0.002_{-0.002}^{+0.001}$ |
| 3.9 | 7 | 0.074 | 0.0150 | $0.009 \pm 0.002_{-0.001}^{+0.002}$ |
| 3.9 | 7 | 0.074 | 0.0300 | $0.013 \pm 0.003_{-0.001}^{+0.002}$ |
| 3.9 | 15 | 0.017 | 0.0065 | $0.012 \pm 0.002_{-0.001}^{+0.001}$ |
| 3.9 | 15 | 0.017 | 0.0150 | $0.009 \pm 0.002_{-0.001}^{+0.001}$ |
| 3.9 | 15 | 0.017 | 0.0300 | $0.011 \pm 0.002_{-0.002}^{+0.001}$ |
| 3.9 | 15 | 0.017 | 0.0500 | $0.014 \pm 0.003_{-0.001}^{+0.002}$ |
| 3.9 | 15 | 0.017 | 0.0700 | $0.017 \pm 0.002_{-0.002}^{+0.002}$ |
| 3.9 | 15 | 0.017 | 0.0900 | $0.023 \pm 0.004_{-0.002}^{+0.002}$ |
| 3.9 | 30 | 0.004 | 0.0300 | $0.015 \pm 0.003_{-0.002}^{+0.001}$ |
| 3.9 | 30 | 0.004 | 0.0500 | $0.018 \pm 0.003_{-0.001}^{+0.003}$ |
| 3.9 | 30 | 0.004 | 0.0700 | $0.021 \pm 0.003_{-0.002}^{+0.003}$ |
| 3.9 | 30 | 0.004 | 0.0900 | $0.028 \pm 0.004_{-0.002}^{+0.002}$ |
| 7.1 | 3 | 0.441 | 0.0003 | $0.034 \pm 0.005_{-0.003}^{+0.003}$ |
| 7.1 | 3 | 0.441 | 0.0009 | $0.022 \pm 0.003_{-0.001}^{+0.002}$ |
| 7.1 | 3 | 0.441 | 0.0025 | $0.019 \pm 0.003_{-0.002}^{+0.002}$ |
| 7.1 | 3 | 0.441 | 0.0065 | $0.015 \pm 0.003_{-0.002}^{+0.002}$ |
| 7.1 | 7 | 0.127 | 0.0025 | $0.014 \pm 0.002_{-0.001}^{+0.001}$ |
| 7.1 | 7 | 0.127 | 0.0065 | $0.011 \pm 0.002_{-0.001}^{+0.001}$ |
| 7.1 | 7 | 0.127 | 0.0150 | $0.013 \pm 0.002_{-0.002}^{+0.001}$ |
| 7.1 | 7 | 0.127 | 0.0300 | $0.011 \pm 0.002_{-0.001}^{+0.002}$ |
| 7.1 | 15 | 0.031 | 0.0065 | $0.019 \pm 0.003_{-0.001}^{+0.001}$ |
| 7.1 | 15 | 0.031 | 0.0150 | $0.016 \pm 0.002_{-0.002}^{+0.003}$ |
| 7.1 | 15 | 0.031 | 0.0300 | $0.018 \pm 0.003_{-0.002}^{+0.001}$ |
| 7.1 | 15 | 0.031 | 0.0500 | $0.018 \pm 0.003_{-0.001}^{+0.003}$ |
| 7.1 | 15 | 0.031 | 0.0700 | $0.024 \pm 0.003_{-0.002}^{+0.002}$ |
| 7.1 | 15 | 0.031 | 0.0900 | $0.028 \pm 0.004_{-0.003}^{+0.002}$ |

Table 7 (continued)

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $M_{X}(\mathrm{GeV})$ | $\beta$ | $x_{\mathbb{P}}$ | $x_{\mathbb{P}} \int \sigma_{r}{ }^{D(4)} d t / \Delta t\left(\mathrm{GeV}^{-2}\right) \pm$ stat. $\pm$ syst. |
| :---: | :---: | :---: | :---: | :---: |
| 7.1 | 30 | 0.008 | 0.0300 | $0.018 \pm 0.003_{-0.001}^{+0.001}$ |
| 7.1 | 30 | 0.008 | 0.0500 | $0.021 \pm 0.003_{-0.002}^{+0.001}$ |
| 7.1 | 30 | 0.008 | 0.0700 | $0.025 \pm 0.003_{-0.002}^{+0.002}$ |
| 7.1 | 30 | 0.008 | 0.0900 | $0.031 \pm 0.004_{-0.002}^{+0.002}$ |
| 14 | 3 | 0.609 | 0.0009 | $0.018 \pm 0.004_{-0.003}^{+0.002}$ |
| 14 | 3 | 0.609 | 0.0025 | $0.018 \pm 0.004_{-0.001}^{+0.002}$ |
| 14 | 3 | 0.609 | 0.0065 | $0.021 \pm 0.004_{-0.001}^{+0.002}$ |
| 14 | 7 | 0.222 | 0.0025 | $0.020 \pm 0.003_{-0.002}^{+0.001}$ |
| 14 | 7 | 0.222 | 0.0065 | $0.015 \pm 0.002_{-0.001}^{+0.001}$ |
| 14 | 7 | 0.222 | 0.0150 | $0.016 \pm 0.003_{-0.001}^{+0.001}$ |
| 14 | 7 | 0.222 | 0.0300 | $0.018 \pm 0.003_{-0.001}^{+0.001}$ |
| 14 | 15 | 0.059 | 0.0065 | $0.015 \pm 0.003_{-0.002}^{+0.001}$ |
| 14 | 15 | 0.059 | 0.0150 | $0.021 \pm 0.003_{-0.001}^{+0.001}$ |
| 14 | 15 | 0.059 | 0.0300 | $0.022 \pm 0.004_{-0.003}^{+0.002}$ |
| 14 | 15 | 0.059 | 0.0500 | $0.021 \pm 0.004_{-0.001}^{+0.002}$ |
| 14 | 15 | 0.059 | 0.0700 | $0.024 \pm 0.003_{-0.002}^{+0.002}$ |
| 14 | 15 | 0.059 | 0.0900 | $0.019 \pm 0.003_{-0.002}^{+0.002}$ |
| 14 | 30 | 0.015 | 0.0300 | $0.020 \pm 0.003_{-0.002}^{+0.001}$ |
| 14 | 30 | 0.015 | 0.0500 | $0.018 \pm 0.003_{-0.001}^{+0.001}$ |
| 14 | 30 | 0.015 | 0.0700 | $0.025 \pm 0.003_{-0.002}^{+0.002}$ |
| 14 | 30 | 0.015 | 0.0900 | $0.034 \pm 0.004_{-0.004}^{+0.002}$ |
| 40 | 3 | 0.816 | 0.0009 | $0.018 \pm 0.006_{-0.003}^{+0.001}$ |
| 40 | 3 | 0.816 | 0.0025 | $0.023 \pm 0.006_{-0.002}^{+0.002}$ |
| 40 | 3 | 0.816 | 0.0065 | $0.019 \pm 0.005_{-0.002}^{+0.002}$ |
| 40 | 3 | 0.816 | 0.0150 | $0.012 \pm 0.006_{-0.003}^{+0.003}$ |
| 40 | 7 | 0.449 | 0.0025 | $0.023 \pm 0.004_{-0.001}^{+0.001}$ |
| 40 | 7 | 0.449 | 0.0065 | $0.022 \pm 0.003_{-0.001}^{+0.002}$ |
| 40 | 7 | 0.449 | 0.0150 | $0.017 \pm 0.003_{-0.001}^{+0.001}$ |
| 40 | 7 | 0.449 | 0.0300 | $0.014 \pm 0.003_{-0.001}^{+0.001}$ |
| 40 | 7 | 0.449 | 0.0500 | $0.019 \pm 0.006_{-0.004}^{+0.002}$ |
| 40 | 15 | 0.151 | 0.0065 | $0.022 \pm 0.004_{-0.002}^{+0.001}$ |
| 40 | 15 | 0.151 | 0.0150 | $0.016 \pm 0.003_{-0.002}^{+0.001}$ |
| 40 | 15 | 0.151 | 0.0300 | $0.013 \pm 0.003_{-0.001}^{+0.002}$ |
| 40 | 15 | 0.151 | 0.0500 | $0.025 \pm 0.004_{-0.002}^{+0.002}$ |
| 40 | 15 | 0.151 | 0.0700 | $0.022 \pm 0.003_{-0.002}^{+0.002}$ |
| 40 | 15 | 0.151 | 0.0900 | $0.027 \pm 0.004_{-0.002}^{+0.003}$ |
| 40 | 30 | 0.043 | 0.0300 | $0.022 \pm 0.004_{-0.003}^{+0.001}$ |

Table 7 (continued)

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $M_{X}(\mathrm{GeV})$ | $\beta$ | $x_{\mathbb{P}}$ | $x_{\mathbb{P}} \int \sigma_{r}^{D(4)} d t / \Delta t\left(\mathrm{GeV}^{-2}\right) \pm$ stat. $\pm$ syst. |
| :--- | :--- | :--- | :--- | :--- |
| 40 | 30 | 0.043 | 0.0500 | $0.028 \pm 0.004_{-0.001}^{+0.002}$ |
| 40 | 30 | 0.043 | 0.0700 | $0.029 \pm 0.003_{-0.002}^{+0.002}$ |
| 40 | 30 | 0.043 | 0.0900 | $0.043 \pm 0.005_{-0.004}^{+0.003}$ |



Fig. 11. The reduced diffractive cross section multiplied by $x_{\mathbb{P}}, x_{\mathbb{P}} \sigma_{r}{ }^{D(3)}$, obtained with the LPS method as a function of $x_{\mathbb{P}}$ for different values of $Q^{2}$ and $\beta$. The lines are the result of the Regge fit described in Section 10.5. The inner error bars show the statistical uncertainties and the full bars indicate the statistical and the systematic uncertainties added in quadrature. The normalisation uncertainty of ${ }_{-7}^{+11} \%$ is not shown.

Table 8
The reduced diffractive cross section multiplied by $x_{\mathbb{P}}, x_{\mathbb{P}} \sigma_{r}^{D(3)}$, obtained with the LPS method for different values of $Q^{2}, M_{X}$ and $x_{\mathbb{P}}$. The corresponding $\beta$ values are also indicated.

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $M_{X}(\mathrm{GeV})$ | $\beta$ | $x_{\mathbb{P}}$ | $x_{\mathbb{P}} \sigma_{r}{ }^{D(3)} \pm$ stat. $\pm$ syst. |
| :---: | :---: | :---: | :---: | :---: |
| 2.5 | 3 | 0.217 | 0.0003 | $0.039 \pm 0.004_{-0.003}^{+0.003}$ |
| 2.5 | 3 | 0.217 | 0.0009 | $0.023 \pm 0.002_{-0.002}^{+0.001}$ |
| 2.5 | 3 | 0.217 | 0.0025 | $0.014 \pm 0.002_{-0.001}^{+0.002}$ |
| 2.5 | 3 | 0.217 | 0.0065 | $0.018 \pm 0.003_{-0.005}^{+0.002}$ |
| 2.5 | 6 | 0.065 | 0.0009 | $0.025 \pm 0.003_{-0.002}^{+0.003}$ |
| 2.5 | 6 | 0.065 | 0.0025 | $0.016 \pm 0.002_{-0.001}^{+0.003}$ |
| 2.5 | 6 | 0.065 | 0.0065 | $0.014 \pm 0.002_{-0.002}^{+0.001}$ |
| 2.5 | 6 | 0.065 | 0.0150 | $0.016 \pm 0.003_{-0.002}^{+0.002}$ |
| 2.5 | 11 | 0.020 | 0.0025 | $0.023 \pm 0.004_{-0.002}^{+0.002}$ |
| 2.5 | 11 | 0.020 | 0.0065 | $0.015 \pm 0.002_{-0.002}^{+0.002}$ |
| 2.5 | 11 | 0.020 | 0.0150 | $0.013 \pm 0.002_{-0.002}^{+0.002}$ |
| 2.5 | 11 | 0.020 | 0.0300 | $0.016 \pm 0.002_{-0.002}^{+0.001}$ |
| 2.5 | 11 | 0.020 | 0.0500 | $0.024 \pm 0.005_{-0.001}^{+0.004}$ |
| 2.5 | 11 | 0.020 | 0.0700 | $0.023 \pm 0.004_{-0.002}^{+0.003}$ |
| 2.5 | 19 | 0.007 | 0.0065 | $0.021 \pm 0.004_{-0.004}^{+0.003}$ |
| 2.5 | 19 | 0.007 | 0.0150 | $0.019 \pm 0.003_{-0.003}^{+0.001}$ |
| 2.5 | 19 | 0.007 | 0.0300 | $0.020 \pm 0.003_{-0.003}^{+0.002}$ |
| 2.5 | 19 | 0.007 | 0.0500 | $0.019 \pm 0.003_{-0.002}^{+0.001}$ |
| 2.5 | 19 | 0.007 | 0.0700 | $0.027 \pm 0.004_{-0.005}^{+0.002}$ |
| 2.5 | 19 | 0.007 | 0.0900 | $0.028 \pm 0.004_{-0.003}^{+0.002}$ |
| 2.5 | 32 | 0.002 | 0.0300 | $0.020 \pm 0.003_{-0.001}^{+0.003}$ |
| 2.5 | 32 | 0.002 | 0.0500 | $0.020 \pm 0.004_{-0.002}^{+0.001}$ |
| 2.5 | 32 | 0.002 | 0.0700 | $0.029 \pm 0.004_{-0.001}^{+0.004}$ |
| 2.5 | 32 | 0.002 | 0.0900 | $0.023 \pm 0.003_{-0.002}^{+0.003}$ |
| 3.9 | 3 | 0.302 | 0.0003 | $0.035 \pm 0.003_{-0.003}^{+0.002}$ |
| 3.9 | 3 | 0.302 | 0.0009 | $0.026 \pm 0.002_{-0.001}^{+0.002}$ |
| 3.9 | 3 | 0.302 | 0.0025 | $0.024 \pm 0.003_{-0.003}^{+0.002}$ |
| 3.9 | 3 | 0.302 | 0.0065 | $0.017 \pm 0.002_{-0.002}^{+0.002}$ |
| 3.9 | 6 | 0.098 | 0.0009 | $0.024 \pm 0.002_{-0.001}^{+0.003}$ |
| 3.9 | 6 | 0.098 | 0.0025 | $0.019 \pm 0.002_{-0.001}^{+0.001}$ |
| 3.9 | 6 | 0.098 | 0.0065 | $0.017 \pm 0.002_{-0.001}^{+0.001}$ |
| 3.9 | 6 | 0.098 | 0.0150 | $0.015 \pm 0.002_{-0.001}^{+0.002}$ |
| 3.9 | 11 | 0.031 | 0.0025 | $0.018 \pm 0.003_{-0.001}^{+0.001}$ |
| 3.9 | 11 | 0.031 | 0.0065 | $0.017 \pm 0.002_{-0.001}^{+0.001}$ |
| 3.9 | 11 | 0.031 | 0.0150 | $\begin{gathered} 0.017 \pm 0.002_{-0.002}^{+0.001} \\ \text { (continued on next page } \end{gathered}$ |

Table 8 (continued)

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $M_{X}(\mathrm{GeV})$ | $\beta$ | $x_{\mathbb{P}}$ | $x_{\mathbb{P}} \sigma_{r}{ }^{D(3)} \pm$ stat. $\pm$ syst. |
| :---: | :---: | :---: | :---: | :---: |
| 3.9 | 11 | 0.031 | 0.0300 | $0.020 \pm 0.003_{-0.001}^{+0.001}$ |
| 3.9 | 11 | 0.031 | 0.0500 | $0.017 \pm 0.003_{-0.003}^{+0.001}$ |
| 3.9 | 11 | 0.031 | 0.0700 | $0.023 \pm 0.003_{-0.002}^{+0.002}$ |
| 3.9 | 19 | 0.011 | 0.0065 | $0.031 \pm 0.005_{-0.005}^{+0.002}$ |
| 3.9 | 19 | 0.011 | 0.0150 | $0.016 \pm 0.002_{-0.001}^{+0.002}$ |
| 3.9 | 19 | 0.011 | 0.0300 | $0.019 \pm 0.003_{-0.003}^{+0.001}$ |
| 3.9 | 19 | 0.011 | 0.0500 | $0.024 \pm 0.004_{-0.001}^{+0.004}$ |
| 3.9 | 19 | 0.011 | 0.0700 | $0.028 \pm 0.003_{-0.002}^{+0.001}$ |
| 3.9 | 19 | 0.011 | 0.0900 | $0.032 \pm 0.004_{-0.002}^{+0.001}$ |
| 3.9 | 32 | 0.004 | 0.0300 | $0.027 \pm 0.004_{-0.004}^{+0.001}$ |
| 3.9 | 32 | 0.004 | 0.0500 | $0.026 \pm 0.004_{-0.003}^{+0.003}$ |
| 3.9 | 32 | 0.004 | 0.0700 | $0.030 \pm 0.004_{-0.003}^{+0.003}$ |
| 3.9 | 32 | 0.004 | 0.0900 | $0.040 \pm 0.005_{-0.003}^{+0.002}$ |
| 7.1 | 3 | 0.441 | 0.0003 | $0.045 \pm 0.004_{-0.003}^{+0.003}$ |
| 7.1 | 3 | 0.441 | 0.0009 | $0.039 \pm 0.003_{-0.003}^{+0.002}$ |
| 7.1 | 3 | 0.441 | 0.0025 | $0.032 \pm 0.003_{-0.002}^{+0.002}$ |
| 7.1 | 3 | 0.441 | 0.0065 | $0.028 \pm 0.003_{-0.002}^{+0.001}$ |
| 7.1 | 6 | 0.165 | 0.0009 | $0.034 \pm 0.003_{-0.002}^{+0.002}$ |
| 7.1 | 6 | 0.165 | 0.0025 | $0.024 \pm 0.002_{-0.001}^{+0.002}$ |
| 7.1 | 6 | 0.165 | 0.0065 | $0.019 \pm 0.002_{-0.001}^{+0.001}$ |
| 7.1 | 6 | 0.165 | 0.0150 | $0.019 \pm 0.002_{-0.001}^{+0.002}$ |
| 7.1 | 11 | 0.055 | 0.0025 | $0.024 \pm 0.003_{-0.002}^{+0.003}$ |
| 7.1 | 11 | 0.055 | 0.0065 | $0.022 \pm 0.002_{-0.001}^{+0.002}$ |
| 7.1 | 11 | 0.055 | 0.0150 | $0.018 \pm 0.002_{-0.002}^{+0.001}$ |
| 7.1 | 11 | 0.055 | 0.0300 | $0.022 \pm 0.002_{-0.002}^{+0.002}$ |
| 7.1 | 11 | 0.055 | 0.0500 | $0.026 \pm 0.003_{-0.002}^{+0.002}$ |
| 7.1 | 11 | 0.055 | 0.0700 | $0.026 \pm 0.003_{-0.001}^{+0.002}$ |
| 7.1 | 19 | 0.019 | 0.0065 | $0.034 \pm 0.005_{-0.006}^{+0.002}$ |
| 7.1 | 19 | 0.019 | 0.0150 | $0.024 \pm 0.003_{-0.002}^{+0.003}$ |
| 7.1 | 19 | 0.019 | 0.0300 | $0.024 \pm 0.003_{-0.001}^{+0.002}$ |
| 7.1 | 19 | 0.019 | 0.0500 | $0.030 \pm 0.004_{-0.002}^{+0.003}$ |
| 7.1 | 19 | 0.019 | 0.0700 | $0.028 \pm 0.003_{-0.002}^{+0.002}$ |
| 7.1 | 19 | 0.019 | 0.0900 | $0.038 \pm 0.004_{-0.002}^{+0.004}$ |
| 7.1 | 32 | 0.007 | 0.0300 | $0.029 \pm 0.003_{-0.002}^{+0.003}$ |
| 7.1 | 32 | 0.007 | 0.0500 | $0.033 \pm 0.004_{-0.002}^{+0.004}$ |
| 7.1 | 32 | 0.007 | 0.0700 | $0.032 \pm 0.003_{-0.002}^{+0.002}$ |
| 7.1 | 32 | 0.007 | 0.0900 | $0.046 \pm 0.004_{-0.003}^{+0.004}$ |

Table 8 (continued)

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $M_{X}(\mathrm{GeV})$ | $\beta$ | $x_{\mathbb{P}}$ | $x_{\mathbb{P}} \sigma_{r}^{D(3)} \pm \text { stat. } \pm \text { syst. }$ |
| :---: | :---: | :---: | :---: | :---: |
| 14 | 3 | 0.609 | 0.0009 | $0.036 \pm 0.004_{-0.002}^{+0.002}$ |
| 14 | 3 | 0.609 | 0.0025 | $0.030 \pm 0.004_{-0.001}^{+0.002}$ |
| 14 | 3 | 0.609 | 0.0065 | $0.035 \pm 0.004_{-0.001}^{+0.002}$ |
| 14 | 6 | 0.280 | 0.0009 | $0.039 \pm 0.005_{-0.002}^{+0.002}$ |
| 14 | 6 | 0.280 | 0.0025 | $0.031 \pm 0.003_{-0.001}^{+0.002}$ |
| 14 | 6 | 0.280 | 0.0065 | $0.025 \pm 0.003_{-0.003}^{+0.002}$ |
| 14 | 6 | 0.280 | 0.0150 | $0.026 \pm 0.003_{-0.001}^{+0.003}$ |
| 14 | 6 | 0.280 | 0.0300 | $0.022 \pm 0.004_{-0.002}^{+0.004}$ |
| 14 | 11 | 0.104 | 0.0025 | $0.025 \pm 0.004_{-0.002}^{+0.001}$ |
| 14 | 11 | 0.104 | 0.0065 | $0.024 \pm 0.003_{-0.001}^{+0.001}$ |
| 14 | 11 | 0.104 | 0.0150 | $0.028 \pm 0.003_{-0.002}^{+0.003}$ |
| 14 | 11 | 0.104 | 0.0300 | $0.026 \pm 0.003_{-0.003}^{+0.002}$ |
| 14 | 11 | 0.104 | 0.0500 | $0.031 \pm 0.004_{-0.002}^{+0.002}$ |
| 14 | 11 | 0.104 | 0.0700 | $0.032 \pm 0.004_{-0.003}^{+0.002}$ |
| 14 | 19 | 0.037 | 0.0150 | $0.027 \pm 0.004_{-0.002}^{+0.001}$ |
| 14 | 19 | 0.037 | 0.0300 | $0.028 \pm 0.003_{-0.002}^{+0.002}$ |
| 14 | 19 | 0.037 | 0.0500 | $0.035 \pm 0.005_{-0.006}^{+0.003}$ |
| 14 | 19 | 0.037 | 0.0700 | $0.036 \pm 0.004_{-0.002}^{+0.002}$ |
| 14 | 19 | 0.037 | 0.0900 | $0.033 \pm 0.003_{-0.003}^{+0.002}$ |
| 14 | 32 | 0.013 | 0.0300 | $0.036 \pm 0.005_{-0.006}^{+0.002}$ |
| 14 | 32 | 0.013 | 0.0500 | $0.035 \pm 0.005_{-0.003}^{+0.002}$ |
| 14 | 32 | 0.013 | 0.0700 | $0.038 \pm 0.004_{-0.003}^{+0.003}$ |
| 14 | 32 | 0.013 | 0.0900 | $0.048 \pm 0.005_{-0.002}^{+0.003}$ |
| 40 | 3 | 0.816 | 0.0009 | $0.030 \pm 0.006_{-0.001}^{+0.003}$ |
| 40 | 3 | 0.816 | 0.0025 | $0.028 \pm 0.005_{-0.002}^{+0.004}$ |
| 40 | 3 | 0.816 | 0.0065 | $0.024 \pm 0.004_{-0.002}^{+0.001}$ |
| 40 | 3 | 0.816 | 0.0150 | $0.020 \pm 0.005_{-0.002}^{+0.001}$ |
| 40 | 6 | 0.526 | 0.0025 | $0.034 \pm 0.004_{-0.003}^{+0.002}$ |
| 40 | 6 | 0.526 | 0.0065 | $0.033 \pm 0.004_{-0.003}^{+0.002}$ |
| 40 | 6 | 0.526 | 0.0150 | $0.029 \pm 0.004_{-0.002}^{+0.002}$ |
| 40 | 6 | 0.526 | 0.0300 | $0.029 \pm 0.005_{-0.002}^{+0.004}$ |
| 40 | 11 | 0.248 | 0.0065 | $0.021 \pm 0.003_{-0.001}^{+0.003}$ |
| 40 | 11 | 0.248 | 0.0150 | $0.028 \pm 0.004_{-0.003}^{+0.002}$ |
| 40 | 11 | 0.248 | 0.0300 | $0.023 \pm 0.003_{-0.001}^{+0.002}$ |
| 40 | 11 | 0.248 | 0.0500 | $0.025 \pm 0.004_{-0.003}^{+0.002}$ |
| 40 | 11 | 0.248 | 0.0700 | $0.033 \pm 0.004_{-0.003}^{+0.002}$ |
| 40 | 11 | 0.248 | 0.0900 | $0.033 \pm 0.004_{-0.001}^{+0.003}$ <br> (continued on next page) |

Table 8 (continued)

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $M_{X}(\mathrm{GeV})$ | $\beta$ | $x_{\mathbb{P}}$ | $x_{\mathbb{P}} \sigma_{r}^{D(3)} \pm$ stat. $\pm$ syst. |
| :--- | :--- | :--- | :--- | :--- |
| 40 | 19 | 0.100 | 0.0150 | $0.030 \pm 0.004_{-0.004}^{+0.003}$ |
| 40 | 19 | 0.100 | 0.0300 | $0.024 \pm 0.003_{-0.002}^{+0.001}$ |
| 40 | 19 | 0.100 | 0.0500 | $0.039 \pm 0.005_{-0.003}^{+0.003}$ |
| 40 | 19 | 0.100 | 0.0700 | $0.036 \pm 0.003_{-0.002}^{+0.002}$ |
| 40 | 19 | 0.100 | 0.0900 | $0.043 \pm 0.004_{-0.003}^{+0.002}$ |
| 40 | 32 | 0.038 | 0.0300 | $0.033 \pm 0.004_{-0.002}^{+0.003}$ |
| 40 | 32 | 0.038 | 0.0500 | $0.044 \pm 0.005_{-0.003}^{+0.003}$ |
| 40 | 32 | 0.038 | 0.0700 | $0.042 \pm 0.004_{-0.002}^{+0.003}$ |
| 40 | 32 | 0.038 | 0.0900 | $0.056 \pm 0.005_{-0.002}^{+0.003}$ |

The interference terms between the longitudinal and transverse amplitudes and between the two transverse amplitudes are thus small in the measured kinematic range, both in the diffractivepeak region and at higher- $x_{\mathbb{P}}$ values, suggesting that the helicity structure of the reaction $e p \rightarrow$ $e X p$ is similar for both Pomeron and sub-leading Regge trajectories.

Fig. 9 presents $A_{L T}$ and $A_{T T}$ as a function of $x_{\mathbb{P}}$, and, for $x_{\mathbb{P}}<0.01$, as a function of $\beta, t$ and $Q^{2}$. The asymmetries, also given in Tables 4 and 5 , are consistent with zero.

The measured values of $A_{L T}$ can be compared with the results obtained in the exclusive electroproduction of $\rho^{0}$ mesons, $e p \rightarrow e \rho^{0} p$, in which the hadronic final state, $X$, consists of a $\rho^{0}$ meson only. In this case, $A_{L T}=-\sqrt{2 \epsilon(1+\epsilon)} \cdot\left(r_{00}^{5}+2 r_{11}^{5}\right)=-0.256 \pm$ 0.030 (stat.) ${ }_{-0.022}^{+0.032}$ (syst.), where $r_{00}^{5}$ and $r_{11}^{5}$ are two of the $\rho^{0}$ spin-density matrix elements [57]. The present data therefore show that the asymmetry is smaller for inclusive scattering than for exclusive $\rho^{0}$ electroproduction.

There are numerous pQCD-based predictions for the behaviour of $A_{L T}$ [58-61] in the diffractive peak region, mostly for $\beta \gtrsim 0.9$, where the asymmetry is expected to be largest, reflecting the dominance of $\sigma_{L}^{\gamma^{\star} p \rightarrow X p}$ at large $\beta$ values. In all calculations, back-to-back configurations, i.e. $A_{L T}<0$, are favoured. There is no indication of such a behaviour in the present data; the statistics at high $\beta$ is however limited. The asymmetry is expected to be close to zero at low $\beta$, in agreement with the data.

### 10.3. The reduced cross-section $\sigma_{r}{ }^{D(4)}$

The LPS data are presented in Fig. 10 in terms of the reduced cross-section $\sigma_{r}^{D(4)}$ in two $t$ bins, $0.09<|t|<0.19 \mathrm{GeV}^{2}$ and $0.19<|t|<0.55 \mathrm{GeV}^{2}$, with $\langle | t\left\rangle=0.13 \mathrm{GeV}^{2}\right.$ and $\left.\left.\langle | t\right|\right\rangle=$ $0.3 \mathrm{GeV}^{2}$, respectively. The figure shows $x_{\mathbb{P}} \sigma_{r}^{D(4)}$, also given in Tables 6 and 7 , as a function of $x_{\mathbb{P}}$ for different values of $\beta, Q^{2}$ and $|t|$.

At low $x_{\mathbb{P}}$ and high $\beta, x_{\mathbb{P}} \sigma_{r}^{D(4)}$ decreases with increasing $x_{\mathbb{P}}$. At medium $x_{\mathbb{P}}$ and $\beta$, the dependence of $x_{\mathbb{P}} \sigma_{r}^{D(4)}$ on $x_{\mathbb{P}}$ is weak, whereas at high $x_{\mathbb{P}}$ and low $\beta, x_{\mathbb{P}} \sigma_{r}^{D(4)}$ increases with increasing $x_{\mathbb{P}}$. The behaviour observed at high $x_{\mathbb{P}}$ and low $\beta$ can be ascribed to Reggeon and pion exchange. The Regge fit described in Section 10.5 indicates that the shape of the $x_{\mathbb{P}}$ dependence is the same in the two $t$ bins.


Fig. 12. The reduced diffractive cross section multiplied by $x_{\mathbb{P}}, x_{\mathbb{P}} \sigma_{r}^{D(3)}$, obtained with the LPS method (dots) as a function of $x_{\mathbb{P}}$ for different values of $Q^{2}$ and $\beta$ compared with the results obtained with the H1 Forward Proton Spectrometer (open circles). The inner error bars show the statistical uncertainties and the full bars indicate the statistical and the systematic uncertainties added in quadrature. The normalisation uncertainty of ${ }_{-7}^{+11} \%$ of the ZEUS data is not shown, nor is that of the H1 data $( \pm 10 \%)$.

### 10.4. The reduced cross-section $\sigma_{r}^{D(3)}$

The reduced cross section, $x_{\mathbb{P}} \sigma_{r}^{D(3)}$, obtained with the LPS method, is shown in Fig. 11 and given in Table 8 as a function of $x_{\mathbb{P}}$ for different values of $\beta$ and $Q^{2}$. The same features already discussed for $x_{\mathbb{P}} \sigma_{r}^{D(4)}$ are seen here. The LPS data are also shown in Fig. 12 compared with the H1 data from the H1 forward proton spectrometer (FPS) [26]. For this plot, the analysis was redone using the same $Q^{2}$ and $\beta$ bins as H1, thus avoiding extrapolation uncertainties. The agreement is satisfactory.


Fig. 13. The reduced diffractive cross section multiplied by $x_{\mathbb{P}}, x_{\mathbb{P}} \sigma_{r}^{D(3)}$, obtained with the LRG method as a function of $x_{\mathbb{P}}$ for different values of $Q^{2}$ and $\beta$ at low $Q^{2}$ values. The lines are the result of the Regge fit described in Section 10.5. The inner error bars show the statistical uncertainties and the full bars indicate the statistical and the systematic uncertainties added in quadrature. The data are corrected for the proton-dissociative background to $M_{N}=M_{p}$ as described in Section 8.1. The normalisation uncertainty of $\pm 5 \%$ is not shown.

The LRG data, corrected to $M_{N}=M_{p}$ as discussed in Section 8.1, are presented in Figs. 13 and 14 in terms of the reduced cross section, $\sigma_{r}^{D(3)}$. The figures show $x_{\mathbb{P}} \sigma_{r}^{D(3)}$, also given in Table 9 , as a function of $x_{\mathbb{P}}$ for different values of $\beta$ and $Q^{2}$. The behaviour of $x_{\mathbb{P}} \sigma_{r}^{D(3)}$ is similar to that observed above for $x_{\mathbb{P}} \sigma_{r}^{D(4)}$, with an increase with decreasing $x_{\mathbb{P}}$ at low $x_{\mathbb{P}}$ and high $\beta$.

Fig. 15 shows the ratio of the $\sigma_{r}^{D(3)}$ values obtained with the LPS method to those obtained with the LRG method, before the subtraction of the proton-dissociative contribution. The ratio is independent of $x_{\mathbb{P}}, Q^{2}$ and $\beta$ and averages $0.76 \pm 0.01$ (stat.) ${ }_{-0.02}^{+0.03}$ (syst.). The $x_{\mathbb{P}}, Q^{2}$ and $\beta$


Fig. 14. The reduced diffractive cross section multiplied by $x_{\mathbb{P}}, x_{\mathbb{P}} \sigma_{r}^{D(3)}$, obtained with the LRG method as a function of $x_{\mathbb{P}}$ for different values of $Q^{2}$ and $\beta$ at high $Q^{2}$ values. Other details as in caption for Fig. 13.
dependences of $\sigma_{r}^{D(3)}$ measured with the LPS method and the LRG method are consistent in the region of overlap. The normalisation difference is ascribed to the proton-dissociative contribution in the LRG sample, as discussed in Section 8.1.

The LRG data, corrected to $M_{N}<1.6 \mathrm{GeV}$ as described below, are shown as a function of $Q^{2}$ in different $\beta$ bins for $x_{\mathbb{P}}=0.0003, x_{\mathbb{P}}=0.001, x_{\mathbb{P}}=0.003$ and $x_{\mathbb{P}}=0.01$ in Figs. 16 and 17. The values of $x_{\mathbb{P}} \sigma_{r}^{D(3)}$ exhibit a logarithmic rise with $Q^{2}$ for all $\beta$ values except in the lowest $x_{\mathbb{P}}$ $\operatorname{bin}\left(x_{\mathbb{P}}=0.0003\right)$ and in the highest $\beta$ bin $(\beta=0.8)$. The rise observed even at high $\beta$ suggests that the diffractive PDFs of the proton are gluon-dominated.

In Figs. 16 and 17 the LRG results are also compared with those of the H1 Collaboration [27], similarly obtained with the LRG method. The ZEUS results are measured in the $\mathrm{H} 1 \beta$ and $x_{\mathbb{P}}$

Table 9
The reduced diffractive cross section multiplied by $x_{\mathbb{P}}, x_{\mathbb{P}} \sigma_{r}^{D(3)}$, obtained with the LRG method for different values of $Q^{2}, M_{X}$ and $x_{\mathbb{P}}$. The corresponding $\beta$ values are also indicated.

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $M_{X}(\mathrm{GeV})$ | $\beta$ | $x_{\mathbb{P}}$ | $x_{\mathbb{P}} \sigma_{r}^{D(3)} \pm$ stat. $\pm$ syst. |
| :---: | :---: | :---: | :---: | :---: |
| 2.5 | 3 | 0.217 | 0.0003 | $0.0448 \pm 0.0005_{-0.0049}^{+0.0053}$ |
| 2.5 | 3 | 0.217 | 0.0005 | $0.0308 \pm 0.0003_{-0.0027}^{+0.0030}$ |
| 2.5 | 3 | 0.217 | 0.0010 | $0.0243 \pm 0.0003_{-0.0017}^{+0.0018}$ |
| 2.5 | 3 | 0.217 | 0.0020 | $0.0195 \pm 0.0003_{-0.0010}^{+0.0012}$ |
| 2.5 | 3 | 0.217 | 0.0038 | $0.0182 \pm 0.0003_{-0.0006}^{+0.0007}$ |
| 2.5 | 5 | 0.091 | 0.0005 | $0.0320 \pm 0.0006_{-0.0032}^{+0.0032}$ |
| 2.5 | 5 | 0.091 | 0.0010 | $0.0219 \pm 0.0004_{-0.0015}^{+0.0017}$ |
| 2.5 | 5 | 0.091 | 0.0020 | $0.0175 \pm 0.0003_{-0.0009}^{+0.0009}$ |
| 2.5 | 5 | 0.091 | 0.0038 | $0.0158 \pm 0.0003_{-0.0006}^{+0.0007}$ |
| 2.5 | 5 | 0.091 | 0.0073 | $0.0144 \pm 0.0003_{-0.0005}^{+0.0007}$ |
| 2.5 | 5 | 0.091 | 0.0140 | $0.0159 \pm 0.0005_{-0.0009}^{+0.0016}$ |
| 2.5 | 8 | 0.038 | 0.0020 | $0.0186 \pm 0.0003_{-0.0010}^{+0.0010}$ |
| 2.5 | 8 | 0.038 | 0.0038 | $0.0161 \pm 0.0003_{-0.0005}^{+0.0006}$ |
| 2.5 | 8 | 0.038 | 0.0073 | $0.0146 \pm 0.0003_{-0.0005}^{+0.0005}$ |
| 2.5 | 13 | 0.015 | 0.0038 | $0.0226 \pm 0.0004_{-0.0007}^{+0.0008}$ |
| 2.5 | 20 | 0.006 | 0.0140 | $0.0251 \pm 0.00311_{-0.0033}^{+0.0019}$ |
| 3.5 | 3 | 0.280 | 0.0003 | $0.0429 \pm 0.0006_{-0.0045}^{+0.0052}$ |
| 3.5 | 3 | 0.280 | 0.0005 | $0.0336 \pm 0.0004_{-0.0030}^{+0.0033}$ |
| 3.5 | 3 | 0.280 | 0.0010 | $0.0273 \pm 0.0004_{-0.0019}^{+0.0020}$ |
| 3.5 | 3 | 0.280 | 0.0020 | $0.0230 \pm 0.0003_{-0.0012}^{+0.0012}$ |
| 3.5 | 3 | 0.280 | 0.0038 | $0.0207 \pm 0.0003_{-0.0007}^{+0.0008}$ |
| 3.5 | 3 | 0.280 | 0.0073 | $0.0199 \pm 0.0005_{-0.0005}^{+0.0006}$ |
| 3.5 | 5 | 0.123 | 0.0005 | $0.0303 \pm 0.0006_{-0.0029}^{+0.0032}$ |
| 3.5 | 5 | 0.123 | 0.0010 | $0.0232 \pm 0.0004_{-0.0016}^{+0.0020}$ |
| 3.5 | 5 | 0.123 | 0.0020 | $0.0195 \pm 0.0004_{-0.0010}^{+0.0011}$ |
| 3.5 | 5 | 0.123 | 0.0038 | $0.0176 \pm 0.0004_{-0.0008}^{+0.0006}$ |
| 3.5 | 5 | 0.123 | 0.0073 | $0.0171 \pm 0.0004_{-0.0005}^{+0.0004}$ |
| 3.5 | 8 | 0.052 | 0.0020 | $0.0187 \pm 0.0003_{-0.0010}^{+0.0011}$ |
| 3.5 | 8 | 0.052 | 0.0038 | $0.0165 \pm 0.0003_{-0.0005}^{+0.0006}$ |
| 3.5 | 8 | 0.052 | 0.0073 | $0.0160 \pm 0.0003_{-0.0005}^{+0.0004}$ |
| 3.5 | 13 | 0.020 | 0.0038 | $0.0205 \pm 0.0004_{-0.0007}^{+0.0009}$ |
| 4.5 | 3 | 0.333 | 0.0003 | $0.0392 \pm 0.0006_{-0.0041}^{+0.0045}$ |
| 4.5 | 3 | 0.333 | 0.0005 | $0.0340 \pm 0.0005_{-0.0029}^{+0.0035}$ |
| 4.5 | 3 | 0.333 | 0.0010 | $0.0289 \pm 0.0005_{-0.0020}^{+0.0022}$ |
| 4.5 | 3 | 0.333 | 0.0020 | $0.0250 \pm 0.0005_{-0.0013}^{+0.0014}$ |

Table 9 (continued)

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $M_{X}(\mathrm{GeV})$ | $\beta$ | $x_{\mathbb{P}}$ | $x_{\mathbb{P}} \sigma_{r}^{D(3)} \pm \text { stat. } \pm \text { syst. }$ |
| :---: | :---: | :---: | :---: | :---: |
| 4.5 | 3 | 0.333 | 0.0038 | $0.0228 \pm 0.0004_{-0.0009}^{+0.0009}$ |
| 4.5 | 3 | 0.333 | 0.0073 | $0.0217 \pm 0.0006_{-0.0006}^{+0.0006}$ |
| 4.5 | 5 | 0.153 | 0.0005 | $0.0295 \pm 0.0007_{-0.0027}^{+0.0029}$ |
| 4.5 | 5 | 0.153 | 0.0010 | $0.0232 \pm 0.0005_{-0.0017}^{+0.0020}$ |
| 4.5 | 5 | 0.153 | 0.0020 | $0.0192 \pm 0.0005_{-0.0011}^{+0.0011}$ |
| 4.5 | 5 | 0.153 | 0.0038 | $0.0183 \pm 0.0005_{-0.0007}^{+0.0008}$ |
| 4.5 | 5 | 0.153 | 0.0073 | $0.0178 \pm 0.0005_{-0.0006}^{+0.0006}$ |
| 4.5 | 5 | 0.153 | 0.0140 | $0.0203 \pm 0.0008_{-0.0009}^{+0.0011}$ |
| 4.5 | 8 | 0.066 | 0.0020 | $0.0191 \pm 0.0004_{-0.0010}^{+0.0012}$ |
| 4.5 | 8 | 0.066 | 0.0038 | $0.0171 \pm 0.0004_{-0.0007}^{+0.0009}$ |
| 4.5 | 8 | 0.066 | 0.0073 | $0.0153 \pm 0.0004_{-0.0004}^{+0.0005}$ |
| 4.5 | 13 | 0.026 | 0.0038 | $0.0197 \pm 0.0004_{-0.0008}^{+0.0006}$ |
| 4.5 | 13 | 0.026 | 0.0073 | $0.0182 \pm 0.0004_{-0.0005}^{+0.0007}$ |
| 5.5 | 3 | 0.379 | 0.0003 | $0.0405 \pm 0.0008_{-0.0042}^{+0.0045}$ |
| 5.5 | 3 | 0.379 | 0.0005 | $0.0361 \pm 0.0006_{-0.0031}^{+0.0035}$ |
| 5.5 | 3 | 0.379 | 0.0010 | $0.0311 \pm 0.0006_{-0.0021}^{+0.0024}$ |
| 5.5 | 3 | 0.379 | 0.0020 | $0.0257 \pm 0.0005_{-0.0013}^{+0.0014}$ |
| 5.5 | 3 | 0.379 | 0.0038 | $0.0232 \pm 0.0005_{-0.0009}^{+0.0013}$ |
| 5.5 | 3 | 0.379 | 0.0073 | $0.0221 \pm 0.0006_{-0.0005}^{+0.0009}$ |
| 5.5 | 5 | 0.180 | 0.0005 | $0.0306 \pm 0.0008_{-0.0027}^{+0.0030}$ |
| 5.5 | 5 | 0.180 | 0.0010 | $0.0245 \pm 0.0005_{-0.0018}^{+0.0019}$ |
| 5.5 | 5 | 0.180 | 0.0020 | $0.0192 \pm 0.0005_{-0.0009}^{+0.0012}$ |
| 5.5 | 5 | 0.180 | 0.0038 | $0.0189 \pm 0.0005_{-0.0007}^{+0.0008}$ |
| 5.5 | 5 | 0.180 | 0.0073 | $0.0169 \pm 0.0005_{-0.0004}^{+0.0009}$ |
| 5.5 | 5 | 0.180 | 0.0140 | $0.0188 \pm 0.0008_{-0.0008}^{+0.0010}$ |
| 5.5 | 8 | 0.079 | 0.0020 | $0.0183 \pm 0.0004_{-0.0009}^{+0.0010}$ |
| 5.5 | 8 | 0.079 | 0.0038 | $0.0172 \pm 0.0004_{-0.0006}^{+0.0007}$ |
| 5.5 | 8 | 0.079 | 0.0073 | $0.0155 \pm 0.0004_{-0.0003}^{+0.0006}$ |
| 5.5 | 8 | 0.079 | 0.0140 | $0.0182 \pm 0.0006_{-0.0008}^{+0.0010}$ |
| 5.5 | 13 | 0.032 | 0.0038 | $0.0209 \pm 0.0005_{-0.0006}^{+0.00006}$ |
| 5.5 | 13 | 0.032 | 0.0073 | $0.0199 \pm 0.0005_{-0.0005}^{+0.0005}$ |
| 5.5 | 20 | 0.014 | 0.0073 | $0.0227 \pm 0.0007_{-0.0003}^{+0.0008}$ |
| 6.5 | 3 | 0.419 | 0.0003 | $0.0417 \pm 0.0010_{-0.0043}^{+0.0047}$ |
| 6.5 | 3 | 0.419 | 0.0005 | $0.0396 \pm 0.0007_{-0.0034}^{+0.0037}$ |
| 6.5 | 3 | 0.419 | 0.0010 | $0.0319 \pm 0.0006_{-0.0022}^{+0.0024}$ |
| 6.5 | 3 | 0.419 | 0.0020 | $0.0286 \pm 0.0006_{-0.0014}^{+0.0019}$ |
| 6.5 | 3 | 0.419 | 0.0038 | $\begin{aligned} & 0.0255 \pm 0.0006_{-0.0008}^{+0.0012} \\ & \text { (continued on next page) } \end{aligned}$ |

Table 9 (continued)

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $M_{X}(\mathrm{GeV})$ | $\beta$ | $x_{\mathbb{P}}$ | $x_{\mathbb{P}} \sigma_{r}{ }^{D(3)} \pm$ stat. $\pm$ syst. |
| :---: | :---: | :---: | :---: | :---: |
| 6.5 | 3 | 0.419 | 0.0073 | $0.0237 \pm 0.0006_{-0.0007}^{+0.0008}$ |
| 6.5 | 5 | 0.206 | 0.0010 | $0.0265 \pm 0.0006_{-0.0020}^{+0.0020}$ |
| 6.5 | 5 | 0.206 | 0.0020 | $0.0232 \pm 0.0006_{-0.0012}^{+0.0012}$ |
| 6.5 | 5 | 0.206 | 0.0038 | $0.0194 \pm 0.0006_{-0.0008}^{+0.0008}$ |
| 6.5 | 5 | 0.206 | 0.0073 | $0.0180 \pm 0.0006_{-0.0005}^{+0.0006}$ |
| 6.5 | 8 | 0.092 | 0.0020 | $0.0195 \pm 0.0005_{-0.0010}^{+0.0010}$ |
| 6.5 | 8 | 0.092 | 0.0038 | $0.0182 \pm 0.0005_{-0.0006}^{+0.007}$ |
| 6.5 | 8 | 0.092 | 0.0073 | $0.0176 \pm 0.0005_{-0.0005}^{+0.0007}$ |
| 6.5 | 13 | 0.037 | 0.0038 | $0.0207 \pm 0.0006_{-0.0008}^{+0.0007}$ |
| 6.5 | 13 | 0.037 | 0.0073 | $0.0181 \pm 0.0005_{-0.0005}^{+0.0007}$ |
| 6.5 | 20 | 0.016 | 0.0073 | $0.0246 \pm 0.0009_{-0.0005}^{+0.0008}$ |
| 8.5 | 3 | 0.486 | 0.0005 | $0.0409 \pm 0.0005_{-0.0035}^{+0.0038}$ |
| 8.5 | 3 | 0.486 | 0.0010 | $0.0360 \pm 0.0005_{-0.0025}^{+0.0027}$ |
| 8.5 | 3 | 0.486 | 0.0020 | $0.0305 \pm 0.0005_{-0.0016}^{+0.0017}$ |
| 8.5 | 3 | 0.486 | 0.0038 | $0.0271 \pm 0.0004_{-0.0009}^{+0.0010}$ |
| 8.5 | 3 | 0.486 | 0.0073 | $0.0261 \pm 0.0005_{-0.0008}^{+0.0007}$ |
| 8.5 | 5 | 0.254 | 0.0010 | $0.0319 \pm 0.0005_{-0.0022}^{+0.0023}$ |
| 8.5 | 5 | 0.254 | 0.0020 | $0.0245 \pm 0.0004_{-0.0013}^{+0.0013}$ |
| 8.5 | 5 | 0.254 | 0.0038 | $0.0225 \pm 0.0004_{-0.0009}^{+0.0008}$ |
| 8.5 | 5 | 0.254 | 0.0073 | $0.0205 \pm 0.0004_{-0.0004}^{+0.0006}$ |
| 8.5 | 8 | 0.117 | 0.0020 | $0.0224 \pm 0.0004_{-0.0011}^{+0.0011}$ |
| 8.5 | 8 | 0.117 | 0.0038 | $0.0195 \pm 0.0003_{-0.0006}^{+0.0007}$ |
| 8.5 | 8 | 0.117 | 0.0073 | $0.0186 \pm 0.0003_{-0.0005}^{+0.0007}$ |
| 8.5 | 13 | 0.048 | 0.0038 | $0.0236 \pm 0.0004_{-0.0007}^{+0.0008}$ |
| 8.5 | 13 | 0.048 | 0.0073 | $0.0221 \pm 0.0004_{-0.0007}^{+0.0006}$ |
| 8.5 | 20 | 0.021 | 0.0073 | $0.0273 \pm 0.0006_{-0.0005}^{+0.0009}$ |
| 12 | 3 | 0.571 | 0.0005 | $0.0451 \pm 0.0007_{-0.0040}^{+0.0042}$ |
| 12 | 3 | 0.571 | 0.0010 | $0.0396 \pm 0.0006_{-0.0028}^{+0.0029}$ |
| 12 | 3 | 0.571 | 0.0020 | $0.0339 \pm 0.0006_{-0.0018}^{+0.0019}$ |
| 12 | 3 | 0.571 | 0.0038 | $0.0310 \pm 0.0006_{-0.0013}^{+0.0011}$ |
| 12 | 3 | 0.571 | 0.0073 | $0.0288 \pm 0.0006_{-0.0006}^{+0.0011}$ |
| 12 | 5 | 0.324 | 0.0010 | $0.0348 \pm 0.0006_{-0.0024}^{+0.0025}$ |
| 12 | 5 | 0.324 | 0.0020 | $0.0304 \pm 0.0006_{-0.0016}^{+0.0017}$ |
| 12 | 5 | 0.324 | 0.0038 | $0.0249 \pm 0.0005_{-0.0008}^{+0.0009}$ |
| 12 | 5 | 0.324 | 0.0073 | $0.0228 \pm 0.0005_{-0.0006}^{+0.0008}$ |
| 12 | 8 | 0.158 | 0.0020 | $0.0253 \pm 0.0005_{-0.0015}^{+0.0013}$ |
| 12 | 8 | 0.158 | 0.0038 | $0.0216 \pm 0.0004_{-0.0007}^{+0.0008}$ |

Table 9 (continued)

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $M_{X}(\mathrm{GeV})$ | $\beta$ | $x_{\mathbb{P}}$ | $x_{\mathbb{P}} \sigma_{r}{ }^{D(3)} \pm$ stat. $\pm$ syst. |
| :---: | :---: | :---: | :---: | :---: |
| 12 | 8 | 0.158 | 0.0073 | $0.0204 \pm 0.0004_{-0.0005}^{+0.0005}$ |
| 12 | 8 | 0.158 | 0.0140 | $0.0219 \pm 0.0005_{-0.0006}^{+0.0013}$ |
| 12 | 13 | 0.066 | 0.0038 | $0.0255 \pm 0.0006_{-0.0008}^{+0.0007}$ |
| 12 | 13 | 0.066 | 0.0073 | $0.0230 \pm 0.0004_{-0.0004}^{+0.0005}$ |
| 12 | 13 | 0.066 | 0.0140 | $0.0260 \pm 0.0006_{-0.0009}^{+0.0021}$ |
| 12 | 20 | 0.029 | 0.0073 | $0.0285 \pm 0.0008_{-0.0005}^{+0.0011}$ |
| 12 | 20 | 0.029 | 0.0140 | $0.0285 \pm 0.0006_{-0.0018}^{+0.0031}$ |
| 16 | 3 | 0.640 | 0.0005 | $0.0454 \pm 0.0012_{-0.0041}^{+0.0042}$ |
| 16 | 3 | 0.640 | 0.0010 | $0.0412 \pm 0.0009_{-0.0028}^{+0.0031}$ |
| 16 | 3 | 0.640 | 0.0020 | $0.0363 \pm 0.0008_{-0.0020}^{+0.0021}$ |
| 16 | 3 | 0.640 | 0.0038 | $0.0306 \pm 0.0007_{-0.0011}^{+0.0011}$ |
| 16 | 3 | 0.640 | 0.0073 | $0.0306 \pm 0.0008_{-0.0007}^{+0.0010}$ |
| 16 | 3 | 0.640 | 0.0140 | $0.0307 \pm 0.0011_{-0.0017}^{+0.0018}$ |
| 16 | 5 | 0.390 | 0.0010 | $0.0398 \pm 0.0010_{-0.0029}^{+0.0030}$ |
| 16 | 5 | 0.390 | 0.0020 | $0.0315 \pm 0.0008_{-0.0015}^{+0.0017}$ |
| 16 | 5 | 0.390 | 0.0038 | $0.0284 \pm 0.0007_{-0.0010}^{+0.0010}$ |
| 16 | 5 | 0.390 | 0.0073 | $0.0267 \pm 0.0007_{-0.0004}^{+0.0008}$ |
| 16 | 5 | 0.390 | 0.0140 | $0.0275 \pm 0.0008_{-0.0017}^{+0.0017}$ |
| 16 | 8 | 0.200 | 0.0020 | $0.0282 \pm 0.0007_{-0.0014}^{+0.0015}$ |
| 16 | 8 | 0.200 | 0.0038 | $0.0240 \pm 0.0005_{-0.0008}^{+0.0008}$ |
| 16 | 8 | 0.200 | 0.0073 | $0.0226 \pm 0.0005_{-0.0006}^{+0.0006}$ |
| 16 | 8 | 0.200 | 0.0140 | $0.0244 \pm 0.0006_{-0.0007}^{+0.0010}$ |
| 16 | 13 | 0.086 | 0.0038 | $0.0287 \pm 0.0008_{-0.0008}^{+0.0010}$ |
| 16 | 13 | 0.086 | 0.0073 | $0.0245 \pm 0.0006_{-0.0006}^{+0.0005}$ |
| 16 | 13 | 0.086 | 0.0140 | $0.0267 \pm 0.0007_{-0.0014}^{+0.0018}$ |
| 16 | 20 | 0.038 | 0.0073 | $0.0315 \pm 0.0012_{-0.0011}^{+0.0007}$ |
| 16 | 20 | 0.038 | 0.0140 | $0.0305 \pm 0.0008_{-0.0020}^{+0.0033}$ |
| 22 | 3 | 0.710 | 0.0005 | $0.0416 \pm 0.0019_{-0.0033}^{+0.0044}$ |
| 22 | 3 | 0.710 | 0.0010 | $0.0398 \pm 0.0011_{-0.0033}^{+0.0030}$ |
| 22 | 3 | 0.710 | 0.0020 | $0.0350 \pm 0.0010_{-0.0021}^{+0.0022}$ |
| 22 | 3 | 0.710 | 0.0038 | $0.0312 \pm 0.0009_{-0.0015}^{+0.0013}$ |
| 22 | 3 | 0.710 | 0.0073 | $0.0293 \pm 0.0009_{-0.0011}^{+0.0013}$ |
| 22 | 3 | 0.710 | 0.0140 | $0.0286 \pm 0.0010_{-0.0014}^{+0.0017}$ |
| 22 | 5 | 0.468 | 0.0010 | $0.0442 \pm 0.0014_{-0.0030}^{+0.0030}$ |
| 22 | 5 | 0.468 | 0.0020 | $0.0369 \pm 0.0011_{-0.0018}^{+0.0020}$ |
| 22 | 5 | 0.468 | 0.0038 | $0.0319 \pm 0.0009_{-0.0013}^{+0.0012}$ |
| 22 | 5 | 0.468 | 0.0073 | $0.0302 \pm 0.0009_{-0.0009}^{+0.0012}$ <br> (continued on next page) |

Table 9 (continued)

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $M_{X}(\mathrm{GeV})$ | $\beta$ | $x_{\mathbb{P}}$ | $x_{\mathbb{P}} \sigma_{r}^{D(3)} \pm \text { stat. } \pm \text { syst. }$ |
| :---: | :---: | :---: | :---: | :---: |
| 22 | 5 | 0.468 | 0.0140 | $0.0283 \pm 0.0009_{-0.0011}^{+0.0027}$ |
| 22 | 8 | 0.256 | 0.0020 | $0.0293 \pm 0.0008_{-0.0015}^{+0.0015}$ |
| 22 | 8 | 0.256 | 0.0038 | $0.0260 \pm 0.0007_{-0.0008}^{+0.0011}$ |
| 22 | 8 | 0.256 | 0.0073 | $0.0238 \pm 0.0006_{-0.0008}^{+0.0008}$ |
| 22 | 8 | 0.256 | 0.0140 | $0.0249 \pm 0.0007_{-0.0008}^{+0.0024}$ |
| 22 | 13 | 0.115 | 0.0038 | $0.0286 \pm 0.0009_{-0.0014}^{+0.0013}$ |
| 22 | 13 | 0.115 | 0.0073 | $0.0263 \pm 0.0007_{-0.0005}^{+0.0007}$ |
| 22 | 13 | 0.115 | 0.0140 | $0.0270 \pm 0.0008_{-0.0009}^{+0.0016}$ |
| 22 | 20 | 0.052 | 0.0140 | $0.0310 \pm 0.0010_{-0.0013}^{+0.0026}$ |
| 30 | 3 | 0.769 | 0.0010 | $0.0352 \pm 0.0013_{-0.0027}^{+0.0030}$ |
| 30 | 3 | 0.769 | 0.0020 | $0.0303 \pm 0.0012_{-0.0022}^{+0.0017}$ |
| 30 | 3 | 0.769 | 0.0038 | $0.0276 \pm 0.0011_{-0.0015}^{+0.0013}$ |
| 30 | 3 | 0.769 | 0.0073 | $0.0286 \pm 0.0012_{-0.0014}^{+0.0007}$ |
| 30 | 3 | 0.769 | 0.0140 | $0.0279 \pm 0.0013_{-0.0016}^{+0.0012}$ |
| 30 | 5 | 0.545 | 0.0010 | $0.0430 \pm 0.0019_{-0.0027}^{+0.0041}$ |
| 30 | 5 | 0.545 | 0.0020 | $0.0361 \pm 0.0013_{-0.0023}^{+0.0018}$ |
| 30 | 5 | 0.545 | 0.0038 | $0.0330 \pm 0.0013_{-0.0012}^{+0.0018}$ |
| 30 | 5 | 0.545 | 0.0073 | $0.0308 \pm 0.0012_{-0.0010}^{+0.0008}$ |
| 30 | 5 | 0.545 | 0.0140 | $0.0302 \pm 0.0013_{-0.0010}^{+0.0028}$ |
| 30 | 8 | 0.319 | 0.0020 | $0.0317 \pm 0.0011_{-0.0015}^{+0.0016}$ |
| 30 | 8 | 0.319 | 0.0038 | $0.0271 \pm 0.0008_{-0.0009}^{+0.0009}$ |
| 30 | 8 | 0.319 | 0.0073 | $0.0236 \pm 0.0008_{-0.000}^{+0.0005}$ |
| 30 | 8 | 0.319 | 0.0140 | $0.0270 \pm 0.0010_{-0.0010}^{+0.0007}$ |
| 30 | 13 | 0.151 | 0.0038 | $0.0283 \pm 0.0011_{-0.0009}^{+0.0009}$ |
| 30 | 13 | 0.151 | 0.0073 | $0.0258 \pm 0.0008_{-0.0009}^{+0.0007}$ |
| 30 | 13 | 0.151 | 0.0140 | $0.0280 \pm 0.0010_{-0.0011}^{+0.0018}$ |
| 30 | 20 | 0.070 | 0.0140 | $0.0294 \pm 0.0010_{-0.001}^{+0.0033}$ |
| 40 | 3 | 0.816 | 0.0010 | $0.0349 \pm 0.0021_{-0.0025}^{+0.0028}$ |
| 40 | 3 | 0.816 | 0.0020 | $0.0293 \pm 0.0016_{-0.0018}^{+0.0018}$ |
| 40 | 3 | 0.816 | 0.0038 | $0.0258 \pm 0.0015_{-0.0016}^{+0.0012}$ |
| 40 | 3 | 0.816 | 0.0073 | $0.0227 \pm 0.0014_{-0.0013}^{+0.0011}$ |
| 40 | 3 | 0.816 | 0.0140 | $0.0206 \pm 0.0014_{-0.0013}^{+0.0013}$ |
| 40 | 5 | 0.615 | 0.0020 | $0.0357 \pm 0.0017_{-0.0019}^{+0.0026}$ |
| 40 | 5 | 0.615 | 0.0038 | $0.0309 \pm 0.0016_{-0.0016}^{+0.0011}$ |
| 40 | 5 | 0.615 | 0.0073 | $0.0282 \pm 0.0015_{-0.0012}^{+0.0005}$ |
| 40 | 5 | 0.615 | 0.0140 | $0.0273 \pm 0.0015_{-0.0013}^{+0.0024}$ |
| 40 | 8 | 0.385 | 0.0020 | $0.0386 \pm 0.0016_{-0.002}^{+0.0021}$ |

Table 9 (continued)

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $M_{X}(\mathrm{GeV})$ | $\beta$ | $x_{\mathbb{P}}$ | $x_{\mathbb{P}} \sigma_{r}{ }^{D(3)} \pm$ stat. $\pm$ syst. |
| :---: | :---: | :---: | :---: | :---: |
| 40 | 8 | 0.385 | 0.0038 | $0.0298 \pm 0.0011_{-0.0010}^{+0.0009}$ |
| 40 | 8 | 0.385 | 0.0073 | $0.0252 \pm 0.0010_{-0.0007}^{+0.0008}$ |
| 40 | 8 | 0.385 | 0.0140 | $0.0281 \pm 0.0012_{-0.0017}^{+0.0017}$ |
| 40 | 13 | 0.191 | 0.0038 | $0.0317 \pm 0.0015_{-0.0009}^{+0.0010}$ |
| 40 | 13 | 0.191 | 0.0073 | $0.0273 \pm 0.0010_{-0.0007}^{+0.0007}$ |
| 40 | 13 | 0.191 | 0.0140 | $0.0271 \pm 0.0012_{-0.0010}^{+0.0020}$ |
| 40 | 20 | 0.091 | 0.0140 | $0.0345 \pm 0.0014_{-0.0019}^{+0.0024}$ |
| 50 | 3 | 0.847 | 0.0020 | $0.0304 \pm 0.0021_{-0.0025}^{+0.0022}$ |
| 50 | 3 | 0.847 | 0.0038 | $0.0236 \pm 0.0017_{-0.0014}^{+0.0015}$ |
| 50 | 3 | 0.847 | 0.0073 | $0.0209 \pm 0.0017_{-0.0011}^{+0.0004}$ |
| 50 | 3 | 0.847 | 0.0140 | $0.0221 \pm 0.0018_{-0.0011}^{+0.0015}$ |
| 50 | 5 | 0.667 | 0.0020 | $0.0360 \pm 0.0021_{-0.0017}^{+0.0024}$ |
| 50 | 5 | 0.667 | 0.0038 | $0.0365 \pm 0.0021_{-0.0021}^{+0.0013}$ |
| 50 | 5 | 0.667 | 0.0073 | $0.0256 \pm 0.0017_{-0.0012}^{+0.0015}$ |
| 50 | 5 | 0.667 | 0.0140 | $0.0300 \pm 0.0020_{-0.0022}^{+0.0007}$ |
| 50 | 8 | 0.439 | 0.0020 | $0.0396 \pm 0.0023_{-0.0024}^{+0.0018}$ |
| 50 | 8 | 0.439 | 0.0038 | $0.0334 \pm 0.0014_{-0.0013}^{+0.0019}$ |
| 50 | 8 | 0.439 | 0.0073 | $0.0290 \pm 0.0013_{-0.0007}^{+0.0011}$ |
| 50 | 8 | 0.439 | 0.0140 | $0.0277 \pm 0.0014_{-0.0012}^{+0.0023}$ |
| 50 | 13 | 0.228 | 0.0038 | $0.0352 \pm 0.0020_{-0.0016}^{+0.0010}$ |
| 50 | 13 | 0.228 | 0.0073 | $0.0312 \pm 0.0013_{-0.001}^{+0.001}$ |
| 50 | 13 | 0.228 | 0.0140 | $0.0284 \pm 0.0013_{-0.0012}^{+0.001}$ |
| 50 | 20 | 0.111 | 0.0140 | $0.0344 \pm 0.0015_{-0.0022}^{+0.004}$ |
| 65 | 3 | 0.878 | 0.0020 | $0.0282 \pm 0.0025_{-0.0026}^{+0.0016}$ |
| 65 | 3 | 0.878 | 0.0038 | $0.0221 \pm 0.0020_{-0.0012}^{+0.0015}$ |
| 65 | 3 | 0.878 | 0.0073 | $0.0182 \pm 0.0018_{-0.001}^{+0.0007}$ |
| 65 | 3 | 0.878 | 0.0140 | $0.0148 \pm 0.0017_{-0.001}^{+0.0013}$ |
| 65 | 5 | 0.722 | 0.0020 | $0.0342 \pm 0.0028_{-0.002}^{+0.002}$ |
| 65 | 5 | 0.722 | 0.0038 | $0.0307 \pm 0.0023_{-0.0012}^{+0.0014}$ |
| 65 | 5 | 0.722 | 0.0073 | $0.0295 \pm 0.0022_{-0.0012}^{+0.0011}$ |
| 65 | 5 | 0.722 | 0.0140 | $0.0258 \pm 0.0021_{-0.0005}^{+0.0009}$ |
| 65 | 8 | 0.504 | 0.0038 | $0.0324 \pm 0.0017_{-0.0010}^{+0.0011}$ |
| 65 | 8 | 0.504 | 0.0073 | $0.0290 \pm 0.0015_{-0.0010}^{+0.0015}$ |
| 65 | 8 | 0.504 | 0.0140 | $0.0274 \pm 0.0015_{-0.000}^{+0.0013}$ |
| 65 | 13 | 0.278 | 0.0073 | $0.0304 \pm 0.0014_{-0.0013}^{+0.0014}$ |
| 65 | 13 | 0.278 | 0.0140 | $0.0297 \pm 0.0015_{-0.0015}^{+0.001}$ |
| 65 | 20 | 0.140 | 0.0140 | $\begin{aligned} & 0.0339 \pm 0.0017_{-0.0020}^{+0.0020} \\ & \text { (continued on next page } \end{aligned}$ |

Table 9 (continued)

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $M_{X}(\mathrm{GeV})$ | $\beta$ | $x_{\mathbb{P}}$ | $x_{\mathbb{P}} \sigma_{r}^{D(3)} \pm$ stat. $\pm$ syst. |
| :---: | :---: | :---: | :---: | :---: |
| 85 | 3 | 0.904 | 0.0020 | $0.0188 \pm 0.0029_{-0.0013}^{+0.0028}$ |
| 85 | 3 | 0.904 | 0.0038 | $0.0158 \pm 0.0021_{-0.0012}^{+0.0026}$ |
| 85 | 3 | 0.904 | 0.0073 | $0.0165 \pm 0.0022_{-0.0010}^{+0.0015}$ |
| 85 | 3 | 0.904 | 0.0140 | $0.0132 \pm 0.0020_{-0.0005}^{+0.0009}$ |
| 85 | 5 | 0.773 | 0.0020 | $0.0329 \pm 0.0046_{-0.0014}^{+0.0027}$ |
| 85 | 5 | 0.773 | 0.0038 | $0.0243 \pm 0.0024_{-0.0020}^{+0.0009}$ |
| 85 | 5 | 0.773 | 0.0073 | $0.0225 \pm 0.0024_{-0.0005}^{+0.0016}$ |
| 85 | 5 | 0.773 | 0.0140 | $0.0224 \pm 0.0023_{-0.0005}^{+0.0008}$ |
| 85 | 8 | 0.570 | 0.0038 | $0.0321 \pm 0.0021_{-0.0011}^{+0.0016}$ |
| 85 | 8 | 0.570 | 0.0073 | $0.0298 \pm 0.0019_{-0.0017}^{+0.0011}$ |
| 85 | 8 | 0.570 | 0.0140 | $0.0260 \pm 0.0018_{-0.0015}^{+0.0020}$ |
| 85 | 13 | 0.335 | 0.0073 | $0.0304 \pm 0.0017_{-0.0013}^{+0.0011}$ |
| 85 | 13 | 0.335 | 0.0140 | $0.0301 \pm 0.0018_{-0.0013}^{+0.0013}$ |
| 85 | 20 | 0.175 | 0.0140 | $0.0299 \pm 0.0018_{-0.0017}^{+0.0030}$ |
| 110 | 3 | 0.924 | 0.0038 | $0.0180 \pm 0.0028_{-0.0027}^{+0.0009}$ |
| 110 | 3 | 0.924 | 0.0073 | $0.0138 \pm 0.0022_{-0.0006}^{+0.0006}$ |
| 110 | 3 | 0.924 | 0.0140 | $0.0106 \pm 0.0019_{-0.0007}^{+0.0011}$ |
| 110 | 5 | 0.815 | 0.0038 | $0.0237 \pm 0.0028_{-0.0016}^{+0.0022}$ |
| 110 | 5 | 0.815 | 0.0073 | $0.0205 \pm 0.0025_{-0.0015}^{+0.0013}$ |
| 110 | 5 | 0.815 | 0.0140 | $0.0207 \pm 0.0024_{-0.0005}^{+0.0010}$ |
| 110 | 8 | 0.632 | 0.0038 | $0.0334 \pm 0.0025_{-0.0014}^{+0.0010}$ |
| 110 | 8 | 0.632 | 0.0073 | $0.0287 \pm 0.0021_{-0.0005}^{+0.0022}$ |
| 110 | 8 | 0.632 | 0.0140 | $0.0265 \pm 0.0019_{-0.0020}^{+0.0017}$ |
| 110 | 13 | 0.394 | 0.0073 | $0.0303 \pm 0.0019_{-0.0012}^{+0.0010}$ |
| 110 | 13 | 0.394 | 0.0140 | $0.0263 \pm 0.0017_{-0.0007}^{+0.0017}$ |
| 110 | 20 | 0.216 | 0.0140 | $0.0284 \pm 0.0018_{-0.0009}^{+0.0009}$ |
| 140 | 3 | 0.940 | 0.0038 | $0.0146 \pm 0.0032_{-0.0024}^{+0.0014}$ |
| 140 | 3 | 0.940 | 0.0073 | $0.0112 \pm 0.0026_{-0.0010}^{+0.0010}$ |
| 140 | 3 | 0.940 | 0.0140 | $0.0091 \pm 0.0025_{-0.0006}^{+0.0017}$ |
| 140 | 5 | 0.848 | 0.0038 | $0.0188 \pm 0.0034_{-0.0021}^{+0.0022}$ |
| 140 | 5 | 0.848 | 0.0073 | $0.0148 \pm 0.0027_{-0.0023}^{+0.0005}$ |
| 140 | 5 | 0.848 | 0.0140 | $0.0155 \pm 0.0026_{-0.0007}^{+0.0013}$ |
| 140 | 8 | 0.686 | 0.0038 | $0.0349 \pm 0.0042_{-0.0027}^{+0.0030}$ |
| 140 | 8 | 0.686 | 0.0073 | $0.0280 \pm 0.0026_{-0.0022}^{+0.0004}$ |
| 140 | 8 | 0.686 | 0.0140 | $0.0238 \pm 0.0023_{-0.0011}^{+0.0016}$ |
| 140 | 13 | 0.453 | 0.0073 | $0.0302 \pm 0.0024_{-0.0012}^{+0.0011}$ |
| 140 | 13 | 0.453 | 0.0140 | $0.0271 \pm 0.0021_{-0.0013}^{+0.0013}$ |

Table 9 (continued)

| $Q^{2}\left(\mathrm{GeV}^{2}\right)$ | $M_{X}(\mathrm{GeV})$ | $\beta$ | $x_{\mathbb{P}}$ | $x_{\mathbb{P}} \sigma_{r}^{D(3)} \pm$ stat. $\pm$ syst. |
| :---: | :---: | :---: | :---: | :---: |
| 140 | 20 | 0.259 | 0.0140 | $0.0288 \pm 0.0022_{-0.0004}^{+0.0043}$ |
| 185 | 3 | 0.954 | 0.0038 | $0.0137 \pm 0.0057_{-0.0020}^{+0.0066}$ |
| 185 | 3 | 0.954 | 0.0073 | $0.0101 \pm 0.0042_{-0.0001}^{+0.0014}$ |
| 185 | 3 | 0.954 | 0.0140 | $0.0136 \pm 0.0045_{-0.0016}^{+0.0006}$ |
| 185 | 5 | 0.881 | 0.0038 | $0.0110 \pm 0.0044_{-0.0053}^{+0.0003}$ |
| 185 | 5 | 0.881 | 0.0073 | $0.0107 \pm 0.0029_{-0.0008}^{+0.0010}$ |
| 185 | 5 | 0.881 | 0.0140 | $0.0113 \pm 0.0030_{-0.0014}^{+0.0012}$ |
| 185 | 8 | 0.743 | 0.0073 | $0.0207 \pm 0.0029_{-0.0020}^{+0.0013}$ |
| 185 | 8 | 0.743 | 0.0140 | $0.0186 \pm 0.0026_{-0.0006}^{+0.0015}$ |
| 185 | 13 | 0.523 | 0.0073 | $0.0314 \pm 0.0034_{-0.0017}^{+0.0017}$ |
| 185 | 13 | 0.523 | 0.0140 | $0.0234 \pm 0.0024_{-0.0017}^{+0.0016}$ |
| 185 | 20 | 0.316 | 0.0140 | $0.0322 \pm 0.0031_{-0.0039}^{+0.0028}$ |
| 185 | 20 | 0.316 | 0.0140 | $0.0322 \pm 0.0031_{-0.0039}^{+0.0028}$ |
| 255 | 3 | 0.966 | 0.0073 | $0.0061 \pm 0.0033_{-0.0000}^{+0.0003}$ |
| 255 | 3 | 0.966 | 0.0140 | $0.0038 \pm 0.0023_{-0.0000}^{+0.0013}$ |
| 255 | 5 | 0.911 | 0.0073 | $0.0095 \pm 0.0034_{-0.0001}^{+0.0027}$ |
| 255 | 5 | 0.911 | 0.0140 | $0.0082 \pm 0.0029_{-0.0019}^{+0.0018}$ |
| 255 | 8 | 0.799 | 0.0073 | $0.0170 \pm 0.0034_{-0.0026}^{+0.0023}$ |
| 255 | 8 | 0.799 | 0.0140 | $0.0233 \pm 0.0036_{-0.0014}^{+0.0021}$ |
| 255 | 13 | 0.601 | 0.0140 | $0.0238 \pm 0.0028_{-0.0014}^{+0.0011}$ |
| 255 | 20 | 0.389 | 0.0140 | $0.0252 \pm 0.0031_{-0.0015}^{+0.0039}$ |

bins; they are corrected to $M_{N}<1.6 \mathrm{GeV}$, as are the H 1 data. The correction to $M_{N}<1.6 \mathrm{GeV}$ for the present data, before the subtraction of the proton-dissociation background, was estimated with Pythia to be $0.91 \pm 0.07$, independent of $\beta, Q^{2}$ and $x_{\mathbb{P}}$. Therefore, the ZEUS results in Figs. 16 and 17 were scaled down by 0.91 . With some exceptions, the shape agreement is reasonable. The ZEUS data are higher than the H1 data by $13 \%$ on average, as estimated with a global fit to data for $Q^{2}>6 \mathrm{GeV}^{2}$. This normalisation discrepancy is consistent with the $8 \%$ uncertainty on the proton-dissociation correction of $0.91 \pm 0.07$ combined with the $7 \%$ relative normalisation uncertainty between the two data sets ( $\pm 7 \%$ for H 1 and $\pm 2.25 \%$ for ZEUS).

Figs. 16 and 17 are combined in Fig. 18 where the H1 and ZEUS reduced cross sections, the latter scaled down by the factor $1-0.13=0.87$ just described, are shown as a function of $Q^{2}$ in different $\beta$ and $x_{\mathbb{P}}$ bins. The result of the NLO QCD fit "H1 2006 fit B " [27] is also shown. At fixed $\beta$, the $Q^{2}$ dependence of the two data sets, taken together, is different for different $x_{\mathbb{P}}$ values. Therefore, the data cannot be described by a single factorisable Regge contribution.

Figs. 19 and 20 compare the LRG results, corrected to $M_{N}=M_{p}$, to those obtained with the $M_{X}$ method, referred to as FPC I [29] and FPC II [2]. The LRG and FPC II data were collected simultaneously; the two samples overlap by about $75 \%$. The LRG results were recalculated in the bins used for the $M_{X}$-method results. The latter are for $M_{N}<2.3 \mathrm{GeV}$, but have been normalised here to the LRG results. The scaling factor applied to the $M_{X}$ results was $0.83 \pm 0.04$,


Fig. 15. The ratio of the reduced diffractive cross sections, $\sigma_{r}{ }^{D(3)}$, as obtained with the LPS and the LRG methods, before the subtraction of the proton-dissociative background, as a function of $x_{\mathbb{P}}$ for different values of $Q^{2}$ and $\beta$. The lines indicate the average value of the ratio. The inner error bars show the statistical uncertainties and the full bars indicate the statistical and the systematic uncertainties added in quadrature.
estimated with a global fit to the present data and the $M_{X}$ data; this factor quantifies the amount of residual proton-dissociative background in the $M_{X}$ method. The overall agreement between the two measurements is reasonable. The different $x_{\mathbb{P}}$ dependence, more evident at low $Q^{2}$, may be ascribed to the fact that in the $M_{X}$ results the contribution of the Reggeon and pion trajectories is suppressed. In the low- $Q^{2}$ region, the $Q^{2}$ behaviour is somewhat different in the two data sets, with the $M_{X}$-method results decreasing faster with $Q^{2}$ than the LRG results.

### 10.5. Extraction of the Pomeron trajectory

In the framework of Regge phenomenology, the $x_{\mathbb{P}}$ dependence of $F_{2}^{D(4)}$ and $F_{2}^{D(3)}$ is related to the intercept of the Pomeron trajectory, the parameter that drives the energy dependence


Fig. 16. The reduced diffractive cross section multiplied by $x_{\mathbb{P}}, x_{\mathbb{P}} \sigma_{r}{ }^{D(3)}$, obtained with the LRG method (dots) at $x_{\mathbb{P}}=0.0003$ and $x_{\mathbb{P}}=0.001$ as a function of $Q^{2}$ for different $\beta$ values compared with the H1 results (open circles), also obtained with the LRG method. The inner error bars show the statistical uncertainties and the full bars indicate the statistical and the systematic uncertainties added in quadrature. The ZEUS data are corrected to $M_{N}<1.6 \mathrm{GeV}$ as described in Section 10.4. The $8 \%$ uncertainty on the correction is not shown, nor is the $7 \%$ relative normalisation uncertainty between the ZEUS and H1 data sets.
of the total hadron-hadron cross section at high energies [1]. The Pomeron intercept in soft hadronic interactions is $1.096_{-0.009}^{+0.012}$ [62]. However, the same parameter is significantly larger in the diffractive production of heavy vector mesons, notably in $J / \psi$ photoproduction (see e.g. [28,63]), reflecting the rapid rise of the cross section with $W$. This is a consequence of the increase of the parton densities in the proton at low $x$, which drives the rise of the cross section with decreasing $x$, and hence with decreasing $x_{\mathbb{P}}$ (since $x_{\mathbb{P}} \propto 1 / W^{2} \propto x$ ). The slope of the Pomeron trajectory, $\alpha_{\mathbb{P}}^{\prime}$, is smaller in the diffractive production of vector mesons [63] than in soft


Fig. 17. The reduced diffractive cross section multiplied by $x_{\mathbb{P}}, x_{\mathbb{P}} \sigma_{r}{ }^{D(3)}$, obtained with the LRG method (dots) at $x_{\mathbb{P}}=0.003$ and $x_{\mathbb{P}}=0.01$ as a function of $Q^{2}$ for different $\beta$ values compared with the H1 results (open circles), also obtained with the LRG method. Other details as in caption for Fig. 16.
hadron-hadron collisions, where $\alpha_{\mathbb{P}}^{\prime}=0.25 \mathrm{GeV}^{-2}$ [22]. It is therefore interesting to determine if such deviations from the behaviour of the hadron-hadron data are also apparent in the inclusive diffractive dissociation of virtual photons.

Following the Regge factorisation assumption (see Eq. (7)), the data of Fig. 10 were fitted to the form

$$
F_{2}^{D(4)}=f_{\mathbb{P}}\left(x_{\mathbb{P}}, t\right) \cdot F_{2}^{\mathbb{P}}\left(\beta, Q^{2}\right)+n_{\mathbb{R}} \cdot f_{\mathbb{R}}\left(x_{\mathbb{P}}, t\right) \cdot F_{2}^{\mathbb{R}}\left(\beta, Q^{2}\right),
$$

where $n_{\mathbb{R}}$ is a normalisation term. It was assumed that $F_{2}^{D(4)}=\sigma_{r}^{D(4)}$ and the fit was limited to $y<0.5$ to reduce the influence of $F_{L}^{D}$. The Pomeron and the Reggeon fluxes were parameterised


Fig. 18. The reduced diffractive cross section multiplied by $x_{\mathbb{P}}, x_{\mathbb{P}} \sigma_{r}^{D(3)}$, obtained with the LRG method (dots) as a function of $Q^{2}$ for different $\beta$ and $x_{\mathbb{P}}$ values compared with the H1 results (open circles), also obtained with the LRG method. The lines represent the expectation based on the diffractive parton distribution functions "H1 2006 fit B". The inner error bars show the statistical uncertainties and the full bars indicate the statistical and the systematic uncertainties added in quadrature. The ZEUS data are normalised to the H1 data.
as [1]

$$
f_{\mathbb{P}}\left(x_{\mathbb{P}}, t\right)=\frac{e^{B_{\mathbb{P}} t}}{x_{\mathbb{P}}^{2 \alpha_{\mathbb{P}}(t)-1}} \quad \text { and } \quad f_{\mathbb{R}}\left(x_{\mathbb{P}}, t\right)=\frac{e^{B_{\mathbb{R}} t}}{x_{\mathbb{P}}^{2 \alpha_{\mathbb{R}}(t)-1}}
$$

and the Pomeron and Reggeon trajectories were both assumed to be linear. The fitted parameters were the Pomeron trajectory, $\alpha_{\mathbb{P}}(0)$ and $\alpha_{\mathbb{P}}^{\prime}$, the intercept of the Reggeon trajectory, $\alpha_{\mathbb{R}}(0)$, the slope, $B_{\mathbb{P}}$, and the Reggeon normalisation term, $n_{\mathbb{R}}$. The Reggeon structure function, $F_{2}^{\mathbb{R}}\left(\beta, Q^{2}\right)$, was taken to be equal to the pion structure function as parameterised by GRV [64-66]. The slope $B_{\mathbb{R}}$ was fixed to $2.0 \mathrm{GeV}^{-2}$, taken from hadron-hadron data, and the slope of the Reggeon


Fig. 19. The reduced diffractive cross section multiplied by $x_{\mathbb{P}}, x_{\mathbb{P}} \sigma_{r}^{D(3)}$, obtained with the LRG method (dots) as a function of $x_{\mathbb{P}}$ for different values of $Q^{2}$ and $\beta$ at low $Q^{2}$, compared with the results obtained with the $M_{X}$ method, FPC I (open squares) and FPC II (open circles), scaled by the factor 0.83 described in Section 10.4. The inner error bars show the statistical uncertainties and the full bars indicate the statistical and the systematic uncertainties added in quadrature.
trajectory, $\alpha_{\mathbb{R}}^{\prime}$, was fixed to $0.9 \mathrm{GeV}^{-2}$. The lines in Fig. 10 show the result of the fit. The results for the fit parameters are given in Table 10.

The model uncertainty reflects the effect of $R^{D}$, which was varied between 0 and 1 , and that of the parameterisation of the pion structure function, which was changed from that of GRV to that of Owens [46]. The quality of the fit is good. The Pomeron intercept is consistent with that of the soft Pomeron. The result for $\alpha_{\mathbb{P}}^{\prime}$ is significantly lower than $\alpha_{\mathbb{P}}^{\prime}=0.25 \mathrm{GeV}^{-2}$; it agrees with the result recently found by the H1 Collaboration [27] as well as with the values found in the diffractive production of vector mesons [63]. The Reggeon intercept is higher than the expectation of 0.5475 based on the Donnachie and Landshoff fits to the $p p, \bar{p} p, K p, \pi p$ and

ZEUS


Fig. 20. The reduced diffractive cross section multiplied by $x_{\mathbb{P}}, x_{\mathbb{P}} \sigma_{r}{ }^{D(3)}$, obtained with the LRG method (dots) as a function of $x_{\mathbb{P}}$ for different values of $Q^{2}$ and $\beta$ at high $Q^{2}$. Other details as in caption for Fig. 19.
$\gamma p$ total cross section data [44]. Allowing for maximal interference between the Pomeron and Reggeon amplitudes also gives a good fit.

A similar fit was performed to the $\sigma_{r}^{D(3)}$ LRG points. The result of the fit is shown in Figs. 13 and 14 and the parameters, both those kept fixed and those obtained from the fit, are summarised in Table 11. The first uncertainty is that from the fit, in which the quadratic sum of statistical and systematic uncertainties was used. The model uncertainty reflects the variation of $\alpha_{\mathbb{P}}^{\prime}$ between 0 and $0.1 \mathrm{GeV}^{-2}$ and that of $\alpha_{\mathbb{R}}(0)$ between 0.55 and 0.75 ; in addition, as for the fit to the LPS data, $R^{D}$ was varied between 0 and 1 , and the pion structure function parameterisation was changed from that of GRV to that of Owens [46]. Here again, the fit was limited to $y<0.5$. The quality of the fit is very good.

Fig. 21 shows $\alpha_{\mathbb{P}}(0)$ as a function of $Q^{2}$; it was obtained with a fit to the LRG data in bins of $Q^{2}$, similar to that described earlier for the full $Q^{2}$ range. The Reggeon normalisation term,

Table 10
The values and uncertainties of the parameters extracted from the Regge fits to the LPS data, without interference and with maximal interference between the Pomeron and Reggeon exchanges.

|  | Fit LPS (no interference) | Fit LPS max interf. $\mathbb{P}-\mathbb{R}$ |
| :--- | :--- | :--- |
| $\chi^{2} /$ ndf | $162.9 / 153$ | $160.7 / 153$ |
| $\alpha_{\mathbb{P}}(0)$ | $1.11 \pm 0.02$ (stat.) $)_{-0.02}^{+0.01}$ (syst.) $\pm 0.02$ (model) | $1.16 \pm 0.03$ (stat.) |
| $\alpha_{\mathbb{R}}(0)$ | $0.75 \pm 0.07$ (stat.) ${ }_{-0.04}^{+0.02}$ (syst.) $\pm 0.05$ (model) | $0.68 \pm 0.09$ (stat.) |
| $\alpha_{\mathbb{P}}^{\prime}$ | $-0.01 \pm 0.06$ (stat.) ${ }_{-0.08}^{+0.04}\left(\right.$ syst.) $\pm 0.04$ (model) $\mathrm{GeV}^{-2}$ | $0.12 \pm 0.05$ (stat.) $\mathrm{GeV}^{-2}$ |
| $B_{\mathbb{P}}$ | $7.1 \pm 0.7$ (stat.) $)_{-0.7}^{+1.4}$ (syst.) $\mathrm{GeV}^{-2}$ | $5.2 \pm 0.5$ (stat.) $\mathrm{GeV}^{-2}$ |
| $n_{\mathbb{R}}$ | $2.11 \pm 0.64$ (stat.) ${ }_{-0.37}^{+0.26}$ (syst.) | $1.9 \pm 0.7$ (stat.) |

Table 11
The values of the parameters extracted from the Regge fit to the LRG data and the corresponding uncertainties.

|  | Fit LRG |
| :--- | :--- |
| $\chi^{2} /$ ndf | $\chi^{2} / \mathrm{ndf}=143.9 / 168$ |
| $\alpha_{\mathbb{P}}(0)$ | $1.117 \pm 0.006_{-0.007}^{+0.022}$ (model) |
| $\alpha_{\mathbb{R}}(0)$ | fixed to 0.75 |
| $\alpha_{\mathbb{P}}^{\prime}$ | fixed to 0 |
| $B_{\mathbb{P}}$ | fixed to $7.0 \mathrm{GeV}^{-2}$ |
| $n_{\mathbb{R}}$ | $2.98 \pm 0.39$ |

$n_{\mathbb{R}}$, was fixed to the value $n_{\mathbb{R}}=2.6 \pm 0.3$, extracted from a combined Regge fit to the LPS and LRG results in the full $Q^{2}$ range. The LPS result and those obtained with the $M_{X}$ method, FPC I [29] and FPC II [2], are also shown. In the region explored, the present data do not exhibit a significant dependence on $Q^{2}$. The agreement with the $M_{X}$-method results is fair.

## 11. Summary

Measurements have been presented of the reaction $e p \rightarrow e X p$ obtained by requiring a large rapidity gap in the forward direction (LRG sample) or the detection of a proton in the leading proton spectrometer (LPS sample). The kinematic region is $2<Q^{2}<305 \mathrm{GeV}^{2}$ (LRG) or $2<$ $Q^{2}<120 \mathrm{GeV}^{2}$ (LPS), $40<W<240 \mathrm{GeV}, 2<M_{X}<25 \mathrm{GeV}$ (LRG) or $2<M_{X}<40 \mathrm{GeV}$ (LPS), $0.0002<x_{\mathbb{P}}<0.02$ (LRG) or $0.0002<x_{\mathbb{P}}<0.1$ (LPS) and $0.09<|t|<0.55 \mathrm{GeV}^{2}$ (LPS).

The LPS data are presented in terms of the $t$ and $\Phi$ dependences of the cross section, as well as of the $x_{\mathbb{P}}, Q^{2}, \beta$ and $t$ dependences of the reduced diffractive cross section, $\sigma_{r}^{D(4)}$. The $t$ dependence of the cross section is approximately exponential, with a $t$-slope $b=7.0 \pm$ $0.3 \mathrm{GeV}^{-2}$. The slope is independent of $Q^{2}, M_{X}$ and $x_{\mathbb{P}}$. The lack of $Q^{2}$ dependence and the value of $b$ much larger than that measured in hard diffraction suggest that this is a soft process. There is no significant $\Phi$ dependence of the cross section. The cross-section $\sigma_{r}^{D(4)}$ was measured for the first time in two $t$ bins and was found to have the same $x_{\mathbb{P}}$ dependence in the two bins.

The reduced cross-section $\sigma_{r}^{D(3)}$ was measured using both the LRG and LPS data. Consistent results were found for the shape. The normalisation difference of about $25 \%$ is ascribed to the proton-dissociative contribution in the LRG data. Within the normalisation uncertainties the


Fig. 21. The Pomeron intercept $\alpha_{\mathbb{P}}(0)$ as a function of $Q^{2}$ as obtained from the LRG (dots) and the LPS data (triangles). Also shown are the $M_{X}$-method results, FPC I (open squares) and FPC II (open circles). The error bars indicate the uncertainty from the fit for the LRG and FPC points; they indicate the statistical and systematic uncertainties summed in quadrature for the LPS points. The dashed line indicates the results of the Regge fit to the LPS and LRG data together described in Section 10.5, and the band indicates the size of the total error.
results agree reasonably well with the H 1 measurements [27]. The comparison with the ZEUS $M_{X}$-method results [2,29] indicates that the latter have a residual proton-dissociative contribution of $17 \%$; the shape agreement is good, especially at low $x_{\mathbb{P}}$. A Regge fit to $\sigma_{r}^{D(3)}$ supports the $Q^{2}$ independence of $\alpha_{\mathbb{P}}(0)$.
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