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Future teachers confronting extremism and hate
speech
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Hate speech has become a social problem that needs to be addressed urgently. In many

cases, these discourses and ideologies arrive through the media and the internet, and they

are transferred to educational contexts. Debates of this type should be addressed at school

and should be channelled into a democratic debate, and into the definition of shared

objectives through the development of counterspeeches and alternative narratives based on

Human Rights. In this research, we investigate the capacity of future teachers (n= 114) to

identify online hate speech and how they develop counterspeeches. The results show that the

majority are able to identify hate speech. However, future teachers present more difficulties

developing counterspeeches or complex alternative narratives, which can be transferred to

educational practices. We conclude that teacher training needs to be redesigned if we want

them to be able to face these problems in their future educational practice.
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Introduction

In recent years, extremism and hate speech has become a
controversial topic and a problem that needs to be urgently
addressed in democratic societies (Alsagheer et al., 2022;

European Council, 2014, 2017; Tryggvason, 2018; Wodak,
2015, 2019). According to a study by the Pew Research Center, in
recent years there has been a rise in online misogyny, and also an
increasing hostility towards Muslims and Jews in Europe, not
only from citizens but also from institutions (Kishi, 2017). The
globalisation of technology and access to the internet has
increased the possibility and the capacity for interaction, and its
consequent exposure to online hate narratives and groups (Keipi
et al., 2018).

Beyond political, legal and technological strategies, counter hate
speech is considered to be an encouraging solution to fight hate
speech, as it promotes human rights and democratic values and
debates without limiting the principles of freedom of speech
(Alsagheer et al., 2022; Mathew et al., 2018). As Alsagheer et al.
(2022) argue, counter hate speech takes place in civil society rather
than in state-initiated legal methods, and that makes it a promising
tool to educate people to throw peer interaction. Counter hate
speech, then, interpellates educational responsibility to fight hate
speech: if internet users are expected to intervene throw reasoned
narratives as committed citizens, they need specific training to do so.

Teachers’ role seems to be especially relevant for this educa-
tional and social challenge. Before they can train young students
to detect and counter hate speech, we wonder about their capacity
to do so. In this research, we analyse the capacity of Spanish
future primary teachers (n= 114) to identify online hate speech
and how they develop counter speeches. The results may give us
some clues not only about how young people deal with hate
speech and counter hate speech, but also about how can we
improve training teachers programmes to emphasise Social Jus-
tice commitment from all educational spheres.

Social concern about raising hate speech
The increase of far-right policies from democratic institutions, and
from the elite (Van Dijk et al., 2002), is an alarming reality that was
reflected in Donald Trump’s term of office in the presidency of the
United States, in the populist pro-Brexit policies in the United
Kingdom, in Bolsonaro’s government in Brazil and in that of Orbán
in Hungary, among many more (Wodak, 2019). However, the fact
that these people have come to power means that they are sup-
ported by a large proportion of citizens who saw in them a solution
to the economic recession, the migratory and political crisis, and the
crisis of values that we are experiencing in the 21st century. The
current extremism is the result of a systemic crisis of liberal
democracy and capitalism (Petrie et al., 2019), which has led to
major transformations that question the current system. According
to (Eatwell and Goodwin, 2018), some of these transformations can
be summarised as (1) mistrust towards politicians and institutions;
(2) fear of the destruction of culture and national identities; and (3)
the growing inequalities stemming from global neoliberal econo-
mies. Other authors have suggested that socioeconomic factors are
not sufficient to explain this phenomenon and that we need to
consider the use of emotions such as fear and anger, so that these
type of policies are successful (Kemmer et al., 2019; Kinnvall, 2018;
Salmela and von Scheve, 2017; Zembylas, 2019).

Thus, the rise in national populism (Eatwell and Goodwin, 2018)
or authoritarian populism (Norris and Inglehart, 2019) is char-
acterised by certain policies and by rhetoric that is built around a
series of common pillars: (1) the ‘us’ and ‘them’ rhetoric helps to
create an own identity and a feeling of belonging to a group of
people in a difficult situation, which through authoritarian policies
will recover the splendour of the past; (2) placing the nation above

everything else, praising national sentiments in the face of an
external enemy, from whom we must defend ourselves and who is
viewed as a virus or disease that can topple national values and
culture; and (3) using demagogic narratives to lay the foundations
for populist discourses; narratives based on personal experiences
often distributed through mass media and social networks.

Our societies also face another type of non-institutionalised
extremist discourses, represented by small radicalised groups
organised into cells, or isolated individuals with a great ability to
attack societies through the fear and terror they instil in the
population. These groups have very different origins, for example,
white supremacists or Islamic fundamentalists. However, extremism
is also spread among ordinary people developing different inten-
sities of micro-fascism (Zembylas, 2020). According to Saltman
(2011), and Banaji and Buckingham (2013) young people can
develop extremist ideologies, especially online, when exploring
alternative forms of communication and relation. Ranieri (2016, p.
2) shows concern about the impact of hate speech on the youth
because “as intense users of Internet, arguably young people are
exposed to discriminatory content while their cognitive and affec-
tive development is still unstable”. Exposure to hate material online
affects youth negatively, from a psychological perspective (Keipi
et al., 2018). Sudies show that social networks such as Facebook,
YouTube, Twitter and others, have played a key role in spreading
extremist ideologies and hate speech (Sauer and Pingaud, 2016).
Recent studies show how the use of social networks such as Twitter
is linked to increasing hate speech targeting migrant people (Arcila-
Calderón et al., 2022). Additionally, extremist groups are usually
more active online than groups of moderate ideologies (Banaji and
Buckingham, 2013). The internet allows anonymity, which provides
unprecedented freedom for extremism (Gagliardone et al., 2015).
Finally, digital fora provide young people with a space to show their
dissent and non-conformity and an opportunity to meet other
people who think like them.

Hate speech addresses those people who are considered to be
different from their group (exogroup), creating the image of the
enemy (Spillmann and Spillmann, 1991). Hate speech originated
beyond institutions, organised groups and youth, it is also built
on informal dialogues, everyday experiences and particular opi-
nions, and it is reproduced—subtly or explicitly—(Parekh, 2006)
in the media, on social networks, in any formal or informal
debate forum, and even in textbooks (Van Dijk et al., 2002) and
schools (Zembylas, 2020), constituting a narrative that may be
linked to culture and hegemonic discourses. Therefore, hate
speech emerges from extremism and shares its characteristics,
such as the use of biased and simplistic language and the per-
petuation of dichotomic concepts about society. In this regard,
authors such as Ranieri (2016) understand that hate speech is
built based on alteration strategies used by people and organi-
sations with far-right ideologies to situate ‘others’ outside of
‘people’ and turn them into a subject of discrimination and
exclusion. In this vein, Djuric et al. (2015) describe hate speech as
abusive discourses that attack the characteristics of specific social
groups such as ethnicity, religion and gender. Hate speech is
always projected onto ‘the other’. Ideas or values are not dis-
cussed; but rather the physical or social characteristics of people
(Sponholz, 2016). If we analyse hate speech, it has well-defined
characteristics. According to Parekh (2006), it is characterised by
(1) demarcating an individual or group of individuals, object of
stigmatisation; (2) assigning this group a series of qualities con-
sidered undesirable; (3) generalising stereotypes for all the
members of the social group; and (4) placing the hated group
outside the space of normal relationships, where their presence is
deemed to be hostile and unacceptable. Therefore, hate speech is
much more than words (Van Dijk et al., 2002); it has the power to
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attack the human dignity of the hated group, but also of the entire
community (Waldron, 2012). This attack can lead, ultimately, to
the subjects being stripped of the human condition, and to
dehumanisation (Massip Sabater et al., 2021).

Teachers’ role in the interruption of extremism and hate
speech
The complexity of the problem of extremism and hate speech has
triggered different opinions about the measures required to tackle
them. Authors such as Parekh (2006) suggest that the most
appropriate measure is to establish limits based on the law, which
serve to restrict this type of ideology and discourse. This author
maintains that the law should prohibit all types of hate speech, as
a guarantee to preserve freedom of expression since “hate speech
strikes at the root of the shared communal life and represents a
gross misuse of the right to free speech” (p. 222), and thus

“when hate speech is banned in order to create and
maintain these conditions, we restrict free speech not only
in the interest of other values but also its own. Indeed, while
restricting it at one level, we consolidate and deepen it at
another” (p. 223).

However, Parekh (2006) recognises that the use of the law to stop
hate speech is more effective when it is part of a strategy in which
formal education is included. Other authors have a very different
perspectives regarding how to combat extremism and hate speech.
Authors such as Mouffe (2000, 2005), Davies (2004, 2008, 2014)
and Zembylas (2019) suggest that controlled spaces of expression
are needed for these opinions to be able to dismantle in a context of
democratic debate. This perspective has been popularised by
Mouffe under the term ‘agonistic pluralism’. For Mouffe (2000),
conflict or passions should not be avoided, but must be turned into
a force to be channelled towards political and democratic com-
mitments. From a similar perspective, Davies (2004, 2008) supports
what she calls ‘interruptive democracy’, which consists of fostering
spaces for dialogue and dissidence based on horizontal networking.
She maintains that “young people need to be able to speak openly
with teachers and youth workers about the issues they feel strongly
about”. Silencing uncomfortable discourses in favour of “respect”
can conceal errors and actions that go beyond the discourse
(Davies, 2014, p. 454). Mouffe (2005) states that removing conflict
and emotions from the debate can potentially lead to a more
destructive antagonistic conflict. However, she also highlights that
divergent stances established in identities must not be constructed
in existentialist terms (such as ethnicity or gender), but based on the
definition of shared objectives. Nor should these stances be argued
in moral terms, but in political ones. Racist claims, for example, are
not excluded because they are irrational or malevolent, but because
they clash with democratic principles, which can also be reviewed
(Zembylas, 2019). These perspectives share the goal of educating to
place hate speech in a democratic debate, in which opposing
positions debate fairly about proposals, developing resilience to
offence and moving the object of the criticism from the person
(enemy) to the idea (adversary) (Davies, 2014; Mouffe, 2005).

Other authors seek to establish connections between the delib-
erative stances (which have their origin in the thinking of Dewey
and Habermars) and agonist stances, applied to discussions about
controversial topics in the classroom (Tryggvason, 2018). The
deliberative approaches in the political debate at school question the
role of emotions in ideological discussions, as they can lead to a
personal clash between identities, pushing aside the political pro-
blem in question (Englund, 2016) and moving the parties further
away from consensus. Tryggvason (2018) argues that both stances
agree that emotions must be maintained in the political sphere, and
not in the moral sphere, linked to social issues and not to personal

topics. However, he recognises that while agonist positions situate
the democratic conflict on the horizon, deliberative stances use it as
a starting point for the construction of consensus.

Although extremism and hate speech are not only educational
problems (Estellés and Castellví, 2020), all stances consider educa-
tion as one of the pillars to combat them. Thus, there is a need for
well-trained teachers, who do not try to impose political correction,
but who have developed the necessary skills to navigate the emotions
and debates that arise in the classroom (Davies, 2014), to redirect the
existentialist positions toward legitimate positions in the democratic
debate (Tryggvason, 2018). For this reason, we need teachers who
are prepared to detect hate speech and extremism in society and
their classroom in particular, and who have the necessary skills to
build counter-narratives and to teach how to build them.

Training teachers to spot hate speech and build
counterspeech
There is no consensus surrounding the concept of hate speech
(Gagliardone et al., 2015). Several authors highlight that its defini-
tion has narrow and broad interpretations (Gagliardone et al.,
2015). These authors indicate that the narrow interpretations of
hate speech, at times called ‘dangerous speech’ and ‘fear speech’,
refer to the discourse that incites hatred against a certain person or
a vulnerable social group and that constitutes a crime. The broad
interpretations could consider hatred any discriminatory or offen-
sive discourse against minorities or vulnerable individuals, which
may not be a crime, but it may be morally condemned. Identifying
hate speech is not always easy (Gagliardone et al., 2015). However,
for practical reasons, we refer to the European Council definition
(2017) of hate speech and to the characteristics that Parekh (2006)
attributes to it and that we have mentioned earlier. The European
Council (2017, p. 31) states that hate speech includes:

all forms of expression which spread, incite, promote or
justify racial hatred, xenophobia, anti-Semitism or other
forms of hatred based on intolerance, including: intolerance
expressed by aggressive nationalism and ethnocentrism,
discrimination and hostility against minorities, migrants
and people of immigrant origin.

The final aim of the training of teachers in the treatment of hate
speech must be to identify it in the classroom and address its
complexity, promoting the debate on responsibility, protagonists or
arguments exposed. It is about dismantling the hate speech based
on the construction of counterspeeches, based on adding “more
speech to the conversation and try to change the mindset of the
hate speaker” (Mathew et al., 2018). In this regard, it is very
important to identify hate speech on the internet, digital media and
social media. Because of its characteristics, the internet has become
a favourable place for ideological debate, emotions, satire, rumours
and morally condemnable messages. The internet has become a
place where hate speech is spread and shared (Ranieri, 2016). Some
studies conclude that the main problems with hate speech occur in
the most connected countries (Gagliardone et al., 2015). The
increasingly common proliferation of hate speech online entails
new challenges and difficulties for a democratic society, which is
obliged to find suitable responses to this phenomenon. Some of
these difficulties are the itinerancy of contents on the internet, the
anonymous identity of many of the users and the fact that the
internet is a transnational network (Gagliardone et al., 2015).
Beyond the legal responses to such a phenomenon, the educational
responses to hate discourse and extremism must be one of the tools
against its propagation. The approaches of critical media and
information literacy have been useful in recent decades to achieve it.
These approaches are aimed at training citizens to develop capa-
cities that enable them to perform a critical analysis of mass media,
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advertising and political messages. However, in the present digital
context, approaches toward the development of critical thinking are
beginning to be demanded, such as critical digital literacy (Castellví
et al., 2020) and digital citizenship (Gagliardone et al., 2015). It is
considered that the media are not the only producers of informa-
tion, but rather, all people are. In this new paradigm, anyone can
produce and consume information.

In the school setting, one of the responses to hate speech can be
to conceal or block it. However, the ‘No Hate Speech’ movement
promoted by the European Council (2017) transmits that it is
more effective to respond to an oppressive narrative with another
narrative, which helps to construct an alternative framework to
interpret reality. As Ortega-Sánchez et al. (2021, p. 14) propose,
we need “to work with freedom of expression through democratic
principals and values within the classroom”. Wachs et al. (2022)
defend that democratical education is needed to prevent hate
speech, along with the promotion of an inclusive atmosphere in
the classroom. According to Mathew et al. (2018, p. 9), “coun-
terspeech is considered to be a promising solution as it can help
controlling the hate speech problem and, at the same time, it
supports free speech”. Counterspeeches or alternative narratives
combat hate speech by discrediting and deconstructing its content
and by basing its arguments on human rights (European Council,
2017). The desired goals are not achieved by just providing
information opposing hate speech. The European Council (2017)
suggests developing counter-narratives that connect with students
and with their lives, through emotions, personal contact and
humour. They can use several resources to reach their students.
Tuck and Silverman (2016, p. 4) propose deconstructing and
delegitimising hate speech through the following strategies:

● Highlighting how extremist activities negatively impact the
people they claim to represent.

● Demonstrating the hypocrisy of extremist groups and how
their actions are often inconsistent with their own stated
beliefs.

● Emphasising factual inaccuracies used in extremist propa-
ganda and setting the record straight.

● Mocking or satirising extremist propaganda to undermine
its credibility.

These strategies do not seek to replace hegemonic accounts with
others, but to construct strong alternatives, which facilitate dialogue
between the different social groups, in order to tackle extremism
and hate speech and develop critical thinking (European Council,
2017). Counterspeech has been studied on different social media
sites, finding out that some arguments between strangers such as
Twitter users do make changes in discourses and also in attitudes
(Mathew et al., 2019). Recent studies show how support for soli-
darity citizenship norms might moderate the effect of exposure to
hate comments on the willingness to engage with committed online
intervention and counterspeech (Kunst et al., 2021), something
relevant when thinking about Democratical Citizenship Education.
Furthermore, it seems that hate speeches are frequently countered
with massive response, and that strategies to do so often vary
depending on the targeted social group (Mathew et al., 2018;
Mathew et al., 2019).

We agree with Izquierdo (2019) and Massip Sabater et al. (2021)
that future teachers must be able to develop counterspeeches for
hatred and be able to transfer this process to the classroom. The
present study aims to determine the capacities of future teachers to
identify online hate speech, and to develop counterspeech.

Method
This study is part of a research project funded by the Ministry of
Science and Innovation in Spain1 about teaching and learning

contemporary issues. Three main topics structure this project:
critical literacy, global citizenship education, and hate speeches.
The present study is about the hate speeches topic.

Sample and research instrument
The study used a non-probabilistic convenience sampling
(Sabariego, 2019). The sample studied were future teachers
(n= 114) from the 2nd and 3rd years of the Primary Education
Degree at the University of Malaga and the Autonomous Uni-
versity of Barcelona, in Spain. Both institutions were active
members of the research project. According to the research
ethical criteria of the Autonomous University of Barcelona,
trainee teachers were informed about the implication of their
participation.

All participants responded a writing dossier about a real
Twitter conversation, generated after the terrorist attacks in
Barcelona in August 2017. The future teachers had 45 min to
complete individual activities structured around this initial con-
versation, and especially around a concrete publication which
constitutes an example of online hate speech:

May no one forget that these Islamists are not left-wing or
right-wing, they’re after all of us, our way of life, our
freedom and our democracy. Here we’re not judging
Muslims, but it’s their religion that’s killing us. There’s no
room for the good ones. It’s our society or theirs2.
(GREDICS, 2018)

The participants were asked

(1) to identify and explain their feeling while reading the
conversation

(2) to analyse the use of us and them terms
(3) to explain whether they identified the publication as a hate

speech or not
and

(4) to write their hypothetical contribution to the debate

To do so they could use any digital technology available to
them to verify the truthfulness and reliability of the information
provided.

Data treatment and analysis
The names of the participants have been modified to ensure
anonymity, in accordance with the code of research ethics of the
Autonomous University of Barcelona (2020). Their answers have
been translated from Catalan and Spanish original writings. As no
significant differences were found between the results of the two
universities, the data are analysed together.

Data is analysed using mixed methods (Tashakkori and
Teddlie, 2003) in order to obtain a global quantitative picture and
detailed qualitative understanding. Qualitative data is analysed
through thematic analysis of the content (Flick, 2004).

Based on the data obtained, we have identified correlations
between different pre-established categories (Table 1), we have
compared the results with the theoretical framework considered
(Table 2) and, finally, we have studied the position of the future
teachers when dealing with hate speech.

In the first analysed activity, the published comment con-
stitutes a paradigmatic example of hate speech against Muslim
society, according to Parekh criteria (2006). We asked the future
teachers to critically explain whether or not it could be classified
as hate speech: “Write a critical analysis of his comment. Do you
consider it could be hate speech?” (GREDICS, 2018)

The analysis of the results for this first activity has taken into
account the following categories:
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Based on the answers identifying the account as hate speech,
we have developed a second analysis category which enables us to
identify the attributions that future teachers give to hate speech.
Using the ideas of Mouffe (2000, 2005) and Parekh (2006) we
classified the responses into the following categories:

In the second activity, we asked the future teachers to write a
contribution to the online conversation: “Let’s suppose you have
decided to participate in this online debate. What comment
would you write?” (GREDICS, 2018). Based on a thematic ana-
lysis of the content (Flick, 2004) we classified their responses into
four categories, using the strategies to develop counter-narratives
proposed by Tuck and Silverman (2016), adding a fifth category
for alternative narratives (European Council, 2017):

Results
Identifying hate speech and extremist ideologies. The results for
the first activity (Fig. 1) show that 89.47% (102 future teachers)
identified the proposed narrative as hate speech. On the contrary,
6.96% (8 future teachers) expressed doubts or denied that it is
hate speech, while 2.61% (3 future teachers) not only denied that
it was hate speech, but reproduced the author’s arguments.
Finally, 0.87% (1 future teacher) did not respond.

Considering the results that identify the narrative as hate
speech, 24.35% (28) of the answers were classified in the category
of ‘triggers passions’ (see Fig. 1). The future teachers who replied
in this category consider that the narrative presented is hate
speech, because it demonstrates the author’s emotions and
triggers the passions of other people. This is the case of Diana’s
response:

It is clear that this comment is hate speech. This person is
expressing their feelings of anger and disdain towards this
group of people, inciting hatred among those who read the
comment.

All the responses in this category identify hate speech as a
discourse that triggers passion. However, these passions are not
channelled into defending political ideas but are used as
existentialist arguments against Muslims. Diana expresses the
fact that these passions can be used to convince other people
about the truthfulness and legitimacy of these arguments, in such
a way that hate speech against Muslims continues. Sara’s response
is also included in this category. She made the following
statement:

Yes [it is hate speech]. And more so if it is read by someone
from that religion, as they could feel offended.

Here, Sara highlights the emotions that could be triggered
among those who are the object of the hate speech. The reaction
that this narrative can trigger is an offence. Furthermore, 51.3%
(60) of the responses identify the narrative presented as hate
discourse because it others Muslim people. We analysed this type
of narrative in greater detail following the characteristics of hate
speech defined by Parekh (2006) (see Table 2). As a result of this
analysis, we found that 12.17% (14 future teachers) argued that it
demarcates a group of individuals and stigmatises them, assigning
them a series of qualities that are considered to be undesirable, in
this case those of terrorists, fundamentalists and/or radicals (see
Fig. 1).

This is the case of Marcos’ response:

Yes, it is hate speech. This person is talking out of
ignorance and out of the impotence they feel about what
has happened. If they were to inform themselves, they
would see that the Muslim religion is based on values such
as respect and solidarity, not on killing.

Marcos considers that the hate speech presented originates
from the impotence and ignorance of the author, who attributes
qualities to the Muslim religion and culture, which are not
correct. 14.78% (17 future teachers) argue that the author of the
narrative others Muslims by generalising stereotypes for all
members of the social group (see Fig. 1). When asked if it is hate
speech, Ana says the following:

Yes, because they are discriminating against an entire group
for something a small percentage of this group did.

Ana considers that among Muslims there are terrorists, but
these comprise a very small percentage of the total. Here, she does
not focus on the attribution of undesirable characteristics to a
social group, but on the generalisation of these characteristics for
the whole group. The generalisation of stereotypes is one of the
main attributions made by future teachers to hate speech such as
that presented in this activity. Although we only consider that 17
of the narratives clearly include this element, it is true that the
majority of the responses include some reference that suggests
this generalisation. Likewise, 24.35% (28 future teachers) main-
tain that the narrative displaces the hated group out of normal

Table 1 Categories of analysis for future teachers’ responses in activity 1.

It is hate speech The future teacher identifies the account as hate speech.
It is not hate speech or they are not sure The future teacher expresses doubts about the nature of the account or believes that it cannot be classified

as hate speech.
They reproduce the hate speech The future teacher adheres to the criticism of the author of the publication and reproduces the hate speech.

Table 2 Categories of analysis for future teachers’ responses in activity 2 based on the works of Mouffe (2000, 2005) and
Parekh (2006).

Triggers passions The future teachers consider that it is hate speech because it others the hated group through the
generalisation of stereotypes.

Othering Demarcates and stigmatises The future teachers believe it is hate speech because it others the hated group, demarcating them and
stigmatising them.

Generalises stereotypes The future teachers consider that it is hate speech because it others the hated group through the
generalisation of stereotypes.

Displaces the hated group The future teachers consider that it is hate speech because it others the hated group by displacing them from
society.
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relationships, where their presence is considered to be hostile and
unacceptable (see Fig. 1). The responses with these characteristics
refer to racism as a key element in the narrative presented. Thus,
we considered that racism includes among its main character-
istics, the displacement of the hated group, towards social
exclusion and, therefore, we included it in this section. Pedro’s
response considers the mentioned characteristics:

I think it is a comment that can be classified as racist,
because it labels Muslims as terrorists, which means that
when this person meets a Muslim on the street, they
probably won’t be able to walk in the same place, or they
will insult them.

Pedro’s answer highlights this displacement from normal
relations, for example, in public spaces like the street. Finally,
13.91% (15 future teachers) identified the narrative as hate speech
(see Fig. 1). However, they do so without providing arguments, or
the arguments they use cannot be classified in any of the pre-
established categories. On the contrary, 8 future teachers (6.96%)
denied or doubted whether it is hate speech, as Marta states:

I don’t think it’s hate. It is their belief and they are warning
the readers and trying to convince them of something; that
Islam is a religion that promotes murder.

This type of response shows that some future teachers were not
able to identify the narrative presented as hate speech, even when
consciously participating in hate speech research. Their responses
reproduce the argument and they question whether it is hate
speech, and in some cases justify the author. Finally, a minority of
future teachers (3; 2.61%) not only deny that it is hate speech, but
they support the author’s point of view and reproduce the same
discourse (see Fig. 1). Juan said the following:

[The narrative] is written by someone who is angry about
the situation, but I think it is the most correct comment in
the debate.

Carmen’s response was also classified in this category. Carmen,
like the author of the narrative presented, attributes the blame for
the terrorist attacks to the Muslim religion:

Yes, it’s the same thing again. To what extent is this a
respectable religion?

We must not forget that the above comments, although they
are the minority, were made by future teachers. However, 89.75%
were able to identify the narrative as hate speech, but this does
not mean that they are capable of developing counterspeeches, or
that they do this in a coherent and well-argued way. We will
analyse the results of the activity of the hate
counterspeeches below.

Counter speeches of hate. The results in the second analysed
activity (see Fig. 2) show us that 86 future teachers (80.34%) were
able to develop counterspeeches. Through a thematic analysis of
the content, we classified the responses into different categories
(see Table 3). Below, we analyse some of the responses obtained
starting with those we classified in the majority categories and
finishing with the minority responses. The majority of the
responses (50; 43.86%) were classified in the category ‘inexact
arguments’ (see Fig. 2). These counterspeeches maintain that the
arguments used by the author of the online publication are based
on biased or false facts with a view to promoting hatred towards
the Muslim community. This is the case of Cecilia’s response. As
a future teacher, she would try:

To make students understand that we cannot generalise.
The terrorists are jihadists, not Muslims.

Like the majority of counterspeeches in this category, Cecilia
dismantles the hate speech, indicating that the arguments used
are inexact because it extends an isolated behaviour to the entire
Muslim community. Cecilia specifies that the concept ‘Muslim’
and ‘jihadists’ are used interchangeably when they are not the
same, meaning the hatred is supported by biased arguments.

Furthermore, 20 future teachers (17.54%) developed alternative
narratives based on human rights (see Fig. 2). In this case, they did
not develop counterspeeches based on hate speech, but they
promoted a series of values such as tolerance, equality and peace
in order to dismantle extremist ideologies, like that represented by the
author of the online publication. A clear example is that of Patricia,
who states in her comment that ‘we need to promote tolerance’.
Paula’s response was also classified in this category. Paula argues that

if we want a world in which peace and love prevail, we must
put these thoughts and emotions into practice, and not hate
and be resentful.

Triggers passions; 
28; 24.56%

Demarcates and 
s�gma�ses, 14, 

12.28%

Generalises 
stereotypes; 17; 

14.91%

Displaces the hated 
group; 28; 24.56%

No category; 15; 
13.16%

Denies or doubtes; 8; 
7.02%

Reproduces; 3; 
2.63% No answer; 1; 0.88%

Fig. 1 Future teachers identifying hate speech. Results of activity 1 classified by category.

ARTICLE HUMANITIES AND SOCIAL SCIENCES COMMUNICATIONS | https://doi.org/10.1057/s41599-022-01222-4

6 HUMANITIES AND SOCIAL SCIENCES COMMUNICATIONS |           (2022) 9:201 | https://doi.org/10.1057/s41599-022-01222-4



These responses are characterised by being assertive and by
promoting an alternative narrative to hate speech. They do not
tend to explicitly mention the hate speech or try to respond to its
arguments. Instead, they propose an alternative view of society,
based on democratic values and human rights. Thirdly, 12 future
teachers (10.53%) developed counterspeeches that revealed the
incoherence of the hate speech (see Fig. 2). The responses in this
category agree that other cultures and religions also have fanatics
among their members, and that the entire community is not
blamed. Specifically, within the Christian community, which the
author of the hate speech claims to represent, there are also
people who have committed crimes in the name of religion.
Carlos argues that…

I find it surprising that those of you who differentiate
between us and them, and accuse the entire Muslim
population of being terrorists and murderers, don’t realise
that you are promoting hatred, inequality, injustice…Are
there no Catholic criminals? Has the church not done
harm? Have you forgotten about what happened in 1492?
So, are all Spaniards murderers because a group ravaged the
Inca and Maya cultures? It is important to try and
understand that despite it being a very serious event,
people are not all the same and, therefore they don’t deserve
to be treated like that.

We classified a minority of the responses in the category
‘negative impact’. In general, the future teachers do not use the
argument that these discourses negatively impact the Christian
community or western society. Only 3 future teachers (2.63%) use
this argument (see Fig. 2). For example, Lorena says the
following:

We believe that countries such as the United States or Spain
are examples to follow and we look down upon others

where radicals of this type are generated in mass, but the
first world countries are providing these radicals with
weapons, the same weapons that are then used to kill
innocent people in these countries and in those of the first
world. Maybe the problem is elsewhere and the solution is
much more complex than simply exterminating these
people.

Lorena maintains that western countries indirectly supply
terrorist groups with weapons. She states that it is a complex
topic. The global economic inequalities linked to neo-colonialism
are one of the factors leading to the emergence of radicalised
people, who attack the western world. 29 of the future teachers
(25.44%) who participated in the research did not develop a
counterspeech (see Fig. 2). Some did not respond to the second
activity while others admitted that they were not able to build a
counter-narrative, that they did not participate in discussions of
this type, or that it was best to simply interrupt this type of
discourse.

Finally, no future teacher used humour or satire as a strategy to
develop counterspeeches. This may be due to the seriousness of
the social problem considered. We must consider that this hate
speech was generated after the terrorist attacks in Barcelona.

Discussion and conclusions
The results obtained in the first activity show that the majority of
future teachers are able to identify hate speech like the one we
presented to them. The majority attributes the characteristics
described by Mouffe (2000, 2005) and Parekh (2006) to hate
speech. It is noteworthy that 24.56% relate hate speech to the fact
that it displaces the targeted group, and other 24.56% to the fact
that triggers passions and emotions. This is an important point as
we cannot relate emotions of an ideological nature with some-
thing that is intrinsically negative. While in this case it is clearly
an example of hate speech, not all discourses that transmit

Table 3 Categories of analysis for future teachers’ responses in activity 2 based on the works of Tuck and Silverman (2016) and
European Council (2017).

Negative impact Highlighting how extremist activities negatively impact the people they claim to represent.
Incoherent discourse Demonstrating the hypocrisy of extremist groups and how their actions are often inconsistent with their own stated beliefs.
Inexact arguments Emphasising factual inaccuracies used in extremist propaganda and setting the record straight.
Use of humour Mocking or satirizing extremist propaganda to undermine its credibility.
Alternative narrative Creating an alternative narrative based on the values represented by human rights.

Nega�ve impact; 3; 
2.63%

Incoherent 
discourse; 12; 

10.53%

Inexact arguments; 50; 
43.86%

Use of humour; 0; 
0.00%

Alterna�ve 
narra�ve; 20; 

17.54%

Not able; 29; 25.44%

Fig. 2 Future teachers developing counterspeeches. Results of activity 2 classified by category.
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emotions must be dismantled, provided they are not constructed
in existentialist terms (Zembylas, 2019). A considerable number
of the responses refer to racism in the discourse, arguing that
discourses of this type displace the hated group from normal
social relations. Although the future teachers who identified the
hate narratives are a majority, it is concerning that 9.65% did not
manage to detect them. Recent studies show how internet users’
intervention against hate speech is more likely when hate com-
ments contain strongly abusive and hateful language such as
insults (Kunst et al., 2021). May it be possible for this nearly 10%
of future teachers to not have detected the hate message under-
lining sublte and disparaging language. Nevertheless, 2 of them
reproduced the hate speech. Although it is a very small number, it
is shocking that future teachers reproduce hate speech against the
Muslim population, in this case. We believe that, to educate
critical citizens, we need to have critical teachers. A teacher who
elaborates hate speech cannot be a critical teacher, nor a teacher.

In the second activity, the results show that 74.56% were able to
develop counter speech, although in the majority of cases
(43.86%) they highlight the inexactness of the arguments in the
hate speech. Only a minority use other strategies. None of the
narratives combine more than one strategy or consider the
counterspeech for an explicit translation in their educational
practice. It is also important to note that 17.54% developed an
alternative narrative revealing proactive strategies, and alter-
natives to the simple critique of the hate speech. Strategies such as
the use of humour or satire were not used by the future teachers,
which shows that not all the strategies proposed by Tuck and
Silverman (2016) are suitable in any context, or that the simulated
situation in an academic context does not favour them. On the
contrary, 25.44% did not develop a counterspeech or an alter-
native narrative, either because they did not think they were able
to or because they did not think it was relevant. In recent
research, Kunst et al. (2021) highlight how the willingness to
engage in intervention against hate comments depends on the
attacked social group. Thus it would be interesting to carry other
similar studies out, modifying the targeted social group.

These results highlight the lack of training in working with hate
speech and the construction of counterspeeches in the universities
studied. It is likely that these results will not be very different in
other Spanish universities. This statement is consistent with the
results obtained in other similar research. Previous studies
(Arroyo et al., 2018; García-Ruiz and Zorrilla Luque, 2019;
Ortega-Sánchez et al., 2021), show that the number of future
teachers who develop critical narratives in relation to hate speech
is very low. According to these studies, the majority of future
teachers develop simplistic narratives and do not identify the
complexity of the social problem being addressed. Moreover, they
show difficulties when developing a counterspeech. They also
point to the difficulties that arise from interpreting the curricu-
lum, to develop a didactic proposal that is committed to problems
in society, as it generates ideological conflicts, linked to social
beliefs and representations. Nevertheless, the present study shows
more optimistic results in some aspects. On Ortega-Sánchez et al.
(2021), there’s a minority of trainee teachers’ narratives capable of
rationalising the incoherences of hate speech; in the present one,
nearly 70% of the future teachers not only identify hate speeches
but also dismantle their arguments, incoherence and narrative
strategies.

The same study with secondary school students (Massip et al.,
2021) shows for the first activity that 60% of the students are able
to identify hate speech. However, only 53.5% of secondary school
students are able to develop counter-narratives. Secondary stu-
dents showed a noteworthy predisposition to generate counter-
speeches, although most of them based their arguments on the
impossibility of generalising, and only a few (6%) articulated

concrete arguments (Massip et al., 2021). For both activities, the
results show that future teachers are better prepared to identify
hate speech and develop counterspeeches than secondary stu-
dents are. These data were as expected since future teachers have
better training and are more mature than secondary school stu-
dents. However, we still believe their capacities are to improve.

There is great concern among different educational institu-
tions, in academia and in schools about the proliferation of hate
speech (European Council, 2014, 2017; Tryggvason, 2018;
Wodak, 2015, 2019), but the response must not be exclusively
educational. Schools have a large responsibility in the dis-
semination of human rights, but society must be very conscious
of the growing problem that exists. Within educational solutions,
one of the main tools is teacher training. We need critical teachers
who are capable of exposing hate speech and extremist ideologies,
and who are able to address these narratives, which are so present
on the internet and in their classes. The results of this study show
that, while future teachers are capable of identifying hate speech,
they present real difficulties when developing counterspeeches.
Their responses are very simplistic and reveal a lack of strategies
to address this type of discourse and ideology. Better teacher
training is needed, which explicitly tackles the problem of hate
speech and extremism in society. We need to train teachers who
dare to open spaces for political debate in their classes, where
emotions and ideological positions are expressed. We need tea-
chers who are able to promote inclusive education for social
justice, coexistence and peace.

Data availability
The datasets generated during and/or analysed during the current
study are not publicly available due to preserve the privacity of
participants but are available from the corresponding author on
reasonable request.
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