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Abstract. This paper proposes a computational model of visual at-
tention which performs stochastic attentional selection and shift on the
visual attention pyramid that is computed for each frame of a video
sequence. In this model, the visual attention pyramid is generated ac-
cording to the rareness criteria by using intensity contrast, saturation
contrast, hue contrast, orientation and motion energy on a Gaussian
resolution pyramid. On this attention pyramid, stochastic attentional
selection and shift is performed on mechanisms of the dynamic mainte-
nance of IOR(Inhibition Of Return), the bottom-up spatial modulation
of attention and the adaptive competitive filtering of attention. Experi-
mental results show that this model achieves stochastic visual pop-out to
artificial pop-out targets and stochastic attentional selection and shift,
especially the whole-part attention shift and the motion-follow attention,
in daily scenes.

1 Introduction

Visual attention selects spatially circumscribed regions from dynamic scenes
that contain relevant objects and events for high-level scene recognition. This
mechanism is indispensable for not only human but also robots and computer
vision systems to act effectively in a real world under constraints of temporal
and computational resources. Visual attention is controlled by both stimulus-
driven bottom-up factors and volition-driven top-down factors [1]. The former
attention is rapid and task-independent but the latter attention is slow and task-
dependent. There have been a lot of psychological and computational models of
visual attention, in which the feature integration theory of Treisman [2], the
guided search model of Wolfe [3] and the saliency map model of Koch & Ullman
[4, 5] are well-known and have a great influence on later studies.

In this paper, we propose a computational model of visual attention which
performs stochastic attentional selection and shift on the visual attention pyra-
mid that is computed for each frame of a video sequence. The characteristics
of our model are outlined as follows. First, the model computes a multi-level
saliency map, which we call the visual attention pyramid, according to a rareness
criteria [6] by using intensity contrast, saturation contrast, hue contrast, orien-
tation and motion energy on a Gaussian resolution pyramid. Second, stochastic
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attentional selection and shift on the visual attention pyramid is performed on
mechanisms of the dynamic maintenance of IOR(Inhibition Of Return) [7], the
bottom-up spatial modulation of attention and the adaptive competitive filter-
ing of attention, which enable the model to control convergence and divergence
of attention and the whole-part shift of attention. Performance of the model is
evaluated for stochastic visual pop-out to artificial pop-out targets and stochas-
tic attentional selection and shift, especially the whole-part attention shift and
the motion-follow attention, in daily scenes.

This paper is organized as follows. Section 2 describes an organization of
the visual attention pyramid and section 3 presents mechanisms of stochastic
attentional selection and shift. Experimental results are shown in section 4 and
we conclude our work in section 5.

2 Visual Attention Pyramid

2.1 Visual Features on a Gaussian Resolution Pyramid

In the human vision system, it is known that there exist parallel perceptual
channels for different spatial frequencies and temporal frequencies. In computer
processing of images, these channels can be represented on a Gaussian resolu-
tion pyramid [8, 9]. In our model, a Gaussian resolution pyramid of intensity,
saturation and hue is firstly obtained for each image of a video sequence as a
basis for computing early visual features. Then for each point of each level of
the Gaussian resolution pyramid, intensity contrast, saturation contrast and hue
contrast and also orientation of intensity, saturation and hue are computed as
static visual features and motion energy [10] is computed as a dynamic visual
feature for a sequence of intensity images.

Intensity contrast CI and saturation contrast CS are respectively computed
by convolving intensity and saturation with a LoG(Laplacian of a Gaussian)
kernel at each point. Since a hue value h(h ∈ [0, 2π)) represents a spectrum of
color on a continuous color circle, hue contrast CH is obtained as follows. Let
P (p) be a set of points around a point p which is used for convolution with a
LoG kernel. First, for each point p′ ∈ P (p), the difference d(p′, p) = |h(p)−h(p′)|
is calculated, where h(p) and h(p′) are hue of the point p and p′ respectively.
Next, a relative hue value h′(p′) of each point p′ ∈ P (p) to a hue value of the
point p is computed by

h′(p′) =

{
π−d(p′,p)

π · · · d(p′, p) ≤ π
d(p′,p)−π

π · · · d(p′, p) > π .
(1)

Then, hue contrast is obtained by convolving these relative hue values with a
LoG kernel. However, if hue of a point p is indefinite, hue contrast of the point
p is set to 0. Also, if hue of a point p′ ∈ P (p) is indefinite, d(p′, p) is supposed
to be 0.

Intensity orientation OI , saturation orientation OS and hue orientation OH

of 0◦, 45◦, 90◦ and 135◦ are respectively computed by convolving intensity, sat-
uration and hue with a Gabor kernel of 0◦, 45◦, 90◦ and 135◦ at each point,

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
           Proceedings of the 5th International Conference on Computer Vision Systems (ICVS 2007) 
          Published in 2007 by Applied Computer Science Group, Bielefeld University, Germany, ISBN 978-3-00-020933-8 
          This document and other contributions archived and available at: http://biecoll.ub.uni-bielefeld.de



Stochastic Attentional Selection and Shift on the Visual Attention Pyramid 3

where convolution for hue orientation is performed by using relative hue values
in a similar way as hue contrast. The maximum value of intensity, saturation
and hue orientation defines a value of orientation O for each point.

For a temporal sequence of Gaussian resolution pyramids, motion energy
is computed by convolving intensity with a spatio-temporal Gabor kernel at
each point of each level of them [9–11]. In our model, full motion energies of 8
directions of 0◦, 45◦, 90◦, 135◦, 180◦, 225◦, 275◦ and 315◦ and 2 speeds of low
and high are computed as a dynamic visual feature.

2.2 Multi-level Saliency Map

The multi-level saliency map SP is obtained by using intensity contrast, satura-
tion contrast, hue contrast, orientation and full motion energy of each point of
each level of a Gaussian resolution pyramid. We call this map and also a modu-
lated map of it by spatial attention and competitive filtering the visual attention
pyramid. Each feature is composed of plural dimensions to represent conspicu-
ity competitively. Feature of intensity contrast is composed of two dimensions
of on-center off-surround response and on-surround off-center response. Feature
of saturation is also composed of two dimensions of on-center off-surround re-
sponse and on-surround off-center response. Feature of hue contrast is composed
of six dimensions which correspond to red, yellow, green, cyan, blue and ma-
genta. Feature of orientation is composed of four dimensions which correspond
to orientation of 0◦, 45◦, 90◦ and 135◦. Feature of motion energy is composed
of sixteen dimensions for eight directions and two speeds. Conspicuity of feature
is obtained according to the rareness criteria among dimensions which ensures
that the fewer a dimension of feature appears in an image the more conspicuous
the region of the dimension is in the image.

On-center off-surround response and on-surround off-center response of in-
tensity contrast are respectively represented by the positive and the negative
signs of LoG convolution. Strength of contrast is represented by the absolute
value of LoG convolution. For each level, let maximum strength of on-center
off-surround contrast and on-surround off-center contrast be C∗Ion and C∗Ioff re-
spectively. By defining the threshold rate of rareness θR(0 ≤ θR ≤ 1), rareness of
on-center off-surround contrast and on-surround off-center contrast are given by
r(nIon) and r(nIoff ) for a monotonic decreasing function r(n) and the number
nIon and nIoff of points in the level whose strength of contrast are not less than
θR × C∗Ion and θR × C∗Ioff respectively. We call r(n) the rareness function and
use r(n) = 1/

√
n. Then, intensity conspicuity SIC(p) is obtained for strength of

on-center off-surround contrast CIon(p) and strength of on-surround off-center
contrast CIoff (p) of each point p by

SIC(p) =
(r(nIon)× CIon(p) + r(nIoff )× CIoff (p))×max(C∗Ion, C∗Ioff )

C∗IR

(2)

where C∗IR is the maximum value of rareness-weighted intensity contrast, that
is given in the first term of the numerator, for all points in the level. Intensity
conspicuity is normalized to take a maximum value of max(C∗Ion, C∗Ioff ).
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Saturation conspicuity SSC is obtained in the same way as intensity conspicu-
ity based on on-center off-surround contrast and on-surround off-center contrast
of saturation. Orientation conspicuity SOR and motion energy conspicuity SME

are computed in the similar way for four dimensions of orientation and sixteen
dimensions of motion energy respectively.

Hue conspicuity SHC is obtained from hue and hue contrast in the same idea
but somewhat complicated way. Firstly, for each dimensional hue of red(Re =
0or2π), yellow(Ye = π/3), green(Gr = 2π/3), cyan(Cy = π), blue(Bl = 4π/3)
and magenta(Ma = 5π/3), maximum hue contrast C∗Re, C∗Y e, C∗Gr, C∗Cy, C∗Bl

and C∗Ma of the dimension is calculated as follows. Let A(h∗)(h∗ = Re, Ye, Gr,
Cy, Bl, Ma) be a set of points whose hue h(p) satisfies |h(p)− h∗| ≤ π/6. Then
C∗h∗ is given as the maximum hue contrast among any hue contrast of points in
A(h∗) for h∗ = Re, Ye, Gr, Cy, Bl,Ma. Next, rareness r(nh∗) of each dimension
h∗(h∗ = Re, Ye, Gr, Cy, Bl, Ma) is computed by applying the rareness function
r(n) to the number nh∗ of points in A(h∗) whose hue contrast are not less than
θR × C∗h∗ , where θR is the threshold rate of rareness. By using these rareness
values, hue contrast h(p) for each point p is weighted in the following way. If the
point p has one of dimensional hue h∗(h∗ = Re, Ye, Gr, Cy, Bl,Ma), weighted hue
contrast is given as CR

H(p) = r(nh∗)× CH(p). Otherwise, weighted hue contrast
CR

H(p) of the point p is obtained by using rareness values r(nh1) and r(nh2) of
two neighbor dimensional hue h1 and h2 on the color circle and hue difference
dp,h1 and dp,h2 between hue of the point p and these two neighbor dimensional
hue h1 and h2 as

CR
H(p) =





r(nh1)× CH(p) · · · dp,h1 < dp,h2

r(nh2)× CH(p) · · · dp,h1 > dp,h2
r(nh1 )+r(nh2 )

2 × CH(p) · · · dp,h1 = dp,h2 .

(3)

However, in case hue of a point p is indefinite, CR
H(p) = 0. Hue conspicuity

SHC(p) is obtained by SHC(p) = CR
H(p) × (C∗H/C∗HR), where C∗H = max(C∗Re

,
C∗Ye

, C∗Gr
, C∗Cy

, C∗Bl
, C∗Ma

) and C∗HR is the maximum value of rareness-weighted
hue contrast.

The static saliency SS(p) is obtained for intensity conspicuity SIC(p), satu-
ration conspicuity SSC(p), hue conspicuity SHC(p) and orientation conspicuity
SOR(p) by

SS(p) =
∑

i=IC,SC,HC,OR

(wi × Si(p)) (4)

where wi(i = IC, SC, HC, OR), whose sum is 1, are weights for combination.
The dynamic saliency SD(p) is obtained only from motion energy conspicuity as
SD(p) = SME(p). Finally, the saliency S(p) is obtained as weighted sum of the
static saliency and the dynamic saliency by

S(p) = wS × SS(p) + wD × SD(p) (5)

where wS and wD, sum of which is 1, are weights for composition. The multi-
level saliency map is generated by computing this saliency value at every point
of every level of a Gaussian resolution pyramid.
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3 Stochastic Attentional Selection and Shift

3.1 Attention Probability Space

In our model, an attention probability space is introduced on the visual attention
pyramid. The attention probability on the visual attention pyramid is adaptively
determined based on modulating saliency on the multi-level saliency map with
attentional IOR, spatial attention and global competitive inhibition.

The attention probability space on the visual attention pyramid is defined
as follows. First of all, it is assumed that attention to each point at each level
of the visual attention pyramid, which we call an attention event, is mutually
independent. That is, the model can discriminatively direct attention to two
points in different levels one of which spatially includes another. Let A(n, x, y)
and a(n, x, y) be an attention event and an attention value to a point p(n, x, y)
at a level n(n = 0, . . . , N − 1, where the original image level is 0) of the visual
attention pyramid. Then, the attention probability prob(n, x, y) of A(n, x, y) is
defined by

prob(n, x, y) =
a(n, x, y)∑N−1

n=0

∑
x,y a(n, x, y)

. (6)

This probability satisfies following conditions:

1. for each attention event A, 0 ≤ prob(A) ≤ 1,
2. for the whole attention event Ω, prob(Ω) = 1,
3. for mutually exclusive attention events Ai(i = 1, 2, . . .), prob(

⋃∞
i=1 Ai) =∑∞

i=1 prob(Ai) .

By the way, since IOR inhibits attention from returning to the previously
attended location, attention is set to 0 for IOR-imposed points on the visual
attention pyramid. Moreover, in our model, it is assumed that saliency proba-
bilistically receives spatial modulation around a focus of attention immediately
before and also is filtered by global competitive inhibition. We call the former
the bottom-up spatial attention and the latter the competitive filtering.

Let p(l, xl, yl) be a center (xl, yl) of spatial attention at a level l and σl be
an extent of the spatial attention at the level l. Then, the bottom-up spatial
attention βn(x, y) at each level n(n = 0, . . . , N − 1) is defined by a Gaussian
function as

βn(x, y) = λnexp

(
− (x− xn)2 + (y − yn)2

2× ( σl

2n−l )2

)
(7)

where p(n, xn, yn) is a center (xn, yn) of spatial attention at a level n which
corresponds to p(l, xl, yl) and λ is the level multiplier of spatial attention. In
case λ > 1, it represents that attention has tendency to be paid to the whole
rather than the part. Saliency Sn(x, y) of a level n is modulated by the bottom-up
spatial attention as βn(x, y)∗Sn(x, y), where ∗ represents the pointwise product
of βn(x, y) and Sn(x, y).

The competitive filtering is performed for the visual attention pyramid con-
strained by IOR and the bottom-up spatial attention. Let γ be the competitive
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filtering rate which is specified as a rate for the maximum value a∗ of attention
in all levels of the pyramid. Then attention of any point whose attention value
is less than γ × a∗ is set to 0 by the competitive filtering. The competitive filter
is denoted by ψ(γ).

Consequently, the attention probability space is expressed by

APS := (AP (SP, QIOR, β(l, xl, yl, σl), ψ(γ)), prob) (8)

where AP (SP,QIOR, β(l, xl, yl, σl), ψ(γ)) is a visual attention pyramid in which
a multi-level saliency map SP is modulated by IOR, the bottom-up spatial
attention β and the competitive filter ψ, QIOR is a set(queue) of IOR-imposed
points and prob is attention probability defined by the expression (6) on AP .

3.2 Mechanism of Stochastic Attentional Selection and Shift

In attention for a continuous scene, it is necessary to perform attentional selec-
tion and shift on a sequence of image frames over time. In our model, stochastic
attentional selection and shift is performed for a sequence of visual attention
pyramids through mechanisms of the dynamic maintenance of IOR, the bottom-
up spatial attention probabilistically imposed according to the share of attention
immediately before, and the adaptive competitive filtering of attention.

In the dynamic maintenance of IOR, IOR continues over a certain duration
of frames so long as saliency of IOR-imposed points does not change, but it is
released when more than some degree of saliency change occurs at the points.
That is, for each point p in QIOR, let Sb(p) and Sc(p) be saliency at the time
when it added to QIOR and the current time respectively. Then if the difference
|Sc(p) − Sb(p)| is not less than a threshold δ, that is called the IOR-release
threshold, the point is removed from QIOR.

The bottom-up spatial attention is probabilistically imposed according to the
share of attention immediately before. Let a(l, x, y) be an attention value of a
point p(l, x, y) in a level l which is selected as a focus of attention. Then, the
share of attention η is given as η = a(l, x, y)/a(l) for the sum of attention a(l)
of the level l. According to the share of attention, the probability with which
bottom-up spatial attention acts on is obtained as

p =
1

1 + exp
(
−η−θS

TS

) (9)

where θS is a transition threshold that gives the probability 0.5 with which
spatial attention acts on and TS is a temperature which provides dependency
between probability of spatial attention and share of attention. The bottom-up
spatial attention is computed by the expression (7). A standard deviation σ0 of
spatial attention at level 0 is given by σ0 = 2l×σl for a standard deviation σl of
spatial attention at the level l. The bottom-up spatial attention affects only for
the next attentional selection. When no bottom-up spatial attention is generated,
it is supposed that default spatial attention with a large standard deviation is
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imposed on the center of an image. This causes a tendency that attention is
directed to the center of an image and also the whole-part attentional bias that
is provided by the level multiplier of spatial attention.

The competitive filtering narrows the range of attention down to relatively
high attention area, which is adaptively performed according to change of the
maximum saliency in response to change of IOR and modulation of saliency
by the bottom-up spatial attention. Low attention area gradually becomes a
target of stochastic attentional selection as high attention points inhibited by
IOR but this attention shift can be probabilistically cyclic in accordance with
the continuation time of IOR.

Thus, in our model, the dynamic maintenance of IOR, the bottom-up spatial
attention probabilistically imposed according to the share of attention imme-
diately before, and the adaptive competitive filtering of attention can achieve
stochastic shift from high attentional points to low attentional points, conver-
gence and divergence of attention, and the whole-part shift of attention.

4 Experimental Results

4.1 Experimental Framework

To evaluate dynamics and performance of stochastic attentional selection and
shift, several experiments were conducted by using animated still video clips for
stochastic visual pop-out test, still video clips which contains objects that are
designed to attract attention in the real-world, and motion video clips which
contains moving objects and persons in daily scenes.

Main parameter values used in experiments are as follows. The number of
levels of a Gaussian resolution pyramid is 5. Among these levels, the visual
attention pyramid is generated for reduced images from level 1 to level 4. In
saliency computation, θR = 0.75, (wIC , wSC , wHC , wOR) = (0.25, 0.1, 0.4, 0.25)
and (wS , wD) = (0.05, 0.95). As for IOR, IOR continues 2 frames by default and
δ = 0.1. As for bottom-up spatial attention, λ = 1.25, θS = 0.25, TS = 0.1 and
σl is set to 8 for any level l. As for competitive filtering, γ = 0.8. Four foci of
attention are sequentially selected on each visual attention pyramid, that is, in
each image frame.

4.2 Stochastic Visual Pop-out

Animated still video clips of 25 frames were used for experiments of the inten-
sity, hue and orientation pop-out. Fig. 1 shows images for pop-out and foci of
attention on them. The number of foci of attention is 100 in total since 4 foci of
attention is selected in 1 frame. The left image of Fig. 1 shows intensity pop-out
of a white circle in a certain frame. The result of the stochastic intensity pop-out
is summarized as follows. First of all, 47 foci (47%) of attention were directed to
a white circle. In frame by frame, at least one focus was directed to a white circle
at 22(88%) frames of 25 frames. For each of 9 black circles, 5.89 foci (5.89%) of
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attention were directed in 2.44(9.8%) frames on average though distribution was
uneven. The whole-part attention shift was occurred 3 times from level 1 to level
2 and also 3 times from level 2 to level 1 around the white circle. From these
results, it was confirmed that attention was almost always directed to a white
circle and sometimes to black circles, that is, the white pop-out occurred clearly
but stochastically. The hue pop-out and the orientation pop-out were similarly
observed as shown in middle and right images in Fig. 1.

Fig. 1. Stochastic visual pop-out on images for the intensity pop-out (left), the hue pop-
out (middle) and the orientation pop-out (right). (Squares represent foci of attention
and their size represents their levels on the visual attention pyramid. That is, small,
middle and large squares represent level 1, level 2 and level 3 respectively. Brightness
represents the order of attention in an image. Dotted circles represent bottom-up spatial
attention.)

4.3 Stochastic Attentional Selection and Shift for Static Scenes

A still video clip which contains traffic signs as objects designed to attract at-
tention was used for this experiment. This video clip consists of 25 frames and
the number of foci of attention is 100 in total. Fig. 2 shows snapshots and foci
of attention. In this experiment, 84 foci (84%) of attention were directed to two
traffic signs. This included attention to the upper traffic sign, the lower traffic
sign and an area which contained both traffic signs, one which is shown in the left
image of Fig. 2. In frame by frame, 23(92%) frames of 25 frames were directed
to one or both of traffic signs. Other attended objects or areas were a car and
an area ahead which contains a sky, a mountain and a road, which are shown in
middle and right images of Fig. 2. The 16 foci of attention were directed to these
objects or areas in 7 frames. The whole-part shift of attention were observed 15
times (15%), which included 7 times from the part to the whole and 8 times
from the whole to the part. An attention shift from the lower traffic sign at level
1 to an area which contains two traffic signs at level 3 then to the upper traffic
sign at level 1 was a typical whole-part attention shift. Also from car at level 2
to its part at level1 was a typical example of the whole-part attentional shift.
Thus, it was confirmed that attention was directed to traffic signs designed to
attract attention with high probability and the whole-part attentional shift was
occurred with a certain probability.
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Fig. 2. Stochastic attentional selection and shift on a scene which contains traffic signs.

4.4 Stochastic Attentional Selection and Shift for Dynamic Scenes

Motion video clips of a person performing a sign language and a dynamic scene
at a crossing were used for experiments.

A sign language video clip1 consists of 30 frames which contains 120 foci of
attention. In the experiment, attention was directed to a face, a moving right
hand and a moving right arm. The left image of Fig. 3 shows an example of a
person performing a sign language and foci of attention. The 78(65%), 24(20%),
and 18(15%) foci of attention were directed to the right hand, the face and the
right arm respectively. In frame by frame, 24, 10 and 10 frames were directed to
the right hand, the face and the right arm respectively and attention followed
the moving right hand and arm. The whole-part shift of attention were observed
31 times (26%) around the face and the right hand, which included 13 times
from the part to the whole and 18 times from the whole to the part. From
these observations, it was confirmed that attention was directed to and followed
moving parts of a person with high probability, and that attention was directed
to the face with a certain probability because it was salient in hue. Also it was
confirmed that the whole-part attentional shift was occurred around these salient
parts of a person.

A crossing video clip consists of 70 frames which contains 280 foci of attention.
The middle and right images of Fig. 3 show snapshots and foci of attention. In
this video clip, a lot of attention were paid to a person walking from left to
right, two bicycles toward the left and one bicycle toward the right. In total, 244
foci (87%) of attention were directed intermittently to these person and bicycles.
In frame by frame, attention was directed to at least one of them in 68 (97%)
frames. Other attended objects or areas were a traffic signal, a road ahead and a
area in the right side which contained buildings and roadside trees. The 36 foci
of attention were directed to these objects or areas in 21 frames. The whole-part
shift of attention did not occur so much in this video clip. Only 7 shifts from
the part to the whole and 8 shifts from the whole to the part were observed.
From these analyses, it was confirmed that in case plural objects were moving
such as at a crossing, attention was directed intermittently to those with high
probability and also static salient objects were attended to with low probability.

1 This clip is part of a video open to the public on the web by NTT Data corporation.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
           Proceedings of the 5th International Conference on Computer Vision Systems (ICVS 2007) 
          Published in 2007 by Applied Computer Science Group, Bielefeld University, Germany, ISBN 978-3-00-020933-8 
          This document and other contributions archived and available at: http://biecoll.ub.uni-bielefeld.de



10 Masayasu Atsumi

Fig. 3. Stochastic attentional selection and shift for a person performing a sign lan-
guage (left) and a scene at a crossing (middle and right).

5 Conclusions

We have proposed a computational model of visual attention which performs
stochastic attentional selection and shift on the visual attention pyramid that
is computed for each frame of a video sequence. Through experiments, it was
confirmed that this model achieved stochastic visual pop-out to artificial pop-out
targets and stochastic attentional selection and shift, especially the whole-part
attention shift and the motion-follow attention, in daily scenes.
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entific Research No.18500121 from Japan Society for Promotion of Science.
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