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#### Abstract

Motion calculation is often a necessary pre-processing step for moving object detection and tracking. It is a challenging task when the images are taken in outdoor scenes with cameras mounted on a moving vehicle. In this paper we present an accurate and efficient motion calculation system. The accuracy of the system is achieved by estimating background motions and eliminating those pixels that have similar motions to the background motion, and by calculating motion vectors using affine image transformation with Newton-Raphson style search method under subpixel resolution. Efficiency is achieved by concentrating on the regions of interests through a coarse-to-fine process.
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## 1. Introduction

Accurate and efficient motion calculation is an important component for intelligent vehicle systems that use vision sensors. Motion calculation is a pre-processing step for many moving object detection and tracking systems $[4,6,11]$ that have applications including surveillance, intelligent vehicle systems and moving target tracking.

Motion calculation algorithms have been extensively investigated. Most of the motion detection algorithms are based on image correlation [1, 3, 12] and sum-of-squared-difference(SSD) methods [1, 7]. Motion vectors are obtained through the small inter-frame displacements, which are calculated by tracking a window with respect to translation and linear image deformation through the optimization of some matching criterion. In spite of many progresses $[6,8,10]$, motion vector calculation is still considered a computationally expensive process and the results of most algorithms are not satisfactory in outdoor applications [7, 8]. This paper focuses on developing an accurate and efficient motion calculation system for applications in intelligent vehicle systems such as moving vehicle and pedestrian detection. Since such applications require on-board operation, a full search motion estimation
algorithm is usually too computationally costly, and low-cost motion estimation algorithms are considered as viable solutions [2].

The motion calculation system described in this paper is designed to achieve both accuracy and efficiency. The accuracy is achieved by effectively modeling of background motion and affine image transformation with subpixel resolution. The efficiency is achieved through a coarse-to-fine search process to find the motion vectors of moving objects in an efficient manner. Figure 1 illustrates the major computational steps involved in the proposed system.
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Fig. 1: An efficient and effective system for motion vector calculation.
The following sections describe the major algorithms employed in the motion calculation system.

## 2. A Background Motion Model

Background motion, also referred to as ego-motion, is the motion of the host vehicle, the vehicle with the vision camera system, relative to the road or to the stationary objects such as buildings, trees, etc. Accurate estimation of background motion is important in detecting truly moving objects. There are a number of publications in the literature devoted to background motion estimation. Shashua et al proposed a number of algorithms based on a direct method [5, 9]. In the direct method, each pixel contributes a measurement. Then a global probability function is used to estimate the parameters of the ego-motion model based on these measurements. To achieve a robust estimation model, Shashua et al reduced the number of estimated parameters from eight to a minimum of three to facilitate the use of robust estimation using sampling [8]. The following subsections describe our background motion model obtained by fitting motion vectors of stationary objects such as tree tops or buildings to an analytic model.

### 2.1 Estimate Background Motion

When driving a vehicle on the road, the driver sees stationary objects such as trees and buildings moving towards the edge of her/his vision at left and right side. That is the background motion we referred to, which is caused by the motion of the driver's own vehicle, i.e. the host vehicle. In most intelligent vehicle systems, the more interested objects are those moving in ways different from the background motion. Without the knowledge of the 3-D locations of the stationary objects in the field of view, it is difficult to calculate the background motion precisely. However, it is possible to obtain a good estimation using the following simplified model (see Fig. 2).


Fig. 2. Schematic drawing of background motion geometry.

We assume that the projected distance between the stationary object and the camera is described by $L$ and $D$, where $L$ is the distance in parallel to the vehicle moving direction and $D$ in perpendicular to the vehicle moving direction. Let the distance between the lens and the imaging chip be $f$, and distance between the location on the image chip where the stationary object is projected and the imaging center be $x$. Based on this geometry we have,

$$
\left\{\begin{align*}
x & =\frac{D \cdot f}{L}  \tag{1}\\
\frac{\delta_{x}}{\delta_{t}} & =\frac{D \cdot f}{L^{2}} \cdot\left(-\frac{\delta_{L}}{\delta_{t}}\right)=\frac{x^{2}}{D \cdot f} \cdot v_{c}=\left|\frac{v_{c}}{D \cdot f}\right| \cdot \operatorname{sign}(x) \cdot x^{2}
\end{align*}\right.
$$

with vision sensors capturing the scene in image sequences. Equation (1) implies that:

- The stationary objects at the left half of the viewing plane appear to be moving towards left while the objects in the right half of the view plane appear to be moving towards right.
- The closer the stationary objects move towards the edge of the image plane, the faster they appear to be moving. The moving speed increases in a nonlinear order.
Usually $v_{c}$ and $D$ vary with the time. However during a small time interval such as the two consecutive image frames sampled at 15 to $20 \mathrm{fps} v_{c}$ remains almost constant for all the stationary objects in the view. Furthermore, if we consider only the freeway scenes, most of the stationary objects are trees and the trees at the both sides of the road remain roughly the same distance to the center of the road. With this assumption, the background motion in an image can be approximated with two parabolic functions - the left one opens downward while the right one opens upward as follows:
$v_{B}(x)= \begin{cases}A \cdot\left(x-x_{0}\right)^{2} & \left(x>x_{0}\right) \\ -B \cdot\left(x-x_{0}\right)^{2} & \text { (otherwise) }\end{cases}$
where $v_{B}(x)$ is the background motion along the horizontal direction, and $A, B$, and $x_{0}$ are the constant parameters to be determined. Note $\mathrm{x}_{0}$ is the location where the left parabolic function ends and the right parabolic function begins. Both $A$ and $B$ are positive and usually $A>B$ because $|D|$ is smaller when $x>x_{0}$. This is caused by the fact that the host vehicle is usually driven on the right side of the road. Using the motion vectors calculated from the stationary objects such as tree or building tops in the image by the algorithm described in the next section, we are able to determine all the parameters in Equation (2) using the well-known least-square error method.

Figure 3 illustrates the background motion model. Figure 3 (a) is an image taken from a freeway scene, and Figure 3 (b) illustrates the motion data calculated from the treetops in the image and the parabolic approximation of the motion vectors. The horizontal axis in Figure 3 (b) is the same horizontal axis in the image plane, and the vertical axis is $v_{B}(x)$. The vertical line in Figure 3 (b) indicates where $x_{0}$ is, the spot where the left parabolic function ends and the right parabolic function begins. One can see that the parabolic function approximates the motion data points quite well except for the points indicated by the red arrow and the red circle where the treetops are blocked by a vehicle on the road. These points are considered outliers that can be eliminated by measuring the distance from each point to the parabolic curves: those have larger distances are eliminated from further process.

Another interesting thing we can observe from Figure 3 is that it is impossible to detect a moving object by looking at the magnitude of the motion vectors, especially when the motion vectors of the background can have such variety of magnitude. This is why it is important to generate a background motion model, although it is an approximate, in order to get more accurate motion vectors for true moving objects such as vehicles and pedestrians.
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Fig. 3. A background motion model. (a) is an original image N, (b) Illustration of background motion model.

### 2.2 Finding stationary objects using a sky segmentation algorithm

In most images of outdoor scenes, the sky region occupies a big portion at the top of the image. Usually directly below the sky region we can find stationary objects such as tree tops, telephone poles and building tops. By finding the regions of sky, we could quickly identify a region that contains stationary objects. The sky region is segmented based on edge strengths of pixels, which are obtained through a filtering process of applying four directional Sobel filters to the image. Figure 4 shows two examples of edge images.


The algorithm selects multiple seeds within the top of the edge image and then apply the well-known flood fill method to the seeds to find the regions of the sky. The pixels of strong edgeness located at the lower portion of the sky regions are identified as the sky boundary (see Figure 4). The regions containing stationary objects are those directly below the sky boundary.

## 3 Calculating Motion Vectors

Assume the image from the current frame is $I^{t}(x, y)$, the image from the previous frame is $I^{t-1}(x, y)$. The problem of calculating the motion vector of an image block is equivalent to minimizing the following equation:
$\Psi\left(d_{x}, d_{y}\right)=\sum_{i}\left[I_{t}\left(x_{i}-d_{x}, y_{i}-d_{y}\right)-I_{t-1}\left(x_{i}, y_{i}\right)\right]^{2}$
where ( $x_{i}, y_{i}$ ) are the pixels within the image block, $\left(d_{x}, d_{y}\right)$ is the motion vector to be calculated. By applying Taylor expansion and ignoring the high-order terms, we have:
$\frac{\partial \Psi}{\partial d_{x}} \propto \sum_{i}\left[I^{t}\left(x_{i}-d_{x}, y_{i}-d_{y}\right)-I^{t-1}\left(x_{i}, y_{i}\right)\right] \cdot I_{x}^{t}\left(x_{i}-d_{x}, y_{i}-d_{y}\right)$
$\approx \sum_{i}\left[S\left(x_{i}, y_{i}\right)-I_{x}^{t}\left(x_{i}, y_{i}\right) \cdot d_{x}-I_{y}^{t}\left(x_{i}, y_{i}\right) \cdot d_{y}\right]$.
$\left[I_{x}^{t}\left(x_{i}, y_{i}\right)-I_{x x}^{t}\left(x_{i}, y_{i}\right) \cdot d_{x}-I_{y y}^{t}\left(x_{i}, y_{i}\right) \cdot d_{y}\right]$
$\approx \sum\left[S\left(x_{i}, y_{i}\right) \cdot I_{x}^{t}\left(x_{i}, y_{i}\right)-\left[S\left(x_{i}, y_{i}\right) \cdot I_{x x}^{t}\left(x_{i}, y_{i}\right)+\left(I_{x}^{t}\left(x_{i}, y_{i}\right)\right)^{2}\right] \cdot d_{x}\right.$ $-\left[S\left(x_{i}, y_{i}\right) \cdot I_{x y}^{t}\left(x_{i}, y_{i}\right)+I_{x}^{t}\left(x_{i}, y_{i}\right) \cdot I_{y}^{t}\left(x_{i}, y_{i}\right)\right] \cdot d_{y}$
$\approx \overline{s \cdot I_{x}^{t}}-\overline{S \cdot I_{x x}^{t}+\left(I_{x}^{t}\right)^{2}} \cdot d_{x}-\overline{S \cdot I_{x y}^{t}+I_{x}^{t} \cdot I_{y}^{t}} \cdot d_{y}$
Similarly,
$\frac{\partial \Psi}{\partial d_{y}} \propto \overline{S \cdot I_{y}^{t}}-\overline{S \cdot I_{y y}^{t}+\left(I_{y}^{t}\right)^{2}} \cdot d_{y}-\overline{S \cdot I_{x y}^{t}+I_{x}^{t} \cdot I_{y}^{t}} \cdot d_{x}$
where

$$
\left\{\begin{align*}
S(x, y) & =I^{t}(x, y)-I^{t-1}(x, y)  \tag{5}\\
I_{x}^{t}(x, y) & =\frac{\partial I^{t}(x, y)}{\partial x} \\
I_{y}^{t}(x, y) & =\frac{\partial I^{t}(x, y)}{\partial y} \\
I_{x x}^{t}(x, y) & =\frac{\partial^{2} I^{t}(x, y)}{\partial x^{2}} \\
I_{x y}^{t}(x, y) & =\frac{\partial^{2} I^{t}(x, y)}{\partial x \partial y} \\
I_{y y}^{t}(x, y) & =\frac{\partial^{2} I^{t}(x, y)}{\partial y^{2}}
\end{align*}\right.
$$

and the notation $\bar{F}$ denotes the average value of F , namely, $\frac{1}{N} \sum_{i} F\left(x_{i}, y_{i}\right)$, and $N$ is the total number of the pixels inside the image block. From $\frac{\partial \Psi}{\partial d_{x}}=\frac{\partial \Psi}{\partial d_{y}}=0$, we have:

$$
\left(\begin{array}{cc}
\overline{S \cdot I_{x x}+I_{x}^{2}} & \overline{S \cdot I_{x y}+I_{x} \cdot I_{y}}  \tag{6}\\
\overline{S \cdot I_{x y}+I_{x} \cdot I_{y}} & \overline{S \cdot I_{y y}+I_{y}^{2}}
\end{array}\right) \cdot\binom{d_{x}}{d_{y}}=\binom{\overline{S \cdot I_{x}}}{S \cdot I_{y}}
$$

Equation (6) makes the motion vector ( $d_{x}, d_{y}$ ) calculation possible. However, since the high-order terms in the Taylor expansions are not included, Equation (6) works well only for small motion vectors. An accurate estimation of the motion vector can be obtained iteratively in a Newton-Raphson fashion. Our implementation is described as follows.

## Algorithm 1: calculating motion vector

[step 1] Initially, we use the motion vector obtained at the previous frame as the current motion vector.
[step 2] Calculate all the elements of the matrices in Equation (6)
[step 3] Solve Equation (6) to obtain a further modification to the current motion vector.
[step 4] If the modification is small, then the algorithm converges. Otherwise, add the modification to the current motion vector and go to Step 2.

During the calculation of the matrices in Equation (6), the image colors and the image gradients at sub-pixel locations have to be used, which can be obtained using bilinear interpolation involving floating-point calculation. However, this algorithm usually does not require much more processing time than the conventional blockmatching algorithm does because the calculation usually converges in less than 10 iterations, which is less than the number of possible motion vectors that the conventional block-matching algorithm has to try.

However, without dedicated hardware, calculating motion vectors for the entire image is still very time-consuming. We explored two strategies to speed up the process.

## 1) Skip pixels where there is not enough texture

Just as the accuracy of the conventional block-matching algorithm requires the uniqueness of the texture in the image block, the accuracy of the algorithm presented here requires a large determinant of the $2 \times 2$ matrix in Equation (6). The smaller this determinant is, the less accurate the solution to Equation (6) becomes. When this determinant becomes zero, the solution to Equation (6) becomes completely uncertain. It is obvious that this determinant directly reflects the texture strength of the image block. Therefore there is no point to calculate motion vector at every single pixel. Usually the majority of the pixels can be skipped if we accept only those pixels where the determinant is above a predefined threshold. However, calculating the
determinant of the $2 \times 2$ matrix in Equation (6) for every pixel is still very costly. Therefore it is more efficient to use a preprocess to select the pixels that have significant edge strength and only those pixels are used to calculate the determinant in Equation (6).

## 2) Extracting motion information from coarse to fine with focus on interesting regions only

To further speed up the process, we developed a coarse-to-fine process to extract detailed motion information only for the interesting regions where the motion vectors are significantly different from the background motion estimated using Equation (6).

The extracting process is first performed at a coarse level with a step size of $2^{\mathrm{n}}$ pixels, namely every $2^{n}$ th pixel along each of $x$ and $y$ direction is evaluated using equation (6). The next scan is performed with step size of $2^{\mathrm{n}-1}$ pixels and followed by step size of $2^{n-2}, \ldots$, until step size equal to 1 . Only the pixels that satisfy the following two conditions are processed at finer scales:
a) The pixels were not checked in the previous scans.
b) The pixels were close to the ones that have motion vectors significantly different from the estimated background motion in the previous steps.

We summarize the above computations in Algorithm 2, which is a recursive algorithm that performs coarse-to-fine motion vector calculation.

## Algorithm 2: A coarse-to-fine recursive algorithm for calculating motion vectors in regions of interests.

[step 1] For a given initial pixel ( $\mathrm{x}, \mathrm{y}$ ) at an initial scale s . Make current pixel $\mathrm{p}=(\mathrm{x}$, y).
[step 2] If the motion vector of $p$ is already calculated, skip this pixel and exit.
[step 3] If the edge strength of $p$ is below a predefined threshold, skip this pixel and exit.
[step 4] Calculate the determinant of the $2 \times 2$ matrix in Equation (6). If this determinant is below a predefined threshold, skip this pixel and exit.
[step 5] Calculate the motion vector using Algorithm 1.
[step 6] If the motion vector is significantly different from the estimated background motion and $s>1$, scan the immediate surrounding area pixel-by-pixel, and for each pixel ( $\mathrm{x}, \mathrm{y}$ ) in the surrounding area call Algorithm 2 with scale $\mathrm{s}=\mathrm{s} / 2$ as step size. [step 7] exit the algorithm.

To combine the discussions in this and the last section, we derive the following system that calculates motion vectors for a given image, $\mathrm{I}^{\mathrm{t}}$, in an image sequence.

## A System for calculating motion vectors of moving objects

[step 1] Calculate the edge and the gradient of the entire image $\mathrm{I}^{\mathrm{t}}$.
[step 2] Find the region of sky using edge information.
[step 3] Estimate background motion from the stationary objects, which are identified as the narrow regions directly below the region of sky.
[step 4] Find the parameters, A and B, that make Equation (2) best match the background motion for the motion vectors calculated by step 3 . This can be accomplished by using a least-square fitting method.
[step 5] Scan the entire image (excluding the region of sky) and calculate motion vectors by calling Algorithm 2 at a pixel-by-pixel base at initial scale $s$.

## 4. Experimental Results and Conclusion

We have fully implemented Algorithm 1 through Algorithm 3 in C++ and tested them on many images captured in outdoor scene. Due to the space limit, we present two examples in Figure 5, and two more images in Figure 6.


Fig. 5. Two examples of motion vector images generated by the proposed algorithm and by a standard SSD based method. (a) and (c) show the motion vectors generated by the proposed system on Image 1 and 2. (b) and (d) show the motion vectors generated by a SSD based correlation method on the same two images.

Figure 5 (a) and (c) show the motion vectors generated by the proposed system. The motion vectors illustrated in "blue" and "red" color are superimposed on the top of the objects in the original images. The red ones are the motion vectors pointing towards the right direction, while the blue ones towards the left. The motion vectors shown in (b) and (d) were generated by the standard SSD method with a matching window size of $8 \times 8$ pixels and a search window of $16 \times 16$. The motion vectors are illustrated in small arrows indicating their directions. It can be observed that the proposed algorithm eliminated most of the motion vectors belonging to various stationary objects. Motion vectors belonging to moving vehicles captured by the SSD method are also captured by the proposed algorithm. The result Figure 5 (c) shows
clearly the moving vehicles in both directions: motion vectors in "blue" are in the direction opposite to the moving direction of the host vehicle, the motion vectors in "red" are in the same direction as the host vehicle. Figure 6 shows two more images with the motion vectors generated by the proposed system. The motion vectors accurately capture the moving objects in the correction directions.


Fig. 6. Two more images showing the motion vectors generated by the proposed system.
We have presented a motion vector calculation system developed based on a background motion model, a motion calculation algorithm with a Newton-Raphson fashion, and a coarse-to-fine procedure to find areas of interesting motions. The experiment results presented in the paper show the proposed system is effective in calculating motion vectors of moving objects.
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