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ABSTRACT 
DECIPHERING THE FIRING PATTERNS OF HIPPOCAMPAL NEURONS 

DURING SHARP-WAVE RIPPLES 
by 

Kourosh Maboudi 

The University of Wisconsin-Milwaukee, 2022 
Under the Supervision of Dr. Kamran Diba 

 

The hippocampus is essential for learning and memory. Neurons in the rat hippocampus 

selectively fire when the animal is at specific locations - place fields - within an environment. 

Place fields corresponding to such place cells tile the entire environment, forming a stable spatial 

map supporting navigation and planning. Remarkably, the same place cells reactivate together 

outside of their place fields and in coincidence with sharp-wave ripples (SWRs) - dominant 

electrical field oscillations (150-250 Hz) in the hippocampus. These offline SWR events 

frequently occur during quiet wake periods in the middle of exploration and the follow-up slow-

wave sleep and are associated with spatial memory performance and stabilization of spatial 

maps. Therefore, deciphering the firing patterns during these events is essential to understanding 

offline memory processing.  

I provide two novel methods to analyze the SWRs firing patterns in this dissertation project. The 

first method uses hidden Markov models (HMM), in which I model the dynamics of neural 

activity during SWRs in terms of transitions between distinct states of neuronal ensemble 

activity. This method detects consistent temporal structures over many instances of SWRs and, 

in contrast to standard approaches, relaxes the dependence on positional data during the behavior 
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to interpret temporal patterns during SWRs. To validate this method, I applied the method to 

quiet wake SWRs. In a simple spatial memory task in which the animal ran on a linear track or in 

an open arena, the individual states corresponded to the activation of distinct group of neurons 

with inter-state transitions that resembled the animal’s trajectories during the exploration. In 

other words, this method enabled us to identify the topology and spatial map of the explored 

environment by dissecting the firings occurring during the quiescence periods’ SWRs. This 

result indicated that downstream brain regions may rely only on SWRs to uncover hippocampal 

code as a substrate for memory processing.  

I developed a second analysis method based on the principles of Bayesian learning. This method 

enabled us to track the spatial tunings over the sleep following exploration of an environment by 

taking neurons’ place fields in the environment as the prior belief and updating it using dynamic 

ensemble firing patterns unfolding over time. This method introduces a neuronal-ensemble-based 

approach that calculates tunings to the position encoded by ensemble firings during sleep rather 

than the animal’s actual position during exploration. When I applied this method to several 

datasets, I found that during the early slow-wave sleep after an experience, but not during late 

hours of sleep or sleep before the exploration, the spatial tunings highly resembled the place 

fields on the track. Furthermore, the fidelity of the spatial tunings to the place fields predicted the 

place fields’ stability when the animal was re-exposed to the same environment after ~ 9h. 

Moreover, even for neurons with shifted place fields during re-exposure, the spatial tunings 

during early sleep were predictive of the place fields during the re-exposure. These results 

indicated that early sleep actively maintains or retunes the place fields of neurons, explaining the 

representational drift of place fields across multiple exposures.  
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1 Introduction 

1.1 Sleep 

A significant portion of every animal's life is devoted to sleeping, a state of body and brain 

observed throughout the development and preserved across various species, from fruit flies to 

humans. Sleep is not simply a state of inactivity but impacts body and brain physiology. Sleep 

balances heart rate, blood pressure, and respiration rate (Snyder et al., 1964), and cell repair and 

growth are most significant during sleep (Bellesi et al., 2013; Guzmán-marín et al., 2003). While 

the wake behavior of the animal and the constellation of stimuli experienced by the animal every 

day requires strengthened synapses between neurons in the brain, sleep decreases the net 

synaptic strength and restores cellular homeostasis (Tononi & Cirelli, 2014). This global 

downscaling of the synapses benefits brain memory function through an increased signal-to-

noise ratio for salient memories and increases the capacity of the brain to generate synapses for 

new learnings. 

Sleep cycles through distinct stages with transitions regulated by the brain neuromodulatory 

systems in the hypothalamus and brain stem. While slow wave sleep (SWS) is recognized with 

low levels of acetylcholine (Ach), norepinephrine (NE), serotonin (5-HT), and histamine (HA), 

rapid eye movement (REM) is known with a high acetylcholine tone (Diekelmann & Born, 2010; 

Krishnan et al., 2016). This differential neuromodulatory influence leads to distinct patterns of 

neural activity in the thalamocortical system; low amplitude theta waves, similar to active 

exploration and high attentive states, occur during REM sleep. However, SWS is abundant with 

slow oscillations (<1 Hz) in the neocortex, thalamocortical spindles, and hippocampal SWRs. 
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1.2 Sleep benefits memory 

Early studies on humans indicated the effect of sleep on memory retention. A classic study by 

Jenkins and Dallenbach showed that subjects forget slower while asleep (Jenkins & Dallenbach, 

1924; Rasch & Born, 2022); the subjects correctly recalled more meaningless syllables while 

sleeping during the retention interval than when they were awake (Figure 1.1).  

 

Figure 1.1: Difference in the number of correctly recalled syllables at various sleep or wake retention 
intervals. Retention of nonsense syllables was tested after intervals of different length when the participants were 
asleep (Sleep) or awake (Wake) during the interval. The rate of correctly remembered syllables were higher during 
Sleep than Wake condition (figure reproduced from Rasch & Born, 2022). 
 

This study suggested that sleep maintains learned information over time by either passively 

protecting it from interference due to subsequent learnings during the wake or actively 

strengthening the original memory traces (Rasch & Born, 2022). The latter view was further 

supported by studies that showed that the consolidation depends on the composition of sleep, 

with differential outcomes for sleep rich of REM sleep or SWS. While SWS-rich sleep benefits 

declarative memories (word-pair, spatial memory), REM-rich sleep improved procedural, 

implicit (mirror tracing), and perceptual memories (Karni et al., 1994; Rasch & Born, 2022).  

Enhancing SWS by inducing slow oscillations during early sleep after learning using transcranial 
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electrical stimulations at 0.75 Hz enhanced the retention of memory for word pairs (Figure 1.2; 

Marshall et al., 2006). The number of recalled words was higher for the Stimulation than the 

Sham group with 5 Hz stimulation.  

 
Figure 1.2: Slow oscillatory stimulation enhances declarative memory performance. Performance on the 
declarative paired-associate memory task after sleep in two groups of subjects with stimulations at either < 1 Hz 
(Stimulation) or 5 Hz (Sham) during the early sleep are shown. Performance is expressed as the difference between 
the number of correct words reported at retention test and learning (figure reproduced from Marshall et al., 2006) 
 

Sleep is associated with the reactivation of memory traces formed during an experience 

(Peigneux et al., 2004). In an object-location task paired with an experimental odor, presenting 

the odor during the following sleep to induce reactivations led to enhanced performance in a 

follow-up retention test (Diekelmann et al., 2011). The reactivation of memory traces during 

sleep was extensively studied for spatial memories in rodents (Nádasdy et al., 1999; Wilson & 

McNaughton, 1994). These studies mainly used the correlation between the spike trains of 

different neurons as a proxy for reactivation.  

1.3 The hippocampus and its role in memory 

The hippocampus is involved in forming long-term memories of events in humans (Scoviille & 

Milner, 1957) and spatial memory in rodents (Morris et al., 1986). A case study on a patient 
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named H.M. with a lesion in the hippocampus and surrounding temporal lobe structures as a last 

resort to relieve frequent epileptic seizures provided the initial evidence in support of the 

necessity of the hippocampus for processing episodic memories in humans. The hippocampus 

receives highly processed information from many areas of the brain and is in an ideal position to 

link events across space and time. According to the two-stage model of memory (Buzsaki, 1989), 

upon a new experience, memory traces are initially formed through development of new 

synapses between hippocampal neurons. However, these initial memory traces are vulnerable to 

disruption and forgetting. To convert the short-term to long-term memory, the hippocampus 

needs to gradually transfer the learned information to neocortex. To do this, the hippocampus 

reactivates and spreads the information by effectively discharging neocortical neurons. 

1.4 Patterns of neural activity in the hippocampus across wake and sleep 

When an animal begins to explore a new environment, each hippocampal place cell develops one 

or more firing fields at specific locations within the environment (J. O’Keefe & Dostrovsky, 

1971; J. O’Keefe & Speakman, 1987). A set of place cells collectively represent an environment 

in a unique way. These representations are stable across long-term periods which means that 

these representations are retrieved and not created de novo every time the animal explores a 

familiar environment (Thompson & Best, 1989).   

Patterns of neuronal activity unfolding at different timescales are involved in forming ensembles 

underlying spatial memories. Hippocampal ensemble activity tends to be sequential (Buzsáki & 

Tingley, 2018). Sequential activity is thought to underlie numerous fundamental operations of 

the hippocampus. When the animal takes a trajectory within the environment, place cells activate 

in the same order as the animal traverses their place fields along the trajectory (Figure 1.3). 
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Other continuous task variables, besides position, map onto sequential activations in the 

hippocampus, as well; a study showed that during a delay prior to a choice, each moment was 

represented by the activation of a distinct set of neurons (Pastalkova et al., 2008). This sequential 

activation was unique and predictive of the upcoming choice of the animal. Another study 

showed that in a behavioral task in which the animal was trained to continuously increase sound 

frequency within a specific range towards a target (through a joystick), hippocampal neurons 

developed selective firing fields that spanned the entire frequency range (Aronov et al., 2017). 

These studies indicated that the hippocampus is well-purposed to represent (and process) the 

continuous dimensions of the experiences through developing sequential firing fields. 

  

Figure 1.3: Behavioral sequence of place cell activation during a traversal on a linear track.  
A sequence of place cells activation when a rat takes a trajectory from left to right on a linear track. Spike trains of 
different place cells are displayed in different colors. The speed of the animal at each moment is displayed in the 
bottom. On the top LFP trace signifies theta oscillations (6-10 Hz) during the traversal and SWRs before and after 
the traversal. The behavioral sequence is replayed during the SWRs, marked with rectangles. The two other 
rectangles on the sides show the magnified versions (figure reproduced from Diba & Buzsáki, 2007). 

In addition to the behavioral time scale sequences, the activation of place cells is further 

entrained by dominant oscillations that are observed in the hippocampal local field potential 

(LFP), leading to the emergence of millisecond time-scale sequences: theta sequences (Dragoi & 

Buzsáki, 2006) and SWR-associated replays (Diba & Buzsáki, 2007; Foster & Wilson, 2006). 

The speed-up sequences that are observed during the theta sequences and SWR-associated 
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replays are suggested to be critical to spatial memory processing, as they might strengthen 

memory-related representations (Drieu et al., 2018; Sadowski et al., 2016) and facilitate transfer 

of learned information to cortical structures (Maingret et al., 2016; Ji & Wilson, 2007).  

1.5 Theta sequences 

During the active exploration of an environment, theta oscillations (6-10 Hz) increase in power. 

These oscillations are internally generated in the hippocampus and triggered by medial septum 

projections to the hippocampus (Buzsaki, 2002). Place cells with overlapping place fields 

sequentially activate during each theta cycle, with the same order as in the behavioral sequence 

(Figure 1.4). The millisecond time scale activation of place cells during the theta sequences 

depends on the theta oscillations (Drieu et al., 2018; Wang et al., 2015). A recent study using T-

maze indicated that theta sequences observed on the stem of the T-maze constantly cycle 

between the representation of either arm, suggesting a cognitive role for the theta sequences for 

representation and evaluation of the animal’s future choices (Kay et al., 2020).   

 
Figure 1.4. Millisecond sequences of place cells firings during theta cycles (theta sequences). Top, partially 
overlapping place fields of three example place cells plotted as colored ellipses. Middle, the behavioral sequence of 
place cells activation on the track. Bottom, theta LFP with cycles separated using dotted lines. Intermingled with the 
behavioral sequence, theta sequences are observed within each theta cycle. Each theta sequence is a partial 
replication of the behavioral sequence in a temporally-compressed manner (figure reproduced from Wikenheiser & 
Redish, 2015). 
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Inactivation of theta oscillations by injecting muscimol into the medial septum reduces the 

number of observed theta sequences (Wang et al., 2015). Theta sequence compression allows 

cell assemblies to fire with brief delays that allow strengthening of the synapse according to the 

Hebbian spike-timing dependent plasticity (STDP) (Magee & Johnston, 1997).  

1.6 Sharp-wave ripples  

A sharp wave ripple (SWR) is a complex of oscillations in the hippocampal LFP that are 

predominantly observed during SWS and quiet wake periods when the animal is immobile, 

drinking, eating, or grooming. The SWR complexes in cornu Ammonis 1 (CA1) hippocampal 

subregion consist of a negative deflection in the LFP in the stratum radiatum layer - which 

reflects the inputs from the CA3 to CA1 - and ripple oscillations (150-250 Hz) in the CA1 

pyramidal layer (Buzsaki, 2015). The SWRs are intrinsically generated in the hippocampus and 

are initiated by powerful population bursts in the recurrent network of CA3. The powerful SWR 

bursts invade the CA1, subiculum and deep layers of the entorhinal cortex (Buzsaki, 1998).  

A series of studies supported the role of SWRs in memory processing. First, hippocampal 

neurons that encode learned information tend to coactivate in a time-compressed manner during 

the SWRs. The proximal discharge of the neurons during the SWRs is suitable for induction of 

long-term potentiation, as supported by in vitro studies (Sadowski et al., 2016). Second, the rate 

of sharp wave ripples increases in frequency and amplitude during SWS after a learning 

compared with a baseline prior to the learning (Eschenko et al., 2008). Third, the hippocampal 

SWRs tend to synchronize with thalamocortical spindles (5-15 Hz) (Maingret et al., 2016) and 

cortical ripples (Khodagholy et al., 2017) around the slow oscillation, promoting hippocampal-

cortical communication underlying memory consolidation. Accordingly, a monkey study showed 

https://en.wikipedia.org/wiki/Hippocampus#Name
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brain-wide activation during SWRs (Logothetis et al., 2012), indicating SWRs' role as a conduit 

for communication between the hippocampus and other brain 

regions, including the cortex ( 

 

 

Figure 1.5).  

 
 
 
Figure 1.5: Increased BOLD activity in different neocortical and limbic brain 
regions, coincident with the sharp-wave ripples in the hippocampus. Average 
ripple-triggered activation map show an increased activation in neocortex and 
limbic regions, but a suppression in the subcortical areas (diencephalon, 
mesencephalon and metencephalon) (d) (figure reproduced from Logothetis et al., 
2012).  
 
 
 
 
 
 
 
 
 
 
 
 
 

1.7 Interferential studies on the mnemonic role of SWRs 

A series of studies on rats showed that disrupting SWRs during the quiet wake or SWS leads to 

impairment in spatial memory and spatial working memory performance (Ego-Stengel & 

Wilson, 2010; Girardeau et al., 2009; Jadhav et al., 2012). A study using a W-maze when the 

animals were required to alternate between different arms of the maze showed that disrupting 

quiet wake SWRs caused impairment in learning (Jadhav et al., 2012). While this study found 

intact place field activity following SWR disruption, a more recent study found that optogenetic 
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silencing of place cells’ activity during quiet wake SWRs destabilized place fields when the 

animal was re-exposed to the same environment after an hour of rest (Roux et al., 2017). These 

findings on the mnemonic role of quiet wake SWRs were complemented by a gain-of-function 

study indicating that elongating the SWRs through optogenetic stimulation of the CA1 pyramidal 

layer enhances W-maze spatial alternation performance (Fernández-Ruiz et al., 2019). 

Similarly, disrupting SWRs during SWS imped acquisition of memory for learnings before and 

after sleep. Girardeau et al. showed that in a task in which rats learned the constantly-baited arms 

of an eight-arm radial maze over multiple days, the learning rate was slower when the SWRs 

were disrupted during the first hour of sleep following the training every day (Figure 1.6, 

Girardeau et al., 2009). Optogenetic silencing of SWRs during SWS disrupted learning for an 

object-location association task following sleep (Norimoto et al., 2018). However, the effect of 

disturbing SWRs during SWS on the stability of spatial representation is ambiguous. A study 

showed that the SWR disruption during SWS does not interfere with the formation of stable 

spatial representations (Kovacs et al., 2016). This finding was challenged by another study from 

the same lab where selective suppression of SWR-associated reactivations of a neuronal 

assembly specific to an environment impaired spatial memory performance and destabilized 

place fields (Gridchyn et al., 2020).  

1.8 The spike content of sharp-wave ripples 

Neurons within the hippocampus synchronously fire during SWRs (Figure 1.7). The neuronal 

population bursts (population burst events: PBEs) happen in the absence of sensorimotor cues or 

perceptual references to create place cells’ activation patterns as observed during the behavior. 

The time scale of firings during the sharp-wave ripple can induce long-term potentiation, a 
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phenomenon associated with memory-related plasticity at the cellular level (Sadowski et al., 

2016). We use SWRs and coinciding PBEs interchangeably throughout the document.   

 

Figure 1.6: Disrupting sharp-wave ripples through electrical stimulation of the hippocampus leads to 
impairment in spatial memory. Left, a memory task in which rats were trained to find food rewards on an eight-
arm radial maze in which the same three arms were baited every day. Right, the performance in three groups of 
animals; SWR suppression (red), and two control groups with either random delayed stimulation (blue) or lack of 
stimulation (black). Although all groups showed an increase in performance over days of learning, rats with SWR 
suppression took more days to perform above change level (gray shading) (figure reproduced from Girardeau et al., 
2009).  

1.8.1 Awake replay supports memory storage and planning 

During the quiet wake SWRs, behavioral sequences of place field activation re-occur in a time-

compressed manner. These SWR- associated replay events represent the behavioral sequences in 

a forward (the order in which they were experienced) (Diba & Buzsáki, 2007; Pfeiffer & Foster, 

2013) or reverse (Foster & Wilson, 2006) manner (Figure 1.3). While reverse replays are 

associated with maintaining the representation of previously taken paths in the environment 

(Ambrose et al., 2016; Foster & Wilson, 2006), the forward replays predict the immediate 

subsequent trajectory taken by the animal, supporting planning (Pfeiffer & Foster, 2013; Xu et 

al., 2019). A shift from the reverse replay-based retrospective evaluation to forward-replay-based 

planning happens as animals learn to correctly alternate in a W-maze task (Shin et al., 2019). 



11 
 

However, the forward replays’ role in planning has been challenged recently by (Gillespie et al., 

2021), which showed that the replay content is decoupled from the immediate subsequent choice 

of the animal, supporting that the awake replays only serve as a mechanism for consolidation and 

storage of memories and not planning. 

 

Figure 1.7: Example of population burst events co-occurring with hippocampal sharp-wave ripples. On the 
top, hippocampal LFP filtered at ripple frequency band (100-250 Hz) and in the bottom, spike trains of 
simultaneously recorded units are shown. Example SWR-associated population burst events (PBEs) are highlighted 
in blue shades.  

The replays do not simply reflect the current experience of the animal due to elevated excitability 

of the neurons. Instead, they tend to represent remote less-experienced sequences than current 

familiar sequences (Gupta et al., 2010; Karlsson & Frank, 2009). Moreover, they might represent 

the never-experienced trajectories, which could be imagined by the animal but restricted by the 

experimenter (Gupta et al., 2010). 

1.8.2 Sleep reactivations and replays 

Early rodent studies showed that place cells with overlapping place fields displayed an increased 

tendency to coactivate during sleep after exploration of an environment than the sleep period 

before the experience (Figure 1.8, Wilson & McNaughton, 1994). In a follow-up study, 
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Kudrimoti et al. showed that compared with pre-maze sleep, spike content in post-maze SWS, 

and not REM sleep, better explained the distribution of correlation between the maze firings of 

pairs of neurons (Kudrimoti et al., 1999). These coactivations that mainly occurred during sleep 

SWRs last for several hours after a novel experience (Giri et al., 2019). SWR-associated 

reactivation of assemblies that were formed during the exploration of an environment impacts 

the reinstatement of those assemblies when the animal is re-exposed to the same environment 

(van de Ven et al., 2016), suggesting that reactivation of assemblies during sleep is essential for 

their stabilization. Moreover, studies showed coordinated reactivation in the hippocampus and 

neocortex (Ji & Wilson, 2007), supporting that the SWS hippocampal reactivations distribute the 

memory traces across brain systems, facilitating their long-term storage.  

 

Figure 1.8: Enhanced coactivation of neurons during the sleep following an experience. Individual neurons are 
represented as dots on the perimeter of each circle. Correlations between pairs of neurons’ spike trains are shown 
with lines. Warmer colors correspond to higher correlations and the thick lines indicate cell pairs that were 
correlated during RUN and also correlated during either PRE or POST (figure reproduced from Wilson & 
McNaughton, 1994). 

Sleep reactivations in the form of extended sequences, similar to awake replays, have been 

reported as well (Grosmark & Buzsáki, 2016; Lee & Wilson, 2002; Nádasdy et al., 1999). 

However, a study showed that the sleep reactivation mainly reflect random sequences of place 

field activation (or random trajectories in the environments) than behavioral sequences (Stella et 

al., 2019).  
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Replay versus preplay. It is still unclear whether sequential replays are essential to memory 

processing. The level of sequential replay during post-maze sleep is significantly lower than 

during the behavior (Grosmark & Buzsáki, 2016). A series of studies reported that the sequences 

observed during a novel experience are pre-played during the preceding sleep (Dragoi & 

Tonegawa, 2011; Farooq et al., 2019; Grosmark & Buzsáki, 2016). The novel experience instead 

strengthens millisecond time scale coordination between neurons and adjusts neuronal 

participation within a consistent sequential framework (Farooq et al., 2019). Therefore, one 

hypothesis is that sequential replays are formed de novo upon a novel experience, and their 

formation depends on integrity of memory-elicited plasticity via the activation of NMDA 

receptors, as supported by Silva et al., 2015. An alternative hypothesis, supported by preplay 

studies, is that the replays are just epiphenomena reflecting solely the preexisting hardwired 

connectivity within the hippocampal network, casting doubt on their role in memory processing.  

1.9 Project goal: temporal patterns of firing during the sharp-wave ripples 

Although interferential studies have indicated the necessity of SWRs in spatial memories, it is 

not well known what patterns of neural activity occur during these events during quiet wake and 

sleep. The structure of neural activity during the SWRs is critical to understand neural correlates 

of memory processing.  

Methods have been developed to analyze the activity during the SWRs. These methods mainly 

rely on calculating the correlation between the place cell activations during SWRs and those 

observed during the behavior. The animal's position during the exploration can be accurately 

estimated from the spike trains of a population of place cells (Wilson & McNaughton, 1993). 

Accordingly, in a standard method based on Bayesian decoding, the animal's position is decoded 

in successive snapshots of population firings within each SWR event, given the place fields 
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measured during the behavior. Then, the replay content of each SWR is assessed by calculating 

the extent to which the virtual trajectory through the decoded positions is similar to the animal's 

actual trajectory on the track.  

Although Bayesian decoding has been proven successful in interpreting the activity patterns 

during the quiet wake SWRs, the same might not apply to the neural activity during the sleep 

SWRs. The main reason is that the decoding approach assumes that the spike patterns during the 

SWRs take trajectories through a state space with states limited to the explored maze locations. 

This assumption brings limitations, as remote and recent experiences are represented together 

during sleep, and each transforms over the course of sleep. Therefore, the ensembles during sleep 

might be quantitatively and qualitatively different from those on the maze, and examining the 

SWR activity through the lens of maze neural activity could be faulty. Hence, the standard 

Bayesian decoding methods are unsuitable for detecting temporally rich and dynamic 

representations during sleep. 

In this project, our goal was to provide new insights into the temporal coordination between the 

firings of place cells and their contribution to spatial memory processes. To this end, we 

developed two analysis methods that will be explained in chapters 2 and 3 of this dissertation.  

1.9.1 Hidden Markov models to detect SWRs spatiotemporal structures 

We first developed an unsupervised method based on hidden Markov models (HMMs) that 

without reference to positions recorded during the exploration, identifies the sequential activities 

within SWRs in terms of distinct ensembles of neurons and their activation sequences. We 

validated this method by analyzing the quiet wake SWRs and showed that an HMM-based 

method can detect sequences pertaining to the current and remote experiences of the animal. We 

show that we can use such a method to analyze rich and dynamic neural activities during sleep. 
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Hidden Markov models. Dynamic systems can be described in terms of distinct states and the 

probability of transitions between each pair of states. A Markovian assumption asserts that the 

future state at each point depends only on the system's current state and is independent of the 

prior history of transitions. An example Markov chain model that consisted of two states, A and 

B, is shown in Figure 1.9.  

 

Figure 1.9: A Markov chain model. Top left, a model with two states A and B and inter-state transitions that are 
demonstrated by arrows. The model at each successive time point can transition to another state or stay in the same 
state (self-transition). Top right, the corresponding transition probability matrix consisting of between-state 
transition probabilities on the off-diagonal (lighter) elements and self-transitions on the diagonal (darker). Bottom, 
an example sequence of states generated by the model.  

Patterns of firings within hippocampal neuronal networks can be modeled using Markov models 

(Figure 1.10). The only difference with the system in Figure 1.9 is that the states are assumed to 

be unknown, hence latent or hidden. Forward-backward algorithms have been designed to 

estimate the individual states in terms of each neuron's participation probability and calculate the 

transition probabilities between the different states (Rabiner, 1989).  

1.9.2 Bayesian learning of spatial tunings during sleep 

The second approach is based on the principles of Bayesian learning to update the neurons’ place 

fields based on the sleep ensemble firings. We assume that the maze place fields do not remain 

consistent during sleep, but they transform, and this transformation is evident from the ensemble 

with which they cofire during sleep. This methodology enabled us to track spatial tunings of 
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single neurons moment by moment during sleep following a novel experience. In contrast to 

sleep prior to exploration, we found that a group of neurons maintain consistent spatial tunings 

during early but not late SWS. Furthermore, the place fidelity of sleep spatial tunings across 

neurons was predictive of the neurons’ place field stability upon delayed exposure to the same 

environment. 

 

Figure 1.10. A hidden Markov model to model temporal patterns of firing on a maze. Top, place cells 
sequential activation when a rat runs between two ends of a linear track. Overlaid ellipses on the track show distinct 
states corresponding to different track locations. Bottom left, the temporal evolution of the system between three 
example states. Each state is characterized using a unique distribution of participation probabilities across neurons 
(observation probabilities). Bottom right, transition probability matrix. The off-diagonal elements show the 
successive transitions between nearby states (locations). While the states here are mapped onto different track 
locations, in general, there are no assumptions about the task variable that is represented by the states. 
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2 Uncovering temporal structure in hippocampal 
output patterns 
(Presented from Maboudi et al., 2018) 

 

Summary 

Place cell activity of hippocampal pyramidal cells has been described as the cognitive substrate 

of spatial memory. Replay is observed during hippocampal sharp-wave-ripple-associated 

population burst events (PBEs) and is critical for consolidation and recall-guided behaviors. PBE 

activity has historically been analyzed as a phenomenon subordinate to the place code. Here, we 

use hidden Markov models to study PBEs observed in rats during exploration of both linear 

mazes and open fields. We demonstrate that estimated models are consistent with a spatial map 

of the environment, and can even decode animals’ positions during behavior. Moreover, we 

demonstrate the model can be used to identify hippocampal replay without recourse to the place 

code, using only PBE model congruence. These results suggest that downstream regions may 

rely on PBEs to provide a substrate for memory. Additionally, by forming models independent of 

animal behavior, we lay the groundwork for studies of non-spatial memory.  

2.1 Introduction 

Large populations of neurons fire in tandem during hippocampal sharp-waves and their 

accompanying CA1 layer ripple oscillations (Buzsaki, 1986). By now, multiple studies have 

shown that during many sharp-wave ripple-associated PBEs, hippocampal ‘place cells’ (John 

https://elifesciences.org/articles/34467
https://elifesciences.org/articles/34467
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O’Keefe, 1976) in compressed sequences that reflect the firing order determined by the 

sequential locations of their individual place fields (Diba & Buzsáki, 2007; Foster & Wilson, 

2006; Lee & Wilson, 2002; Nádasdy et al., 1999). While the firing patterns during active 

exploration are considered to represent the brain’s global positioning system and provide a 

substrate for spatial and episodic memory, instead it is the synchronized activity during PBEs 

that is most likely to affect cortical activity beyond the hippocampus (G. Buzsaki, 1989; Carr et 

al., 2011; Diekelmann & Born, 2010). Likewise, widespread activity modulation is seen 

throughout the brain following these sharp-wave ripple population bursts (Logothetis et al., 

2012). 

The literature on PBEs has largely focused on developing templates of firing patterns during 

active behavior and evaluating the extent to which these templates’ patterns are reprised during 

subsequent PBE. But what if the fundamental mode of the hippocampus is not the re-expression 

of place fields, but rather the PBE sequences during SWR? PBE sequences are enhanced during 

exploration of novel environments (Sen Cheng & Frank, 2008; Foster & Wilson, 2006), they 

presage learning-related changes in place fields (Dupret et al., 2010), and appear to be critical to 

task learning (Ego-Stengel & Wilson, 2010; Girardeau et al., 2009; Jadhav et al., 2012). Here, we 

examine the information provided by CA1 and CA3 pyramidal neurons, the output nodes of the 

hippocampus, through the looking glass of PBE firing patterns. 

We developed a technique to build models of PBE sequences strictly outside of active 

exploration and independent of place fields and demonstrate that this nevertheless allows us to 

uncover spatial maps. Furthermore, these models can be used to detect congruent events that are 

consistent with replay but without any explicit place cell template. Our technique therefore 
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provides new possibilities for evaluating hippocampal output patterns in single-trial and other 

fast learning paradigms, where a reliable sequential template pattern is not readily available. 

Overall, our work suggests that a sequence-first approach can provide an alternative view of 

hippocampal activity that may shed new light on how memories are formed, stored, and recalled. 

2.2 Results 

2.2.1 Awake population burst events 

We began by analyzing the activity of large numbers of individual neurons in areas CA1 and 

CA3 of the dorsal hippocampus as rats navigated linear mazes for water reward (linear 

track: n=3 rats, m=18 sessions; previously used by (Diba & Buzsáki, 2007)). Using pooled 

multiunit activity, we detected PBEs during which many neurons were simultaneously active. 

The majority of these events occurred when animals paused running (speed <5 cm/s, 

corresponding to 54.0%±20.1% sd of events) to obtain reward, groom, or survey their 

surroundings, and were accompanied by SWR complexes, distinguished by a burst of oscillatory 

activity in the 150–250 Hz band of the CA1 LFP. Because we are interested in understanding 

internally generated activity during PBEs, we included only these periods without active 

behavior, ensuring that theta sequences would not bias our results. While we identified active 

behavior using a speed criterion, we found similar results when we instead used a theta-state 

detection approach (not shown). We did not add any other restrictions on behavior, LFP, or the 

participation of place cells. We found that inactive PBEs occupied an average of 1.8% of the 

periods during which animals were on the linear track (16.9±15.1 s of 832.6±390.5 s). In 

comparison, classical Bayesian approaches to understand PBE activity require the 34.8% of time 

https://elifesciences.org/articles/34467
https://elifesciences.org/articles/34467
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animals are running (speed >10 cm/s) on the track (254.4±106.6 s of 832.6±390.5 s) to build 

models of place fields. 

2.2.2 Learning hidden Markov models from PBE data 

Activity during PBEs is widely understood to be internally-generated in the hippocampal-

entorhinal formation, and likely to affect neuronal firing in downstream regions (Buzsaki, 1989; 

Logothetis et al., 2012; Yamamoto & Tonegawa, 2017). Given the prevalence of PBEs during an 

animal’s early experience, we hypothesized that the neural activity during these events would be 

sufficient to train a machine learning model of sequential patterns—a hidden Markov model—

and that this model would capture the relevant spatial information encoded in the hippocampus 

independent of exploration itself. 

Hidden Markov models have been very fruitfully used to understand sequentially structured data 

in a variety of contexts. A hidden Markov model captures information about data in two ways. 

First, it clusters observations into groups (‘states’) with shared patterns. In our case, this 

corresponds to finding time bins in which the same sets of neurons are co-active. This is 

equivalent to reducing the dimension of the ensemble observations into a discretized latent space 

or manifold. Second, it models the dynamics of state transitions. This model is Markovian 

because it is assumed that the probability to transition to the next state only depends on the 

current state. Critically, these operations of clustering and sequence modeling are jointly 

optimized, allowing the structure of ensemble firing corresponding to each of the final states to 

combine information over many observations. Given the role of the hippocampus in memory, in 

our HMMs, the unobserved latent variable presumably corresponds to the temporal evolution of 

a memory trace that is represented by co-active ensembles of CA1 and CA3 neurons. The full 
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model will correspond to the structure which connects all the memory traces activated during 

PBEs. 

The parameters of our model that are fit to data include the observation model (the cluster 

descriptions, or predicted activity of each excitatory neuron within the CA1/CA3 ensemble for a 

given state), the state transition model (the probability that the CA1/CA3 ensemble will 

transition from a start state to a destination state in the next time bin), and the initial state 

distribution (the probability for sequences to start in each given state). In prior work using 

HMMs to model neural activity, a variety of statistical distributions have been used to 

characterize ensemble firing during a specific state (the observation model). We opted for the 

Poisson distribution to minimize the number of parameters per state and per neuron (see 

Materials and methods). We used the standard iterative EM algorithm (Rabiner, 1989) to learn 

the parameters of an HMM from binned PBE data (20 ms bins). Figure 2.1 depicts the resultant 

state transition matrix and observation model for an example linear-track session. 

Using separate training- and test-datasets (cross-validation) mitigates over-fitting to training 

data, but it is still possible for the cross-validated goodness-of-fit to increase with training 

without any underlying dynamics, e.g., if groups of neurons tend to activate in a correlated 

fashion. Does the model we have learned reflect underlying sequential structure of memory 

traces beyond pairwise co-firing? To answer this question, we cross-validated the model against 

both real ‘test’ data and against surrogate ‘test’ data derived from shuffling each PBE in two 

ways: one in which the binned spiking activity was circularly permuted across time for each 

neuron independently of the other neurons (‘temporal shuffle’, which removes co-activation), 

and one in which the order of the binned data was scrambled coherently across all neurons 



22 
 

(‘time-swap’, which maintains co-activation). Note that the second shuffle preserves pairwise 

correlations while removing the order of any sequential patterns that might be present. Using 

five-fold cross-validation, we compared learned models against both actual and surrogate test 

data and found that the model likelihood was significantly greater for real data (vs. temporal 

shuffle, p<0.001, vs. time-swap, p<0.001, n=18 sessions, Wilcoxon signed-rank test). 

 

Figure 2.1: A hidden Markov model of ensemble activity during PBEs. A hidden Markov model of ensemble 
activity during PBEs. (a) Examples of three PBEs and a run epoch. (b) Spikes during seven example PBEs (top) and 
their associated (30 state HMM-decoded) latent space distributions (bottom). The place cells are ordered by their 
place fields on the track, whereas the non-place cells are unordered. The latent states are ordered according to the 
peak densities of the lsPFs (see Materials and methods). (c) The transition matrix models the dynamics of the 
unobserved internally-generated state. The sparsity and banded-diagonal shape are suggestive of sequential 
dynamics. (d) The observation model of our HMM is a set of Poisson probability distributions (one for each neuron) 
for each hidden state. Looking across columns (states), the mean firing rate is typically elevated for only a few of the 
neurons and individual neurons have elevated firing rates for only a few states. 
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2.2.3 What do the learned model parameters tell us about PBEs? 

To begin to understand what structure we learn from PBE activity, we compared our HMMs 

(trained on real data) against models trained on multiple different surrogate datasets (Figure 

2.2a,b). These surrogate datasets were obtained from actual data following: (1) temporal shuffles 

and (2) time-swaps, as above, and (3) by producing a surrogate PBE from independent Poisson 

simulations according to each unit’s mean firing rate within the original PBEs. First, we 

investigated the sparsity of the transition matrices using the Gini coefficient (see Materials and 

methods). A higher Gini coefficient corresponds to higher sparsity. Strikingly, the actual data 

yielded models in which the state transition matrix was sparser than in each of the surrogate 

counterparts (p<0.001, Figure 2.2c), reflecting that each state transitions only to a few other 

states. Thus, intricate yet reliable details are captured by the HMMs. Next, we quantified the 

sparsity of the observation model. We found that actual data yielded mean firing rates which 

were highly sparse (Figure 2.2d), indicating that individual neurons were likely to be active 

during only a small fraction of the states. Using a graph search algorithm (see Materials and 

methods), we simulated paths through state space generated by these transition matrices, and 

found that this increased sparsity accompanied longer trajectories through the state space of the 

model. Thus, the state transition matrices we learn are suggestive of dynamics in which each 

sparse state is preceded and followed by only a few other, in turn, sparse states, providing long 

sequential paths through state space-consistent with spatial relationships in the environment in 

which the animal was behaving, but generated from PBEs. The increased sparsity of the 

observation model and transition matrix in the example session was representative of a 

significant increase over all remaining sessions (p<0.05, n=18 sessions, Wilcoxon signed-rank 

tests, Figure 2.2e,f). 
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Figure 2.2: A hidden Markov model of ensemble activity during population burst events. Models of PBE 
activity are sparse. We trained HMMs on neural activity during PBEs (in 20 ms bins), as well as on surrogate 
transformations of those PBEs. (a) (top) The transition matrices for the actual and surrogate PBE models with states 
ordered to maximize the transition probability from state i to state i+1. (bottom) Undirected connectivity graphs 
corresponding to the transition matrices. The nodes correspond to states (progressing clockwise, starting at the top). 
The weights of the edges are proportional to the transition probabilities between the nodes (states). The transition 
probabilities from state i to every other state except i+1 are shown in the interior of the graph, whereas for clarity, 
transition probabilities from state i to itself, as well as to neighboring state i+1 are shown between the inner and 
outer rings of nodes (the nodes on the inner and outer rings represent the same states). (b) The observation matrices 
for actual and surrogate PBE models show the mean firing rate for neurons in each state. For visualization, neurons 
are ordered by their firing rates. (c) We quantified the sparsity of transitions from one state to all other states using 
the Gini coefficient of rows of the transition matrix for the example session in (a). Actual data yielded sparser 
transition matrices than shuffles. (d) The observation models—each neuron’s expected activity for each state—
learned from actual data for the example session are significantly sparser than those learned after shuffling. This 
implies that as the hippocampus evolves through the learned latent space, each neuron is active during only a few 
states. (e) Summary of transition matrix sparsity and (f) observation model sparsity with corresponding shuffle data 
pooled over all sessions/animals. (***: p<0.001, *: p<0.05; single session comparisons:  n=250 realizations, 
Welch’s t-test; aggregated comparisons - n=18 sessions, Wilcoxon signed-rank test).  

These observations indicate that PBEs inform an HMM about extant spatial relationships within 

the environment. So, next we asked how the firing patterns of neurons during actual behavior 

project into the learned latent spaces. To observe the evolution of the latent states during 

behavior, we used our model to determine the most likely sequence of latent states corresponding 

to decode the neural activity observed in 100 ms bins during epochs that displayed strong theta 

oscillations (exclusive of PBEs) when rats were running (speed >10 cm/s; see Materials and 

methods). If the learned model was distinct from ensemble patterns during behavior, we might 
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expect the resulting state space probability distributions at each point in time to be randomly 

spread among multiple states. Instead, we found distributions that resembled sequential 

trajectories through the latent space (Figure 2.3a) in parallel with the physical trajectories made 

by the animal along the track, further demonstrating that the latent state dynamics learned from 

PBEs corresponds to an internalized model of physical space. 

 

Figure 2.3: Latent states capture positional code. (a) Using the model parameters estimated from PBEs, we 
decoded latent state probabilities from neural activity during periods when the animal was running. An example 
shows the trajectory of the decoded latent state probabilities during six runs across the track. (b) Mapping latent 
state probabilities to associated animal positions yields latent-state place fields (lsPFs) which describe the 
probability of each state for positions along the track. (c) Shuffling the position associations yields uninformative 
state mappings. (d) For an example session, position decoding during run periods through the latent space gives 
significantly better accuracy than decoding using the shuffled tuning curves. The dotted line shows the animal’s 
position during intervening non run periods. (e) The distribution of position decoding accuracy over all sessions 
(n=18) was significantly greater than chance. (p<0.001). 

To better understand the relationship between the latent space and physical space, we used the 

latent state trajectories decoded during running to form an estimate of the likelihood of each state 

as a function of location on the track (see Materials and methods). These latent state place fields 
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(lsPFs, Figure 2.3b) in many ways resembled neuronal place fields and similarly tiled the extent 

of the track. This spatial localization went away when we re-estimated the lsPFs with shuffled 

positions (Figure 2.3c). To quantify how informative the latent states were about position, we 

used the lsPFs to map decoded state sequences to position during running periods (Figure 2.3d). 

In our example session, decoding through the latent space resulted in a median accuracy of 5 cm, 

significantly greater than the 47 cm obtained from shuffled lsPFs (p<0.001, Wilcoxon signed-

rank test, Figure 2.3d). When we evaluated decoding error over our full set of sessions, we 

observed a similar result (p<0.001, Wilcoxon signed-rank test, Figure 2.3e). As our method 

required discretizing the state space, a potential caveat is that the number of latent states is a 

relevant parameter, which we arbitrarily chose to be 30. However, latent-state place fields were 

informative of position over a wide range of values of this parameter. Note that decoding into the 

latent space and then mapping to position resulted in slightly higher error than simply performing 

Bayesian decoding on the neural activity during behavior. This suggests that the latent space we 

learn from PBEs may not capture all the information about space that is present in hippocampal 

activity during behavior, though this may also reflect the limited number of PBEs from which we 

can learn. 

2.2.4 HMM-congruent PBEs capture sequence replay 

We and others have previously described how the pattern of place cell firing during many PBEs 

recapitulates the order in which they are active when animals run on the track (Figure 2.4a). We 

employed the versatile and widely-used Bayesian decoding method to ascribe a replay score to 

sequential patterns during PBEs. Briefly, for each PBE, we used place-field maps to estimate a 

spatial trajectory (an a posteriori distribution of positions) in 20 ms bins. We generated surrogate 
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data via a column-cycle shuffle (i.e., a circular shift across positions for each time bin (Davidson 

et al., 2009)) of the a posteriori distributions during PBEs. The real and surrogate trajectories 

were scored (see Materials and methods), and we defined replay events as those for which the 

score of the actual trajectory was larger than a threshold fraction of the null distribution 

generated by the surrogate scores. Using this approach, we found that 57% of PBEs (1064 of 

1883) were identified as replay beyond a threshold of 99% (median across datasets 

54.2%, interquartile range=32.8–61.0%). Thus, as has been reported many times (Davidson et 

al., 2009; Diba & Buzsáki, 2007; Foster & Wilson, 2006; Karlsson & Frank, 2009), only a 

fraction of PBEs (but many more than expected by chance) represent statistically significant 

replay. Given that we use all PBEs for model learning and our models capture the structure of the 

environment and the patterns expressed by place cells during exploration, we were interested in 

understanding whether we could also use our latent-space models to find these replay events. 

Indeed, for many events when we decode trajectories through state space, they resemble the 

sequential patterns observed when we decode position using Bayesian techniques and the place 

cell map (Figure 2.4a, left). However, given previous evidence for replay of environments not 

recently experienced (Gupta et al., 2010; Karlsson & Frank, 2009), we hypothesized that some 

PBEs might contain ensemble neural activity which is unstructured and thus unrelated to the 

learned model, and that these would correspond to the ‘non-replay’ events found using 

traditional methods. 
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Figure 2.4: Replay events can be detected via HMM congruence. (a) Example PBEs decoded to position using 
Bayesian decoding. (b) (left) Same examples decoded to the latent space using the learned HMM. (right) Examples 
decoded after shuffling the transition matrix, and (middle) the sequence likelihood using actual and shuffled models. 
(c) Effect of significance threshold on the fraction of events identified as replay using Bayesian decoding and model 
congruent events using the HMM approach. (d) Comparing Bayesian and model-congruence approaches for all 
PBEs recorded, we find statistically significant agreement in event identification (60.9% agreement, n=1883 events 
from 18 sessions, p<0.001, Fisher’s exact test two sided). 

To assess how well the pattern of ensemble activity during individual PBEs related to the overall 

state-space model learned from PBE activity (‘congruence’), we developed a statistical approach 

for identifying the subset of strongly structured PBEs. Specifically, rather than comparing real 

and surrogate PBEs, we compared the goodness-of-fit for each event to a null distribution 

generated via a computationally-efficient manipulation of the transition matrix of the model 

(Figure 2.4b); we row-wise shuffled the non-diagonal elements of the transition matrix to assess 

whether an individual PBE is a more ordered sequence through state space than would be 

expected by chance. Maintaining the diagonal avoids identifying as different from chance 

sequences which consist of few repeated states, marked by transitions between state i and itself. 

As described above, the fraction of events identified as replay using Bayesian decoding is 

strongly tied to how the null-distribution is generated (i.e., what shuffle is used), some secondary 

criteria (e.g., number of active cells, unit cluster quality, peak firing rate, trajectory ‘jumps’, 

etc.), and the value of the significance threshold arbitrarily chosen to be 90%, 95%, or 99% of 
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shuffles in different reports. When we combined across datasets, we found that our transition 

matrix shuffle yielded a null distribution for which a 99% confidence interval identified slightly 

fewer PBEs as significant than the column-cycle shuffle did for Bayesian decoding (Figure 

2.4c). To make a principled comparison of Bayesian- and HMM-based replay detection schemes, 

we fixed the Bayesian-based significance threshold at 99% but selected the significance 

threshold for the HMM-congruence null distribution so that the fraction of replay events detected 

would be the same between the two schemes. Following this approach, we found that model-

congruent/incongruent PBEs largely overlapped with the replay/non-replay events detected using 

Bayesian decoding of the place cell map (Figure 2.4d). Thus, using only the neural activity 

during PBEs, without access to any place cell activity, we are remarkably able to detect the 

sequential patterns typically described as ‘replay’ based only on their consistency with the 

structure of other PBE activity. 

There were, however, also differences between the Bayesian and HMM-congruent approaches, 

including events that reached significance in one but not the other formalism. We wanted to 

understand where and why these approaches differed in identifying significant sequences. When 

we examined individual PBEs, we found sequences for which both Bayesian and model-

congruence replay detection approaches appeared to malfunction (Figure 2.5a). This was not a 

failure of the choice of significance threshold, as for both techniques we found what appeared to 

be false-negatives (patterns which looked like replay but were not significant) as well as false-

positives (patterns which looked noisy but were identified as replay). Thus, in order to 

quantitatively compare the two approaches, we asked eight humans to visually examine all the 

PBEs in our database. They were instructed to label as replay PBEs in which the animal’s 
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Bayesian decoded position translated sequentially without big jumps  ((Silva et al., 2015); see 

Materials and methods). 

 

Figure 2.5: Comparing HMM congruence and Bayesian decoding in replay detection. (a) Eight examples from 
one session show that Bayesian decoding and HMM model-congruence can differ in labeling of significant replay 
events. For each event, spike rasters (ordered by the location of each neuron’s place field) and the Bayesian decoded 
trajectory are shown. ‘+' (‘-') label corresponds to significant (insignificant) events. (left) Both methods can fail to 
label events that appear to be sequential as replay and (right) label events replay that appear non-sequential. (b) We 
recruited human scorers to visually inspect Bayesian decoded spike trains and identify putative sequential replay 
events. Using their identifications as labels, we can define an ROC curve for both Bayesian and HMM model-
congruence which shows how detection performance changes as the significance threshold is varied. (inset) Human 
scorers identify 24% of PBEs as replay. Setting thresholds to match this value results in agreement of 70% between 
Bayesian and HMM model-congruence. (c) Using the same thresholds, we find ≈70% agreement between 
algorithmic and human replay identification. (All comparison matrices, p<0.001, Fisher’s exact test two-tailed.). 

We marked each event as a ‘true’ community replay if it was identified by a majority of scorers 

(six individuals scored n=1883 events, two individuals scored a subset of n=1423 events). We 

calculated an ROC curve which compared the rate of true positive and false positive detections 
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as the significance thresholds for Bayesian and model-congruence approaches were varied 

(Figure 2.5b). A perfect detector would have an AUC of unity. We did not find a significant 

difference between the AUC of Bayesian decoding and model-congruence (p=0.14, bootstrap, 

see Materials and methods). If we select thresholds such that our algorithms yield a similar 

fraction of significant vs. total events as the 24% denoted by our human scorers, we find that 

both Bayesian and model-congruence yield agreement of ≈70% labeled events with each other 

and with human scorers (Figure 2.5c). 

Thus, congruence with an HMM trained only on PBEs appears to work as reliably as Bayesian 

decoding in detecting sequential reactivation of linear track behaviors. However, when we 

examined individual sessions, we noticed that performance was quite variable. Given that our 

models are learned only from PBEs, we reasoned that the statistics or structure of the PBEs 

within each session might yield models which vary in quality depending on the number of 

recorded units, the number of PBEs detected, and their self-consistency across events. We 

created a model quality metric by comparing cross-validated learning statistics to models which 

were learned from shuffled events (see Materials and methods). We found that the performance 

of model-congruence detection was tied to model quality (R2=0.17, F=2.9, n=18 sessions). 

Model quality, in turn, was highly correlated with the number of PBEs during the session 

(R2=0.96, F=392.6, n=18 sessions). Not surprisingly, the performance of Bayesian decoding 

relative to human scorers was independent of the quality of the HMM, or the number of PBEs, as 

the place field model is learned from ensemble neural activity during running. Thus, we find an 

intriguing contrast—when there is an abundance of PBEs (indicating novelty, learning, 

hippocampus-dependent planning, etc.), even in the absence of repeated experience, replay 

detection based on PBE activity is highly effective. Conversely, when there are few PBEs (i.e., 
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scenarios in which PBEs are uncorrelated with cognitive function), but an abundance of repeated 

behavioral trials, Bayesian decoding of these limited events proves more effective. 

2.2.5 Modeling internally generated activity during open field behavior 

The linear track environment represents a highly-constrained behavior. We therefore asked 

whether the HMM approach could generalize to more complex environments and behavioral 

tasks. (Pfeiffer & Foster, 2013, 2015) had previously recorded activity of CA1 neurons in rats as 

they explored in a 2 m × 2 m open field arena for liquid reward. Briefly, animals were trained to 

discover which one of 36 liquid reward wells would be the ‘home’ well on a given day. Then, 

they were required to alternate between searching for a randomly rewarded well and returning to 

the home well. Using the place cell map in this task and Bayesian decoding, many PBEs were 

decoded to trajectories through two-dimensional space that were predictive of behavior and 

shaped by reward. Using this same dataset, we trained HMMs on neural activity during PBEs in 

the open field. Here, we used the same PBE detected previously (Pfeiffer & Foster, 2013, 2015) 

which occupied an average of 2.53±0.42% of the periods during which animals were behaving 

(77.91±21.16 s out of 3064.86±540.26 s). Given the large number of units available in this 

dataset and the increased behavioral variability in the open field environment compared to the 

linear track, we chose to estimate HMMs with 50 latent states. The transition matrix and 

observation model from a sample session are shown in Figure 2.6a,b. Despite the complex and 

varied trajectories displayed by animals, the HMM captured sequential dynamics in PBE 

activity, as in the 1D case, when we compared learned models against both actual and surrogate 

test data, we found that the model likelihood was significantly greater for real data (p<0.001, 

Wilcoxon signed-rank test).  
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Figure 2.6. Modeling PBEs in open field. (a) The transition matrix estimated from activity detected during PBEs 
in an example session in the open field. (b) The corresponding observation model (203 neurons) shows sparsity 
similar to the linear track. (c) Example latent state place fields show spatially-limited elevated activity in two 
dimensions. (d) For an example session, position decoding through the latent space gives significantly better 
accuracy than decoding using the shuffled latent state place fields. (e) Comparing the sparsity of the transition 
matrices (mean Gini coefficient of the departure probabilities) between the linear track and open field reveals that, 
as expected, over the sessions we observed, the open field is significantly less sparse (p<0.001), since the 
environment is less constrained. (f) In contrast, there is not a significant difference between the sparsity of the 
observation model (mean Gini coefficient of the rows) between the linear track and the open field. Note that the 
linear track models are sparser than in Figure 2.2 due to using 50 states rather than 30 to match the open field.  

In the case of the linear track, we linked sparsity of the transition matrix to the sequential nature 

of behaviors in that environment. An unconstrained, two-dimensional environment permits a 

much richer repertoire of behavioral trajectories. However, behavior is still constrained by the 

structure of space—arbitrary teleportation from one location to another is impossible. We found 

that learning from PBEs in the open field yielded transition matrices (Figure 2.6a) that were 

significantly sparser than models learned from shuffled data (p<0.05, Wilcoxon signed-rank test, 
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n=8 sessions). However, consistent with increased freedom of potential behaviors, when we 

compared the sparsity of models learned from open field PBEs with 50-state models learned 

from PBEs in linear tracks, the open field transition matrices were less sparse (p<0.001, Mann–

Whitney U test comparing 8 and 18 sessions, Figure 2.6e). Likewise, when we examined the 

observation model for the open field, we found that the activity across states for individual 

neurons was significantly more sparse than in models learned from shuffled data (p<0.05, 

Wilcoxon signed-rank test, n=8 sessions). However, the sparsity of linear track and open field 

observation models were not significantly different (p=0.44, Mann–Whitney U test). 

Do the latent states learned from PBEs capture spatial information in a 2D environment? We 

used the PBE-trained model to decode run data, as in the linear track case. We found that the 

latent states corresponded with specific locations in the open field, as we expected (Figure 2.6c). 

Moreover, we were able to decode animals’ movements with significantly greater than chance 

accuracy by converting decoded latent states to positions using the lsPF (p<0.001, Figure 2.6d). 

Finally, we examined model-congruency for PBEs detected in the open field. Previously, it was 

reported that 27.3% (815 of 2980, n=8 sessions) were identified as ‘trajectory events’ (Pfeiffer & 

Foster, 2015). We chose a significance threshold to match this fraction and found that there was 

significant overlap between the events detected through Bayesian and model-congruence 

techniques (p<0.01, Fisher’s exact test). Thus, an HMM of the activity during population bursts 

captures the structure of neural activity in two dimensional environments during complex tasks 

and can be used to decode events consistent with trajectories through that environment. 
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2.2.6 Extra-spatial information 

As described earlier, while we observed a similar fraction of events to be similar by HMM-

congruence and Bayesian decoding, there was not an exact event-to-event correspondence. An 

intriguing potential explanation is that the latent space represented in PBE sequential firing and 

captured by the HMM is richer than simply the spatial structure of the present environment. In 

most hippocampal ensemble recording experiments, maze or open field tasks are structured to 

intentionally map memory elements to spatial behavior, and thus this potential richness is 

difficult to test. We used two sample datasets to explore the potential of the HMM to capture 

extra-spatial richness in the PBE sequences. 

First, we considered the possibility that in the awake behaving animal, PBE activity might be 

sequential reactivation of environments other than the one being explored (‘remote replay’). We 

reasoned that we could enhance the model’s representation of remote environments by filtering 

out local replay from the training data. We evaluated how the model-quality of our HMM 

changed as progressively more sequences labeled as replay by Bayesian decoding were removed 

from the training data. In the linear track sessions we considered, we found that refining the 

training data resulted in models that lowered in quality at different rates as the threshold for 

Bayesian replay was decreased (Figure 2.7). Most, but not all, models dropped precipitously in 

quality: >50% when we removed events detected as Bayesian replay at a 95% threshold, as 

would be expected if the HMM represented only the local environment. In many outlier sessions 

in which model quality decreased more slowly, the initial (baseline) model quality was low. 

Intriguingly, however, in at least one outlier session where model quality decreased slowly with 

refinement (blue line, Figure 2.7a), the initial model quality was still high, and we further noted 



36 
 

that position decoding using lsPF yielded relatively high error (blue dot, Figure 2.7b). Thus, we 

wondered whether this and similar sessions might have contained non-local or extra-spatial PBEs 

that were captured by the HMM. 

In order to validate the concept of model-training refinement, we considered a dataset in which 

multiple environments were explored on the same day and remote replay was previously 

observed (Karlsson & Frank, 2009). These data consisted of a series of short exploratory sessions 

in which an animal first explored a novel maze (E1) and then was placed in a familiar one (E2). 

We identified awake PBEs during the familiar E2 session and used them to train an HMM. When 

we refined this model by removing Bayesian-significant local replay events from the training 

data, we found that the model quality decreased comparatively slowly (Figure 2.7a, green line), 

indicating that the HMM was capturing more than the local spatial structure. In contrast, when 

we used place fields from E1 to identify Bayesian-significant remote replay events and removed 

these from the training data, we found that the model quality decreased rapidly as with the 

general linear track cases (Figure 2.7a, red line). When we examined individual events in detail 

in this data, we found many examples in which HMM-significant, Bayesian non-significant 

PBEs decoded to extended state sequences which turned out to correspond to reactivation of the 

remote track (two are shown in Figure 2.7c-l). If we imagine that in this experiment data were 

only recorded during exploration of the familiar environment, classical Bayesian decoding would 

treat these events as noise, as shown in the bottom half of the two examples. In contrast, our 

HMM-based analysis finds these events to be significant, as shown in the top half of the two 

examples. Thus, by combining classical Bayesian decoding and HMM-congruence, we are able 

to identify a signature of when an HMM trained on PBEs captures sequential structure distinct 
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from that dictated by the local environment. Additionally, in these cases, we show that specific 

non-local reactivation events can be identified. 

 

Figure 2.7: Extra-spatial structure. (a) The normalized session quality drops as local-replay events above the 
Bayesian significance threshold are removed from the data. Each trace corresponds to one of the 18 linear track 
sessions, with the stroke width and the stroke intensity proportional to the baseline (all-events) session quality. The 
blue line identifies a session in which model quality drops more slowly, indicating the potential presence of extra-
spatial information. The reduction in session quality for a W maze experiment with known extra-spatial information 
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is even slower (green). When, instead, Bayesian-significant remote events are removed, rapid reduction in session 
quality is again revealed (red). (b) The lsPF-based median decoding errors are shown as a function of baseline 
session quality for all 18 linear track sessions. The blue dot indicates the outlier session from panel (a) with potential 
extra-spatial information: this session shows high decoding error combined with high session quality. Session 
quality of the W maze session is also indicated on the x-axis (decoding error is not directly comparable). (c–h) Two 
example HMM-congruent but not Bayesian-significant events from the W maze session are depicted to highlight the 
fact that congruence can correspond to remote replay. (c) Spikes during ripple with local place cells highlighted (top 
panel) and the corresponding latent state probabilities (bottom panel) decoded using the HMM show sequential 
structure (grayscale intensity corresponds to probability). (d) In this event, the Bayesian score relative to the shuffle 
distribution (top panel) indicates that the event is not-significant, whereas the HMM score relative to shuffles 
indicates (bottom panel) the ripple event is HMM-congruent. (e) Estimates of position using local place fields show 
jumpy, multi-modal a posteriori distribution over space in 1D (top left panel) and 2D (top right panel; distribution 
modes and time is denoted in color). Bayesian decoding using the remote environment place fields (bottom panel) 
indicates that the sample event is a remote replay. Note that in a typical experiment, only the local place fields 
would be available. (f–h) Same as (c–e), but for a different ripple event. 

Finally, we considered the potential of our methodology for uncovering temporal patterns in PBE 

activity under scenarios where complex behavior does not permit identification of well-defined 

place-fields or in the absence of behavior, such as during sleep. As we have emphasized, a 

remarkable aspect of learning HMMs from PBE activity is that the model can be built entirely 

without behavioral data, so can our model capture significant sequential information outside of 

immobility periods during quiet waking? To demonstrate this potential, we examined HMMs 

trained on PBEs in sleep following the learning phase of an object-location memory task when 

animals explored three objects in an open field (see Material and methods). Previous studies 

have demonstrated that subsequent recall of this memory is hippocampus-dependent, and 

requires consolidation in post-task sleep (Inostroza & Born, 2013; Prince et al., 2014). However, 

while this task involves spatial exploration of objects in an arena, whether the subsequent post-

task sleep contains sequential structure and whether object memory is contained in this code has 

remained elusive (Larkin et al., 2014). In order to assess the presence of sequential structure in 

the PBEs, we first used cross validation to generate a distribution of sequence HMM-congruence 

scores. For each set of test PBEs, we also generated surrogates by shuffling time bins across 

events (pooled time-swap). Using our HMM-congruence score which explicitly tests for 

sequences through state space, the large difference between actual and shuffled score 
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distributions indicates evidence for significant sequential structure in the PBEs (p<0.001, Mann–

Whitney U test, Figure 2.8). While more work is needed to evaluate the mnemonic relevance of 

these HMM-congruent sequences, these data support the notion that the HMM can uncover 

sequential activity in sleep away from the task environment. This approach further demonstrates 

the utility of the HMM approach as an initial analysis of a novel dataset, or as a way of 

comparing the sequential content encoded in PBEs during different periods. 

 

Figure 2.8: Temporal structure during a sleep period following object-location memory task. Using cross 
validation, we calculate the HMM-congruence score (which ranges from 0 to 1) for test PBEs. For each event, we 
also calculate the score of a surrogate chosen using a pooled time-swap shuffle across all test events. The 
distribution of scores of actual events is significantly higher than that of the surrogate data (p<0.001, Mann–
Whitney U test). 

2.3 Discussion 

Increasing lines of evidence point to the importance of hippocampal ensemble activity during 

PBEs in guiding on-going behavior and active learning. Despite being the strongest output 

patterns of the hippocampus, however, this activity has been assumed to be interpretable only in 

the context of other theta-associated place cell activity expressed during behavior. Our findings 

demonstrate that over the course of a behavioral session, ensemble activity during PBEs alone is 

sufficient to form a model which captures the spatial relationships within an environment. This 

suggests that areas downstream of the hippocampus might be able to make use solely of PBE 

https://elifesciences.org/articles/34467
https://elifesciences.org/articles/34467
https://iiif.elifesciences.org/lax/34467%2Felife-34467-fig8-v2.tif/full/full/0/default.jpg


40 
 

activity to form models of external space. In an extreme view, place cell activity might merely 

subserve the internal mechanisms in the hippocampus which generate PBE sequences. To the 

extent that animals might wish to use the spatial code obtained from PBEs to identify their 

current location, we show that this can be done after translating ensemble activity into the latent 

states of the model. Do the PBEs contain ‘full information’ about the environment? Bayesian 

decoding of location from place cell activity results in lower error than location estimates 

generated using the latent states and lsPFs. This suggests that the manifold defined by the HMM 

may not capture all the dimensions of information represented during exploration. However, it is 

possible that with more PBE data, we would learn a more refined state space. Thus, the 

difference between the latent space represented during behavior and within PBEs may be an 

interesting focus of future study. 

When we examined the transition matrices we learned from PBEs, we found that they were 

marked by significant sparsity. This sparsity results from the sequential patterns generated during 

PBEs. Latent variable models have previously been used to analyze the structure of hippocampal 

place cell activity (Chen et al., 2012, 2014; Dabaghian et al., 2014). In these studies, the learned 

transition matrices were mapped to undirected graphs which could be analyzed using topological 

measures. It is intriguing that similar structure is apparent in PBE activity. For example, we 

observed that transition matrices learned from PBEs associated with linear track behavior were 

significantly sparser than those learned from the open field, which we hypothesize is a 

consequence of the greater freedom of behavior in the latter (a topological difference). Whether 

hippocampal PBE activity must always be sequential, i.e., evolve through a sparsely-connected 

latent space, is an open and interesting question, as are differences between the latent state space 

dynamics learned during PBEs and those learned from place cell activity. 



41 
 

2.3.1 Graded, non-binary replay detection 

Remarkably, evaluating the congruence or likelihood of test data against our HMM provided a 

highly novel method to detect events that are consistent with replay, without a need to access the 

‘play’ itself. In the process of evaluating the potential of HMMs for detecting replay, we 

developed an approach to compare different replay-detection strategies. Our results highlight 

how the data do not readily admit to a strict separation between ‘replay’ and ‘non-replay’ events. 

While it is possible that with additional shuffles or other restrictions (Feng et al., 2015), 

automated performance might be rendered closer to human-labeling, even human scorers had 

variation in their opinions. This calls into doubt judgments of memory-related functions which 

build on a binary distinction between replay and non-replay sequences. Model congruence, either 

as a raw statistical likelihood or weighted against a shuffle distribution, seems to be a very 

reasonable metric to associate with individual PBEs. Moreover, evaluating congruence with an 

HMM does not require access to repeated behavioral sequences, which may be infeasible under 

widely-used single- or few-trial learning paradigms or when the events involve replay of a 

remote internalized environment. Given these benefits, along with computational efficiency, we 

would suggest that future analyses of the downstream impact of hippocampal reactivation regress 

effects against this measure rather than assuming a binary distinction. 

2.3.2 Learning, model congruence and replay quality 

Not surprisingly, the rate of PBEs had a large effect on our ability to measure model congruence. 

Interestingly, it has been noted that the density of PBE is higher during early exposure to a novel 

environment (S Cheng & Frank, 2011; Frank et al., 2004; Kemere et al., 2013; Kudrimoti et al., 

1999). This might suggest that for the animal, PBE activity could be an important source for 
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generating models of the world when the animal is actively learning about the environment. If as 

hypothesized, replay is a form of rehearsal signal generated by the hippocampus to train 

neocortical modules (G. Buzsaki, 1989), then indeed the brain’s internal machinery may also be 

evaluating whether a given sequential PBE pattern is congruent and consistent with previously 

observed PBEs. In later sessions, as animals have been repeatedly exposed to the same 

environments, downstream regions will have already witnessed many PBEs from which to 

estimate the structure of the world. Overall, our approach provides a novel viewpoint from the 

perspective of hippocampal PBEs. An interesting future line of inquiry would be to assess the 

extent to which a model built on PBEs during first experience of a novel environment is slower 

or faster to converge to the final spatial map than models built on theta-associated place activity. 

2.3.3 Application to extra-spatial behaviors 

We have analyzed data gathered in experiments in which rats carried out simple spatial 

navigation tasks. Thus, to some extent it is not surprising that when we decoded ensemble 

activity during behavior, we found that spatial positions the animal is exploring are strongly 

associated with the latent states. 

We anticipate that our approach for calculating lsPFs would be equally useful in tasks in which 

the hippocampal map is organized around time (Eichenbaum, 2014) or other continuous 

variables (e.g. sound frequency (Aronov et al., 2017)). Our two proof-of-concept analyses, 

however, suggest that it should be possible to use HMMs to infer the presence of extra-spatial 

sequential reactivation in PBEs. For example, we showed that there is significant sequential 

structure during sleep after an animal explores novel objects in an environment. We anticipate 

that careful experimental design and further algorithmic development would allow for the 
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conjunctive coding of object identity and spatial locations to be detected in the latent states we 

learn from PBEs, with model-congruence providing a tool to study sequential hippocampal 

reactivation in these types of tasks. 

Conjunctive, non-spatial information might be one source of the apparent variability that results 

in many PBEs not being detected as replay using traditional Bayesian decoding. Another 

proposed source of this variability is reactivation of other environments. Our second proof-of-

concept analysis suggests that HMMs learned from PBEs can, in fact, capture the spatial 

structure of environments beyond the one the animal is currently exploring. It appears that it 

should be possible to use only the PBEs and information about the place-cell map of the local 

environment to refine the training set for remote replay activity and learn the structure of a 

remote environment. While we used Bayesian decoding to detect putative local replays, we 

anticipate related approaches might use an HMM or other approaches to model local place cell 

activity. 

2.3.4 Future possibilities 

It has been previously observed that the rate of hippocampal reactivations in PBEs during awake 

behavior is much higher than during sleep (Grosmark & Buzsáki, 2016), but the reasons for this 

are not well understood. One hypothesis is that many sleep PBEs contain the reactivation of 

contexts other than those measured during a behavioral experiment. Another hypothesis is that 

sleep activity involves remodeling of dynamic network architectures (Buhry et al., 2011; Tononi 

& Cirelli, 2014). Our approach has the potential to illuminate some sources of variability during 

sleep. While we have given preliminary evidence that information about a remote context can be 

present in PBEs along with the local context, further work is required to understand how our 
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model’s ability to capture this structure scales with the number of different contexts. With 

sufficient data, our HMM approach should be able to learn disjoint sets of latent states (or ‘sub-

models’) which would capture these separate contexts and allow us to test this possibility. 

Alternatively, sleep PBEs could yield models which represent a known behavioral context but 

are markedly different (e.g., less sparse) than those learned from awake PBEs. This might 

support the network remodeling function of sleep. In the latter case, we might imagine that only 

a small subset of sleep PBEs—corresponding to learning-related replay—would be congruent 

with a model learned from awake PBE data. 

2.3.5 Conclusions 

We have demonstrated a new analytical framework for studying hippocampal ensemble activity 

which enables primacy of PBEs in model formation. We use an unsupervised learning technique 

commonly used in the machine learning field to study sequential patterns, the hidden Markov 

model. This contrasts with existing approaches in which the model—estimated place fields for 

the ensemble—is formed using the theta-associated place cell activity. We find that our PBE-first 

approach results in a model which still captures the spatial structure of the behavioral tasks we 

studied. Additionally, we demonstrate that we can use model-congruence as a tool for assessing 

whether individual PBEs contain hippocampal replay. Finally, we present proofs-of-concept that 

this analytical approach can detect the presence of sequential reactivation in experimental 

scenarios in which existing approaches are insufficient. Thus, the use of unsupervised learning of 

latent variable models—specifically HMMs and statistical congruence as a marker of individual 

events—bears much promise for expanding our ability to understand how PBEs enable the 

cognitive functions of the hippocampus. 

https://elifesciences.org/articles/34467
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2.4 Materials and methods 

2.4.1 Experiment paradigm/neural data recording 

We analyzed neural activity recorded from the hippocampus of rats during periods in which they 

performed behavioral tasks in different paradigms. First, we considered data from animals 

running back and forth in a linear track 150 or 200 cm long. As previously reported using these 

same data (Diba & Buzsáki, 2007), we recorded neural activity using chronically-implanted 

silicon probes to acquire the activity of hippocampal CA1/CA3 neurons. From these 

experiments, we chose sessions during which we observed at least 20 place cells during active 

place-field exploration, and at least 30 PBEs (see below). Place cells were identified as 

pyramidal cells which had (i) a minimum peak firing rate of 2 Hz, (ii) a maximum mean firing 

rate of 5 Hz, and (iii) a peak-to-mean firing rate ratio of at least 3, all estimated exclusively 

during periods of run (as defined before, that is, when the animal was running >10 cm/s). This 

selection yielded n=18n=18 session with 41–203 neurons (36–186 pyramidal cells). All 

procedures were approved by the Institutional Animal Care and Use Committee of Rutgers 

University and followed US National Institutes of Health animal use guidelines (protocol 90–

042). 

A second dataset used tetrodes to record a large number (101–242) of putative pyramidal 

neurons in area CA1 during two sessions each in four rats. Briefly, as was previously reported 

using these data (Pfeiffer & Foster, 2013, 2015), rats explored an arena in which there were 36 

reward sites. In each session, one site was designated as ‘home’. During a session, rats would 

repeatedly alternate between retrieving a random reward site in one of the remaining 35 locations 

and retrieving a reward at the home location. All procedures were approved by the Johns 

https://elifesciences.org/articles/34467
https://elifesciences.org/articles/34467
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Hopkins University Animal Care and Use Committee and followed US National Institutes of 

Health animal use guidelines (protocols RA08M138, RA11M16, and RA14M48). 

In order to investigate remote replay, we used data from an experiment in which this 

phenomenon has been previously reported (Karlsson & Frank, 2009). Briefly, rats were 

implanted with multi-electrode microdrives with tetrodes targeting CA1 and CA3. They were 

trained to carry out a continuous-alternation task in an initially novel ‘w’-shaped maze (E2) for 

liquid reward for multiple daily run sessions interspersed by rest-periods in an enclosed box. 

After they learned the task, they were introduced to a novel w-maze (E1) in a different 

orientation in which they had two run sessions followed by a run in the now-familiar E2. For our 

proof-of-concept analysis (Figure 2.7), we used data from the second day of the novel maze (i.e., 

third and fourth exposures) in animal ‘Bon’. 

Finally, we recorded neural activity during an object-location memory task using a 32-channel 

silicon probes (Buzsaki32, Neuronexus, MI) equipped with light fibers lowered to area CA1 of 

the dorsal hippocampus. The animal was previously infused with AAV-CamKIIa-ArchT-GFP 

for the purpose of another experiment. Putative pyramidal cells and interneurons were 

distinguished based on their spike waveforms and spike auto-correlograms. On the day before 

the recordings, the animal was repeatedly exposed to an empty test chamber on four successive 

six minute blocks, interleaved by three minute rest periods in the home cage. On the recording 

day, the first of these six-minute blocks was again the empty test chamber, but on the remaining 

blocks, the animal was exposed to a fixed configuration of three different novel objects placed in 

the northeast, center and southeast corners of the box. These blocks were again interleaved with 

three minute rest periods in the home cage. The test chamber was a 60 × 60 cm2 box with a local 
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cue (8.5 in. × 11 in. sheet printout) placed on one test wall. Following the last acquisition 

exposure, the animal was returned to its home cage for a four hour extended sleep period. The 

subsequent day, one of the objects in the box was displaced and the animal was reintroduced into 

the box to test for interactions with the displaced versus non-displaced objects. All procedures 

were approved by the Institutional Animal Care and Use Committee of the University of 

Wisconsin-Milwaukee and followed US National Institutes of Health animal use guidelines 

(protocol 13–14 #28) 

2.4.2 Population burst events 

To identify PBEs in the linear track data, a spike density function (SDF) was calculated by 

counting the total number of spikes across all recorded single and multi-units in non-overlapping 

1 ms time bins. The SDF was then smoothed using a Gaussian kernel (20 ms standard deviation, 

60 ms half-width). Candidate events were identified as time windows with a peak SDF of at least 

three standard deviations above the mean calculated over all the session. The boundaries of each 

event were set to time points of crossing the mean, preceding and following the peak. Events 

during which animals were moving (average movement speed of >5 cm/s) were excluded from 

all further analyses to prevent possible theta sequences from biasing our results. For analysis, 

we then binned each PBE into 20 ms (non-sliding) time bins. Spikes from putative interneurons 

(mean firing rate when moving >10 Hz) were excluded, as were events with duration less than 

four time bins or with fewer than four active pyramidal cells. For the open field data, we used the 

previously reported criteria (Pfeiffer & Foster, 2013) for identifying PBEs prior to binning (10 

ms standard deviation kernel, minimum of 10% of units active, duration between 50 ms and 

2000 ms). 
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2.4.3 Hidden Markov model of PBE activity 

We trained HMMs complete sequence on the PBEs. In an HMM, an unobserved discrete latent 

state evolves through time according to a first order Markov process. The temporal evolution of 

the latent state is described by the 𝑀𝑀 × 𝑀𝑀 matrix A, whose elements{𝑎𝑎𝑖𝑖𝑖𝑖} signify the probability 

after each time bin of transitioning from state 𝑖𝑖 to state 𝑗𝑗, 𝑎𝑎𝑖𝑖𝑖𝑖 = Pr (𝑞𝑞𝑡𝑡+1 = 𝑗𝑗|𝑞𝑞𝑡𝑡 = 𝑖𝑖). The 

number of states, 𝑀𝑀, is a specified hyperparameter. We found that our results were insensitive to 

the value of 𝑀𝑀 through a wide range of values from 20 to 100. During each time bin of an event, 

the identity of the latent state influences what is observed via a state-dependent probability 

distribution. We modeled the 𝑁𝑁-dimensional vector of binned spiking from our ensemble 

of 𝑁𝑁 neurons at time 𝑡𝑡, 𝑂𝑂𝑡𝑡, as a Poisson process. Specifically, for each state, 𝑖𝑖, we model 

neuron 𝑛𝑛 as independently firing according to a Poisson process with rate 𝜆𝜆𝑛𝑛𝑖𝑖. 

Pr(𝑂𝑂𝑡𝑡|𝑞𝑞𝑡𝑡 = 𝑖𝑖) =  �Pr (𝑜𝑜𝑛𝑛𝑡𝑡|𝑞𝑞𝑡𝑡 = 𝑖𝑖)
𝑁𝑁

𝑛𝑛=1

 ∝  �𝜆𝜆𝑛𝑛𝑖𝑖
𝑜𝑜𝑛𝑛𝑛𝑛exp (−𝜆𝜆𝑛𝑛𝑖𝑖)

𝑁𝑁

𝑛𝑛=1

 

where 𝑜𝑜𝑛𝑛𝑡𝑡 is the number of spikes observed from neuron 𝑛𝑛 at time 𝑡𝑡. The final parameter which 

specifies our model is the probability distribution of the initial state for a given event, 𝜋𝜋𝑖𝑖 =

𝑃𝑃𝑃𝑃(𝑞𝑞𝑖𝑖 = 𝑖𝑖). Thus, our model is specified by parameters 𝜃𝜃 = {𝐴𝐴,𝛬𝛬,𝜋𝜋}, where 𝛬𝛬 ={𝜆𝜆𝑛𝑛𝑖𝑖} is 

an 𝑁𝑁 × 𝑀𝑀 matrix and 𝜋𝜋 = {𝜋𝜋𝑖𝑖} is an 𝑁𝑁-dimensional vector. 

To learn model parameters, we follow the well-known iterative EM procedure (Rabiner, 1989), 

treating each training PBE as an observation sequence. In order to regularize the model, we 

impose a minimum firing rate for each neuron of 0.001 (0.05 Hz) during the M-step of EM. For a 

given PBE (i.e., observation sequence) with 𝐾𝐾 bins, we use the ‘forward-backward algorithm’ 
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(Rabiner, 1989) to calculate the probability distribution of the latent state for each time bin,  

𝑃𝑃𝑃𝑃(𝑞𝑞𝑡𝑡|𝑂𝑂1, … ,𝑂𝑂𝑡𝑡 , … ,𝑂𝑂𝐾𝐾). For a particular time bin, 𝑡𝑡, in a given sequence, the forward-backward 

algorithm allows information from all observation bins, previous and subsequent, to affect this 

state probability distribution (as well the observation bin at time 𝑡𝑡). The forward-backward 

algorithm also efficiently calculates the ‘score’, or likelihood of the complete 

sequence, 𝑃𝑃𝑃𝑃(𝑂𝑂1, … ,𝑂𝑂𝐾𝐾). All HMMs learned in this work used five-fold cross validation, that is, 

the PBEs were divided into five randomly selected fifths (‘folds’), and then each fold was 

evaluated as a test set, with the model trained using the remaining four folds. We define the 

model likelihood of an HMM as the product of the scores of each event using this five-fold cross 

validation. To initially evaluate model learning, we compared model likelihoods calculated using 

real and shuffled test data. Models which have learned to properly represent the data should 

show significant increases. To quantify the presence of PBE sequences in a model we used a 

model quality metric as described below. 

2.4.4 Ordering states for visualization 

For visualization, we wanted to order the states to maximize the super diagonal of the transition 

matrix. We used a greedy approach which typically yields this solution. We started by assigning 

the first index to the state with the highest initial probability and added states based on the most 

probable state transitions. The undirected connectivity graphs were then generated from this 

transition matrix, averaging the strength of reciprocal connections, 𝑎𝑎𝑖𝑖𝑖𝑖 and 𝑎𝑎𝑖𝑖𝑖𝑖. 
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2.4.5 Surrogate datasets and shuffle methods 

In order to analyze the HMMs that we learned, we compared them against different types of 

surrogate datasets obtained by shuffling the neural activity during PBEs in distinct ways. (1) 

Temporal shuffle: within each event, the binned spiking activity was circularly permuted across 

time for each unit, independently of other units. This goal of this shuffle is to disrupt unit co-

activation, while maintaining the temporal dynamics for each unit. (2) Time-swap shuffle: within 

each event, the order of the binned columns of neural activity was randomly permuted across 

time, coherently across units. The goal of this shuffle is to change the temporal dynamics of 

ensemble activity, while maintaining unit co-activation. (3) Poisson surrogate ‘shuffle’: we 

estimated each unit’s mean firing rate across all PBEs, and then produced surrogate PBEs from 

independent Poisson simulations according to each unit’s mean firing rate. (4) Pooled time-swap 

shuffle: the order of the binned columns of neural activity was randomly permuted across all 

pooled events, coherently across units. This shuffle has been previously used in Bayesian replay 

detection (Davidson et al., 2009). 

2.4.6 Calculating sparsity and connectivity of the model parameters 

Sparsity of the transitions from individual states (departure sparsity) was measured by 

calculating the Gini coefficient of corresponding rows of the transition matrix (Hurley et al., 

2009). The Gini coefficient is a measure of how variable the values of this probability 

distribution are, with equality across states corresponding to a coefficient of zero (minimal 

sparsity), and a singular distribution with a probability-one transition to a single other state 

corresponding to a coefficient of one (maximal sparsity). The sparsity of the full transition 

matrix was calculated by averaging the Gini coefficient across rows. For analyses of PBE models 
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from linear tracks, we computed the mean sparsity across states for each of the 250 surrogate 

datasets, and these means were used to generate the box plots of Figure 2.2c. Note that for the 

actual data, we generate a distribution by randomly initializing the model 250 times and 

calculating the mean sparsity over all initializations. For analyses of models learned from PBEs 

in open fields (and the linear track comparison with 50 states), we created 50 surrogates/random 

initializations. To compare across sessions, we calculated the mean sparsity by averaging over all 

250 surrogate datasets to obtain a single mean sparsity per session, so that n=18 per-session 

means were used to create the box-plots of Figure 2.2e. 

Firing rates can be highly variable for different units. Thus, when evaluating the sparsity of the 

observation matrix, we measured the extent to which individual units were specifically active in 

a few states by calculating the Gini coefficients of the rows of the observation matrix. As with 

transitions, we calculated mean sparsity across units for each surrogate dataset, and we then 

averaged over all surrogate datasets to obtain a per-session average, used in Figure 2.2f. 

2.4.7 Model connectivity and sequences 

To measure the degree of sequential connectivity within the graph corresponding to the transition 

matrix—with nodes and edges representing the states and transitions, respectively—we 

developed an algorithm for measuring the length of the longest path that can be taken through the 

graph. This method is analogous to the ‘depth-first search’ algorithm for traversing the graph’s 

tree structure without backtracking. First, we made an adjacency matrix for a corresponding 

unweighted directed graph by binarizing the transition matrix using a threshold of 0.2 on the 

transition probabilities. Starting from each node, we then found the longest path that ended at 

either a previously visited node or a terminal node (a node without any outgoing edges). To 
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compare models trained on actual versus surrogate datasets, we adjusted the thresholds to match 

the average degree (defined as the average number of edges per node) between the models, thus 

ruling out possible effects due to differences in the number of graph edges. We carried out this 

analysis on the same set of models that were generated for analyzing sparsity. To compare across 

sessions, we calculated the median maximum path length for each session (n=18) and used the 

per-session medians. 

2.4.8 Latent state place fields 

To calculate the latent state place fields, we first identified bouts of running by identifying 

periods when animals were running (speed >10 cm/s). We then binned the spiking during each of 

these bouts in 100 ms bins. Using the forward-backward algorithm (Rabiner, 1989) and the 

HMM model parameters learned from PBEs, we decoded each bout into a sequence of latent 

state probability distributions, 𝑃𝑃𝑃𝑃(𝑞𝑞𝑡𝑡|𝑂𝑂𝑡𝑡). Using the track positions corresponding to each time 

bin, we then found the average state distribution for each position bin, 𝑥𝑥𝑝𝑝, and normalized to 

yield a distribution for each state, 𝑃𝑃𝑃𝑃(𝑥𝑥𝑝𝑝|𝑞𝑞𝑡𝑡 = 𝑖𝑖). 

2.4.9 Decoding position from latent state sequences 

We used the lsPF to decode the animal’s position after determining the probability of different 

latent state trajectories during bouts of running. With five-fold cross validation, we estimated 

lsPF in a training dataset, then used the HMM model to decode latent state trajectory 

distributions from ensemble neural activity in the test data. The product of lsPF and decoded 

latent state distribution at time 𝑡𝑡 is the joint distribution 𝑃𝑃𝑃𝑃(𝑥𝑥𝑝𝑝, 𝑞𝑞𝑡𝑡|𝑂𝑂𝑡𝑡). We decode position as the 

mean of the marginal distribution 𝑃𝑃𝑃𝑃(𝑥𝑥𝑝𝑝|𝑂𝑂𝑡𝑡). 
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2.4.10 Bayesian replay detection 

We followed a frequently used Bayesian decoding approach to detect replay in our 1D data 

(Davidson et al., 2009). For each 20 ms time bin t within a PBE, given a vector comprised of 

spike counts from 𝑁𝑁 units,  𝑂𝑂𝑡𝑡 = (𝑜𝑜1𝑡𝑡𝑜𝑜2𝑡𝑡 … 𝑜𝑜𝑁𝑁𝑡𝑡) in that bin, the posterior probability distribution 

over the binned track positions was calculated using Bayes’ rule: 

𝑃𝑃𝑃𝑃(𝑥𝑥𝑝𝑝|𝑂𝑂𝑡𝑡) =
𝑃𝑃𝑃𝑃(𝑂𝑂𝑡𝑡|𝑥𝑥𝑝𝑝)𝑃𝑃𝑃𝑃(𝑥𝑥𝑝𝑝)

∑ 𝑃𝑃𝑃𝑃(𝑂𝑂𝑡𝑡|𝑥𝑥𝑞𝑞)𝑃𝑃𝑃𝑃(𝑥𝑥𝑞𝑞)𝑝𝑝
𝑞𝑞=1

 

where 𝑥𝑥𝑝𝑝 is the center of 𝑝𝑝-th linearized position bin (of 𝑃𝑃 total bins). We assumed Poisson 

firing statistics, thus the prior probability, 𝑃𝑃𝑃𝑃(𝑂𝑂𝑡𝑡|𝑥𝑥𝑝𝑝), for the firing of each unit 𝑛𝑛 is equal to 

𝑃𝑃𝑃𝑃�𝑂𝑂𝑡𝑡�𝑥𝑥𝑝𝑝� =  �Pr�𝑜𝑜𝑛𝑛𝑡𝑡�𝑥𝑥𝑝𝑝�
𝑁𝑁

𝑛𝑛=1

 ∝  ��𝜏𝜏𝜆𝜆𝑛𝑛𝑝𝑝�
𝑜𝑜𝑛𝑛𝑛𝑛exp (−𝜏𝜏𝜆𝜆𝑛𝑛𝑝𝑝)

𝑁𝑁

𝑛𝑛=1

 

where 𝜏𝜏 is the duration of time bin (100 ms during estimation, 20 ms during decoding), 

and 𝜆𝜆𝑛𝑛𝑝𝑝 characterizes the mean firing rate of the 𝑛𝑛-th unit in the 𝑝𝑝-th position bin. We assumed a 

uniform prior distribution 𝑃𝑃𝑃𝑃(𝑥𝑥𝑝𝑝) over the position bins. 

For each PBE, the estimated posterior probability distribution was used to detect replay as 

follows. Many (35,000) lines with different slopes and intercepts were sampled randomly 

following the approach in (Davidson et al., 2009). The Bayesian replay score for a given event 

was the maximum score obtained from all candidate lines, where the score for a particular line 

was defined as the mean probability mass under the line, within a bandwidth (of 3 cm). For time 

bins during which the sampled line fell outside of the extent of the track, the median probability 
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mass of the corresponding time bin was used, and for time bins during which no spikes were 

observed, we used the median probability mass across all on-track time bins. To evaluate the 

significance of this score, for each event we generated 5000 surrogates of the posterior 

probability distribution by cycling the columns (i.e., for each time bin, circularly permuting the 

distribution over positions by a random amount) and calculated the replay score for each 

surrogate. The Monte Carlo p-value for each event was obtained from the number of shuffled 

events with replay scores higher than the raw data. The threshold for significance was varied as 

described in the text. For the open field, we used previously reported criteria (Pfeiffer & Foster, 

2013) to identify replay events from PBEs. 

2.4.11 Replay detection via PBE model congruence 

To identify replay as model congruence, for each PBEs, we used the forward-backward 

algorithm to calculate the sequence likelihood 𝑃𝑃𝑃𝑃(𝑂𝑂1, … ,𝑂𝑂𝐾𝐾), as defined earlier. Using five-fold 

cross validation, the parameters of a HMM were learned from training PBE. The sequence score 

was then calculated for each event in the test data. To evaluate the significance of this score, for 

each event we generated 5000 surrogate scores using a computationally-efficient scheme. 

Specifically, for each surrogate, we randomly shuffle the rows of the transition matrix, excepting 

the diagonal. By maintaining the diagonal (i.e., transitions that begin and end in the same state) 

and leaving the observation model unchanged, this shuffle specifically selects against PBEs in 

which the latent states do not evolve in temporal sequences. The Monte Carlo pp-value for each 

event was calculated as the fraction of shuffled events with HMM sequence scores higher than 

the raw data. The threshold for significance was varied as described in the text. Note that while 

we describe this as HMM-congruence, we have maintained the diagonal of the transition matrix, 
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which specifically selects against PBEs which might be model-congruent by maintaining a single 

state over many time bins. In reality, there are other dimensions of the HMM that we could 

assess congruence against, for example the observation model, the initial state distribution, or 

combinations of these and the transition matrix. In comparing against Bayesian decoding, our 

current definition seemed most appropriate for sequence detection, but we can imagine future 

studies expanding on our approach. 

2.4.12 Human scoring and detection comparison 

We organized a group of human scorers to visually evaluate whether individual PBEs should be 

described as replay. More specifically, scorers were only presented with Bayesian decoded 

probability distributions such as those in Figure 2.4a, but without access to the spike raster or any 

additional information. The scorers included six graduate students (including one of the authors) 

and two undergraduates, all of whom were generally familiar with the concept of hippocampal 

replay. We built an automatic presentation system which would display each event in random 

order, and record one of six possible scores: ‘excellent’ (highly sequential with no jumps and 

covering most of the track), ‘good’ (highly sequential with few or no jumps), ‘flat’ (decoded 

position stayed mostly in the same place, i.e. no temporal dynamics), ‘uncertain’ (some 

semblance of structure, but not enough to fall into any of the previous categories) or ‘noise’ (no 

apparent structure, or nonsensical trajectories such as teleportation). An event was then 

designated as replay if it was labeled as ‘excellent’ or ‘good’ by a majority of scorers (ties were 

labeled as non-replay). 

To calculate an ROC curve for replay detection algorithms, we used our shuffle statistics for 

each event to create a vector which related the significance threshold (e.g., 99%) to the label 
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supplied by the algorithm (i.e., significant replay or not). Then, as a function of threshold, the 

sensitivity (fraction of true positives identified) and selectivity (fraction of true negatives 

identified) were averaged over events to yield an ROC curve. To evaluate whether the AUC 

differed between Bayesian and model-congruence techniques we used a bootstrap approach. To 

generate a null hypothesis, we combined the event/threshold vectors from both groups, and then 

sampled two random groups (A and B) with replacement from the pooled data. The AUC for 

these two random groups of events were measured, and a distribution for the difference between 

the randomly chosen AUC was calculated. The two-sided p-value we report is the fraction of 

differences in random AUC which are more extreme than the actual difference. 

2.4.13 HMM model quality across sessions 

In order to understand the extent to which an HMM trained on PBEs from a given session 

contained sequentially-structured temporal dynamics, we calculated the ‘session quality’ 

(equivalently model quality) as follows. Again, using five-fold cross validation, we learn an 

HMM on the training subset of PBEs, and score (using the forward-backward algorithm, as 

before), the remaining subset of test PBEs. Then, we also score a pooled time-swap surrogate of 

the test PBE and we repeat this pooled time-swap scoring n=2500 times. Finally, we obtain a z 

score for each PBE by comparing the score from the actual test PBE to the distribution of pooled 

time-swap scores of the corresponding PBE. The session quality is then defined as the average of 

these z scores, over all events in a session. This measure of session quality was then used to 

detect the presence of putative remote replay events or other extra-spatial structure in PBEs, 

since a high session quality after removing local Bayesian significant events is highly suggestive 

of remaining (unexplained) sequential structure. 
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3 Retuning of hippocampal place representations 
during sleep 

 

Summary  

Hippocampal representations that underlie spatial memory undergo continuous refinement 

following initial formation. Understanding the role of sleep in this process has been challenged 

by the inaccessibility of place fields when animals are not actively exploring a maze. Here, we 

introduced a novel Bayesian learning approach to discover and dynamically track the spatial 

tuning of individual neurons during offline states based on the spike-triggered average decoded 

position of other neurons in ensemble recordings from freely moving rats. Using these dynamic 

tunings within hippocampal sharp-

wave ripples, we found stable 

spatial representations that were 

strongly aligned with maze place 

fields in slow-wave sleep 

following initial maze exploration. 

These representations were 

explained by a combination of 

factors that included pre-

configured structure of firing rates 

in sleep before exposure to the 

environment, and representations 
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that emerged during theta oscillations and awake sharp-wave ripples on the maze. Remarkably, 

the ripple representations during sleep predicted the future place fields of neurons upon re-

exposure to the maze, even when those fields deviated from previous place preferences, 

indicating that sleep drives representational drift across maze exposures. In contrast, we observed 

tunings with poor alignment to maze place-fields in most other time periods, including in sleep 

and rest before maze exposure, during rapid eye movement sleep, and during the late stages of 

slow-wave sleep. Overall, our population decoding approach allowed us to infer and characterize 

the retuning of place fields during offline periods, revealing the rapid emergence of 

representations following novel exploration and the active role of sleep in the representational 

dynamics of the hippocampus. 

Highlights 

- Tuning curves measured using Bayesian learning allow us to track spatial representations 

of hippocampal neurons during offline states. 

- Stable spatial representations emerge in sharp-wave ripples, including in non-replay 

events, during sleep following maze exposure but not before.  

- Spatial representations in sleep reflect the firing patterns of pre-configured ensembles, as 

well as representations that emerge during theta oscillations and awake sharp-wave 

ripples on the maze. 

- The representations evident during early hours of sleep predict the future place fields of 

neurons upon subsequent exposure to the maze, even when those fields deviate from 

those formed on initial exposure. 
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3.1 Introduction 

Memories are continuously refined after they form. Different stages of sleep are considered to 

play important roles in the transformations that memories undergo, but much about these offline 

processes remains unknown. Memories that involve the hippocampus are particularly affected by 

sleep, which alters molecular signaling, excitability and synaptic connectivity of hippocampal 

neurons (Havekes & Abel, 2017; Klinzing et al., 2019). Memories are considered to be 

represented by the activity of ensembles of neurons that form with experience. In the rat 

hippocampus, these ensembles are tuned to locations within a maze environment(J. O’Keefe & 

Dostrovsky, 1971). Indeed, an animal’s position can be decoded from the spike trains recorded 

from a population of neurons (Figure 3.1a)(Zhang et al., 1998). These spatial representations, 

however, do not remain stationary following their initial formation. In many cases the place 

fields (PFs) of hippocampal neurons develop and shift during traversals of an environment 

(Dong et al., 2021; Frank et al., 2004), remap upon exposure to different arenas (Alme et al., 

2014), and reset or remap even with repeated exposure to the same place (Mankin et al., 2012; 

Ziv et al., 2013).  

We conjectured that modifications of spatial representations may take place during sleep when 

connections between some neurons are strengthened while those between other neurons are 

weakened (Cirelli & Tononi, 2022; Klinzing et al., 2019). Consistent with this conjecture, cells 

that become active in a new environment continue to reactivate for hours during sharp-wave 

ripples in sleep (Giri et al., 2019), suggesting that offline processes during sleep involve the 

spatial representations of hippocampal neurons. Moreover, the collective hippocampal map of 

space shows changes following sleep (Grosmark et al., 2021) and some cells express immediate 

early genes during that period which can mark them for sleep-dependent processing (Pettit et al., 
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2022). However, while spatial representations are readily measured from the spiking activities of 

neurons when animals explore a maze environment, access to these non-stationary 

representations is lost when animals are removed from the maze, making it challenging to 

evaluate how spatial representations are shaped over time.  

To evaluate and track the spatial preferences of a neuron across online and offline periods, we 

developed a novel method based on the principle of Bayesian learning (Wiskott, 2013) (Figure 

3.1b). Under the assumption of conditional independence of Poisson spike counts from 

hippocampal neurons conditioned on location, we derived the Bayesian learned tuning (LT) of a 

neuron as its spike-triggered average of the posterior probability distribution of position based on 

the simultaneous spiking patterns of all other neurons in the recorded assemble, including for 

time periods when animals are remote from the maze locations for which position was specified. 

In this formalism, a neuron’s internally generated preference for a location is revealed through its 

consistent coactivity with other neurons in the ensemble associated with that position.  

These Bayesian learned tunings allowed us to track, for the first time, the place-preferences of 

neurons as they evolved in long-duration (up to 12 h) hippocampal unit recordings, enabling us 

to identify those periods and events in which the firing activities of neurons were consistent or 

inconsistent with place fields on the maze, and to characterize the plastic offline changes in 

tuning relative to the broader ensemble, leading to multiple novel insights. We found that in 

sleep following exposure to a maze, hippocampal neurons rapidly reconfigured to provide spatial 

representations that aligned with the place fields on the maze. These representations remained 

stable for hours, despite the scarcity of sequential replay trajectories through the maze 

environment. Remarkably, the sleep representations during sharp-wave ripples predicted the 

place fields of neurons upon repeat exposure to the same maze, including for neurons whose 
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fields deviated from their previous place preferences. Overall, the Bayesian learning approach 

allowed us to characterize the offline dynamics of place fields and revealed the important role of 

sleep in the tuning the spatial representations in the hippocampus. 

 

Figure 3.1: Schematic for Bayesian learning of hippocampal spatial tunings during offline states. (a) 
Hippocampal place cells show tuning to specific locations (place fields) on a linear track maze. When animals sleep 
or rest outside of the maze, the spiking of these neurons is no longer driven by maze location but may represent an 
internally generated simulation of 𝑥𝑥  or another location. (b) We employed Bayesian learning to learn each neuron’s 
tuning 𝑝𝑝′(𝑠𝑠𝑝𝑝𝑖𝑖𝑠𝑠𝑠𝑠|𝑥𝑥) for internally generated cognitive space, 𝑥𝑥, using the place fields of all other neurons recorded 
on the maze, under the assumption of conditional independence among Poisson spiking neurons conditioned on 
space Top left, sample spike raster during an example traversal. Top right, spiking patterns of the same cells during 
a brief window in sleep. Bottom, left to right, population activity extracted for time bins in which the “learning” 
neuron spikes. Next, posterior probability distributions are constructed using the spikes and track tunings of the 
other neurons during these time-bins. The Bayesian learned tuning 𝑝𝑝′(𝑠𝑠𝑝𝑝𝑖𝑖𝑠𝑠𝑠𝑠|𝑥𝑥) is set to the summation of the 
posterior distributions over these time-bins (∑𝑝𝑝(𝑥𝑥|𝑠𝑠𝑝𝑝𝑖𝑖𝑠𝑠𝑠𝑠)), normalized by the overall likelihood of each track 
location (∑𝑝𝑝(𝑥𝑥)) obtained across the entire offline period. 
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3.2 Results 

3.2.1 POST but not PRE ripples align with place fields on the maze.  

We first examined how tuning curves are impacted by an animal’s experience on a maze by 

characterizing the representations of neurons from spike trains recorded from the rat 

hippocampus in experiments where rest and sleep in a home cage both preceded (PRE) and 

followed (POST) exposure to a novel track (MAZE), where rats ran for water reward. To 

examine spatial tunings in each brain state separately, we first separated unit and local field 

potential data recorded from hippocampal region CA1 into different states using general criterion 

(see Methods) for rapid eye movement sleep (REM, sleep featuring prominent theta), ripple 

periods during rest and sleep (150-250 Hz band power accompanied by high firing rates), slow-

wave sleep (SWS) periods exclusive of ripples, and active wake (with prominent theta). We 

calculated place fields and the learned tunings for each epoch for all units with peak spatial firing 

rates > 1 Hz on the maze (Figure 3.2a-c). We limited the initial analysis to the first 4h of POST, 

during which we expect greater similarity with maze firing patterns (Giri et al., 2019).  Learned 

tunings showed a wide distribution of fidelity to place fields from PRE to POST depending on 

brain state. Population vector (PV) correlations between spatial bins in place fields and learned 

tunings (Figure 3.2b) and LT-PF Pearson correlation coefficients (Figure 3.2c) demonstrated 

that the highest fidelities to place fields were observed in tunings during theta and ripples on the 

maze, as expected (Diba & Buzsáki, 2007; Dragoi & Buzsáki, 2006). However, among offline 

periods only tunings exhibited during POST ripples and non-ripple slow-wave sleep showed 

significant correlations with unit place fields in MAZE, and notably not those during PRE 

ripples. Surprisingly, we also failed to find representations consistent with the maze during REM 

sleep, when vivid dream episodes are frequently experienced (Siclari et al., 2017). This may  
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Figure 3.2: Bayesian learned tunings in theta and offline states. (a) Place fields (PFs) of hippocampal units 
pooled across sessions (814 units from 13 sessions and 11 rats) alongside Bayesian learned tunings (LTs) calculated 
separately for each behavioral epoch (PRE, MAZE, POST) and brain state (ripples, non-ripple NREM, REM, and 
active home cage). Only tunings learned during ripples on the MAZE and POST bear a visual resemblance to place 
fields. (b) The LT-PF correlations of the population vectors across space calculated between place fields and each 
set of learned tunings in (a). (c) Cumulative distributions of PF fidelity for each set of LTs in (a), defined as Pearson 
correlation coefficients between the LTs and PFs (r(LT, PF)). Only tunings learned during ripples on the MAZE and 
POST, along with non-ripple NREM, were significant compared to null distributions from unit identity shuffles 
(PRE;  ripples: p = 0.83; non-ripple NREM: p = 0.57; REM: p = 0.67; active home cage: p = 0.71; MAZE; theta: p < 
10-4; ripples: p < 10-4; POST; ripples: p < 10-4; non-ripple NREM: p = 2×10-4; REM: p = 0.72; active home cage: p 
= 0.11). ** p < 0.01, *** p < 0.001.  



64 
 

reflect that the bulk of REM sleep corresponds only weakly to previous experience; indeed, 

replays during REM sleep have thus far only been reported in over-trained rats upon repeated 

exposure to the same maze (Louie & Wilson, 2001). Thus, we find that only during POST slow-

wave sleep do place fields maintain internal tunings consistent with their place fields on the 

maze.  Learned tunings reveal the stability of spatial representations in sleep. 

We next tracked the learned tunings of neurons over time and examined the stability and 

consistency of their place preferences within different epochs. We calculated LTs in 15 min 

windows sliding in 5 min steps during each session, from PRE through MAZE and POST. 

Sample unit tunings from a recording session are shown in Figure 3.3a. These examples show 

stable LTs for multiple successive time windows during POST, and in some instances, also 

during PRE. To quantify the LT stability for each unit, we used Pearson correlation coefficients 

to assess the consistency of the learned tunings across time windows within and between 

behavioral epochs (Figure 3.3b). High off-diagonal values in the correlation matrices within an 

epoch indicated that the LT remained stable during that epoch. For the example units in Figure 

3.3c we compared the median LT stability values from each epoch against shuffle distributions 

generated by randomizing the unit identities of the LTs at each time window. This z-scored LT 

stability was > 0 in both PRE and POST in this session (Figure 3.3d) and for data pooled across 

all sessions (Figure 3.3e), but it was significantly higher in POST compared to PRE, revealing 

that POST sleep representations were more stable than those in PRE. When we measured the LT 

stability across time windows from PRE to POST epochs, to examine their consistency from 

before and after the novel maze exposure when place fields first form, the PRE w/ POST LT 

stability was significantly > 0 in the example session (median = 0.58, p = 0.02) as well as in the 

pooled data (median = 0.66 , p < 10-11,  Wilcoxon signed rank test (WSRT)) but this was  

https://www.mathworks.com/help/stats/signrank.html#bti40ke-8
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Figure 3.3: Learned tunings during ripples are stable for hours in POST. (a) Heat maps of ripple LTs for 
sample units in sliding 15 min windows throughout a sample session from PRE through MAZE to POST (maze PFs 
in gray on right) show generally stable LTs during POST. Interestingly, units 5 and 6 also show stable tunings 
during PRE ripples, but those tunings do not align well with their maze place fields. (b) The matrix of correlation 
coefficients between LTs from different time windows for the units in (a) illustrate periods of stability. (c) Stability 
of the LTs (black) for the units in (a) in PRE and POST, defined as the median of the correlation coefficient between 
LTs from non-overlapping 15-min windows. Violin plots (gray) show the chance distributions obtained from non-
identical units randomly scrambled across windows (1000x). While LTs of units 5 and 6 were stable within PRE and 
POST, they were not consistent across these epochs. (d and e) Unit LT stabilities z-scored against unit ID shuffles 
were significantly > 0 for the sample session (d) (PRE: median = 3.05, p < 10-4; POST: median = 12.59, p < 10-4; 
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PRE-POST: median = 0.58, p = 0.02, WSRT) with individual units shown as dots, and (e) all sessions pooled 
together (PRE: median = 2.50, p < 10-4; POST: median 4.68, p < 10-4;  across PRE w/ POST median = 0.66, p < 10-

4, WSRT). However, LT stability in POST was higher than for both PRE or PRE w/ POST (p < 10-4, WSRT). (f) 
Distributions of PF fidelity (r(LT, PF)) for units with stable (z > 2) versus unstable (z < 2) LTs showed no difference 
in PRE but were higher for stable units in POST (p < 10-4, MWUT). ***P < 0.001; ns, not significant. 

significantly lower than the stabilities observed within PRE and POST (PRE vs PRE w/ POST: z 

= 13.2, p < 10-39; POST vs PRE w/ POST: z = 18.4, p < 10-75, WSRT), signaling that only a 

small minority of units maintained the same consistent spatial tuning from before to after maze 

exposure.  

A subset of units showed remarkably stable learned tunings during PRE which compelled us to 

consider whether the LTs of those units might show higher fidelity with maze PFs. To test this 

conjecture, we divided units into “stable” and “unstable” by whether their z-scored LT stability 

was > or < 2 (PRE: 379 stable vs 304 unstable; POST:491 stable vs 192 unstable), respectively, 

in both PRE and POST. In POST, units with both stable and unstable LTs showed significant PF 

fidelity (p < 10-4, comparison against unit identity shuffles). However, the PF fidelity of units 

with stable LTs was significantly higher compared to units with unstable LTs in POST. 

Importantly, in PRE there was no significant difference between PF fidelities of stable and 

unstable units, and neither of these subsets showed significantly greater PF fidelity compared to 

a surrogate distribution obtained by shuffling unit identities (stable LTs: p = 0.58; unstable LTs: 

p = 0.54). These findings demonstrate that although some units in PRE display stable learned 

spatial tunings, these tunings do not typically anticipate the future place fields of these neurons 

but rather show a broad distribution of alignments with the maze place preferences.  

While the stability and fidelity of spatial tunings were significantly greater in POST, these 

features did not last indefinitely. In data that featured multiple hours of POST, we observed 

decreases in both the fidelity and stability of Bayesian learned tunings over the course of sleep 
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Figure 3.4: Spatial representations decay over the course of sleep. (a) Heat maps of ripple LTs for sample units 
in sliding 15 min windows throughout a sample long duration session show gradual decreases in LT stability over 
time. A matrix of correlation coefficients between LTs from different time windows is provided on the right for each 
unit. (b) PF fidelity (correlation coefficient between LTs and PFs) shows a gradual decrease over time in POST. The 
color traces show median values across units within each individual session. The black trace and gray shade depict 
the median and interquartile range of the pooled data. PRE and MAZE epochs of differing durations were aligned to 
the onset of MAZE while POST epochs were aligned to the end of MAZE.  (c) Left panels show LT stability 
correlation matrices averaged over all recorded units, shown separately for each dataset. Here, the matrix for each 
unit was z-scored against unit-ID shuffles prior to averaging. Right panels show the distribution of z-scored LT 
stability in overlapping 2-hour blocks during POST, separately for each dataset. The asterisks above each block 
represent the p-value of difference in LT stability compared with the previous block. *p < 0.05, ***p < 0.001. 
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(Figure 3.4a-c). The similarity of sleep representations to maze place-fields decreased 

progressively over POST, eventually reaching levels similar to PRE. The stability of spatial 

tunings also decreased over this period, indicating that these representations become unreliable  

in later periods of sleep. The dissolution of representational alignment with the maze over the 

course of sleep may reflect an additional important aspect of sleep, distinct from that of 

reactivation and replay (Miyawaki & Diba, 2016; Norimoto et al., 2018).  

3.2.2 Sleep dynamics predict representational consistency and drift 

Recent studies report that place fields drift and frequently remap upon repeat exposures to the 

same environment (Grosmark et al., 2021; Kinsky et al., 2018; Mankin et al., 2012; Ziv et al., 

2013) though it is unclear when and how these representational changes emerge. Given that the 

tunings learned during POST ripples display a diversity of place-field fidelities, some aligned but 

others misaligned with maze PFs, we asked how these POST ripple representations relate to the 

future spatial tunings of the cells. In three recording sessions, we re-exposed rats back to the 

maze environment after ~9h of POST rest and sleep (Figure 3.5a). We labelled these epochs 

“reMAZE” and compared the place fields across maze exposures with the ripple LTs from the 

intervening POST period (Figure 3.5b-d). POST ripple LT’s showed significant correlations 

with place fields from both maze exposures, indicating a continuity of representations across 

these periods. However, PFs were not identical between MAZE and reMAZE (Figure 3.5b), 

indicating that neuronal representations drift or remap in the rat hippocampus (Mankin et al., 

2012). We hypothesized that representational remapping emerges during POST and could 

account for the deviations in PFs observed between repeated exposures to the maze. Consistent 

with this hypothesis, in instances where we saw reMAZE PFs congruent with MAZE PFs (top 

panel, Figure 3.5e), the POST LTs for those cells showed strong fidelity with the maze period.  
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However, in instances where reMAZE PFs deviated from the MAZE PFs (bottom panel, Figure 

3.5e), the POST LTs for those units predicted the PFs observed during maze reexposure. 

Likewise, we observed a significant correlation between PF fidelities in POST and the reMAZE-

MAZE similarity (Figure 3.5f) To better examine whether ripple representations during POST 

can presage representational changes across maze exposures, we performed a multiple regression 

analysis to test the extent to which reMAZE PFs are explained by MAZE PFs and LTs from PRE 

or POST (first 4 h). We also included the average LTs (over PRE and POST) to control for the 

general deviations of LTs that were not specific to any unit (Figure 3.5g). This regression 

demonstrated a significant beta coefficient for MAZE PFs, as expected, indicating that there is 

significant continuity in place-fields across maze exposures. However, it also revealed that POST 

LTs, but not PRE LTs, impact the PF locations in maze reexposure, as reflected in the significant 

beta coefficient. Remarkably, when we repeated this analysis for last 4 hours of POST prior to 

reMAZE, we found no significant contribution from the late POST LTs (Figure 3.5h), indicating 

that our observations do not simply arise from temporal proximity between POST sleep and the 

maze reexposure, but rather reflect rapid changes in representations that are manifested in the 

initial hours of sleep. Overall, these results demonstrate the critical role of POST sleep in 

stabilizing and reconfiguring the spatial representations of hippocampal neurons across 

exposures to an environment.  
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Figure 3.5: POST ripple tunings predict maze re-exposure place fields. (a) Timeline for sessions (n=3) in which 
the animal was re-exposed to the same maze track (reMAZE) after > 9 h from initial exposure (MAZE). We used the 
first 4 h of POST to calculate LTs. (b) Cumulative distribution of PF similarity between MAZE and reMAZE. (c) 
Cumulative distribution of POST PF fidelity (correlation coefficient between POST LTs and MAZE PFs). (d) 
Cumulative distribution of correlation coefficient between POST LTs and reMAZE PFs. (e) Example units with 
high MAZE/reMAZE similarity and high POST PF fidelity (top row), or low MAZE/reMAZE similarity and low 
POST PF fidelity (bottom row). The rightmost column shows the degree of similarity between the reMAZE PFs and 
POST LTs for each unit. (f) MAZE/reMAZE similarity correlated with POST PF fidelity. (g) Multiple regression 
analysis for modeling reMAZE PFs using PRE LTs, MAZE PFs, and POST LTs as regressors (RMSE = 0.91, R2 = 
0.17, p < 10-4, c0 = 1.9×10-16, c1 = 0.12, β1 = -0.004, p = 0.50, β2 = 0.25, p < 10-4, β3 = 0.15, p < 10-4; p-values against 
surrogate distributions from 10000 unit-identity shuffles of reMAZE PFs).  (h) Same as (g) but using late POST 
(last 4 h) instead of POST LTs as a regressor (RMSE = 0.92, R2 = 0.16, p < 10-4, c0 = 2.6×10-16, c1 = 0.16, β1 = 0.04, 
p = 0.10, β2 = 0.28, p < 10-4, β3 = 0.03, p = 0.13).   
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3.2.3 Representations during high score preplays do not align with maze place fields 

The sequential firing patterns observed during ripples in sleep show a diversity of faithfulness to 

trajectories through the maze, as captured in the distribution of replay (and preplay) scores 

(Figure 3.6) in the datasets we analyzed using a commonly used weighted-correlation measure, 

advocated by several studies (Farooq et al., 2019; Grosmark & Buzsáki, 2016; Silva et al., 2015). 

Here, each event was scored as a percentile compared to its own surrogate distributions 

generated using a within-ripple-event time-bin shuffle (Davidson et al., 2009) (see Methods). 

These distributions varied from a uniform distribution expected from chance in all datasets 

(expected median replay score = 50), not only for MAZE, and POST epochs, but also for PRE, 

consistent with previous reports (Dragoi & Tonegawa, 2011; Farooq et al., 2019; Grosmark & 

Buzsáki, 2016). Replay scores during MAZE showed the greatest deviation from chance. While 

we expected more replay than preplay based on previous reports (Farooq et al., 2019; Grosmark 

& Buzsáki, 2016; Silva et al., 2015), POST and PRE replay scores were only marginally 

different in one out of the three datasets we examined (Grosmark dataset: PRE: median = 53.8, 

POST: median = 57.2, PRE vs POST p = 3.45×10-12, Mann Whitney U Test (MWUT); 

Miyawaki dataset: PRE: median = 50.8 , POST: median = 51.2, PRE vs POST p = 0.47, MWUT; 

Giri dataset: PRE: median = 56.6 , POST: median = 55.6, PRE vs POST p = 0.42, MWUT).  

Since replays are considered to simulate trajectories through the maze, we asked whether tunings 

learned from higher score ripple events in either PRE or POST might show greater fidelity to the 

maze PFs. We therefore calculated LTs from four subsets of ripples events with replay scores of 

different percentiles (Figure 3.6b,c). We called the tunings learned from the lowest and highest 

quartiles “low score” and “high score” LTs, respectively. Remarkably, both the low score and 

high score LTs from MAZE and POST showed strong fidelity to maze PFs, despite the absence 
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of sequential trajectories in low score events. In contrast, neither high nor low score LTs in PRE 

showed LTs consistent with the maze PFs (Figure 3.6b). LTs from all quartiles of replay scores 

showed significant PF fidelity in MAZE and POST but not in PRE (Figure 3.6c), with somewhat 

stronger PF fidelity in higher score quartiles (PRE: 𝜒𝜒2 = 7.2, p = 0.07; MAZE: 𝜒𝜒2 = 143, p <10-

30; POST: 𝜒𝜒2 = 150.7, p < 10-31, Friedman test). Likewise, the spatial population vector 

correlations of low and high score LTs showed a strong correlation with maze PFs for both 

MAZE and POST epochs, but not for PRE. Overall, these results delineate that even during 

ripple events in POST with low replay scores, which are typically discarded as non-replays by 

most measures, the representational structures of neuronal spike trains remain congruent with the 

place fields on the maze. The firing patterns underlying these events could be detected as 

“reactivation” using pairwise or ensemble measures (Giri et al., 2019; Kudrimoti et al., 1999; 

Tingley & Peyrache, 2020), but rather than providing a sequential sweep through space that 

would be necessary to score high for replay, such ripple events may provide non-continuous, low 

momentum, or random trajectories through the maze (Krause & Drugowitsch, n.d.; Stella et al., 

2019). In contrast, however, even during ripple events in PRE that appear to show sequential 

structure, the neurons cannot be said to represent the same locations as they do on the maze.  

To better understand the dichotomy between PRE and POST ripples, we examined the decoded 

posterior positions and unit rasters of individual ripple events with high replay scores. In high 

score ripple events in PRE (e.g. examples shown in Figure 3.6d), even though these events 

appeared to show sequential trajectories leading to high scores, we could not distinguish this 

sequential structure in the spike trains of units sorted according to their preferred maze locations 

(such structure was evident in some high score events in POST, e.g. the second two panels). 

Inspection of individual bins revealed that units which were co-active in time-bins during PRE  
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Figure 3.6: Place field fidelities do not strictly correlate with replay score. (a) Distribution of replay scores in 
the different datasets calculating as percentile against time shuffled bins. Median scores for different epochs are 
shown with dashed lines (chance median score = 50; see Methods). (b) Ripple events were divided into quartiles 
according to replay score. Top panels show the place fields and sets of LTs calculated based on low and high 
quartile replay score events within PRE, MAZE, and POST. Bottom panels show population vector (PV) 
correlations between position bins in the PFs versus different sets of LTs. (c) Distribution of PF fidelity for each 
ripple subset. Median PF fidelities were significant against surrogate distributions (from unit identity shuffles) in all 
subsets during MAZE and POST but not during PRE. (d) Place fields of participating units in replays show differing 
amounts of overlap with the decoded posteriors. Example events with high replay scores in PRE and POST, and low 
replay scores in POST showing posterior probability matrices and corresponding spike rasters of units sorted by 
place field order. The middle row depicts the mean correlation of the participating units’ place fields with the 
decoding posterior in each time bin. The bottom panels show the place fields and decoded positions of participating 
units for example time bins. (e) Mean posterior correlation of PFs and decoded positions show increased place-field 
overlap in both low and high score replays in POST compared to PRE. Low and high replay score events in PRE did 
not differ significantly. ***p < 0.001.   
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ripple events possessed highly divergent place fields with relatively low mean correlations with 

the collective posterior probability distributions, contrary to expectations from a unified 

population code. In contrast, the place fields of units in POST high and low score events showed 

a greater resemblance (and stronger mean correlation) with the posteriors in their respective bins, 

indicative of a coherent population representation. Mean posterior correlations of active PFs in 

bins during all ripple events in PRE and POST similarly showed no significant difference in 

between low and high score events in PRE, but they were significantly higher in POST relative 

to PRE (similar results were observed even when we restricted analysis to the subset of events 

that featured low jump distances (i.e., more continuous trajectories) between time bins (not 

shown)). The shuffling methods employed to score replays in our and other studies invariably 

involve assumptions that are violated in real data. These results highlight the importance of 

verification, as we propose via Bayesian learned tunings, to ensure that decoded positions are in 

fact consistent with representations of place fields on the maze.   

3.2.4 Sleep representations are driven by awake ripples and theta oscillations. 

Our findings thus far indicate that the neuronal firing patterns during POST ripples reflect and 

retune the place-field representations on the maze. We next investigated the factors that conspire 

to establish these patterns. One recent study (Drieu et al., 2018) reported that, more so than place 

field activity, the spike patterns of neurons during waking theta oscillations provide the 

necessary conditions for establishing the firing patterns observed during POST sleep. Another 

study, however, indicated that waking ripples are a primary mechanistic candidate for generating 

stable representations (Roux et al., 2017). Adding further complication, several studies have 

indicated that PRE and POST ripples share overlapping activity structure (Giri et al., 2019; Liu 

et al., 2019), suggesting limits on the flexibility of sleep representations. To better understand the 



75 
 

respective contributions of these different factors on the representations in POST sleep, we 

performed a multiple regression to test the extent to which POST LTs are explained by: PRE 

LTs, MAZE PFs, LTs of MAZE theta periods, and LTs of MAZE ripples (Figure 3.7a). 

Remarkably, we found that the beta coefficients for all of these regressors were significant. 

While the beta coefficient for MAZE theta LTs was significant, indicating that waking theta 

oscillations are important for the formation of ensemble representations, in support of the 

previous report (Drieu et al., 2018), MAZE ripple LTs had the largest beta coefficient, indicating 

that firing patterns during waking ripples on the maze have the most lasting impact on POST 

sleep activity. Surprisingly, the second largest beta coefficients were observed for PRE ripple 

LTs, indicating that next to MAZE patterns, patterns configured in PRE also provide an 

important determinant of POST sleep activity (Grosmark & Buzsáki, 2016; Liu et al., 2019). 

Consistent with this, we observed a significant correlation between the PF fidelity in PRE and 

the PF fidelity in POST (Figure 3.7b).  

These observations suggest that despite the absence of maze tuning in PRE sleep, some cells 

maintain similar representations between PRE and POST. Sleep similarity, which measures the 

consistency of LTs across PRE and POST by assessing the correlation between PRE LTs and 

POST LTs, was significantly correlated with PF fidelity in PRE (Figure 3.7c); thus, PRE LT’s 

that aligned with maze PFs, presumably by chance, maintained those LTs in POST. On the other 

hand, sleep similarity showed only a weak negative correlation with the PF fidelity in POST. To 

better understand the difference between PRE and POST LTs, we separated units into “PRE-

tuned” cells (PRE PF fidelity > 0), and “PRE-untuned” cells (PRE PF fidelity < 0).  PRE-tuned 

cells showed generally high POST PF fidelity along with high sleep similarity (Figure 3.7e). In 

contrast, PRE-untuned cells showed a significant negative correlation between sleep similarity  
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Figure 3.7: A diversity of pre-existing representations impacts the tunings in POST sleep. (a) Multiple 
regression analysis for estimating the dependence of POST LTs on PRE LTs, MAZE PFs, MAZE theta LTs, and 
MAZE ripple LTs shows that POST LTs were most significantly impacted by PRE LTs and MAZE ripple LTs 
(RMSE = 0.75, R2 = 0.43, p < 10-4, c0 = -0.0002, c1 = 0.15, β1 = 0.27, p < 10-4, β2 = 0.07, p < 10-4, β3 = 0.15, p < 10-4, 
β4 = 0.30, p < 10-4, p-values against surrogate distributions from 10000x unit-identity shuffles). (b) PF fidelity 
(correlation with MAZE PF) was significantly correlated between PRE and POST LTs. (c) Sleep similarity 
(correlation between PRE and POST LTs) was correlated with PRE PF fidelity, indicating that high fidelity PRE 
LTs are preserved in POST. (d) An overall weak negative correlation between sleep similarity and POST PF 
fidelity. When we split units into PRE-tuned (PRE PF fidelity > 0) and PRE-untuned PFs (PRE PF fidelity < 0), (e) 
there was little correlation between sleep similarity and POST fidelity for PRE-tuned cells. (f) For PRE-untuned 
cells, a negative correlation between POST PF fidelity and sleep similarity indicates a continuum of flexible 
retuning to maze PF.  

and POST fidelity (Figure 3.7f); those with high sleep similarity were poorly tuned in POST, 

while those that reconfigured from PRE to POST, showed better fidelity to maze PFs. These 

analyses therefore reveal the contribution of PRE sleep to maze representations and POST 

activities; cells whose representations are already aligned with  maze place fields in PRE 

maintain those same representations in POST, but other neurons display a broad range of flexible 
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reconfiguration that is inversely proportional to their rigidity (Grosmark & Buzsáki, 2016) across 

PRE and POST.   

3.3 Discussion 

The observations made possible by the Bayesian learning of spatial tuning have important 

implications for our understanding of how learning and sleep impact the place-field 

representations of hippocampal neurons. First, we found that spatial representations emerge 

rapidly upon exposure to a novel environment, but not beforehand. While ripple events during 

pre-exposure occasionally scored highly for replays, spatial representations were not coherent 

among active neurons during these periods, as cells with very divergent place fields often fire 

within the same time bins (Figure 3.6d). These observations suggest that continuous patterns in 

the decoded posteriors of spike trains could emerge spuriously. Consistent with this notion, it has 

been noted that the measures and shuffles used to quantify replays inevitably introduce 

unsupported assumptions about the nature of spontaneous activity (Farooq et al., 2019; Silva et 

al., 2015; Van Der Meer et al., 2020). We propose that only for those periods and events in 

which there is strong correspondence between the Bayesian learned tunings and neurons’ place-

fields, can the collective ensemble activity be considered to provide trajectories through 

internally generated representations of space (Diba, 2021; Van Der Meer et al., 2020).  

Among the brain states we examined, sharp-wave ripples in early sleep offered the 

representations that best aligned with the place fields on the maze. These early sleep 

representations were in turn influenced by a confluence of factors, including carryover from PRE 

sleep (in both PRE-tuned and PRE-untuned units) (Farooq et al., 2019). Most notably, however, 

our analysis revealed a role in awake activity patterns during theta oscillations, and more 
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prominently, those during sharp-wave ripples in generating the ensemble coordination that 

underlies spatial representations during sleep. These observations are consistent with the 

hypothesis that an initial cognitive map of space is first laid down during theta oscillations 

(Dragoi & Buzsáki, 2006; Drieu et al., 2018; Monaco et al., 2014), then stabilized and 

continuously updated by awake replays based on the animal’s (rewarded and/or aversive) 

experiences on the maze (Sen Cheng & Frank, 2008; Diba, 2021; Gupta et al., 2010; Mattar & 

Daw, 2018; Roux et al., 2017). Once ensembles are established, they reactive during early part of 

sleep (Giri et al., 2019; Wilson & McNaughton, 1994). However, sleep representations were not 

always exact mirror images of the maze place-fields, and our Bayesian learning approach 

allowed us to measure those deviations for individual neurons. Remarkably, we found that these 

early-sleep ripple representations proved predictive of place fields on re-exposure to the maze. 

Based on these observations, we propose that representational drift in fact arises rapidly from 

retunings that take place during early sleep replays rather than noisy deviations that develop 

spontaneously over time. Furthermore, we conjecture that hippocampal replay during sleep does 

not play a passive role in simply recapitulating the patterns already seen during learning but 

represents a key optimization process generating and integrating new spatial tunings within the 

recently formed spatial maps.   

Overall, representations remained stable and consistent with the maze for hours of sleep in 

POST, despite the absence of strong sequential replay trajectories during ripples in POST sleep. 

Reconciling observations based on studies that measure neuronal reactivation using pairwise or 

ensemble measures with those that focus on trajectory replays has until now represented a 

challenge to the field (Tingley & Peyrache, 2020). Our study consolidates these views by 

demonstrating that faithful representations, which are consistent with pairwise and ensembles 
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measures of reactivation, persist for hour-long durations. However, the trajectories produced by 

these cell ensembles do not necessarily provide continuous high-momentum sweeps through the 

maze environment (Krause & Drugowitsch, 2021; Stella et al., 2019), as we found high fidelity 

spatial tunings even among low replay score ripple events in POST. Instead, trajectories 

simulated by the hippocampus during sleep may explore pathways that were not directly 

experienced during waking but can serve to better consolidate a cognitive map of space. 

Additionally, we found increasing instability and drift in the spatial representations of neurons 

over the course of sleep, indicating that late sleep, like PRE, features more randomized activity 

patterns (Genzel et al., 2014; Miyawaki & Diba, 2016). It is also worth noting that we did not 

find alignment between maze place fields and learned spatial tunings during REM sleep. It may 

be that using a different behavioral setup such as with frequently repeated maze exposures 

(Louie & Wilson, 2001) or salient fear memories (Boyce et al., 2016), or limiting analyses to 

specific phases of theta (Poe et al., 2000), we might have uncovered evidence more consistent 

with dream-like replays of maze place-fields (Hobson, 2009). On the other hand, it is also worth 

noting that the bulk of dreams do not reprise awake experiences (Vertes, 2004). The 

randomization of representations, as we see during REM and late stages of slow-wave sleep, may 

reflect an important function of sleep, driving activity patterns from highly-correlated ensembles 

to those with greater independence (Colgin et al., 2009; Norimoto et al., 2018), which may be 

important for resetting the brain in preparation for new experiences (Cirelli & Tononi, 2022).  

In sum, Bayesian learning provides a powerful means of tracking the stability and plasticity of 

representational tuning curves of neurons over time, and can be readily extended to investigate 

the dynamics of internally-generated representations in other systems during both sleep and 
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awake states, including within rehearsal, rumination, or episodic simulation (Schacter et al., 

2008). 

3.4 Methods 

In this work, we used two previously published datasets along with new recordings. The existing 

datasets were also used in our previous publication (Giri et al., 2019)   and described in detail 

there. In brief, these were recordings of unit and local field potential from the rat hippocampus 

CA1 region, with PRE rest and sleep, exposure to a novel MAZE, and POST rest and sleep: the 

Miyawaki dataset (3 rats, 5 sessions; PRE, MAZE, POST, each ~ 3 hours) (Giri et al., 2019; 

Miyawaki & Diba, 2016)  and the Grosmark dataset (4 rats, 5 sessions; PRE, and POST, each ~ 4 

hours and MAZE, ~ 45 minutes) (Grosmark & Buzsáki, 2016).  

3.4.1 Behavioral task and data acquisition 

 For the new recordings, we trained four water-deprived rats to alternate between two water wells 

in a previously habituated home box. Water rewards during the alternation were delivered via 

water pumps interfaced with custom-built Arduino hardware. After the animals learned the 

alternation task, they were surgically implanted by 128 channel silicon probes (8 shanks, 

Diagnostic Biochips, Glen Burnie, MD) either unilaterally (one rat) or bilaterally (three rats) 

over the dorsal hippocampal CA1 subregions (AP:-3.36 mm , ML:± 2.2 mm). Following 

recovery from surgery, the probes were gradually lowered over a week to the CA1 pyramidal 

layer, which was identified by sharp wave-ripple polarity reversals and frequent neuronal firing. 

After ensuring recording stability, the animals were exposed to novel linear tracks during one 

(three rats) or two (one rat) behavioral sessions (in total five sessions from the four rats). During 

each session, the implanted animal was first placed in the home box (PRE, ~ 3 hours) with ad 
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libitum sleep (during the dark cycle). Then, the animal was transferred to a novel linear track 

with two water wells that were mounted on platforms at either end of the track (MAZE, ~ 1 

hour). After running on the linear track for multiple laps for water rewards, the animal was 

returned to the home box (aligned with the start of the light cycle) for another ~10 hours of ad 

libitum sleep (POST). In four of these sessions, following POST the rats were re-exposed to the 

same linear track for another ~ 1h of running for reward (reMAZE).  

Wideband extracellular signals were recorded at 30 kHz using an OpenEphys board (Siegle et 

al., 2017) or an Intan RHD recording controller during each session. The wideband activity was 

high-pass filtered with a cut-off frequency of 500 Hz and thresholded at five standard deviations 

above the mean to extract putative spikes. The extracted spikes were first sorted automatically 

using SpykingCircus (Yger et al., 2018), followed by a manual passthrough using Phy (Rossant 

et al., 2016)(https://github.com/cortex-lab/phy/). Only units with less than 1% of total number of 

spikes in their refractory period (based on the units’ autocorrelograms) were included in further 

analysis. Putative neurons were classified into pyramidal and interneurons based on peak 

waveform shape, firing rate, and interspike intervals (Bartho et al., 2004; Petersen et al., 2021). 

For analysis of local field potentials (LFP, 0.5-600 Hz), signals were filtered and downsampled 

to 1250 Hz.  

The animal’s position was tracked using an Optitrack infrared camera system (NaturalPoint Inc, 

Corvalis, OR) with infrared-reflective markers mounted on a plastic rigid body that was secured 

to the recording headstage. 3D position data was extracted online using Motive software 

(Optitrack), sampled at either 60 Hz or 120 Hz, and later interpolated for aligning with the ephys 

data. Although, we attempted to track the animal’s position during each entire session, including 

https://github.com/cortex-lab/phy/
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in the home cage, the cage limited visual access from our fixed cameras. Additionally, in one 

session the position data for reMAZE was lost during the recording.  

3.4.2 Place field calculation 

To calculate place fields, we first linearized the position by projecting each two-dimensional 

track position onto a line that best fit the average trajectories taken by the animal over all 

traversals within each session. The entire span of the linearized position was divided into 2 cm 

position bins and the spatial tuning curve of each unit was calculated as occupancy-normalized 

spike counts across the linearized position bins.  

3.4.3 LFP analysis and brain state detection 

We estimated a broadband slow wave metric using the irregular-resampling auto-spectral 

analysis (IRASA) approach (Wen & Liu, 2016), following code generously shared by Dan 

Levenstein and the Buzsaki lab (https://github.com/buzsakilab/buzcode). This procedure allows 

estimation of the slope of the power spectrum ( 1 𝑓𝑓𝛽𝛽� , 𝑓𝑓: frequency) which we used to estimate 

slow-wave activity. The slow-wave metric for each session followed a bimodal distribution with 

a dip that provided a threshold to distinguish NREM (non “rapid eye movement” sleep) from 

other periods. A time-frequency map of the LFP was also calculated in sliding 1s windows, step 

size of 0.25 s, using the Chronux toolbox (Bokil et al., 2010). To identify high theta periods, 

such as during active waking or REM sleep (Buzsaki, 2002; Miyawaki & Diba, 2016), the 

theta/non-theta ratio was estimated at each time point as the ratio of power in theta (4-9 Hz in 

home cage and 6-11 Hz on the linear track) to a summation of power in delta frequency band (1-

4 Hz) and the frequency gap between the first and second harmonics of theta (10-12 Hz during 

home cage awake and REM epochs and 11–15 Hz during MAZE). To calculate the ripple power, 



83 
 

multichannel LFP signals were filtered in the range of 150-250 Hz. The envelope of the ripple 

LFP was calculated using the Hilbert transform, z-scored and averaged across the channels. Only 

channels with the highest ripple power from each electrode shank were used in the averaging.  

3.4.4 Detection of ripple events 

For each recording session, multi-unit firing rates (MUA) were calculated by binning the spikes 

across all recorded single units and multi-units in 1 ms time bins. Smoothed MUA was obtained 

by convolving the MUA with a Gaussian kernel with 𝜎𝜎 = 10 𝑚𝑚𝑠𝑠 and z-scoring against the 

distribution of firing rates over the entire session. Ripple events were first marked by increased 

MUA firing, periods when the smoothed MUA crossed 2z and the boundaries were extended to 

the nearest zero-crossing time points. The ripple events that satisfied the following criteria were 

considered for further analysis: a) duration between 40 and 600 milliseconds, b) occurrence 

during NREM or quiet waking period, c) concurrent speed of the animal below 10 cm/sec (when 

available), and d) concurrent ripple power in the LFP higher than 1 s.d. above the mean. To 

detect the ripple events during the quiet waking periods, we required either a theta-delta ratio < 1 

or ripple power > 3 s.d. of the mean at the time of candidate event. All ripple events were 

subsequently divided into 20 millisecond time bins. The onsets and offsets of the events were 

adjusted to first time bins with at least two pyramidal units firing. We split ripples with silent 

periods > 40 ms into two or more events.  

3.4.5 Bayesian learned tunings 

Bayesian learning of spatial tunings or learned tunings (LTs) can be conceptualized as using 

offline spiking activity to update our estimate of each unit 𝑖𝑖’s spatial tuning 𝑝𝑝(𝑠𝑠𝑖𝑖|𝑥𝑥), which is the 

probability of spiking conditioned on the network’s internal estimate of position, x. 
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Conceptually, outside of the maze, the best initial estimate available for a cell’s place preferences 

is its place field on the maze. Then, we use Bayesian learning (Wiskott, 2013) to update this 

tuning based on information available in the spike trains during the epoch of interest. We note 

that this approach still relies on the place-fields of neurons as measured on the maze. However, it 

provides a degree of separation in that a given neuron’s Bayesian LT does not depend directly on 

its own maze place-field, but rather on the coherent firing of that neuron with the other neurons 

in the ensemble.  

Effectively, the unit 𝑖𝑖’s LT is learned from the posterior probability distributions 𝑝𝑝�𝑥𝑥�𝑠𝑠∀𝑖𝑖≠𝑖𝑖� 

determined from the other units’ spikes for the time windows in which unit 𝑖𝑖 spikes. The 

posterior probability distribution, 𝑝𝑝(𝑥𝑥|𝑠𝑠∀𝑖𝑖≠𝑖𝑖) within individual time bins is calculated based on 

other units, excluding the spikes and track tuning of unit 𝑖𝑖 itself, under the assumption of 

conditional independence among hippocampal neurons conditioned on maze position and 

running direction.  

Since majority of the sessions (16 out of 17) consisted of two running directions on the track, we 

first calculated the posterior joint probability of position and travel direction and then 

marginalized the joint probability distribution over travel direction (Davidson et al., 2009): 

𝑝𝑝�𝑥𝑥,𝑑𝑑�𝑠𝑠∀𝑖𝑖≠𝑖𝑖� ∝  𝑝𝑝(𝑠𝑠1, 𝑠𝑠2, … , 𝑠𝑠𝑖𝑖−1, 𝑠𝑠𝑖𝑖+1, … , 𝑠𝑠𝑛𝑛 |𝑥𝑥,𝑑𝑑)    (1) 

in which 𝑛𝑛 is the total number of units and 𝑑𝑑 signifies the travel direction. With the assumption 

of independent Poisson-distributed firings of individual units conditioned on maze position and 

direction, equation (1) is equal to: 

𝑝𝑝�𝑥𝑥,𝑑𝑑�𝑠𝑠∀𝑖𝑖≠𝑖𝑖�  ∝  ∏ (𝑓𝑓𝑖𝑖(𝑥𝑥,𝑑𝑑) 𝜏𝜏)𝑠𝑠𝑗𝑗  𝑠𝑠−𝑓𝑓𝑗𝑗(𝑥𝑥,𝑑𝑑) 𝜏𝜏
𝑖𝑖≠𝑖𝑖     (2) 
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In equation (2), 𝑓𝑓𝑖𝑖(𝑥𝑥,𝑑𝑑) characterizes the mean firing rate of unit 𝑗𝑗 at position bin 𝑥𝑥 and direction 

𝑑𝑑 and 𝜏𝜏 is the bin duration used for decoding, which was chosen = 20 ms in our analyses. By 

marginalizing the left hand side of equation (2) over direction 𝑑𝑑: 

𝑝𝑝�𝑥𝑥�𝑠𝑠∀𝑖𝑖≠𝑖𝑖�  ∝  ∑ 𝑝𝑝�𝑥𝑥,𝑑𝑑�𝑠𝑠∀𝑖𝑖≠𝑖𝑖�𝑑𝑑  (3) 

Then, the Bayesian learned tuning for unit 𝑖𝑖 was calculated as: 

𝑝𝑝′(𝑠𝑠𝑖𝑖|𝑥𝑥)  = ∑ 𝑠𝑠 ∗ 𝑝𝑝(𝑠𝑠𝑖𝑖 =  𝑠𝑠|𝑥𝑥)𝑘𝑘  (4) 

in which  

𝑝𝑝(𝑠𝑠𝑖𝑖 =  𝑠𝑠|𝑥𝑥) = 𝑝𝑝�𝑥𝑥|𝑠𝑠∀𝑖𝑖≠𝑖𝑖 & 𝑠𝑠𝑖𝑖 = 𝑠𝑠� ∗ 𝑝𝑝(𝑠𝑠𝑖𝑖 = 𝑠𝑠)/𝑝𝑝(𝑥𝑥)   (5) 

Where 𝑝𝑝�𝑥𝑥|𝑠𝑠∀𝑖𝑖≠𝑖𝑖 & 𝑠𝑠𝑖𝑖 = 𝑠𝑠� is the average posterior probability of track position, 𝑥𝑥, over time 

bins in which the unit 𝑖𝑖 fired 𝑠𝑠 spikes, calculated using only units ≠ 𝑖𝑖. 𝑝𝑝(𝑠𝑠𝑖𝑖 = 𝑠𝑠) is the overall 

proportion of time bins where unit 𝑖𝑖 fired 𝑠𝑠 spikes, and 𝑝𝑝(𝑥𝑥) is average posterior over all time 

bins.  

The equation (4) for calculating the LTs was simplified to the unit 𝑖𝑖’s spike-triggered average of 

the posterior probability distributions: 

 

 

 

in which 𝑡𝑡 is the time bin and 𝑠𝑠𝑡𝑡 is the number of spikes that unit 𝑖𝑖 fired at 𝑡𝑡. 

𝑝𝑝′(𝑠𝑠𝑖𝑖|𝑥𝑥) =
∑ 𝑠𝑠𝑡𝑡 ∗ 𝑝𝑝𝑡𝑡�𝑥𝑥�𝑠𝑠∀𝑖𝑖≠𝑖𝑖� 𝑡𝑡

∑ 𝑝𝑝𝑡𝑡�𝑥𝑥�𝑠𝑠∀𝑖𝑖≠𝑖𝑖� 𝑡𝑡
     (6) 
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Additional requirements for potential unit clustering confounds: To avoid potential confounds 

from spike misclassification of units detected on the same shank (Quirk & Wilson, 1999), we 

placed additional inclusion requirements for LT calculations. We determined the L-ratios 

(Schmitzer-Torbert et al., 2005) between the unit 𝑖𝑖 and each other unit recorded on the same 

shank, yielding the cumulative probability of the other units’ spikes belonging to the unit 𝑖𝑖. Since 

the range of L-ratio depends on the number of included channels, to provide a consistent 

threshold for all datasets, the L-ratio for each pair was calculated using the four channels that 

featured the highest spike amplitude difference between each pair of units. Only units with L-

ratio > 10-3 (Figure 3.8) were used to calculate LTs for each cell.  

3.4.6 Fidelity of the learned tunings across epochs 

To quantify the degree to which tuning curves, 𝑝𝑝(𝑥𝑥|𝑠𝑠), in LTs or PFs relate across epochs, we 

used a simple Pearson correlation coefficient of the tuning curves across position bins between 

the LTs/PFs. We obtained consistent results with a measure based on the Kullback-Leibler 

divergence (not shown). The median for each epoch were compared against a surrogate 

distribution of such median values obtained by shuffling the unit identities of the PFs separately 

within each session. In other words, we tested against the null hypothesis that learned tunings in 

each session may have trivial correlations with PFs. For each epoch we obtained p-values based 

on the number of such surrogate median values that were ≥ those in the original data.   

3.4.7 Learned tuning’s dynamics 

We further evaluated the dynamics of LTs across time in non-overlapping 15 min windows (for 

illustration purposes only in Figure 3.3, we used overlapping 15 min windows with a 5 min step 

size). A unit’s LT stability was defined as the median Pearson correlation coefficient between  
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Figure 3.8: A L-ratio measure to quantify the degree of overlap in the spike feature space between pairs of 
units. (a) Each scatterplot on the top shows the spikes of the example unit #20 (black dots) and another unit (colored 
dots) recorded on the same shank in an example recording session from the Giri dataset. The axes in each scatterplot 
correspond to the spike amplitude on two channels with maximal distinction between the pairs. There is a range of 
overlap with unit #20; for example, unit #30 on the leftmost inset showed almost no overlap, while unit 19 on the 
rightmost inset significantly overlapped. The overlap was quantified as an L-ratio on the top of each inset. The L-
ratio between unit #20 and any other unit was obtained by calculating the probability of spikes from the second unit 
belonging to unit 20. The insets on the second row show the comparison between the mean spike amplitudes for 
each unit pair as plotted in the scatterplots. (b), The cumulative distribution of L-ratio for the example session and 
pooled data across all sessions (left), and for each individual session (right). 

that unit’s LTs in all different pairs of time windows within a given epoch. Thus, units that had 

stable and consistent LTs across an epoch yield higher correlations in these comparisons than 

those with unstable LTs. These unit LT stability values were z-scored against a null distribution 

of median correlation coefficients based on randomizing the LTs’ unit identities within each 15 

min time window (1000 unit ID shuffles). Normalized stability correlation matrices in Figure 
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3.4c were calculated by z-scoring each correlation coefficient against a surrogate distribution 

based on shuffling the LTs’ unit identities. To investigate the changes in POST LT stability over 

time in Figure 3.4c, we calculated LT stability within overlapping 2-hour blocks with a step size 

of one hour.   

3.4.8 Ripple event replay scores 

The posterior probability matrix (𝑃𝑃) for each ripple event was calculated based on previously 

published methods. Replays were scored using the absolute weighted correlation between 

decoded position (𝑥𝑥) and time bin (𝑡𝑡)(Silva et al., 2015): 

𝑐𝑐𝑜𝑜𝑃𝑃𝑃𝑃(𝑡𝑡, 𝑥𝑥;𝑝𝑝) =  
𝑐𝑐𝑜𝑜𝑐𝑐(𝑡𝑡, 𝑥𝑥;𝑃𝑃)

�𝑐𝑐𝑜𝑜𝑐𝑐(𝑡𝑡, 𝑡𝑡;𝑃𝑃)𝑐𝑐𝑜𝑜𝑐𝑐(𝑥𝑥, 𝑥𝑥;𝑃𝑃)
 (7) 

𝑐𝑐𝑜𝑜𝑐𝑐(𝑡𝑡, 𝑥𝑥;𝑃𝑃) =  
∑ ∑ 𝑃𝑃𝑖𝑖𝑖𝑖(𝑥𝑥𝑖𝑖 − 𝑚𝑚(𝑥𝑥;𝑃𝑃))(𝑡𝑡𝑖𝑖 − 𝑚𝑚(𝑡𝑡;𝑃𝑃))𝑖𝑖𝑖𝑖

∑ ∑ 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
 

(8) 

 

𝑚𝑚(𝑥𝑥;𝑃𝑃) =  
∑ ∑ 𝑃𝑃𝑖𝑖𝑖𝑖𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖

∑ ∑ 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
      𝑚𝑚(𝑡𝑡;𝑝𝑝) =  

∑ ∑ 𝑃𝑃𝑖𝑖𝑖𝑖𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖

∑ ∑ 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
 

(9) 

 

in which 𝑖𝑖 and 𝑗𝑗 index time bin and position bin, respectively.  

Each replay score was further quantified as a percentile relative to surrogate distributions 

obtained by shuffling the data according to the commonly used within-event time swap, in which 

time bins are randomized within each ripple event (Davidson et al., 2009). We preferred this 

method over the circular spatial bin shuffle (or column cycle shuffle, also described by 

(Davidson et al., 2009), as it preserves the distribution of peak locations across time bins within 

each event (see also related discussion in (Farooq et al., 2019)). Each ripple event was assigned 
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to one of four quartiles based on the percentile score of the corresponding replay relative to 

shuffles 

3.4.9 Place fields’ overlap with decoded posterior  

A Pearson correlation coefficient was calculated between the PF of each unit firing 

(participating) in a time-bin and the posterior probability distribution for that bin based on the 

firings of all units. The mean posterior correlation of PFs was calculated over all participating 

units. Since this mean posterior correlation might be inflated when there is a low number of 

participating units, for each time bin with firing unit count 𝑛𝑛 we generated surrogate distribution 

of mean posterior correlation by randomly selecting 𝑛𝑛 units. Then, the mean posterior correlation 

in the original data was z-scored against the corresponding surrogate distribution for 𝑛𝑛 randomly 

participating units.  

3.4.10 Multiple regression analyses 

To examine the extent to which a spatial tuning curve (LT or PF) within a given epoch was 

impacted by the tuning curves in other epochs, we performed multiple regression analyses. We 

modeled POST LTs and reMAZE PFs using the following equations: 

𝑃𝑃𝑂𝑂𝑃𝑃𝑃𝑃 𝐿𝐿𝑃𝑃𝑠𝑠 = 𝑐𝑐0 + 𝑐𝑐1 ∗ 𝑎𝑎𝑐𝑐𝑠𝑠𝑃𝑃𝑎𝑎𝑎𝑎𝑠𝑠 𝐿𝐿𝑃𝑃 +  𝛽𝛽1 ∗ 𝑃𝑃𝑃𝑃𝑃𝑃 𝐿𝐿𝑃𝑃𝑠𝑠 + 𝛽𝛽2 ∗ 𝑀𝑀𝐴𝐴𝑀𝑀𝑃𝑃 𝑃𝑃𝑃𝑃𝑠𝑠 +  𝛽𝛽3 ∗

𝑀𝑀𝐴𝐴𝑀𝑀𝑃𝑃 𝑡𝑡ℎ𝑠𝑠𝑡𝑡𝑎𝑎 𝐿𝐿𝑃𝑃𝑠𝑠 +  𝛽𝛽4 ∗ 𝑀𝑀𝐴𝐴𝑀𝑀𝑃𝑃 𝑃𝑃𝑖𝑖𝑝𝑝𝑝𝑝𝑟𝑟𝑠𝑠 𝐿𝐿𝑃𝑃𝑠𝑠       (10) 

𝑃𝑃𝑠𝑠𝑀𝑀𝐴𝐴𝑀𝑀𝑃𝑃 𝑃𝑃𝑃𝑃𝑠𝑠 =  𝑐𝑐0 +  𝑐𝑐1 ∗ 𝑎𝑎𝑐𝑐𝑠𝑠𝑃𝑃𝑎𝑎𝑎𝑎𝑠𝑠 𝐿𝐿𝑃𝑃 +  𝛽𝛽1 ∗ 𝑃𝑃𝑃𝑃𝑃𝑃 𝐿𝐿𝑃𝑃𝑠𝑠 +  𝛽𝛽2 ∗ 𝑀𝑀𝐴𝐴𝑀𝑀𝑃𝑃 𝑃𝑃𝑃𝑃𝑠𝑠 + 𝛽𝛽3 ∗

𝑃𝑃𝑂𝑂𝑃𝑃𝑃𝑃 𝐿𝐿𝑃𝑃𝑠𝑠   (11) 
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The dependent variables and regressors were calculated over all position bins from all units. The 

average LT in the analyses were calculated by averaging all unit LTs over PRE and POST. 𝑐𝑐s 

and 𝛽𝛽s are the regression coefficients.  

In order to test the statistical significance of the regression 𝑃𝑃2 values and each regression 𝛽𝛽 

coefficient, we compared these against distributions of surrogates (n = 10,000) which were 

calculated by randomizing the unit identities of the dependent variable’s tuning curves. For each 

coefficient and 𝑃𝑃2 values, we obtained a p-value based on the number of surrogates that were ≥ 

those in the original data. 
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4 Conclusion and future direction  

We developed two approaches to analyze and interpret neural activities during offline epochs, 

including slow wave sleep after an experience. The communications between the hippocampus 

and cortex underlying memory processing mainly occur during these periods, especially 

hippocampal SWRs. Therefore, to understand the offline memory processing, interpreting the 

spatiotemporal dynamics of neural activity during the SWRs is essential. It cannot be assumed 

that the activity patterns during sleep, especially the spontaneous activity during sleep prior to 

the experience, represent wake neural activity. Therefore, we developed approaches relaxing the 

assumption that individual neuron and ensemble activities feature the same tunings formed 

during the behavior.  

Hidden Markov models to uncover temporal structures in SWRs. We developed a data-driven 

method solely based on modeling the SWR-associated PBEs in terms of transitions between a set 

of distinct states. The only assumption is that temporal structures remain consistent over many 

PBEs. We validated this approach using quiet wake PBEs during the animal’s exploration when 

sequence replay is strongly expressed. During these events, the states mainly represent the 

animal’s position, providing a ground truth to assess the model’s performance. We found that 

SWR population firings correspond to a clear trajectory in a state space, with many states 

representing the animal’s distinct positions. We were able to detect individual replay events 

using a cross-validation approach with a performance comparable to a standard Bayesian 

decoding method. Furthermore, we found that this method can extract temporal structure 

pertaining to remote experiences of the animal in addition to one corresponding to the local 

environment.   
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As a future direction, we can use this hidden Markov model-based approach to study temporal 

structures during sleep after a novel experience and compare it with pre-maze sleep. Results of 

fitting HMMs to neuronal population firing patterns within each behavioral epoch (PRE, MAZE, 

or POST) for an example session are as follows. First, we investigated whether there is a 

consistent temporal structure across PBEs within each epoch. The PBEs within all behavioral 

epochs, including PRE, showed higher than chance congruence with the HMMs trained on the 

same epoch (cross-validation, Figure 4.1a). Second, we asked whether POST’s structure replays 

MAZE and whether there is a carryover from PRE during MAZE and POST. We investigated 

these by training HMMs on each epoch and calculating the congruence score of PBEs in other 

epochs. The POST PBEs showed high congruence with the MAZE model, confirming POST 

replay of MAZE temporal structure (Figure 4.1b, middle). There was no significant preplay 

during MAZE, as evident by close to the chance level congruence of MAZE PBEs with the PRE 

model (Figure 4.1b, left). On the other hand, there was a carryover from PRE in POST (Figure 

4.1b, left), suggesting that PRE and POST share somewhat similar temporal structures, as we 

earlier showed in Figure 3.7.  

Does sleep allocate a distinct group of SWRs during POST to process and protect newly encoded 

information from possible interference due to the pre-existing processing/prior experiences or 

otherwise use overlapping SWRs to integrate the recent information with the pre-existing 

structure? To investigate this, we asked if distinct or overlapping groups of POST PBEs are 

consistent with either MAZE or PRE models. Our results showed that although many POST 

PBEs showed perfect congruence with both PRE and MAZE models, supporting the integration 

hypothesis, many others differentiated between the two (Figure 4.1c). We need to analyze more 

sessions to test each hypothesis.  
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Figure 4.1: Sequential content during PBEs within each behavioral epoch. (a) The cumulative number of PBEs’ 
congruence with HMMs trained on non-overlapping set of PBEs within the same epoch (5-fold cross-validation). 
The distribution from Poisson surrogate serves as a chance level. (b) The same as (a) but for congruence of PBEs 
within an epoch with a model trained on another epoch. (c) Joint histogram of POST PBEs’ congruence with HMMs 
trained on PRE or MAZE.  

We further calculated the latent state place fields (lsPFs) by decoding the states within each 100 

ms of populations firing during animal’s running on the maze and calculating each state’s 

tendency to be decoded at each maze location (Figure 4.2). We found that for an example 

session, lsPFs during POST but not PRE represented specific maze locations. This finding 

suggests that location-depicting neuronal assemblies (as distinct states in HMMs) are formed 

upon the novel experience and are distinct from the pre-existing neuronal assemblies. 

Bayesian learning of spatial tunings. We used principles of Bayesian learning to calculate spatial 

tunings during sleep via updating the maze place fields using ensemble firings during sleep. We 

conjectured that since the space is represented by ensembles formed during exploration, possible 

modifications of these ensembles during sleep would reflect in changes in individual neurons’ 

spatial tunings. We found that during SWRs in early post-maze sleep/rest, learned tunings 
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showed diverse stability and consistency with the maze place fields. Furthermore, the learned 

tunings and their deviation from the place fields predicted remapping of the place fields when the 

animal explored the same environment after a ~9 hours delay from the first exposure. These 

findings suggested that sleep after a novel experience actively stabilizes or retunes the place 

fields, impacting the spatial representation upon re-exposure. On the other hand, the pre-maze 

learned tunings were inconsistent with the upcoming maze place fields, suggesting that 

ensembles form de novo upon experiencing a novel environment.  

 

Figure 4.2: The states during POST but not PRE represented maze locations. Left, lsPFs of example HMM 
states in PRE. Right, the same as left panel but for POST.     

The findings of this project have implications for evaluating and revising methods to measure 

extended replays during sleep. Given that the spatial tunings during the pre-sleep are not 

predictive of upcoming maze place fields, the preplay reported in previous studies might be 

spurious. A replay score for each SWR event equals the degree to which the sequence of 

decoded positions in successive snapshots of population activity (20 millisecond time bins) 

within the event resembles the animal's trajectories on the maze. To evaluate the statistical 

significance of the replay scores, they are compared against distributions generated using null 

hypotheses. Under these null hypotheses, the incidence of replay within an event is equally likely 

as surrogates with removed temporal structure but otherwise intact features like the event's firing 
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characteristics. Different methods have been used interchangeably to calculate the replay scores 

and generate the null distributions (Figure 4.3). Although most of these methods perform well in 

detecting replay during intermittent quiet wake periods (when the replay is less noisy), there was 

a striking lack of correlation between these methods in scoring sleep SWRs. Therefore, some of 

these methods often result in false detection of sleep replay (in POST) and preplay (in PRE) 

contents. We think this problem is due to the wrong presumption that the place fields remain 

consistent during sleep. As we showed in Figure 3.6d, place field fidelity of the learned tunings 

relates to the degree of overlap between the maze place fields of the cofiring neurons. We 

observed a lack of significant overlap during many SWRs, especially those during PRE. 

Therefore, we conjectured that non-replay events would not stand out compared to surrogate 

events in which neurons with divergent place fields cofire. We suggest that the unit-identity 

shuffle would generate the optimal null distribution to test the statistical significance of replay 

scores for individual SWRs. 

To find the most reliable replay scoring approach, we need to characterize false detection rate 

corresponding to each of these approaches. Since there is no ground truth replay score, we plan 

to conduct a survey in which we ask human subjects to score a set of SWRs, one at a time, in 

terms of how likely they believe that each event looks a “true” replay. 

We present the subjects with images (or heatmaps) of the decoded position, like the one in 

Figure 4.3a, but without access to the spike rasters or any additional information. The subjects 

are asked whether they perceive a line that goes from one corner to another corner of the image 

(a trajectory). They will provide a score for each SWR event in a range from zero to nine, based 

on the quality of the line that they perceive. A zero is equal to absence of a clear line and a nine 

is equal to a continuous line spanning the whole image. Events with partly continuous line  
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Figure 4.3. Examples of methods to calculate replay scores and their statistical significance. (a, b) Two 
methods for generating null distributions: (a) Time-swap (TS) PBEs in which time bins within the example PBE are 
randomly swapped. (b) Unit identity (UI) shuffle in which the place fields are randomly reassigned to neurons, 
which changes the decoded positions given intact PBE firings. Replay scores in (a) and (b) are obtained using two 
methods: (1) Radon transform (RT), in which a line is fitted to the peak positions across successive time bins and the 
summation of the decoding probabilities along the best fit line is calculated (Davidson et al., 2009); (2) weighted 
correlation (WC), which is the absolute correlation between the decoded positions and time within a PBE (Grosmark 
& Buzsáki, 2016). The peak decoded positions are less aligned with the best fit line (white line with a deviation 
tolerance band) for both shuffling methods. The replay scores for the actual PBE (top) are compared against 1000 
time-swap PBEs. (c) The replay scores (based on RT or WC) for the example PBE compared to null distributions 
from TS or UI methods. The actual replay scores are calculated as the percentiles of each null distribution.  

segments are given a score in between. The scores for each subject are collected and compared 

with the scores that previously were calculated using the automatic approaches. An approach is 

evaluated as reliable if it results in replay scores that significantly correlate with scores provided 

by the human subjects. Preliminary results showed that combination of Radon transform as a 

replay scoring method and unit-identity shuffle for generating the null distribution performs 

better than the other methods (Figure 4.4). We need data from more subjects to confirm the 

results.  
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Figure 4.4: Agreement of each algorithmic replay score method with human scores. (a) The scatter plots of 
algorithmic replay scores versus human scores for eight methods. RT: Radon transform, WC: weighted correlation, 
TS: time swap, UI: unit-ID shuffle, PF: place field random circular shift, DS: decoded position random circular shift. 
The blue dots show individual SWRs and the black diamonds show the median replay scores corresponding to each 
human score. (b) Difference in median replay scores between SWRs with human scores above or below a threshold, 
considered as putative replay and non-replay events, respectively. The results are shown for different thresholds in 
the range of 2 to 8. The top inset shows distribution of RT-UI replay scores for replays (red, human score > 6) and 
non-replays (gray, human score < 6). The RT-UI method has a higher replay discrimination index compared to other 
methods, regardless of the threshold of human score to determine replay vs non-replay events.  
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