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ABSTRACT 

 
Joseph F. Thole: Disordered proteins in vitro and in cells 

(Under the direction of Gary J. Pielak) 
 

One requirement for the survival and reproduction of living organisms is the 

ability to receive external stimuli and then respond appropriately. It is increasingly 

understood that intrinsically disordered proteins are key to many of these biological 

processes, providing a flexible foundation that allow cells to coordinate and tune signal 

transduction cascades. To understand how these proteins behave and function, 

researchers from diverse intellectual backgrounds have examined their biological 

functions, physical properties, and interactions with other species. My dissertation is an 

attempt to build on prior research and integrate knowledge of intrinsically disordered 

proteins within the field of macromolecular crowding—i.e., how the packing of many 

biological molecules inside of a single cell impact protein and protein-complex stability. I 

first discuss intrinsically disordered proteins and their properties and predict what types 

of disordered protein properties might be affected by macromolecular crowding. I then 

examine mitogen-activated protein kinase pathway signaling through the lens of 

Epidermal Growth Factor signaling to highlight some of the biological roles that 

disordered proteins perform. I quantify the binding between the C-terminal tail of Son of 

sevenless and its native SH3-binding domain partner and demonstrate that precise 

quantification is possible even when the disordered domain is extended. I then 

demonstrate an improved method for eukaryotic in-cell NMR for quantifying the effects 
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of the cytoplasm on protein and protein-complexes in living cells. Finally, I provide 

comments regarding questions and experiments that I attempted thought my PhD 

training that will hopefully provide assistance for researchers who come after me. 

Overall, the perspectives and results in this document provide a roadmap for those who 

want to study disordered proteins in complex and crowded environments. Our 

understanding of disordered protein properties will continue to evolve, and I attempt to 

highlight relevant questions and areas researchers interested in developing 

macromolecular crowding theories must address and provide a foundation for the actual 

biological processes that underlie disordered protein function.       

  

  



v 

 

 
To Hannah 

For encouraging me when I lacked the confidence 
Cheering me when I achieved 

You gave me the strength to reach for things I thought impossible 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



vi 

 

 
ACKNOWLEDGEMENTS 

 
Graduate school has been an incredible experience that I have worked to get to 

but also have had numerous occasions of luck and serendipity that pushed me to where 

I am today. First, I must thank Radhika Plakkot who taught me AP Biology and 

Elizabeth Megonigal who taught me AP Chemistry. Their passion for education, 

science, and especially their interest in mechanics and details left an indelible mark on 

me, and kept me on a life-long journey of wanting to understand the way the world 

works. Their efforts led me to study biochemistry in college, where I met Taarika Babu. 

It was only because of Taarika’s insistence that I applied for my first laboratory role as 

an Intern at the FDA. Throughout my roles in scientific research, Timmothy Blake, 

Eleanor Robinson, Sarah McClymont, and Bill Law showed me how to work hard, 

perform research ethically, think critically, and be supportive to colleagues. 

Gary, thank you for accepting me as a member of the Pielak mafia, teaching me 

about enzymes, biophysics, how to treat people well, and that you have to have a life 

and intellectual interests outside of your immediate research. You gave me to space 

and resources to try things, and made graduate school a truly engaging and fun 

experience. Your support has been incredibly meaningful and have helped me see that 

the only limits in life are those we set for ourselves, and laws of thermodynamics. 

To my former lab members who taught me much of what I know—Pixie 

Piszkiewicz, Sam Stadmiller, Shannon Speer, Candice Crilly, Harrison Esterley. To 

current lab members who make every day entertaining—Claire Stewart, Jack Eicher, 



vii 

 

Julia Brom, I-Te Chu, Oskar Hutcheson. I especially want to shout out Sam, who 

answered every question I had, and always made time to help me when I needed it. 

Also, Candice, whose friendship, sharp questions, and dragging me to Friends kept me 

sane during the stressful times. 

My friendships from before, and new ones formed here that kept me grounded—

Shaheer Hasan, Taarika Babu, Dan Schuldenfrei, Bill and Ashley Law, Jeff Bonin, 

Rhese and Tika Thompson, Jared Baisden, Michelle Currie, Adam Waterbury, Parth 

Jariwala, Rachel Johnson, and Dylan DiGioa. All of you have brought me so much joy 

and kept me refreshed during the grueling times. 

My mom Theresa and my dad Joe, my brother Jake and sister Annalise, my 

family close and extended, who have all listened and nodded very generously after 

asking me what I’ve been up to. Your love and support has been irreplaceable. 

UNC is a wonderful place to do research and live, primarily because of the 

people here. Other researchers, and especially the staff make UNC an incredibly warm 

place to learn and grow. I have had the good fortune to be able to utilize many of the 

core research facilities at UNC, and get to know the amazing people who staff them. 

Thank you, especially Stu Parnham. Whole days of titrations at the NMR core were 

tough, but our chats, me bugging you about minutia, and your tales made the long days 

fun and unforgettable. Thank you, Ash Tripathy, you always went out of your way to 

help me get the data I needed, and fit me in when I was under pressure. You taught me 

so much, and I am forever grateful for your trust and encouragement. Thank you, 

Lauren Altemara, you were an incredible resource, and helped me get my first project 



viii 

 

off the ground. Your knowledge, generosity, and support truly made all of my success 

possible.   

Finally, Hannah, you have given me a lifetime of support and encouragement. 

You have pushed me to pursue my dreams, and even apply to graduate school, despite 

the physical distance that separated us. You have always helped me when I needed it, 

and cheered me on when times were challenging, and you never hesitated or made me 

feel guilty when you made sacrifices so that I could pursue my career. The phrase “wind 

beneath my wings” doesn’t begin to cover how fundamental you are to my life and 

success.  

  



ix 

 

 
TABLE OF CONTENTS 

 
LIST OF FIGURES ................................................................................................................... xii 

TABLE OF TABLES ................................................................................................................. xiv 

LIST OF ABBREVIATIONS AND SYMBOLS ............................................................................ xv 

CHAPTER 1: IMPACT OF MACROMOLECULAR CROWDING ON  
DISORDERED PROTEINS ........................................................................................................ 1 

PROTEIN DISORDER ............................................................................................................ 1 

MACROMOLECULAR CROWDING ....................................................................................... 3 

THEORETICAL IMPACT OF CROWDING ON DISORDERED-PROTEIN BINDING .............. 5 

Folding and binding............................................................................................................. 6 

Other forces and caveats .................................................................................................... 8 

THERMODYNAMICS OF IDP CROWDING IN VITRO ........................................................... 9 

DISORDERED PROTEINS IN LIQUID-LIQUID PHASE SEPARATION .................................12 

CONCLUSIONS ....................................................................................................................14 

CHAPTER 2: DISORDER IN THE MITOGEN-ACTIVATED PROTEIN KINASE PATHWAY .....15 

INTRODUCTION ...................................................................................................................15 

CANONICAL EGFR SIGNALING ..........................................................................................15 

ROLES OF DISORDERED PROTEINS IN EGFR SIGNALING .............................................19 

EGFR localized scaffolding ................................................................................................19 

Dynamic regulation of SOS1 ..............................................................................................20 

IDR functions are context-dependent .................................................................................21 

IDR scaffolds enhance kinase activity ................................................................................22 

WHY DISORDERED PROTEINS? ........................................................................................23 

CHAPTER 3: NEIGHBORING SEQUENCES AFFECT BINDING OF SH3 TO  
PROLINE-RICH SITES IN THE 25KDA DISORDERED SOS C-TERMINAL TAIL ....................25 

INTRODUCTION ...................................................................................................................25 



x 

 

METHODS ............................................................................................................................29 

Construct design ................................................................................................................29 

Expression and purification ................................................................................................29 

Son of sevenless ...............................................................................................................29 

SH3 ...................................................................................................................................32 

NMR ..................................................................................................................................32 

NMR titration data analysis ................................................................................................34 

ITC .....................................................................................................................................34 

ITC data analysis ...............................................................................................................35 

RESULTS ..............................................................................................................................35 

DISCUSSION ........................................................................................................................41 

SUPPORTING INFORMATION .............................................................................................44 

13C-δ1methyl Peak assignments ........................................................................................44 

19F NMR .............................................................................................................................45 

Buffer and Construct Comparison ......................................................................................45 

CHAPTER 4: DANIO RERIO OOCYTES FOR EUKARYOTIC IN-CELL NMR ..........................60 

INTRODUCTION ...................................................................................................................60 

MATERIALS AND METHODS ...............................................................................................64 

Protein preparation ............................................................................................................64 

Bromobimane fluorescence ...............................................................................................65 

Zebrafish oocyte injections.................................................................................................66 

Comments on injection ......................................................................................................67 

Identifying dead oocytes and leakage controls ...................................................................67 

Microscopy ........................................................................................................................68 

NMR processing, fitting and analysis of uncertainties ........................................................71 

RESULTS AND DISCUSSION ..............................................................................................72 

SUPPORTING INFORMATION .............................................................................................81 

Charge-change Mutant Screening .....................................................................................81 

OTHER DATA AND CONCLUSIONS .......................................................................................90 

INITIAL CHARACTERIZATION OF A GB1 TETRAMER ........................................................90 



xi 

 

ADDITIONAL EXPERIMENTS NOT INCLUDED IN CHAPTER 4 ..........................................94 

31P NMR ............................................................................................................................94 

Additional SH3 surface mutant data ...................................................................................96 

R1, R2, and estimates for unfolded SH3 .............................................................................99 

ADDITIONAL DATA NOT INCUDED IN CHAPTER 3 .......................................................... 100 

Additional conditions tested for purification of Sos with comments ................................... 100 

Fits of Sos site 2, site 4 and sites 2 and 4 together to one-site and two-site  
binding models using titrations of 19F SH3 T22G ............................................................ 102 

Surface plasmon resonance experiments of Sos-SH3 binding ......................................... 107 

C-TERMINAL CRKL DIMERIZATION .................................................................................. 109 

APPENDIX 3.1 CODE FOR FITTING 19F 1D DATA, ERROR ESTIMATES  
AND PLOTTING ..................................................................................................................... 111 

APPENDIX 4.1 CODE FOR BOOTSTRAPED ERROR ESTIMATES FOR  
IN-OOCYTE STABILITY MEASUREMENTS .......................................................................... 118 

APPENDIX 4.2 CODE FOR VIOLIN PLOTS OF DISTRIBUTION COMPARISON .................. 120 

APPENDIX 4.3 CODE FOR CORRELATION TIME ESTIMATES ........................................... 122 

REFERENCES ....................................................................................................................... 124 

 

  



xii 

 

LIST OF FIGURES 

Figure 1.1 Model of IDP disorder-to-order transition upon binding ............................................. 7 

Figure 2.1. A simplified representation of EGF signaling, highlighting  
the roles of intrinsically disordered proteins ...............................................................................17 

Figure 3.1. Model of Sos-SH3 binding .......................................................................................28 

Figure 3.2. ITC thermograms of Sos site 2 and Sos Site 4 ........................................................36 

Figure 3.3. 1H-13C HMQC titration of Sos site 4 .........................................................................38 

Figure S3.1 Sequence Alignments Son of sevenless constructs ...............................................47 

Figure S3.2. Sos site 4 isoleucine asignments ..........................................................................48 

Figure S3.3. Analysis of SH3-Sos site 2 peptide binding ...........................................................49 

Figure S3.4. Bootstraped parameters of SH3-Sos site 2 peptide ..............................................50 

Figure S3.5. 19F NMR titration of Sos-SH3 binding ..................................................................51 

Figure S3.6. TITAN fit of Sos site 4-SH3 binding, 5 °C ..............................................................52 

Figure S3.7. TITAN fit of Sos site 4-SH3 binding, 15 °C ............................................................53 

Figure S3.8. TITAN fit of Sos site 4-SH3 binding, 25 °C ............................................................54 

Figure S3.9. TITAN fit of Sos site 4-SH3 binding, 35 °C ............................................................55 

Figure S3.10. TITAN fit of Sos site 4-SH3 binding, 45 °C ..........................................................56 

Figure S3.11. Fits of 1H-13C δ1methyl isoleucine lineshape analysis parameters ......................57 

Figure 4.1.  ................................................................................................................................63 

Figure 4.2. Temperature dependence of WT SH3 and the N51K  
variant stability in buffer and D. rerio oocytes ............................................................................74 

Figure 4.3. pH of the Danio rerio oocyte cytoplasm ...................................................................79 

Figure S4.1. Microscopy of injected oocytes. ............................................................................83 

Figure 4.2. Oocyte volume estimation .......................................................................................84 

Figure S4.3. Representative 19F-NMR spectra at 298 K of 19F N51K  
SH3 in buffer, in oocytes, and the 2:1 dilution leakage control ..................................................85 

Figure S4.4. 15N-1H HSQC spectrum of T22G SH3 in E. coli cells, cell lysate after sonication, 
and leakage control ...................................................................................................................86 

Figure S4.5. Histograms of in-vitro and in-oocyte stability parameters ......................................87 



xiii 

 

Figure S4.6. Fold comparison of WT SH3 and SH3 N51K ........................................................88 

Figure 5.1. 19F NMR spectra of 500 µM GB1 L5V/A26F/F30V/Y33F/A34F ................................91 

Figure 5.2. Analytical Ultracentrifugation analysis of the  
GB1 L5V/A26F/F30V/Y33F/A34F tetramer variant ....................................................................93 

Figure 5.3. 31P spectra of zebrafish oocytes ..............................................................................96 

Figure 5.4. In-cell NMR spectra of SH3 surface charge variants in E. coli .................................98 

Figure 5.5. 19F NMR fits of SH3-Sos site 4 binding .................................................................. 103 

Figure 5.6. 19F NMR parameter fits of SH3-Sos site 4 binding ................................................. 104 

Figure 5.7. 19F NMR fits of SH3-Sos sites 2&4 binding ............................................................ 105 

Figure 5.8. 19F NMR parameter fits of SH3-Sos site 4 binding ................................................. 106 

Figure 5.9. SPR titration of Sos and SH3 in the presence of 50 g/L GB1 ................................ 108 

Figure 5.10. The hydrodynamic radius of Crk-L C-terminal SH3  
as a function of concentration ................................................................................................. 110 

 
 

 

 

 

 

 

 

  



xiv 

 

TABLE OF TABLES 

Table 3.1. Parameter estimates for Sos site 2 and Sos site 4 ITC measurements ....................37 

Table 3.2. Comparison of NMR parameters and binding Free Energies of Sos  
site peptides and single sites on Sos protein as a function of temperature ................................40 

Table S3.1. Results of elemental analysis .................................................................................58 

Table S3.2. Theoretical and measured masses of proteins .......................................................58 

Table S3.3. Comparison of ITC results by Sos construct and buffer ..........................................59 

Table 4.1. Equilibrium thermodynamic parameters for SH3 unfolding .......................................74 

Table 4.2. Rotational correlational times of folded SH3 and its variant  
in buffer and Danio rerio oocytes ..............................................................................................76 

Table S4.1. SH3 charge-change variants excluded from analysis .............................................89 

Table S4.2. Global fits of wild type SH3 and the N51K variant correlation  
times with varied τe and S2 values ............................................................................................89 

Table 5.1. R1 and R2 relaxation values of Trp36 in the folded  
and unfolded state of SH3, in vitro and in oocytes. ....................................................................99 

 

 

 

 

 

 

 

 

 



xv 

 

LIST OF ABBREVIATIONS AND SYMBOLS 

 
1D one-dimensional 

2D two-dimensional 

ADP adenosine diphosphate 

AMP adenosine monophosphate 

ATP adenosine triphosphate 

BSA bovine serum albumin 

CD circular dichroism spectropolarimetry 

CDC25 cell division control protein 25 

CPMG Carr-Purcell-Meiboom-Gill 

Crk-L CT10 Regulator of Kinase-like 

CSP chemical shift perturbation 

DLS dynamic light scattering 

DMSO dimethyl sulfoxide 

Drk Downstream of Receptor Kinase 

EGF Epidermal Growth Factor 

EGFR Epidermal Growth Factor Receptor 

Elk ETS domain-containing protein Elk-1 

ERK Extracellular signal-related kinase 

g grams 

GAB1/2 GRB2 Associated Binding protein 

GAREM GRB2-Associated and Regulator of MAPK/ERK 

GB1 B1 domain of streptococcal protein G 

GDP guanosine diphosphate 

GRB2 Growth factor Receptor Bound protein 2 



xvi 

 

GTP guanosine triphosphate 

ℎ Planck’s constant 

HMQC Heteronuclear multiple quantum coherence 

HSQC heteronuclear single quantum coherence 

IDP intrinsically disordered protein 

IDR intrinsically disordered region 

IPTG isopropyl β-D-1-thiogalactopyranoside 

ITC isothermal titration calorimetry 

Jnk Jun amino-terminal kinases  

K Kelvin 

𝑘𝑘𝐵𝐵 Boltzmann constant 

𝐾𝐾𝐴𝐴 association constant 

𝐾𝐾𝐷𝐷 dissociation constant 

kDa kilodalton 

𝑘𝑘𝑜𝑜𝑜𝑜𝑜𝑜 dissociation rate constant 

𝑘𝑘𝑜𝑜𝑜𝑜 association rate constant 

KSR Kinase Suppressor of Ras 

L liters 

LLPS liquid-liquid phase separation 

LSCM Laser-scanning confocal microscopy 

M molar 

MAPK mitogen activated protein kinase 

MBD Maltose Binding Domain 

NOE nucelar Overhauser effect 

NMR nuclear magnetic resonance 



xvii 

 

OD600 optical density at 600 nm 

PAGE4 Prostate-Associated Gene 4 

PDB Protein Data Bank 

PEG polyethylene glycol 

pHi intracellular pH 

PI3K Phosphatidylinositol 3-Kinase Regulatory 

PI3KR1 Phosphatidylinositol 3-Kinase Regulatory subunit alpha 

PID phosphotyrosine interaction domain 

PIP2 phosphatidylinositol (4,5)-trisphosphate 

PIP3 phosphatidylinositol (3,4,5)-trisphosphate 

pSer phsophoserine 

pThr phosphothreonine 

pTyr phosphotyrosine 

𝑅𝑅 gas constant 

R1 longitudinal relaxation rate 

R2 transverse relaxation rate 

Raf rapidly accelerated fibrosarcoma 

RTK receptor tyrosine kinase 

S2 Order parameter 

SAXS small angle X-ray scattering 

SH2 src-homology 2 domain 

SH3 src-homology 3 domain 

SHC1 SHC-transforming protein 1 

SOS Son of Sevenless 

SPR surface plasmon resonance 

SPRY sprouty 



xviii 

 

𝑇𝑇 absolute temperature 

T1 longitudinal relaxation time 

T2 transverse relaxation time 

TEV tobacco etch virus 

TITAN titration analysis 

𝑇𝑇𝑚𝑚 melting temperature 

𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟 reference temperature 

TROSY Transverse relaxation optimized spectroscopy 

𝑇𝑇𝑠𝑠 temperature of maximum stability 

α-syn α-synuclein 

δ chemical shift 

Δ𝐶𝐶𝑃𝑃°
′ equilibrium change in heat capacity 

Δ𝐶𝐶𝑃𝑃,𝐷𝐷
°′  equilibrium change in heat capacity of dissociation 

Δ𝐺𝐺𝐷𝐷
°′‡ activation free energy of dissociation 

Δ𝐺𝐺𝐷𝐷°
′ equilibrium free energy of dissociation 

Δ𝐺𝐺𝐴𝐴
°′‡ activation free energy of association  

Δ𝐺𝐺𝑈𝑈°
′ equilibrium free energy of unfolding 

Δ𝐻𝐻𝐴𝐴
°′‡ activation enthalpy of association 

Δ𝐻𝐻𝐷𝐷°
′ equilibrium enthalpy of dissociation 

Δ𝐻𝐻𝐷𝐷
°′‡ activation enthalpy of dissociation 

Δ𝐻𝐻𝑈𝑈°
′ equilibrium enthalpy of unfolding 

Δ𝑆𝑆𝐴𝐴
°′‡ activation entropy of association 

Δ𝑆𝑆𝐷𝐷°
′ equilibrium entropy of dissociation 

Δ𝑆𝑆𝐷𝐷
°′‡ activation entropy of dissociation 



xix 

 

Δ𝑆𝑆𝑈𝑈°
′ equilibrium entropy of unfolding 

𝜏𝜏𝑐𝑐 rotational correlation time 

𝜏𝜏𝑆𝑆 effective correlation time 

‡ transition state 



1 

 

 
CHAPTER 1: IMPACT OF MACROMOLECULAR CROWDING ON DISORDERED 

PROTEINS 
 

PROTEIN DISORDER 

Protein function is classically tied to protein structure. Until recently, this 

structure-function paradigm was the sole framework tying the relatedness, activity and 

role of proteins directly to their structure. This chapter discusses how the paradigm is 

changed and enriched by the inclusion of disordered proteins. 

The organization, folding, structure, stability and function of globular and 

structural proteins arise from their primary structure and the linear order of amino acids, 

numbered starting at the N terminus.1,2 The linear sequence of amino acids organizes 

itself into local structures via networks of backbone hydrogen bonds, referred to as the 

secondary structure.3,4 Common structures include α-helices, β-sheets, turns, loops and 

short stretches of left-handed helices. These structures are determined by the local 

composition of amino acids, which determines the torsion angles that the backbone can 

adopt.5 Each protein has a unique primary structure, which comprises a mix of 

secondary structural elements. In contrast, structural proteins, such as keratin and 

collagen, have a repeating primary structure pattern that gives rise to a repeating higher 

order structure.  

In globular proteins, the non-repeating sequences cause local structures to 

organize into larger unique, ~100 residue, domains called tertiary structures, which is 

the highest level of structure for monomeric proteins in dilute solutions. Many proteins 
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have multiple domains, separated by flexible, unstructured linkers. These domains can 

be independent or have interactions with other intra-protein domains. Monomeric 

proteins can also form higher-order units via homo- or hetero-monomer associations to 

generate a quaternary structure.  

Some researchers look beyond the quaternary level to understand how the 

cellular milieu impacts or changes the structures that are available to proteins, the so-

called quinary level.6 Although it is unlikely that non-specific interactions will drastically 

change the energy-landscape of a protein-fold, these interactions alter protein stability, 

and less-stable proteins have a broader ensemble of structures, which can increase 

their functional repertoire or lead to aggregation. 

The earliest methods for seeing protein structure at high resolution, particularly x-

ray crystallography,7,8 drove the sequence-structure paradigm for decades. 

Crystallography requires highly-concentrated, well-behaved proteins that can withstand 

extreme conditions yet retain a narrow ensemble of structures. Crystallography enabled 

much of our understanding and classification of protein domains and led to the 

observation that many proteins are composites of domains (super secondary 

structures), with homologous domains having differences in their amino acid sequences 

that provide the specificity required to carry out their evolved function. While this 

description seems concise, the modern accumulation of many high-resolution structures 

has revealed that protein structure is not simple. Several proteins have two distinct 

folds,9 showing that our underlying understanding of folding and structure remains 

incomplete.  
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It was only later, when techniques like fluorescence spectroscopy, high-field 

nuclear magnetic resonance spectroscopy (NMR), and small angle X-ray scattering 

(SAXS) showed that there is another class of proteins. This class lacks persistent 

secondary or higher levels of structure.10 Although such proteins had been known to 

exist for decades, they were viewed as artifacts of evolution or isolation.10-13 Intrinsically 

disordered regions (IDRs) not only serve as extended linkers between structured 

domains but also exist as monomers (intrinsically disordered proteins, or IDPs), as well 

as domains within larger proteins, and carry out specific functions.12,14 The observation 

that disordered proteins perform essential biological function was surprising because it 

was believed that function required structure. Protein disorder exists across all domains 

of life but is enriched in eukaryotes compared to prokaryotes and archaea.15  

MACROMOLECULAR CROWDING 

Efforts to understand biological macromolecules most often utilize a reductionist 

approach, studying these molecules in well controlled, dilute, buffered solutions. Such 

efforts are important, especially as a starting point, so that the activity of the 

macromolecules of interest can be directly measured. This approach, however, ignores 

an important fact—most biological macromolecules have evolved to exist and function 

in the crowded and complex environment found inside cells. The prokaryote Escherichia 

coli contains upwards of 300 g/L of protein,16 and eukaryotes such as human cell 

cultures and chordate oocytes have concentrations of 100 g/L17 and 30-60 g/L,18-22 

respectively. Although, eukaryotes are less crowded than prokaryotes, investigations in 

buffer typically employ macromolecule concentrations of less than 10 g/L.  
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Macromolecular crowding comprises two general types of forces. The first is 

purely entropic. Hardcore repulsion is a purely steric effect—that is, two molecules do 

not affect each other until they come into contact, at which point repulsion becomes 

infinite—and arises due to the system finding its most entropically favorable 

arrangement. Furthermore, the center of mass of these two molecules cannot enter an 

excluded volume that surrounds the two species.23 Because macromolecules are not 

rigid spheres and can take on multiple arrangements, hard-core repulsions favor states 

where macromolecules occupy the most compact state available. In terms of protein 

stability or protein-protein complexes, this compaction can only stabilize the protein or 

complex.24,25 The degree of stabilization is proportional to the fraction of volume 

occupied by crowders, with a higher fraction having a stronger effect. As crowder size 

increases at constant volume occupancy, stabilization initially increases, reaching a 

maximum when the crowder size matches the macromolecule, and then decreases as 

the crowder becomes much larger than the protein of interest. This is in contrast to the 

predictions using scaled particle theory,23 which predict that small crowders should have 

the largest crowding effect and decrease at a constant occupancy.26,27 Another way to 

view the hard-core entropic force is via what are called depletion forces, which favor a 

compact state. Under this model, it is more favorable for the excluded volumes of two 

species to overlap because it allows more total volume for everything else in the 

solution, minimizing volume occupancy.28,29 Although hard-core repulsions are entirely 

entropic, depletion forces can also have an enthalpic component.30 

As discussed above, proteins and other macromolecules are neither rigid 

spheres nor chemically inert. All molecules possess the ability to form non-covalent 
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interactions, from London dispersion forces to hydrogen bonds, hydrophobic 

interactions, dipole-dipole interactions and others.31 For biological macromolecules, 

these interactions are complex and numerous and can lead to a variety of outcomes 

depending on the molecule and its surroundings. Proteins and their complexes can be 

stabilized or destabilized depending on the sum of total interactions. Importantly, their 

strength can overcome the stabilizing effect of hard-core repulsions, as shown in 

numerous systems.32-38 While the general principles of crowding are understood, 

determining how each type of interaction impacts a given protein fold or protein complex 

remains challenging. Our group, in collaboration with the Harries group30 in Jerusalem, 

is developing models to account for the important enthalpic and entropic effects that 

make up macromolecular crowding. 

THEORETICAL IMPACT OF CROWDING ON DISORDERED-PROTEIN BINDING 

This section addresses recent efforts to understand the effects of 

macromolecular crowding on protein-protein complexes when one or both partners are 

disordered.  

Using the framework of Fonin et al.39 for IDPs involved in binding, we can divide 

them into “unfoldable”, “partially foldable” and “readily foldable”. In most studies of 

“partially-foldable” and “readily-foldable” IDPs, the disordered protein undergoes a large 

disorder-to-order transition to enter the bound state, while for “unfoldable” IDPs, a small, 

local disorder-to-order transition is required.  An important exception is the strong 

interaction between histone H1 and its nuclear chaperone prothymosin.40 These 

peptides are highly- and oppositely-charged and associate in a dynamic complex with 
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no traditional order in the bound state. This complex is an extreme example of what are 

deemed “fuzzy interactions.”    

Folding and binding  

Through the lens of traditional protein-domain interactions,2 proteins typically 

reach a low-energy state to properly generate a surface recognized by their binding 

partners. Only after this recognition do the partners enter the energy transition state and 

then fall to the lower free energy state bound state.41 Two paths are generally 

considered: 1) conformational selection, where the conformations of the unbound states 

are similar to those of the bound states, or 2) induced fit, where binding occurs first, with 

a subsequent change in the conformation of one or both partners.42 Crowding can 

change the free energy difference between the folded and unfolded monomeric states 

and the free and bound states and impact the transition states to alter the kinetics of 

binding. To make matters even more complex, IDPs can undergo conformational 

selection and induced fit pathways,42,43 with the propensity of structure driving one path 

or another.44 

Generally, we can view the crowding forces that affect protein binding as: 1) 

enthalpic forces corresponding to changes in protein surfaces between states, and 2) 

entropic forces corresponding to changes in volume occupied between states. IDPs that 

undergo large binding-induced disorder-to-order transitions to form a relatively static 

final structures are likely to be perturbed by crowding (Figure 1.1). Folding would create 

a large change in surface between the unbound state and bound state, and the reaction 

must pay a large entropic penalty for de-mixing and forming a more ordered bound 

state, while potentially gaining favorable enthalpic interactions. Following this line of  
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Figure 1.1. Model of IDP disorder-to-order transition upon binding. From left to right: Histone 
H1-prothymosin (blue/red; adapted with permission40) interaction; Drk N-terminal SH3-Sos site 2 
peptide (grey/purple) binding;45 HIF-1α-CBP Taz domain (red/grey; PDB ID: 1L8C) binding; CBP 
nuclear receptor coactivator binding domain-p53 TAD binding (green/blue; PDB ID: 2L14); GB1 
domain-swapping heterodimer (PDB ID: 1Q10). Folded domains are colored in grey. Pink box 
represents the types of interactions sensitive to crowding.      
 
argument, “marginally foldable” IDPs should be more sensitive to crowding 

perturbations—if the stability of the folded state is lower, larger population shifts due to 

small energy changes would be expected. 

Beyond equilibrium, transition state analysis of globular proteins is a well-known 

method to distinguish the important residues in folding and binding transitions, as well 

as to determine if a residue is structured in the transition state.41,46 This method also 

works for IDP binding.47 However, its application may be challenging for IDPs whose 

interactions are weak, and therefore more sensitive to crowding. A study of the kinetics 

and equilibrium thermodynamics of the interaction between the N-terminal disordered 

tail of measles virus nucleoprotein and the X domain, using a systematic series of 

alanine substitutions, showed that changes in equilibrium-free energy of the bound and 

transition states are too small to distinguish between changes in the folding and binding 

steps.48 Only techniques with high sensitivity and precision are likely to permit analysis. 

IDPs that do not undergo large conformational changes, i.e., “unfoldable” IDPs, 

are likely to be less sensitive to crowding. With a smaller change in surface area or 

volume upon binding, there will likely be small or no change in the equilibrium 
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thermodynamics. This situation takes the view of a single disordered site binding to 

another molecule. IDPs are not always simple in this way, using avidity49,50 or 

allovalency 51 to enhance the net binding. Avidity describes binding between an IDP and 

its partner where there are multiple, unique binding sites simultaneously available on 

the IDP. This situation creates additional surfaces on which crowding can act: the 

binding sites plus the disordered linker(s) separating them. Allovalency is the presence 

of multiple binding sites on a disordered protein that compete for the same target. This 

type of interaction is predicted to increase the local concentration of the target and allow 

the strongest sites to carry out binding. Crowding, especially the increased volume 

occupancy that comes with having many other macromolecules nearby, should 

enhance these effects and further increase the effective concentration.  

IDPs are not simple random coils. Even those that are “unfoldable” will have 

regions that can take on transient secondary structure or have residues that are 

“stickers” and capable of enhanced non-specific interactions with their surroundings.52 

The understanding of crowding effects may focus on specific sequences or regions that 

are distributed throughout IDPs.53 

Other forces and caveats 

IDPs tend to become more compact as temperature increases. This effect has 

been noted in several systems: secondary structure content increases,54-58 smaller 

hydrodynamic radii are measured,59-63 and more order is observed.64 Compaction is 

predicted to arise because of unfavorable solvation at higher temperatures, leading to 

less hydrogen bonding with water and improved intramolecular hydrophobic 

interactions.61,62,65,66 This scenario suggests that solvent depletion may strongly 
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influence IDP folding, favoring a more compact ensemble, especially if crowders have 

more favorable interactions with water than with the IDP. Observations of phase-

separation, a common binding property of IDPs, show that as temperature is increased, 

the more turbid and less solvated protein-rich phase, is enhanced. This phase is also 

enhanced when hydroscopic chemicals, such as PEG, are added.66 This observation 

strongly suggests that solvent-IDP interactions are key to many properties of IDPs. 

A caveat arises from the presence of strong interactions. Binding events with 

large free energies of dissociation are not perturbed by crowding.67 This effect will likely 

hold for IDPs. Crowding effects are often the same order of magnitude as the available 

thermal energy,A so only processes with differences in free energy at a similar order of 

magnitude are likely to be affected. Many currently characterized IDP binding reactions 

are likely to remain unperturbed for this reason. Weaker interactions,68 including the 

interaction between GRB2 and SOS1,69,70 as part of the mitogen activated protein 

kinase pathway described in the next chapter, have µM to mM affinities, and more 

potential for crowding-induced effects. 

THERMODYNAMICS OF IDP CROWDING IN VITRO  

As of October 2022, five thorough studies have reported the effects of crowding 

on IDP binding. All focus on small IDPs binding larger, folded domains. The first, a study 

by Stadmiller et al.,71  measured the effects of crowding on the well-characterized 

binding of a stable SH3 domain and a 12-residue proline-rich peptide. The authors 

found that the changes in free energy are generally < 1 kcal/mol near room 

temperature. The analysis involved testing sugars and protein crowders, and found that 

 
A RT, where R is the gas constant and T is the absolute temperature 
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sugars are relatively inert, have small effects on the energetics, and decrease the on- 

and off-rates. Protein crowders, such as lysozyme, bovine serum albumin and the small 

model protein Streptococcal B1 domain of protein G (GB1), showed varied effects. The 

analysis was limited to favorable/unfavorable electrostatics based on pI values, showing 

no consistent trend. The changes are partially explained by slowed translational and 

rotational diffusion in sugars, and favorable protein-protein sugar interactions with SH3. 

However, there was no analysis of the changes in translational or rotational diffusion of 

the peptide; further experimentation is required to develop a full understanding of the 

results. 

The second study, from Schnatwinkel and Herrmann,72 measured the effects of 

crowding on the binding of a 25-residue disordered c-Myb peptide to the folded KIX 

domain, another well characterized, moderate-affinity system. The authors used a 

series of osmolytes, sugars, and both synthetic and protein crowders and reported the 

same result described by Stadmiller et al.—small equilibrium thermodynamic changes. 

Only osmolytes and ethylene glycol/polyethylene glycol perturbed the equilibrium, albeit 

minimally.  

The third study, by Gruber et al.,73 compared the binding of an 80-residue 

disordered region of the mostly disordered Gab1 protein to the folded SH2 domain of 

SHP2, which requires a phosphorylated tyrosine on Gab1. The authors reported that 

270 g/L bovine serum albumin (BSA) stabilized a binding-competent transition state of 

Gab1, but the interaction was weak and unquantified. This contrasts with the complete 

absence of an interaction when BSA is absent. When phosphorylated, Gab1 interacted 

strongly with SH2, with a dissociation constant of 10 nM. BSA decreased the affinity to 
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18 nM, a change of 350 cal/mol at 298 K, which is in line with the results from Stadmiller 

et al. and Schnatwinkel and Herrmann. The change was small compared to the 

∆𝐺𝐺𝐷𝐷,298 𝐾𝐾
°′  of the complex (11 kcal/mol), suggesting that efforts should be focused on 

weaker-associating complexes. This result also exemplifies the various ways that 

crowding can perturb systems— it both alters the conformation of one of the partners to 

potentiate binding and simultaneously makes the ∆𝐺𝐺𝐷𝐷°′ less favorable.  

Most experiment-based and computational studies of IDPs in crowded 

environments have focused on the hydrodynamic radii of IDPs and effects on local 

structure.53,74-77 These results are in line with the theoretical outcomes described above. 

For example, Cino et al. showed that in 160 g/L Ficoll 70, the IDP TC-1 remains 

disordered, but residues that have the propensity for local structure show changes in 

their R2 relaxation values via NMR and no changes in R1 or 15N NOEs, suggesting that 

the overall ensemble does not change, but the residues that have the propensity for 

structure have non-specific interactions.74 One result that stands out is the 

measurement of membrane-bound α-synuclein (α-syn).76 When exposed to the crowder 

Hsp27 (which also interacts with the membrane), α-syn takes on a conformation that is 

not seen in the solution or membrane-bound states. This observation suggests that 

when constrained by binding, non-specific interactions might favor particular 

conformations.  

The final study by Zosel et al.78 measured the binding of the molten globule 

nuclear coactivator domain of CBP/p300 and the disordered activation domain of steroid 

receptor coactivator 3. They quantified equilibrium and kinetic parameter values in the 

presence of PEGs at various concentrations and lengths, as well as dextran, 
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poyvinylpyrrolidone, and polyvinyl alcohol. Overall, their findings point to solvent 

depletion as the most important contributor to the changes in binding. This is in line with 

what has been observed and predicted for IDP conformation ensembles (described 

above), and supports the idea that IDPs are sensitive to changes in solvation. They 

suggested that their results show that IDPs are likely to be less sensitive to the 

interactions that are traditionally considered in macromolecular crowding, compared to 

folded proteins of the same size. This is reasonable, but further testing is required in 

solutions of less “inert” crowders, such as bovine serum albumin, lysozyme and cell 

lysates, to determine if only depletion interactions play a role; experiments on IDP 

interaction with larger disorder-to-order transitions upon binding are also needed. 

DISORDERED PROTEINS IN LIQUID-LIQUID PHASE SEPARATION 

The IDP binding phenomenon most studied in vivo and in vitro is liquid-liquid 

phase separation (LLPS), the process by which two or more protein/protein or 

protein/RNA binding partners interact in fuzzy complexes, often with allovalency, to form 

condensates. That is, they sort into a different physical phase from the surrounding 

solution based on differential interactions with “stickers” and solvent.52,66,79-82 Phase 

separation coupled to percolation has been proposed to play a role in a variety of 

biological functions, including the formation of membrane-less organelles (e.g., stress 

granules, processing bodies, the centriole, cajal bodies), ribosome biogenesis, gene 

regulation, and RNA processing.83,84 The shapes and dynamics of LLPS structures are 

extremely sensitive to buffer conditions, and can take on unique super-structures 

depending on the environment.85,86 A 2020 review characterized observations of how 

crowders can alter the behavior of phase separating partners in vitro,87 although caution 
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should be exercised in directly correlating the results to biological outcomes because 

the conditions and systems tested may not mimic those found in cells.88-90  

Three recent studies have shown that biological processes are enhanced while in 

a phase-separated state: ribozyme and deoxy-ribozyme cleavage,91 the activation of 

Ras by Sos1,92 and SUMOylation enzyme E2 activity.93  

Careful measurements of any in vivo system and direct comparisons to in vitro 

results are not simple.89 Many in vivo studies of phase separation have focused on the 

contributions of specific actors—binding competent species, structure, and additional 

modulates such as ATP—and how they impact lifetimes, granule structures, and 

dynamics.84,94 Sang et al. attached client proteins to an engineered system that 

undergoes LLPS95: a constitutively-active MAPK3 (mitogen-activated protein kinase), 

and one of its targets, the disordered C-terminus of Elk1 (ETS domain-containing 

protein Elk-1). The authors quantified the phosphorylation of ELK1 as a measure of 

association in vitro and in vivo.96 They first showed, compared to dilute solution, 

recruitment into condensates increases total phosphorylation. When the same kinase 

and target were expressed on modified scaffolds in the yeast Saccharomyces 

cerevisiae, ELK1 was phosphorylated at even higher rates and at multiple sites, 

including some that were less favorable in vitro. The granule volumes were smaller, 

despite containing more protein. They tested the effects of osmotic compression in 1 M 

sorbitol on a strain of yeast that is incapable of responding to changes in osmotic stress 

(HOG1Δ), and observed a two-fold increase in phosphorylation when the system was 

not already near saturation. For many signaling pathways, the phosphorylation of IDPs 
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is a critical step in signal propagation and is another modulation of IDP binding and 

biological outcomes.73,97 

CONCLUSIONS 

The ensembles, biological roles, mechanisms, and the degree of disorder-to-

order transitions that IDPs undergo during complex formation are wide-ranging. IDPs 

are sensitive to their environments, but it remains largely unknown if IDP binding is 

sensitive to macromolecular crowding. Crowding forces operate on changes in volume 

and surfaces between states, suggesting that IDPs that undergo the largest disorder-to-

order transitions will be the most affected. Crowding seems to impact LLPS, although it 

is unknown if the effects are a result of the same types of interactions that have been 

quantified in traditional macromolecular crowding studies. The development of more 

systems where precise measurements can be made in complex crowded environments 

are critical to understanding how macromolecular crowding perturbs the activity of IDPs.  
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CHAPTER 2: DISORDER IN THE MITOGEN-ACTIVATED PROTEIN KINASE 

PATHWAY 
 

INTRODUCTION 

The mitogen-activated protein kinase (MAPK) pathway is an evolutionarily 

conserved protein-interaction framework that regulates a host of cell processes 

including division, differentiation, migration, stress, and apoptosis.98 Several pathways 

follow the MAPK framework: the extracellular signal-related kinases (ERK1/2), ERK3/4 

and ERK 5, Jun amino-terminal kinases (JNK1/2/3), and p38-MAPK. These pathways 

are found across eukaryotes, from plants to humans.99-101 All share a similar scheme—

an extracellular signal mediated by a membrane-bound receptor, is passed on to a 

series of serine-threonine kinases: MAPK kinase kinase (MKKK), which activates a 

MAPK kinase (MKK), which activates a MAPK, which then activates a transcription 

factor that generates the cellular response.  This chapter focuses on Epidermal growth 

factor (EGF) signaling (part of the ERK1/2 pathway) as an example for how intrinsically 

disordered proteins (IDPs) and disordered regions (IDRs) direct cellular action and 

feedback regulation to maintain homeostasis and healthy growth. 

CANONICAL EGFR SIGNALING 

Tissue-specific signaling peptides,  such as EGF,102,103 collectively called 

mitogens, are exported from neighboring cells and undergo proteolysis to bind 

membrane-bound receptor tyrosine kinases (RTK) such as Epidermal Growth Factor 

Receptor (EGFR).104,105 Upon binding, RTKs form oligomers,106 which results in a 
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conformational change, allowing autophosphorylation of cytosolic tyrosines (pTyr) that 

propagates the signal.107-109  

After this phosphorylation, signal transduction proteins that contain Src 

Homology 2 domains (SH2) or phosphotyrosine interaction domains (PID), which 

specifically bind phosphotyrosine are recruited. One of the canonical proteins, Growth 

factor Receptor Bound protein 2 (GRB2), binds EGFR and then binds and activates the 

protein Son of sevenless 1 (SOS1).110-112  

Once activated, Sos binds one or two Ras motifs, exchanging a guanosine 

diphosphate (GDP) for a guanosine triphosphate (GTP), turning on Ras. Activated Ras 

recruits and binds the MKKK protein Rapidly accelerated fibrosarcoma (Raf) kinase. 

Upon binding, Raf (B-Raf, C-Raf) homo- or hetero-dimerize,113,114 and then recruits the 

MKK MEK (Mitogen-Activated protein Kinase Kinase 1), which continues signal 

propagation by recruiting and phosphorylating the MAPK ERK1 (Extra-cellular 

Response Kinase 1). ERK1 then dimerizes and localizes to the nucleus,115 where it 

activates transcription factors (e.g., MYC, JUN, FOS)98 to begin transcription of cyclin D 

to pass the G1/S checkpoint. 

Many of the proteins involved in EGF signaling were identified decades ago, and their 

binary interactions are well studied. However, with modern techniques such as high-resolution 

mass spectrometry, researchers have begun to dissect network dynamics to understand how 

these multiprotein complexes function in concert to coordinate cellular responses.116-118   
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Figure 2.1.  A simplified representation of EGF signaling, highlighting the roles of intrinsically disordered proteins. EGF binds to 
Epidermal Growth Factor Receptor (EGFR), which oligomerizes upon binding. Activated EGFR autophosphorylates a series of 
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tyrosines on its disordered C-terminal domain, which recruit Phosphatidylinositol 3-Kinase Regulatory subunit alpha (PIK3R1), 
activating Phosphatidylinositol 3-Kinase (PIK3), which catalyzes phosphatidylinositol (3,4,5)-trisphosphate (PIP3), from 
phosphatidylinositol (3,4,5)-trisphosphate (PIP2). The phosphorylated tyrosines also recruit SHC-transforming protein 1 (SHC1), 
Growth factor Receptor Bound protein 2 (GRB2), and GRB2 associated binding protein 1/2 (GAB), which form a scaffold and helps 
GRB2 bind the C-terminal disordered domain of Son of Sevenless 1 (SOS1). To become active, SOS1 must also contemporaneously 
bind PIP2, which in turn, allows SOS1 to activate Ras by exchanging the bound GDP for GTP. Once active, Ras binds to Raf, which 
phosphorylates MEK, which in turn phosphorylates Extracellular Signal-related Kinase (ERK). Raf/MEK/ERK are coordinated by 
Kinase Suppressor of Ras (KSR). Phosphorylated ERKs dimerize and localize to the nucleus to activate a transcriptional response.  
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ROLES OF DISORDERED PROTEINS IN EGFR SIGNALING 

The simplified description of EGFR activation, which leads to G1/S checkpoint 

passage for division, is complicated by multiple layers of feedback mechanisms and 

coordinated complexes (Figure 2.1) that cells evolved to regulate this 

process.98,116,117,119 When this process is dysregulated, numerous diseases and cancers 

arise.120-124 

EGFR localized scaffolding  

When EGFR is activated, it autophosphorylates multiple tyrosines on its 

disordered C-terminal tail, which recruits multiple proteins. One of the first proteins 

recruited is Phosphatidylinositol 3-Kinase Regulatory subunit alpha (PIK3R1), which 

activates Phosphatidylinositol 3-Kinase (PIK3), in turn catalyzing the formation of 

phosphatidylinositol (3,4,5)-trisphosphate (PIP3), a phospholipid, from 

phosphatidylinositol (3,4,5)-trisphosphate (PIP2).117 EGFR also binds SHC-transforming 

protein 1 (SHC1),116 which comprises a Phosphotyrosine binding Domain (PID), an SH2 

domain and extended disordered regions, as well as GRB2-Associated and Regulator 

of MAPK/ERK (GAREM),125 which is largely disordered and has a proline-rich sequence 

capable of binding GRB2. The PID and SH2 domains of SRC1 bind EGFR, and can 

then be phosphorylated by the RTK itself to recruit other proteins, such as GRB2126 and 

GRB2 associated binding protein 1/2 (GAB); GAB has a Pleckstrin Homology (PH) 

domain that is capable of binding PIP3 and an extended disordered region that is hyper-

phosphorylated so more SHC1 and GRB2 can bind.127 Additionally, GAB has a proline-

rich sequence that is specific to the C-terminal SH3 of GRB2. 

SHC1/GAREM/GAB/GRB2 forms an obligate multivalent network128 that contributes to 
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the organization and recruitment of pathway-relevant kinases and SOS1. All of these 

species are phosphorylated to recruit other proteins or change biological outcomes. The 

specific role of GAREM is not known, but it has been shown to interact with the scaffold, 

as well as the 14-3-3 adaptor proteins that are associated with complex 

disassembly.129,130  

The affinities of SH2/PID-pTyr interactions are 0.1-2 µM,131,132 with most on the 

weaker end. PH-PIP3 has an affinity of ~0.1 µM.133 The data suggest that anchoring of 

GAB to the membrane is relatively strong, but most the individual interactions alone only 

have moderate affinity. The multivalent nature of the complex probably improves the 

efficiency of signal transduction128 and may increase complex lifetime. No direct 

measurements of the complex itself are available, but the phosphorylation states 

required for the scaffold persist for at least 30 minutes.118 The cell actively dissembles 

this scaffold by disrupting individual interactions or converting PIP3 back to 

PIP2.130,134,135  

Dynamic regulation of SOS1 

SOS1 in its non-active state has two forms of autoinhibition: one form is 

mediated by SOS1 and the other is mediated by GRB2. When active, SOS1 has two 

guanine exchange domains—a CDC25 domain and a Ras exchange motif112,136—that 

can activate Ras. One mode of activation requires SOS1 to bind a PIP2 via a pleckstrin 

homology domain, which causes its neighboring Dbl homology domain to undergo a 

conformational change, allowing Ras binding.137,138 PIP2 is a modification that is made 

to phospholipid membranes and biases Sos activity near the membrane, where RTKs 

should also be located. The second mode is GRB2-mediated activation via SH3-proline 
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rich motifs throughout the 55 kDa C-terminal tail.136,139 The N-terminal SH3 of GRB2 

binds what has been classically identified as a “type 2” site [PXΨPXR, where Ψ is a 

hydrophobic residue (L/I/V) and R is a basic residue (R/K)].69,140,141 Proline-rich motifs 

form left-handed polyproline II helices that fit into a hydrophobic binding pocket on SH3 

and can form a salt bridge with an acid patch on the SH3 RT-loop. SOS1 has two GRB2 

binding sites with low µM and several binding sites with µM-mM affinities.69,141 The 

allovalency

B of this interaction likely contributes to keeping the C-terminal tail and SH3 

domains in close proximity. Despite the high on-off rates of the SH3-proline rich site 

(described in Chapter 3), the abundance of binding competent SH3s in the GAB-

mediated complex keeps the C-terminal tail out of its auto-inhibitory state long enough 

for Ras activation.139 The affinity of this interaction is decreased by multiple pSer 

residues via negative feed-back loops, some of which are associated with 14-3-3 

protein binding, which is suspected to allosterically block GRB2 binding.142,143   

IDR functions are context-dependent 

Another layer of regulation is mediated by Sprouty 1-4 (SPRY).144-147 SPRY 

proteins comprise a C-terminal SPR domain for PIP2 binding plus an extended 

disordered region. The most well studied homologue, SPRY2, has multiple clusters of 

pTyr148 and pSer149 residues that change regulatory outcomes.146 SPRY2 translation 

increases as a result of ERK1/2 signaling and enhances EGFR signaling, while 

suppressing signals originating from another RTK—Fibroblast Growth Factor Receptor 

 
B Allovalency is the presence of multiple binding sites on a disordered protein that compete for the same 
target. 
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(FGFR).148,150-152 For FGFR signaling, a SPRY2 proline-rich motif competes with the 

GRB2 N-terminal SH3 interaction for SOS1. In contrast, during EFGR signaling, SPRY2 

represses EGFR ubiquitination and subsequent proteasomal digestion.148,153  

IDR scaffolds enhance kinase activity 

Another critical scaffold in EGFR signaling is the organization of Raf, MEK and 

ERK into a multi-protein complex by Kinase suppressor of Ras 1/2 (KSR1/2).154,155 KSR 

is thought to be the “backbone” of the scaffold.156-158 It is a 102 kDa protein that 

comprises an N-terminal folded membrane binding domain, an extended disordered 

region (>440 residues)159,160, and then a C-terminal kinase domain. Before signaling, 

KSR is thought to be constitutively bound to MEK and two 14-3-3 proteins through pSer 

residues.156,157 When a cell receives a signal activating the ERK1/2 pathway, KSR is 

dephosphorylated, allowing KSR/MEK to bind the membrane and recruit Raf. ERK is 

also bound, and the localization of all three serine-threonine kinases allows the rapid 

activation of ERK. A knockdown study of KSR shows that the scaffold’s presence 

increases MEK activation by 10-fold.161  Additional folded proteins can interact with the 

scaffold and are thought to change the localization or function based on additional 

signaling information.156,157  

An important note about the scaffolds described in this chapter are that they are 

likely stable but dynamic. IDPs lack stable structure, and are often involved in weaker 

interactions compared to their folded counterparts.162 It has been shown that a variety of 

scaffolds in cell are not static,163 such as the homologous KSR/Raf/MEK/ERK complex 

in Saccharomyces cerevisiae (Ste5p/Ste11p/Ste7p/Fus3p).164 In pheromone-treated 
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yeast, Ste5p, Ste7p and Fus3p could be seen stably in the mating projections, while 

Ste11p (Raf) was too dynamic and could not be imaged. 

WHY DISORDERED PROTEINS? 

The information from cellular signaling is passed via the flow of pTyr/Thr/Ser to 

activated partners.116,119 It seems that the need for physical organization results in 

selection for protein disorder. Borrowing the metaphor from Good et al.,165 IDPs are 

highly tunable10,14,166 and offer literal flexible circuitry that allows the signal to be 

modulated as more information comes in—by adding new binding partners, altering 

phosphorylation states and changing biological outcomes. This flexibility is seen with 

the ERK1/2 pathway when different RTKs are activated. All pathways use the same 

central proteins, SHC1/GAB/GRB2, but add new proteins to the scaffold by changing 

phosphorylation states to relay that a different response is needed.98,108,127 SPRY2 

offers the same advantage; it acts as a molecular Swiss-army knife, capable of a variety 

of interactions based on alterations of its phosphorylation state.146  

It is predicted that phosphorylation can alter the ensembles of disordered 

regions,167-169 and we know that differential phosphorylation allows IDP PAGE4 to 

respond to unique cellular conditions.170 There may be unexpected changes when we 

view IDPs in the context of a bound state. When α-synuclein is over-expressed in 

human cells, the global ensemble of soluble species is similar but more compact than 

that seen in solution;171 however, when membrane-bound and in the presences of 

crowding molecules that also interact with membranes, a unique ensemble is seen.76 

Researchers must now strive to connect the local dynamics and ensembles of 
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IDPs/IDRs with the global dynamics and function of the complexes with which they 

associate. 
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CHAPTER 3: NEIGHBORING SEQUENCES AFFECT BINDING OF SH3 TO 

PROLINE-RICH SITES IN THE 25KDA DISORDERED SOS C-TERMINAL TAIL 
 

INTRODUCTION 

Approximately 40% of the eukaryotic proteome comprises intrinsically disordered 

proteins (IDPs) or intrinsically disordered regions (IDRs),172,173 which have many 

functions in signal transduction.14,174 Their mechanisms of interaction and binding vary, 

ranging from folding upon binding166 to “fuzzy” interactions.175 Protein-protein 

complexes where at least one partner is disordered tend to be less stable than 

complexes formed between folded species,162 but exceptions exist.40 Disordered 

interactions are enriched in signaling pathways because they are highly tunable so 

outcomes can be altered in response to external stimuli and feedback.14,42,174,176 

Nevertheless, we lack a general understanding of IDP/IDR function and behavior 

because of their diverse mechanisms and because the proteins often have challenging 

physical properties (e.g., they tend to aggregate and phase separate). 

 The mitogen-activated protein kinase (MAPK) pathway is a well-conserved 

signaling regime that allows cells to differentiate, divide, respond to stress, and undergo 

apoptosis.99,120 In Drosophila melanogaster, extracellular signals (Spitz, Trunk, Bride of 

sevenless, etc.) begin the signaling cascade, leading to the activation of Son of 

sevenless (Sos).111,177,178  

Sos is a 178 kDa multi-domain protein with guanine nucleotide exchange factor activity 

that further stimulates the GTPase, Ras (Figure 3.1A). The human homolog, SOS1, 
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undergoes two forms of auto-inhibition. The N-terminal Dbl- and Plekstrin-homology 

domains require interaction with phosphatidylinositol 4,5-bisphosphate (PIP2) to recruit 

Ras, ensuring localization to the membrane.137,138,179 At the C-terminus, a 55 kDa 

proline-rich disordered domain binds the Src homology 3 domains (SH3) of 

Downstream receptor kinase (Drk)/GRB2 (D. Melanogaster/Human), which is recruited 

by an activated receptor tyrosine kinase via a phosphorylated cytosolic Tyr.69,111,136 The 

inhibitory mechanism of the C-terminal domain is unknown. 

Proline-rich sequences form type-II left-handed helices and bind SH3 using a short P-X-

Ψ-P-X-R motif, where Ψ is Leu/Ile/Val and R is Arg or Lys.69,140,141 Similar to SOS1,69,141 

Sos has at least four binding sites.70 Sites 2 and 4 have low μM affinities. Sites 1 and 3 

have high μM or mM affinities (Figure 3.1B). Efforts to quantify these affinities, like many 

efforts involving a disordered protein, focus only on peptides containing the key 

residues and immediately flanking sequences. This reasonable choice simplifies 

analysis, yet residues beyond the binding site probably play a role.180 Our goal was to 

determine how the context of the IDR affects SH3 binding by comparing the protein with 

peptides.  

 We used techniques known to work for IDPs and IDRs—isothermal titration 

calorimetry (ITC) and nuclear magnetic resonance spectroscopy (NMR)—to distinguish 

binding of individual sites from non-specific or weak binding,70,181 and focused on the 

strongest sites (2 and 4). We found that the single-site affinities are comparable to those 

for the peptides, but binding to the protein is less temperature sensitive because of 

enthalpy-entropy compensation.182 Our approach is applicable to other disordered 
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proteins and will help unravel the kinetics and equilibrium thermodynamics of IDP 

interactions.  
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Figure 3.1. Model of Sos-SH3 binding. A) Simplified model of Ras activation by Son of 
sevenless. B) Representation of SH3 binding sites on Sos disordered C-terminal tail. Simulation 
of PepS2 binding to SH3 domain.45 Sequence alignment of binding motif with Sos binding 
sites.69,70  
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METHODS 

Construct design 

The Sos intrinsically-disordered region was designed from D. Melanogaster Sos 

(Uniprot ID: P26675) and comprises residues 1177-1405 (Figure S3.1). Constructs were 

cloned into pET28b plasmids with a C-terminal cysteine self-cleaving peptide183 

followed by a deca- or hexa-histidine tag. We later observed that an N-terminal maltose 

binding domain (MBD), followed by a TEV cleavage site, improved the yield. Constructs 

contain the L1203A, as well as the L1372A and K1375A substitutions that eliminate 

sites 1 and 3, respectively. Also, C1306S and C1357S substitutions eliminated disulfide 

bond formation. The site 2 construct also contains the I1384A and K1387A substitutions 

that eliminate site 4. The site 4 construct has the L1346A, R1349A, and R1350A 

substitutions that eliminate site 2. The knockout construct contains all these alanine 

substitutions. Post purification (described later), constructs contain additional SMG (with 

MBD)- or MG (without MBD)-residues at the N-terminus and QSL residues at the C-

terminus. 

Expression and purification 

Son of sevenless 

Unenriched Sos was prepared as follows: The pET28b plasmid containing the 

construct of interest was transformed into BL21 (DE3) Escherichia coli cells (Thermo 

Fisher Scientific). A 5 mL liquid culture of 25 g/L Lennox broth (LB, 10 g/L tryptone, 5 

g/L yeast extract, 5 g/L NaCl) containing 50 mg/L kanamycin was inoculated from a 

single colony and shaken at 37 °C, 225 rpm (Innova I26, New Brunswick). After >6 h, 

200 mL of LB was inoculated with 200 μL of the smaller culture. The 200 mL culture 
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was shaken overnight at 37 °C, 225 rpm. The next day, 1 L cultures were inoculated 

with 10 or 20 mL of the overnight culture and grown at 37 °C, 225 rpm. Isopropyl β-d-1-

thiogalactopyranoside (IPTG, 1 mL of a 1M solution) was added when the optical 

density at 600 nm (OD600) reached 0.6 (~ 2 h). Cultures were then shaken overnight at 

20 °C.  

Isotopically enriched Sos was prepared as follows: A 5 mL liquid culture of 25 g/L 

LB and 50 mg/L kanamycin was inoculated from a single colony and shaken at 37 °C, 

225 rpm. After >6 h, a 750 mL solution of 2x M9 media (100 mM Na2HPO4, 40 mM 

KH2PO4, 9 mM NaCl, 3 g/L glucose, 1 g/L NH4Cl, 0.1 mM CaCl2, 2 mM MgSO4, 10 mg/L 

thiamine, 10 mg/L biotin, and 50 mg/L kanamycin, pH 7.4) was inoculated with 750 µL 

of the smaller culture. The 750 mL culture was shaken overnight at 37 °C, 225 rpm. The 

next day, 1 L cultures were inoculated with 50 mL of the overnight culture and grown at 

37 °C, 225 rpm. When the OD600 reached 0.55 (~6 h), 60 mg/L [3,3-D2] 13C α-

ketobutyric acid184,185 was added and the temperature was lowered to 20 °C. After 30 

min, 1 mL of 1 M IPTG was added and the cultures were shaken overnight at 20 °C. 

The cultures were transferred to 1 L bottles and centrifuged at 1000 g for 30 min. The 

pellets were resuspended in loading buffer (15.1 mM Na2HPO4, 4.9 mM NaH2PO4, 20 

mM imidazole, 300 mM NaCl, 2 mM tris(2-carboxyethyl)phosphine hydrochloride, 10% 

v/v propylene glycol, pH 8.0) and protease inhibitors were added (Sigma Aldrich, 

P2714). Cells were lysed using a sonic dismembrator (Fisher, model 505) at 30% 

amplitude, 1/1 s power cycling in an ice-water bath, 10 min per 6 L. Lysates were 

centrifuged at 17,540g for 45 min at 4 °C followed by syringe filtration (Millex, 0.45 µm). 
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Lysates were loaded on Ni2+ columns (Cytiva HisTrap HP, 10 mL resin/6 L cell lysate) at 

4 °C. The resin was then washed with four column volumes of loading buffer, and 

equilibrated with cleavage buffer (15.1 mM Na2HPO4, 4.9 mM NaH2PO4, 20 mM 

imidazole, 100 mM NaCl, 2 mM tris(2-carboxyethyl)phosphine hydrochloride, 10% 

propylene glycol v/v, 300 µM phytic acid, pH 8.0).183 Cleavage was allowed to occur 

overnight. The next day, cleaved protein was eluted with cleavage buffer. The protein 

fractions were pooled and 1 ng of TEV protease was added. The sample was 

transferred to a 3.5 kDa molecular weight cut-off dialysis bag (Thermo Fisher Scientific) 

and dialyzed against 4 L of 20 mM 2-(N-morpholino)ethanesulfonic acid, 75 mM NaCl, 

2.5 mM Dithiothreitol, pH 6.0 for 3 h at room temperature.  

Dialyzed samples were transferred to a conical vial, propylene glycol was added 

to 10% v/v, and the sample was centrifuged at 4,500 g, 25 °C, for 5 min to remove 

aggregates. The supernatant was processed using cation exchange chromatography at 

room temperature (Cytiva, SP High Performance). A custom 25 mL column was 

equilibrated with 25 mM 2-(N-morpholino)ethanesulfonic acid, 4 M urea, 10% propylene 

glycol, and 120 mM NaCl. The column was then washed with 1 column volume of the 

equilibration buffer. A linear ramp to 300 mM NaCl over three column volumes was 

used to separate the Sos construct from closely-related degradation products. 

Performing this step at 4 °C does not provide sufficient resolution; it should be 

performed at room temperature.  

SDS-PAGE with Coomassie visualization was used to select pure fractions. For 

storage, the pure fractions were combined and concentrated to about 1 mM and stored 

at -80 °C. The protein was exchanged into the appropriate buffer immediately before 
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use. Determining the concentration of IPDs can be challenging;186 we estimated the 

molar absorptivity at 280 nm [15,470 (M·cm)-1]187 and confirmed the purity of Sos using 

elemental analysis (Atlantic Microlab, Norcross GA) (Table S3.1). We further validated 

the identity and purity of the protein by mass-spectrometry (Table S3.2). 

SH3 

We used the D. melanogaster N-terminal SH3 domain of Downstream of receptor 

kinase (Uniprot ID: Q08012), the native binding partner to Sos. The wildtype sequence 

is partially unfolded under native conditions.188 To focus on binding only, we used the 

stabilized T22G variant.189 Expression and purification were performed as 

described,70,190 except that after size exclusion chromatography, samples were polished 

via anion exchange chromatography to remove nucleic acids. A custom 25- or 50- mL 

Sepharose Q column (Cytiva) was equilibrated in 50 mM Tris pH 7.4, the sample was 

loaded, and a linear ramp to 50 mM Tris, 450 mM NaCl was performed over two column 

volumes. Only SH3 was eluted during using this protocol. DNA does not stick as well to 

the 5 mL pre-packed columns from Cytiva and elutes close to SH3. Pure samples were 

extensively dialyzed into distilled and deionized water (>17 MΩ cm), aliquoted into 

amounts that were appropriate for each experiment, flash frozen in ethanol/CO2(s), and 

lyophilized for storage. Protein identity and purity were verified by mass spectrometry 

(Table S3.2). 

NMR 

Data were acquired using Bruker Avance III HD spectrometers equipped with 

QCI- (1H Larmor frequencies of 500, 470 MHz for 19F), or TCI- cryoprobes (1H Larmor 

frequencies of 850 MHz, 213 MHz for 13C). Data were processed using NMRpipe 
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(2020.171.18.39) and referenced to trimethylsilylpropanesulfonate to account for the 

temperature dependence of chemical shifts. 

 19F peptide spectra comprised at least 80 and up to 400 scans, with a 7062 Hz 

sweep-width, 1400 complex points, an interscan delay of 2.5 s, and a center frequency 

of -57,646 Hz. Samples were prepared as described.70 Titrations were performed a total 

of three times: once using peptide concentrations of 0, 29, 73, 145, 218, 290, 435, 580, 

870, 1160, and 1450 µM with an SH3 concentration of 290 µM, then twice with peptide 

concentrations of 0, 6, 16, 45, 64, 91, 128, 181, 256, 363, and 1450 µM and SH3 

concentrations at 290 and 145 µM.  

 1H-13C data were acquired using a TROSY-HMQC experiment191 with at least 8 

scans and up to 40 scans, depending on the signal/noise of the Ile1384 peak. The 1H 

sweep width was 12755 Hz using 5120 complex points and a center frequency at 3996 

Hz. Forty-eight complex points were collected in the indirect dimension, with a sweep 

width of 1069 Hz, and a center frequency of 2673 Hz. The water signal was suppressed 

using pre-saturation and a selective 90° pulse at the beginning of the sequence. Sos 

site 4 protein was exchanged into 20 mM sodium phosphate, pH 7.5 plus 5% (v/v) D2O 

using a PD-10 midi desalting column (Cytiva); its concentration was then adjusted to 

51.5 µM. Four hundred µL of the Sos site 4 solution was used to dissolve lyophilized 

SH3 for the initial titration point, then spectra were acquired at 4.2, 15, 25, 35 and 45 

°C. The solution containing only Sos site 4 was used for a series of dilutions to obtain 

SH3 titration points of 270, 121.5, 100, 75, 50, 37.5, 25, 12.5, 6.25, 3.13, 1.56, 0.781, 

0.391 and 0 µM. 13C-δ1methyl Peak assignments are described in Figure S3.2.  
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NMR titration data analysis 

Peptide titration data were fit using lineshape analysis.70 Uncertainties in Δ𝐻𝐻𝐷𝐷°′, 

TΔ𝑆𝑆𝐷𝐷,298.15𝐾𝐾
°′ , Δ𝐻𝐻𝐴𝐴

°′‡, TΔ𝑆𝑆𝐴𝐴,298.15 𝐾𝐾
°′‡ , Δ𝐻𝐻𝐷𝐷

°′‡, and TΔ𝑆𝑆𝐷𝐷,298.15𝐾𝐾
°′‡  were assessed by bootstrap 

analysis, fitting 1000 replicates to the van’t Hoff or Eyring equations. Uncertainties 

represent the standard deviation of 1000 fits. 

1H-13C measurements were analyzed using TITAN, with parameter uncertainties 

estimated from 100 bootstrapped replicas.192,193 Ile1384, Ile1394, Ile1325 and one 

pseudo peak were fit as a single spin group for each temperature. van’t Hoff and Eyring 

parameter uncertainties are the 95% confidence intervals of linear fits. 

ITC 

Each set of protein samples were exchanged using PD-10 midi desalting 

columns and then dialyzed overnight into the same solution of 20 mM sodium 

phosphate, pH 7.5 using dialysis cassettes (Thermo Fisher Scientific, 2 kDa molecular 

weight cut-off). Samples were filtered (Millex, 0.22 µm) prior to measurement and 

concentrations were validated by measuring the absorbance at 280 nm (Thermo Fisher 

Scientific, NanoDrop One). 

ITC was performed using a MicroCal PEAQ-ITC Automated (Malvern 

Panalytical), with Sos in the cell and SH3 as the ligand, with one 0.4 µL injection, 

followed by 19, 2 µL injections. At 4.2 °C, the cell concentration was 250 µM, and the 

ligand concentration was 3.89 and 3.56 mM for Site 2 and Site 4, respectively. At 35 °C, 

the cell concentration was 350 µM (site 2 and site 4) and the ligand concentration was 

4.67 mM. Knockout measurements were concentration matched and made alongside 

each measurement described.  
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ITC data analysis 

Data were analyzed with PEAQ-ITC Analysis Software (Malvern Panalytical). To 

distinguish specific- from non-specific-binding, knockout replicates were used as 

controls and subtracted from the corresponding Sos replicate. Constructs were fit to a 

single-site model. ITC parameter uncertainties are the propagation of error from each 

individual fit.  

RESULTS 

Multi-temperature NMR datasets for site 4 peptide binding, and one-temperature 

datasets for site 2 peptide binding are published.70 We began by completing the site 2 

peptide dataset (Figure S3.3 and S3.4) using the same methods. Like the site 4 peptide, 

equilibrium binding is enthalpically favored and entropically disfavored. Kinetically, both 

association and dissociation are enthalpically disfavored and entropically favored. There 

are no important differences between the thermodynamics or kinetics of SH3 binding to 

the site 2 peptide and the site 4 peptide. 

Initial efforts to purify the disordered Sos protein were unsuccessful due to non-specific 

hydrophobic interactions, causing Sos to co-elute with contaminants. Adding 10% v/v 

propylene glycol to the buffer solved the problem. We then tried to measure the affinities 

of the site 2 only- and site 4 only-constructs using 19F NMR titrations in the same 

manner as performed for the peptide and fit the data to a 2-state model using lineshape 

analysis across all temperatures simultaneously. This effort was unsuccessful (see Fig. 

S4.5) because of non-specific SH3 binding (see Discussion), so we turned to ITC.  
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Figure 3.2. ITC thermograms of A) Sos site 2, B) Sos Site 4, and C) Sos knockout at 4.2 °C 
 

ITC measurements of the site 2- and site 4-only constructs showed that the 

interaction remains unsaturated even after adding >3 molar equivalents, suggesting that 

the non-specific interactions observed during purification and in the 19F SH3 

experiments contribute to weak binding. To isolate the activity of the individual sites, we 

needed to overcome the heat signal of non-specific binding, leading us to produce a 

knockout construct where all four specific sites are abolished by amino acid changes. 

The knockout measurements showed injection heats of the same magnitude as the heat 

at the end of the titration, where we would expect heats from the single site constructs 

to approach baseline (Figure 3.2C). We were unable to fit the knockout to a binding 

isotherm, as the c-value was ≤1.194  

We used these knockout controls, prepared side-by-side with the construct of 

interest, to subtract non-specific binding. This approach yielded reasonable fits (Figure 

3.2, Table 3.1) and stoichiometries of one SH3 per Sos. Site 2 has an affinity of 4 ±1 

µM, and an 𝛥𝛥𝐻𝐻𝐷𝐷°′ of 3.2 ± 0.1 kcal/mol at 4.2 °C. Site 4 has an affinity of 3 ± 1 µM, and 
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an 𝛥𝛥𝐻𝐻𝐷𝐷°′ of 2.8 ± 0.1 kcal/mol at 4.2 °C. At 35 °C, both sites have affinities of 14 ± 3 µM 

and 𝛥𝛥𝐻𝐻𝐷𝐷°′ values of 8.4 ± 0.3 kcal/mol, indicating a positive 𝛥𝛥𝐶𝐶𝑃𝑃,𝐷𝐷
°′  of dissociation (Table 

3.1).  

The subtraction does not perfectly account for the non-random order in which SH3 

binds Sos. Initially, SH3 prefers the higher-affinity site compared to the weaker, non-

specific sites in the knockout. We observe this notion in the fit; an initial over-

subtraction, and at the end of the titration, as the stronger binding site becomes fully 

occupied, more non-specific binding occurs, resulting in better alignment between the 

data and fit. However, when we compare this approach to direct measurements of site 4 

binding via NMR (described below), the methods yield the same information. In 

summary, our approach is reasonable because the difference in affinities is large, 

allowing us to treat non-specific binding as random events. If the affinities were closer, 

our approach would fail. 

Table 3.1. Parameter estimates for Sos site 2 and Sos site 4 ITC measurements.  

Site 
Temperature 

(°C) N1 
KD1 

(µM) 
𝛥𝛥𝛥𝛥𝐷𝐷°′1 

(kcal/mol) 𝛥𝛥𝛥𝛥𝐷𝐷°′2 (kcal/mol) 
T𝛥𝛥𝛥𝛥𝐷𝐷°′ 2 

(kcal/mol) 

2 
4.2 1.24 ± 0.03 5 ± 2 2.5 ± 0.1 6.83 ± 0.03 -4.25 ± 0.07 

35 1.21 ± 0.01 14 ± 1 8.9 ± 0.1 6.86 ± 0.01 2.1 ± 0.1 

4 
4.2 1.23 ± 0.02 3 ± 1 2.9 ± 0.1 6.95 ± 0.02 -4.10 ± 0.03 

35 1.27 ± 0.02 14 ± 3 8.4 ± 0.3 6.84 ± 0.02 1.5 ± 0.1 
 

1Uncertanties derived from error propagation of three fits. 2Uncertainties are the standard 
deviation of three estimates. 
 
 

We then reevaluated the 19F IDP binding experiments and tried to fit the data to a 

bidentate model to represent a single known binding site that we would constrain using 

the enthalpies measured by ITC, and then allow the second site to represent all weak, 

non-specific binding observed via ITC in the knockout construct. This regimen was also 
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unsuccessful, suggesting that the interaction from the perspective of SH3 is too 

complex for simple models. We then sought the simplest way to measure binding from 

the opposite perspective, i.e., by monitoring the interaction from via Sos. We did this by 

moving the NMR-active nucleus from SH3 to Sos. Specifically, we isotopically enriched 

(13C-δ1 methyl) isoleucines in the site 4 protein. The Sos construct has three Iles: I1384 

is predicted to be in site 4; I1394 is adjacent to site 4; and I1325 is likely distant the from 

site 4 binding site. During titration (Figure 3.4), the I1384 cross-peak is most sensitive in 

terms of chemical shift changes, the I1394 cross-peak undergoes some shift, and the 

I1325 cross-peak does not change (Figure 3.4A). Analysis yields affinities like those for  

 

 
Figure 3.3 1H-13C HMQC titration of Sos site 4. A) Real spectra at 35 °C. B) Simulated spectra 
from TITAN fits. C) van’t Hoff and Eyring analyses of 1H-13C HMQC titrations.  
 
the site 4 peptide at low temperatures and those from the ITC data (Table 3.2). 

However, the change in exchange rates as a function of temperature parallels that seen  

the 19F data (Figure S3.5; S3.6-10) showing that the kinetics, as observed via SH3 and 

Sos site 4, are similar. 
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In terms of equilibrium binding, linear fitting of van’t Hoff plots yields a 𝛥𝛥𝛥𝛥𝐷𝐷°′ of 7 ± 

2 kcal/mol, and a T𝛥𝛥𝛥𝛥𝐷𝐷°′ of 0 ± 2 kcal/mol at 298 K. Although we know there is a 

difference in heat capacity between the free and bound forms of the proteins from the 

temperature dependence of 𝛥𝛥𝛥𝛥𝐷𝐷°′ (Table 3.1), and there is curvature in the van’t Hoff 

data (Figure 3.3C, S3.11), its magnitude is small, making a linear fit reasonable. In 

summary, binding is driven by a decrease in enthalpy; the entropic change is small. 

Turning to kinetics, we used linear Eyring analysis of 𝑘𝑘𝑜𝑜𝑜𝑜 and 𝑘𝑘𝑜𝑜𝑜𝑜𝑜𝑜 to characterize 

the activation parameters. We obtain a 𝛥𝛥𝛥𝛥𝐴𝐴
°′‡ of 8 ± 2 kcal/mol and a 𝑇𝑇𝛥𝛥𝛥𝛥𝐴𝐴

°′‡ of 1 ± 2 at 

298 K. The activation enthalpy of dissociation, 𝛥𝛥𝛥𝛥𝐷𝐷
°′‡, is 15 ± 3 kcal/mol with a 𝑇𝑇𝛥𝛥𝛥𝛥𝐷𝐷

°′‡ (at 

298 K) of 2 ± 3. The reaction in both directions shows little to no entropic contribution, 

but must overcome an enthalpic barrier to associate, and a higher enthalpic barrier to 

dissociate. 

In summary, the results from ITC and NMR for SH3-Sos binding are in 

agreement. The equilibrium enthalpic and entropic contributions to binding are 

indistinguishable between methods. The small differences in affinities may be due to the 

addition of D2O195 or the deuteration of the γ1-carbon that results from selective 

enrichment. 
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Table 3.2. Comparison of NMR parameters and binding Free Energies of Sos site 
peptides and single sites on Sos protein as a function of temperature.  

 

1Uncertainties from triplicate analysis. 2Published.70 3Uncertainties from bootstrap analysis of a 
single measurement. 
  

 
Temperature 

(°C) 

KD 

(μM) 

𝛥𝛥𝐺𝐺𝐷𝐷𝑜𝑜’
 

(kcal/mol) 

kon 

(108 M-1s-1) 

𝛥𝛥𝐺𝐺𝐴𝐴
𝑜𝑜’‡

 

(kcal/mol) 

koff 

(103 s-1) 

𝛥𝛥𝐺𝐺𝐷𝐷
𝑜𝑜’‡

 

(kcal/mol) 

Peptide 21 

4.2 9 ± 2 6.5 ± 0.3 0.6 ± 0.2 6.3 ± 0.3 0.486 ± 0.003 12.825 ± 0.007 

15 17 ± 2 6.3 ± 0.1 0.7 ± 0.1 6.5 ± 0.1 1.23 ± 0.02 12.77 ± 0.02 

25 33 ± 3 6.12 ± 0.09 1.1 ± 0.1 6.48 ± 0.09 3.55 ± 0.05 12.61 ± 0.01 

35 59 ± 4 5.96 ± 0.07 1.5 ± 0.1 6.53 ± 0.07 8.88 ± 0.05 12.492 ± 0.006 

45 110 ± 20 6.1 ± 0.1 1.7 ± 0.3 6.7 ± 0.2 17 ± 2 12.5 ± 0.1 

        

Peptide 41,2 

5 20 ± 10 6.2 ± 0.2 0.2 ± 0.06 7.0 ± 0.1 0.2 ± 0.07 13.1 ± 0.1 

15 40 ± 10 6.0 ± 0.3 0.4 ± 0.2 7.0 ± 0.3 0.9 ± 0.1 13.0 ± 0.1 

25 60 ± 10 5.8 ± 0.1 0.6 ± 0.1 7.0 ± 0.1 2.9 ± 0.2 12.7 ± 0.1 

35 110 ± 10 5.6 ± 0.1 0.57 ± 0.08 7.1 ± 0.1 5.8 ± 0.3 12.8 ± 0.1 

45 210 ± 30 5.4 ± 0.1 1.1 ± 0.1 7.0 ± 0.1 23 ± 3 12.2 ± 0.1 

        

Sos site 43 

4.2 3.0 ± 0.2 7.01 ± 0.07 0.31 ± 0.02 6.69 ± 0.07 0.093 ± 0.002 13.70 ± 0.02 

15 4.5 ± 0.2 7.05 ± 0.04 0.56 ± 0.03 6.64 ± 0.06 0.25 ± 0.09 13.69 ± 0.04 

25 6.4 ± 0.2 7.09 ± 0.03 0.97 ± 0.06 6.56 ± 0.06 0.62 ± 0.03 13.64 ± 0.05 

35 9.7 ± 0.2 7.07 ± 0.02 1.29 ± 0.05 6.62 ± 0.04 1.25 ± 0.04 13.69 ± 0.03 

45 17.8 ± 0.5 6.91 ± 0.03 2.5 ± 0.1 6.45 ± 0.05 4.4 ± 0.2 13.36 ± 0.05 
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DISCUSSION 

The affinities of site 4 for SH3 in the peptide and in the IDP are similar at low 

temperatures and higher at high temperatures. Further analysis reveals two important 

changes. 

First, the 𝛥𝛥𝛥𝛥𝐷𝐷°′ of SH3-peptide binding remains favorable at all temperatures and 

drives binding. This observation is in line with other studies of SH3-peptide 

interactions69,70,196. Also, the peptide data are well fit by linear van’t Hoff analysis (Figure 

S3.3), suggesting that 𝛥𝛥𝐶𝐶𝑃𝑃,𝐷𝐷
°′  is small. Turning to the disordered protein, we observe a 

positive 𝛥𝛥𝐶𝐶𝑃𝑃,𝐷𝐷
°′ , although the data are too poor for quantification, because the 

𝛥𝛥𝛥𝛥𝐷𝐷°′becomes more favorable with increasing temperature (Table 3.1). 

Second, the entropic contribution to binding changes. At equilibrium, the change 

is favorable at low temperatures and becomes less favorable at higher temperatures 

(Table 3.1), but is always unfavorable for the peptides (Figure S3.3). If the only factor 

was the mixing of SH3 and Sos, we would expect unfavorable entropic contributions at 

all temperatures, as is consistently seen for SH3-peptide binding69,70,111,197-199. Analysis 

of entropic contributions are thorny; however, our observation is consistent with the 

temperature dependence of IDP hydrodynamic radii, where IDPs become more 

compact at higher temperatures59-64,200. Explanations for this observation point to the 

release of water, in that the strength of the hydrophobic effect increases with 

temperature, which is expected to cause collapse62,65,66,78. If water is released upon 

binding at low temperatures, we would expect a favorable change in entropy. At higher 

temperatures, less water is released, and the penalty of de-mixing is larger. We cannot, 

however, confirm that Sos undergoes compaction. An alternative explanation is that at 
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lower temperatures, Sos possesses more transient structure, and that structure is 

disrupted when SH3 binds.  

In summary, for peptides, ∆𝐺𝐺𝐷𝐷′° becomes less favorable as temperature increases 

but in the IDP, enthalpy-entropy compensation results in a ∆𝐺𝐺𝐷𝐷′° that is nearly invariant, 

at least over the temperatures examined. This compensation is potentially beneficial for 

D. melanogaster and other small ectotherms because the invariance would require 

fewer regulatory mechanisms to respond to temperature changes. 

Turning to kinetics, the 𝑘𝑘𝑜𝑜𝑜𝑜 values for the peptides and the IDP are all near the 

diffusion limit, but the presence of the IDP slows 𝑘𝑘𝑜𝑜𝑜𝑜𝑜𝑜. Combining this with the more 

favorable ∆𝐺𝐺𝐷𝐷°′ of the IDP suggests that the bound state is simply more stable because 

of contacts with extra residues bordering the binding site. Looking at the activation 

parameters, ∆𝐺𝐺𝐷𝐷
°′‡ and ∆𝐺𝐺𝐴𝐴

°′‡ for Sos site 4 do not change with temperature, limiting 

evaluation using Leffler-like analysis of the transition complex47. However, a 

parsimonious interpretation is that the mechanism does not change over the range of 

thermal energy studied. It is also reasonable to assume that the changes between the 

site 4 peptide and the IDP will hold with the site 2 peptide compared to the IDP, given 

the similarities in energetics and kinetics between the site 2 and 4 peptides (Table 3.2) 

and the similarities in the IDP sites (Table 3.1). 

In summary, we have shown that detailed quantification of extended-IDP 

interaction is possible. Although measuring the interaction via the ligand (19F-labeled 

SH3) is challenging because of nonspecific binding, monitoring residues in the binding 

site (13C enriched Sos) offers a viable alternative allowing the characterization of more 

IDPs. Looking forward, more kinetic and equilibrium data on IDPs are required to 
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develop a general view of disordered proteins. To build this view, we must combine 

information on specific interactions as well as weaker, non-specific interactions that may 

contribute to biological outcomes and play a role in the allovalency of IDPs with multiple 

binding sites51,201-203.  

Overall, interaction of the stabilized N-terminal SH3 domain of Drk with its native 

binding sequences is similar mechanistically if the sites are on a short peptide or in the 

context of the larger disordered protein. However, the additional residues in the IDP 

cause enthalpy-entropy compensation such that ∆𝐺𝐺𝐷𝐷°′ varies less with temperature 

compared to the peptide. We also observe that at low temperatures, binding to the IDP 

is entropically favorable, but becomes less favorable with increasing temperature. Our 

experimental framework will facilitate the study of more IDP-binding systems and a 

better understanding of IDPs. 
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SUPPORTING INFORMATION 

13C-δ1methyl Peak assignments  

Sos of sevenless Site 4 variants I1325N and I1394L were designed to determine 

cross-peak identity in the 1H-13C TROSY-HMQC measurements. Template DNA 

purchased from Gene Universal (Newark, DE) was transformed into DH5α competent 

cells (Thermo Fisher Scientific, Waltham, MA). A 25 mL culture were grown overnight at 

37 °C in Lennox broth and 50 mg/L kanamycin (LB, 10 g/L tryptone, 5 g/L yeast extract, 

5 g/L NaCl). The next day, plasmid DNA was harvested using a QIAprep Spin Miniprep 

kit (Qiagen, Hilden, Germany), following the manufacturer’s protocol. 

To generate the I1325N variant, the forward primer GTGCGGTGCCGAACAGCC 

and reverse primer CGTGCGGGCTGTTCGGC were added at 500 nM to a polymerase 

chain reaction (PCR) using Q5 2X master mix (New England Biolabs, Ipswitch MA),1 

ng/uL Site 4 purified template and 2% dimethyl sulfoxide (DMSO) v/v. I1394L was 

generated using the same recipe, but with forward primer 

GAACCACAGCACCGGCCTTAGCTAT, reverse primer 

GACGCAGATAGCTAAGGCCGGT, and with 6% DMSO. PCR carried out following the 

manufacturer’s protocol using a 72°C annealing temperature. 

 After PCR, samples were treated with 10 U DpnI (Thermo Fisher 

Scientific) for 1 hour at 37 °C, followed by inactivation at 80 °C for 20 min. PCR success 

was confirmed by sequencing the plasmid region encoding the entire protein product to 

ensure the correct mutation and no other changes. 

 The mutant DNA was then transformed into BL21 cells and 1 L of each 

was expressed, purified and prepared for NMR as described in the main text. The 
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I1325N and I1394L variants were measured at 29 and 5 µM. Peaks were referenced to 

I1384 (present in both variants) and the missing peak was identified as the mutant 

(Figure S3.4). 

19F NMR 

 Data were acquired using Bruker Avance III HD spectrometers equipped 

with a QCI cryoprobe (1H Larmor frequencies of 500, and 470 MHz for 19F). Data was 

processed using NMRpipe (2020.171.18.39) and referenced to 

trimethylsilylpropanesulfonate to account the temperature dependence of chemical shift. 

 19F spectra comprised at least 80 scans or until the signal/noise ratio 

reached 10 (with a line broadening of 2 Hz), a 7062 Hz sweep-width, 1400 complex 

points and an interscan delay of 2.5 s with a center frequency of -57,646 Hz. Sos site 4 

(non-MBD tagged construct) was exchanged into of 50 mM HEPES, 50 mM bis-tris 

propane, 50 mM sodium acetate pH 7.5 plus 5% (v/v) D2O using a PD-10 Midi column 

(Cytiva) selecting the fractions with the highest concentration for the titration. The Sos 

solution was used to dissolved one aliquot of SH3, and a second, larger volume solution 

of SH3 was prepared in the same buffer, at an identical concentration of SH3. 

Measurements were made at 4.2, 15, 25, 35 and 45 °C. The sample was then removed, 

diluted using the larger SH3 solution and returned to a clean tube. Site 4 titration 

concentrations were 0, 0.29, 2.9, 7.3, 15, 29, 73, 145, 218, 290, 435, 870 and 1160 µM, 

with SH3 at 270 µM. 

Buffer and Construct Comparison 

 The Site 2 peptide was measured in 50 mM HEPES, 50 mM bis-tris 

propane, 50 mM sodium acetate, pH 7.5, as well as the previous work on the 
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Drosophila melanogaster Sos peptides.70,71 To determine how buffer conditions might 

affect the equilibrium, we performed ITC at 4.2 °C with non-MBP tagged Sos as 

described in the main text, with Sos Sites 2, 4 and knockout at 250 µM, and SH3 at 3.75 

mM (Table S3.2). The results show a similar decrease, but smaller in magnitude 

decrease in enthalpy relative to 20 mM sodium phosphate, with a similar affinity to that 

of the peptides. 

 To determine if an additional glycine on the N-terminus of the Sos 

construct (MBP-tagged Sos results in an extra SMG at the N-term, while the non-MBP 

tagged construct has an extra MG), we performed ITC 4.2 °C in 20 mM sodium 

phosphate, pH 7.5, with Sos-SMG, Sos-MG, and knockout controls. Experimental 

parameters are described in Table S3.2. 45 
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Figure S3.1. Sequence alignment WT Sos, Sos site 2, Sos site 4, Sos Sites 2 and 4, Sos 
knockout and the D. melanogaster Son of sevenless. Sequence alignment performed in Jalview 
v2.11.  
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Figure S3.2. Overlay of 13C-δ1methyl isoleucine spectra of Sos site 4 (Blue), Site 4 I1325N 
(Red) Site 4 I1394L (Black) at 45 °C.  
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FigureS3.3. Analysis of SH3 - Sos site 2 peptide binding. A) van't Hoff analysis B) Eyring plots 
of association C) and dissociation. Error bars are the SEM of triplicate measures. Values for 
enthalpy and entropy are the mean and standard deviation of bootstrap analysis. Dotted lines 
show fits of the bootstrapped parameters.  
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Figure S3.4. Distributions of parameters for 1000 bootstrapped fits to the A) Van’t Hoff equation 
B) Erying equation for association and C) Eyring equation for dissociation.  
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Figure S3.5. 19F NMR titration of Sos-SH3 binding. Titration was performed at A) 4.2 °C, B) 15 
°C, C) 25 °C, D) 35 °C, E) 45 °C.  
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Figure S3.6. TITAN fit of Sos site 4-SH3 binding, 5 °C. Overlay of real (grey) and simulated (pink) spectra from lineshape analysis. 
1H-13C titration of Sos site 4. X-axis is 1H chemical shift in PPM.  



 

 

 

53 

 
Figure S3.7. TITAN fit of Sos site 4-SH3 binding, 15 °C. Overlay of real (grey) and simulated (pink) spectra from lineshape analysis. 
1H-13C titration of Sos site 4. X-axis is 1H chemical shift in PPM.  
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Figure S3.8. TITAN fit of Sos site 4-SH3 binding, 25 °C. Overlay of real (grey) and simulated (pink) spectra from lineshape analysis. 
1H-13C titration of Sos site 4. X-axis is 1H chemical shift in PPM.  
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Figure S3.9. TITAN fit of Sos site 4-SH3 binding, 35 °C. Overlay of real (grey) and simulated (pink) spectra from lineshape analysis. 
1H-13C titration of Sos site 4. X-axis is 1H chemical shift in PPM.  
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Figure S3.10. TITAN fit of Sos site 4-SH3 binding, 45 °C. Overlay of real (grey) and simulated (pink) spectra from lineshape analysis. 1H-13C 
titration of Sos site 4. X-axis is 1H chemical shift in PPM. 
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Figure S3.11. Fits of 1H-13C δ1methyl isoleucine lineshape analysis parameters. A) van't Hoff 
analysis B) Eyring plots of association C) and dissociation. Dotted lines indicated 95% 
Confidence intervals of the fit, with uncertainties derived from the 95% confidence intervals of 
each fit parameter. 
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Table S3.1. Results of elemental analysis.  

SOS site 2 - MW 24,616.23 g/mol 

 Number of atoms Atomic weight (g/mol) Total Mass (g/mol) Theoretical % Replicate 1 Replicate 2 

H 1655 1.008 1668.24 6.78% 7.02% 7.15% 

C 1068 12.011 12827.748 52.11% 46.88% 47.00% 

N 317 14.007 4440.219 18.04% 15.99% 16.11% 

O 341 15.999 5455.659 22.16%   

S 7 32.06 224.42 0.91% 0.87% 0.87% 

 

 

 

 

Table S3.2. Theoretical and measured masses of proteins.  

Protein Theoretical Mass (Da) Mass observed (Da) Difference (Da) 

SH3 6833.56 6832.9 -0.66 

Sos site 2 24,703.24   

Sos site 4 24,618.14 24617.4 -0.74 

Sos knockout 24,480.95 24,490.5 -0.45 
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Table S3.3. Comparison of ITC results by Sos construct and buffer.  

Sos construct 
Temperature 

(°C) 
Buffer 

[Sos] 

(mM) 

[SH3] 

(mM) 
N 

KD (µM) 

1 

ΔHo’D (kcal/mol) 

1 

ΔGo’D (kcal/mol) 

2 

TΔSo’D (kcal/mol) 

2 
Offset1 

Sign of 

ΔCP,D 

2 

 MG 

4.2 

HBA3 0.250 3.75 
1.08 ± 

0.01 
9 ± 1 4.96 ± 0.08 6.43 ± 0.05 -1.5 ± 0.2 

-0.46 ± 

0.03 

positive 

 MG NaPi4 0.229 4.00 
1.23 ± 

0.03 
7 ± 2 3.2 ± 0.1 6.56 ± 0.03 -3.41 ± 0.07 

-0.53 ± 

0.06 

 SMG NaPi4 0.229 4.00 
1.24 ± 

0.03 
5 ± 2 2.5 ± 0.1 6.76 ± 0.03 -4.25 ± 0.07 

-0.26 ± 

0.06 

 SMG 35.1 NaPi4 0.229 4.00 
1.21 ± 

0.01 
14 ± 1 8.9 ± 0.1 6.86 ± 0.01 2.1 ± 0.1 

0.00 ± 

0.05 

              

4 

 MG 

4.2 

HBA3 0.250 3.75 
1.10 ± 

0.03 
8 ± 4 4.7 ± 0.3 6.5 ± 0.3 -1.8 ± 0.8 

-0.4 ± 

0.1 

positive  SMG NaPi4 0.250 3.56 
1.23 ± 

0.02 
3 ± 1 2.9 ± 0.1 6.95 ± 0.02 -4.10 ± 0.03 

-0.47 ± 

0.07 

 SMG 35.1 NaPi4 0.350 4.67 
1.29 ± 

0.02 
14 ± 3 8.4 ± 0.3 6.84 ± 0.02 1.5 ± 0.1 

-0.5 ± 

0.2 

1Uncertanties derived from error propagation of three fits. 2Uncertainties are the standard deviation of three estimates. 350 mM HEPES, 50 mM bis-tris propane, 50 
mM sodium acetate, pH 7.5. 420 mM sodium phosphate, pH 7.5 
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CHAPTER 4: DANIO RERIO OOCYTES FOR EUKARYOTIC IN-CELL NMR 

Reprinted with permission from Biochemistry 2021, 60, 6, 451–459. Copyright 2021 American 
Chemical Society 
 
INTRODUCTION 

For over a century biochemistry focused on the properties of proteins and other 

macromolecules in buffer alone. Recently, investigators have begun to explore 

proteins32,204,205 and RNA206,207 in the environment where they evolved, in the cell. This 

crowded and complex milieu is predicted to stabilize proteins and their complexes due 

to hardcore repulsions,25 although shape also plays a role.23,35,208 Simultaneously, soft 

interactions— charge-charge, dipole, non-polar, and others— can be stabilizing or 

destabilizing, depending on whether they are repulsive or attractive, respectively.209 

While it is easy to advocate measurements in cells, realistically, these are challenging 

endeavors requiring a large investment of both time and supplies. Our goal is to develop 

simple, practical, and economical systems that are broadly applicable to a variety of 

questions about the effect of the cellular interior on proteins.  

Quantifying in-cell biochemistry of specific target proteins requires a label. 

Fluorescence microscopy is commonly used for studing macromolecular localization, 

abundance, dynamics and interactions.210-213 These efforts provide key insight into how 

the cellular environment impact tertiary- and quaternary- structure and changes in 

macromolecular assemblies. However, a potential drawback is that most these efforts 
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rely on the introduction of large (0.1 kDa to >10 kDa) fluorescent labels. These labels 

can potentially interfere with the behavior of the protein being studied.214 

Nuclear magnetic resonance spectroscopy (NMR) avoids large labels while 

providing atomic-resolution information on structure, stability and dynamics of 

macromolecules in living cells.171,207,215-221 Serber et al.215 showed the utility of 

Escherichia coli as a model organism for in-cell NMR because strains optimized for 

recombinant protein expression are useful for enriching proteins with NMR-active nuclei 

and allow observation of target proteins in the sea of other cellular molecules. However, 

many proteins are difficult or impossible to observe by in-cell NMR in E. coli because 

surface residues make non-specific contacts with other macromolecules, slowing their 

tumbling and broadening their resonances into the background.222-224 

This disappearance of target protein signals in E. coli and some eukaryotic cells 

emphasizes the need for systems that allow a larger range of macromolecules to be 

assessed. Several techniques have been employed to introduce isotopically enriched- 

or labeled- proteins into eukaryotic cells, including, electroporation,171,225 importation-

tags,217 expression,217,226,227 and pore-forming toxins.228 These methodologies, 

however, do not allow facile access to- and accurate control of- target protein, a 

property critical for the future quantification of protein-protein interactions.229,230  

Selenko et al.216 bypassed these limitations by microinjecting the model B1 

domain of the Streptococcal immunoglobulin G-binding protein (GB1) into Xenopus 

laevis oocytes. Oocytes are useful for studying the effects of the cytoplasmic milieu on 

proteins because they are fixed in development, which minimizes changes due to the 

cell cycle and growth.231,232 Sánchez-López et al. used transparent early-stage Danio 
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rerio (zebrafish) embryos to assess enzyme-activity in vivo.233 To exploit the 

transparency of zebrafish, while maintaining the stable cellular environment, we employ 

unfertilized zebrafish oocytes to assess their utility for in-cell NMR. Here, we validate 

the detectability and cytoplasmic location of a test protein (Figure 4.1), the 7-kDa N-

terminal src homology 3 domain (SH3) domain of the Drosophila melanogaster signal 

transduction protein Drk protein, and then quantified its stability and dynamics.  
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Figure 4.1. Representative NMR spectra and images of SH3 in vitro and in oocytes. A) 
Representative 19F-NMR spectra at 298 K of 19F labeled wildtype SH3 in buffer (blue), in 
oocytes (black) and the 2:1 dilution leakage control (red). The folded state and unfolded state 
chemical shifts are at approximately -123.7 and -124.85 PPM respectively. B) Brightfield image 
of a Danio rerio oocyte injected with 1 mM T22G;C60 SH3 covalently tagged with bromobimane. 
Scale bar: 200 µm. C) The same oocyte imaged with epifluorescence (excitation 436 nm - 420 
nm; emission, 480 nm - 440 nm). D) 15N-1H HSQC spectra of 15N enriched T22G SH3 in D. rerio 
oocytes (green, 62.5 µM), E. coli (red, ~1 mM), and in buffer at pH 7.5 (black, 490 µM). The 
solution surrounding the oocytes was interrogated by NMR, but no SH3 resonances were 
observed.  
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MATERIALS AND METHODS 

Protein preparation  

Fluorine-labeled SH3 was prepared as described,34,195,234 except that expression 

was allowed to proceed for 12-14 h at 18.5 °C. Fluorine-labeled N51K SH3 was 

expressed in the same way, except it was cloned into a pET28b (Novagen) vector with 

an N-terminal hexa-histidine- and SUMO- tags, transformed into BL21 Star (DE3) One 

Shot cells (Invitrogen). cOmplete Protease Inhibitor Cocktail (Protease Inhibitors, 

Roche) was added to the cell pellets, and the samples sonicated (Fisher Scientific Sonic 

Dismembrator Model 500, 20% amplitude, 0.4 s on, 0.2 s off, 15 min). Protease 

Inhibitors were added again, the lysates centrifuged (Sorvall RC-5B, 17,540 rcf, 4°C, 45 

min) and then syringe filtered (0.45 µm, Millex). 

Lysates were processed by FPLC (ÄKTA pure) using a Ni2+ column (Cytiva 

HisTrap HP) pre-equilibrated with loading buffer (15.1 mM Na2HPO4, 4.9 mM NaH2PO4, 

500 mM NaCl, 20 mM imidazole, pH 8). The column was washed with 50 mL loading 

buffer. The protein was eluted with 15.1 mM Na2HPO4, 4.9 mM NaH2PO4, 500 mM 

NaCl, 200 mM imidazole, pH 8. Fractions of interest were combined with Cth protease 

(final concentration 1-2 nM).235 Digestion proceeded while the sample was dialyzed 

against 50 mM Na2HPO4, 20 mM NaH2PO4, 9 mM NaCl for 4-6 h. The digested sample 

was subjected to Ni2+ chromatography as described above. The flow-through was 

collected, and the protein further purified using size-exchange and hydrophobic-

interaction chromatography.234  Purity was assesses by using SDS PAGE and mass 

spectrometry (Thermo Q Exactive HF-X, SH3 - 6877.6 Da expected, 85% 6873.3 Da 

and 15% 6855.3 observed; N51K SH3—6891.7 Da expected, 90% 6891.2 Da and 10% 
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6873.4 Da observed) and 19F NMR. The lower mass species are not 19F-labeled. 

Wildtype SH3 yielded 3-6 mg of purified protein /L of culture. N51K SH3 yielded 6-10 

mg/L.   

Purified samples were buffer exchanged using PD-10 desalting columns (Cytiva) 

into D. rerio Ringer’s solution (Ringer’s solution, 116 mM NaCl, 2.9 mM KCl, 1.8 mM 

CaCl2, 5 mM Hepes, pH 7.4).236 SH3 was concentrated to >13 mM using a Millipore 

Amicon Ultra concentrator (3 kDa cut off). Protease inhibitors were added to 10x final 

concentration, and phenyl red dye was added to 0.5% weight/volume. Final protein 

concentrations were 11.3 mM for SH3 and 13.4 mM for N51K SH3. Samples were flash 

frozen and stored at -80 °C. 

15N-enriched K10H GB1,15N-enriched/19F-labeled T22G SH3 and T22G/C60 SH3 

were prepared as described190,204 and their purity validated by SDS PAGE and mass 

spectrometry (K10H GB1, 6300.3 Da expected, 6296.8 Da observed; T22G SH3, 

6903.97 Da expected, 86.7% 6904.0 Da and 11.4% 6886.5 Da observed). The 

T22G/C60 SH3 variant was prepared as described above, except that 1 mM 

dithiothreitol was added to buffers (6918.6 Da expected, 6918.3 Da observed). Samples 

were flash frozen and lyophilized for storage. Prior to injection, the proteins were 

dissolved in D. rerio Ringer’s solution with 10x Protease inhibitors containing 0.5% 

phenyl red (final concentration). 

Bromobimane fluorescence  

T22G;C60 SH3 was mixed with bromobimane at a 1:10 molar ratio in 15.1 mM 

Na2HPO4, 4.9 mM NaH2PO4, 150 mM NaCl, 5 mM EDTA, pH 7.6. The reaction was 
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allowed to proceed for 12 h at 4°C. The protein was separated from unreacted dye by 

using a PD-10 column and exchanged into H2O for lyophilization. 

Zebrafish oocyte injections  

AB strain adult female zebrafish were set up in breeding tanks 1 d prior to 

experiments. The following morning, the fish were anesthetized in 0.08% Tricaine (3-

amino benzoic acid ethyl ester) in E3 (5 mM NaCl, 170 µM KCl, 330 µM CaCl2, 330 µM 

MgSO4, 0.00003% methylene blue).236 Oocytes were gently squeezed from the fish 

using a plastic spoon to distribute the force. Dead or mis-shapened oocytes were 

removed. Oocytes were loaded onto 3% agarose plates for injection when a prominent 

blastodisc was observed (~25 min). 

Protein injection solution was loaded into the back of a glass capillary needle. 

The point of the needle was clipped. The air injection system (Parker Picospritzer III) 

was set to 30 psi. The injection bubble diameter, 210 μm, measured in mineral oil using 

a stage micrometer, corresponds to a 4.5 nL injection. Injections were made through the 

yolk to just below, or into, the blastodisc. Assuming a cytoplasmic volume of 50 nL (see 

Microscopy), the final cytoplasmic concentration of injected protein was 1.2 - 1.4 

mM.216 

Five- to seven- hundred oocytes were injected per trial. The oocytes were 

allowed to recover in E3 in a 55-mm petri dish for at least 1 h. Oocytes damaged by 

injection, or those where the injection solution was not taken into the cytoplasm (e.g. 

phenyl red localized in the yolk, rather than the blastodisc) were removed. Between 300 

and 550 of the healthiest-looking oocytes were transferred to E3, 1.5% Ficoll 70 

(Sigma), pH 7.5. This Ficoll concentration compressed the blastodisc within 30 min 
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without damaging the oocytes. Oocytes were transferred to a Shigemi NMR tube, pre-

filled with E3, 1.5% Ficoll 70, pH 7.5, to prevent damage to the injected oocytes. The 

total number of oocytes added to the tube was recorded, and additional solution was 

removed until the volume was 350 µL. The solution was then adjusted to E3, 1.5% Ficoll 

70, 10% D2O using E3, 1.5% Ficoll 70, 90% D2O, pH meter reading 7.5. This study was 

carried out under the UNC-CH Institutional Animal Care & Use Committee under 

protocol 18-004.0.  

Comments on injection  

There are three primary determinants. The most important determinant is oocyte 

quality. An unhealthy fish yields few, if any, healthy oocytes. Additionally, the first two or 

three collections from a newly-mature fish, or a multi-week break in laying can result in 

poor quality oocytes. The second determinant comprises the injection parameters. An 

injection air-pressure between 20-30 PSI maximizes the injection volume without 

damaging the oocyte, and a narrow needle minimizes oocyte damage. The third factor 

is the operator skill. Novices learning needle placement have a success rate of about 

50%, which reaches 80-90% with experience. 

Identifying dead oocytes and leakage controls  

NMR tubes were inspected for dead oocytes after data acquisition. Dead oocytes 

are bright white and therefore quickly counted. Data were rejected if 10% or more of the 

oocytes died. To assess leakage, the solution surrounding the oocytes was removed 

using a Pasteur pipette. The volume was measured and adjusted to 350 uL with E3, 

1.5% Ficoll 70, 10% D2O. The leak-check sample was subjected to the same acquisition 
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parameters as the oocyte sample at 298 K. Signals from the protein of interest were not 

detected. 

Microscopy  

Zebrafish oocyte preparation, collection and injection were carried out as 

described above. Lyophilized, T22G SH3 and bromobimane-labeled T22G;C60 SH3 

were resuspended in Ringer’s solution with phenyl red to give a final protein 

concentration of 10 mM. The final intracellular protein concentration was ~1 mM. 

Additional injections were made using only Ringer’s solution with phenyl red. 

Epifluorescence images (Figures 4.1B and 4.1C, Supporting Information 1) were 

acquired using an Axiozoom.V16 stereomicroscope (Zeiss) equipped with an Axiocam 

503 color (Zeiss) after allowing injected oocytes to recover in E3 for 1 h (excitation 436 

nm - 420 nm; emission, 480 nm - 440 nm). Oocytes were placed on a 150-mm petri dish 

for imaging, with chorions mechanically removed with forceps.  

Cytoplasmic volume estimates were made by imaging 30 fully segregated 

oocytes (≥4 h post collection) using a M205FA stereomicroscope (Leica) equipped with 

DFC360FX camera (Leica). The methodology was adapted from Fuentes et al.237 Ovals 

were drawn over blastodisc and yolk region using Adobe Illustrator. Oval radii were 

measured in the vertical and horizontal directions. The cytoplasm and yolk were 

assumed to be half-spheroids. When the yolk occupied a portion of the cytoplasmic 

volume, the yolk volume was subtracted from the cytoplasmic volume (Figure S4.2). 

Laser-scanning confocal microscopy (LSCM) was used to observe redistribution 

of injected bromobimane labeled T22G;C60 SH3. Injections were performed as 

described above. The final intracellular protein concentration was 0.5 mM.  A LU-
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N4/N4S (Nikon Instruments, Inc.) laser combiner, acousto-optical tunable filter, and a 

solid-state, 15-mW 405-nm laser (25% intensity) was used to excite the bromobimane 

label. An A1R galvanometric mirror confocal scan head (Nikon Instruments, Inc.) 

operated in “galvo mode” was used to scan the excitation light and de-scan the 

emission light through a 90.67-µm hexagonal pinhole (physical size). An inverted 10X 

CFI Plan Fluor air-immersion 0.3 NA objective-type lens element (Nikon Instruments, 

Inc.) was used to deliver the scanned excitation light and collect the emission light 

through a #1.5 glass coverslip in a closed-top chamber to prevent media evaporation. 

The dimensions of the captured images were 1024 x 1024 pixels at a pixel size of 1.243 

µm. A three-dimensional volume was acquired using 35 optical slices at 15-µm step 

sizes via an objective Ti ZDrive (Nikon Elements). Fluorescence was detected through a 

450/50 filter cube (Chroma Technology Corporation) using a Multi-Alkali photomultiplier 

tube housed in a A1-DUG-2 Multi Detector Unit (Nikon Instruments, Inc). Images were 

acquired and three-dimensional reconstructions were made using NIS-Elements 

acquisition software (Nikon Instruments, Inc). 

NMR acquisition  

Data were processed using Topspin 3.6.2. Measurements were made on Bruker 

Avance III HD spectrometers equipped with QCI cryoprobes, (1H Larmor frequencies of 

500 or 600 MHz, 470 MHz or 564 MHz, respectively, for 19F), or TCI cryoprobes, (1H 

Larmor frequencies of 700 or 850 MHz). 19F measurements (Figures 4.1A and S4.3) 

comprised 280 scans of 7000 Hz sweep width, 7000 points per acquisition with a 

relaxation delay of 4 s. Measurements were made from 301 K to 286 K for in-cell 

experiments and from 318 K to 280 K for in vitro experiments with equilibration times of 
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10 min (Figure 4.2). For in-cell experiments of the SH3 N51K variant, 80 pulses were 

added to each progressive temperature point. Buffer measurements were made in 

Ringer’s solution + 10% D2O + 0.05% phenyl red (w/v), pH 7.4 with 19F-labeled SH3 and 

N51K SH3 concentrations between 0.2 - 0.3 mM. Reversibility was shown by returning 

to 298 K at the end of each buffer experiment (stability within 10%). 15N-1H HSQC 

spectra of the T22G SH3 variant in oocytes were acquired with 13600 Hz and 3000 Hz 

sweep widths in the 1H and 15N dimensions, respectively, and 128 increments of 20 

acquisitions at a 1H Larmor frequency of 850 MHz. 

500-MHz HSQC spectra in E. coli were acquired with sweep widths of 8000 Hz 

and 2280 Hz in the 1H and 15N dimensions, respectively, and 130 indirect increments of 

32 acquisitions. To assess leakage, cells were gently centrifuged and the measurement 

repeated on the supernatant. No signals from our proteins of interest were detected 

(Figure S4.4). 

To acquire the pH titration curve, 15N-enriched K10H GB1238 was dissolved in 

modified D. rerio Ringer’s solution (described above, with the addition of 5 mM bis-tris 

propane and 5 mM citrate) at pH values of 6.0, 6.2, 6.6, 7.0, 7.3, 7.7, 7.9, 8.1, 8.4, and 

8.7 using a GB1 concentration 0.4 mM. HSQC spectra were acquired using sweep 

widths of 11,200 Hz and 2500 Hz in 1H and 15N dimensions, respectively, and 128 

indirect increments of 8 acquisitions at a Larmor frequency of 700 MHz. Spectra were 

referenced to the invariant ε 15N-1H Trp43 cross peak.238  

Intracellular pH measurements were made following the injection protocol for 15N-

enriched GB1 K10H as described above, with a final cellular concentration of 1 mM. 

Measurements were made at 301.15 K through 286.15 K in 3 K increments. Oocytes 
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were held at each temperature for 30 min to mimic the 19F-NMR wildtype SH3 

measurements. 15N-1H HSQC spectra of the K10H GB1 variant in oocytes were 

acquired identically, but with a single increment of 264 acquisitions. Spectra were 

referenced to the invariant ε 15N-1H Trp43 peak (Figure 4.3).238 

19F spin lattice relaxation (T1) times were measured at 292.15 K using a signal 

inversion recovery sequence with delay times of 0.00, 0.05, 0.10 (triplicated), 0.25, 0.50, 

0.80, 1.00, and 1.500 s. 19F transverse relaxation (T2) times were measured at 292.15 K 

using a Carr-Purcell-Meiboom-Gill (CPMG) sequence with delays of 0.84, 1.69 

(triplicated), 3.38, 5.06, 6.75, 9.28, 11.82, 15.19, 19.41, and 25.32 µs in oocytes, and 

additional delays of 33.75, 46.42, and 63.3 µs for buffer measurements. Effects of 

chemical exchange were limited by using an effective field of 5000 Hz. Buffer values 

were acquired using 520 µM solutions of wildtype or N51K SH3.  No leakage was 

detected. Measurements were made at 19F Larmor frequencies of both 470 and 564 

MHz. 

NMR processing, fitting and analysis of uncertainties  

NMR data were analyzed in Topspin 3.6.2 (Bruker). 19F free-induction decays 

were zero filled to 64 K points and processed with 5 Hz broadening. Integrals were 

measured manually. Further analysis was performed using MATLAB R2020a. For 

protein stability measurements, 19F data were fit to the integrated Gibbs-Helmholtz 

equation.33 Uncertainties were analyzed by generating 1000 data sets, resampling from 

measured values with replacement. Averages and standard deviations represent values 

from population fits.239 
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Correlation times (𝜏𝜏𝐶𝐶) values were fit using the Model Free formalism,240,241 

globally fitting T1, T2  data measured at 19F frequencies of 470 and 564 MHz, with the 

folded-state order parameter (S2) fixed to 0.82 and the effective correlation (𝜏𝜏𝑠𝑠) fixed to 

20 ps.242 To show that the relative changes observed were independent of the absolute 

values of S2 and 𝜏𝜏𝑠𝑠, we fixed each parameters  within a range between 0.5—1.0 and 

10—100 ps, respectively (Table S4.2). 

Uncertainties in T1-, and T2- values, and correlation times (𝜏𝜏𝐶𝐶) values were 

estimated as described.32 Briefly, for T1 and T2, the standard deviation from a triplicate 

measurement was applied to all measurements, then a Monte Carlo analysis (N=1000) 

was performed to estimate a mean and standard deviation. For 𝜏𝜏𝐶𝐶, the mean and 

standard deviations of T1, T2 were used in a Monte Carlo (N=1000) analysis to estimate 

the mean 𝜏𝜏𝐶𝐶 and its standard deviation. 

RESULTS AND DISCUSSION 

As stated in the Introduction, test protein spectra are often undetectable in cells. 

To show that SH3 can be observed after microinjection, we compared the signal from 

15N-1H HSQC spectra of the stabilized SH3 T22G variant189 in D. rerio oocytes and E. 

coli (Figure 4.1C). Almost every backbone and side chain amide crosspeak is observed 

in oocytes, and broadening does not limit identification of nearby crosspeaks. This 

situation contrasts with the spectrum from inside E. coli, where only metabolites are 

observed,243 but the protein spectrum appears upon lysis and dilution (Figure S4.4).244  

The observation of spectra in oocytes and its absence in E. coli arises from the 

potential for chemical interactions in each cytoplasm. Prokaryotes have cytoplasmic 

protein concentrations of 200 to 450 g/L,16,245 resulting in a large number of non-specific 
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protein-protein interactions that slow protein tumbling.224,244,246 The concentration of 

eukaryotic cytoplasmic proteins is about half that in E. coli.17  Amphibian and fish 

oocytes are even more dilute, with concentration of 30-60 g/L.18,20-22,245 This lower 

concentration makes oocytes an ideal system for in-cell NMR because a broader 

selection of macromolecules, in terms of both size and charge, will be quantifiable. 

The unfolded population of wildtype SH3 in buffer is significant, even under non-

denaturing conditions.32-34,188,247 To measure SH3 stability, we introduced one fluorine 

atom into its sole tryptophan by adding 5-fluoroindole during expression in E. coli.248,249 

SH3 undergoes two-state folding.188 The rate of exchange between the folded and 

unfolded states is small relative to the frequency difference of the 19F resonances from 

each state (i.e. slow-exchange),32,250 which means the areas of the resonances are 

directly proportional to their relative concentrations. The stability of the protein can 

therefore be quantified as the modified (neutral pH) standard-state free energy of 

unfolding, ∆𝐺𝐺𝑈𝑈°′, where R is the gas constant and T is the absolute temperature. 

∆𝐺𝐺𝑈𝑈°′ =  −𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 [𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝]
[𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝]

  (1) 

Plotting ∆𝐺𝐺𝑈𝑈°′ as a function of temperature allows us to use the integrated Gibbs-

Helmholtz equation (Equation 2) to estimate the modified standard-state enthalpy 

(∆𝐻𝐻𝑈𝑈°′)-, entropy (∆𝑆𝑆𝑈𝑈°′)-, and heat capacity (∆𝐶𝐶𝑝𝑝°′)- of unfolding at a reference temperature 

(𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟).251 This model assumes that ΔCP is constant over the narrow temperature range 

tested.251,252 

∆𝐺𝐺𝑈𝑈°′ =  𝐻𝐻𝑈𝑈°′ − 𝑇𝑇∆𝑆𝑆𝑈𝑈°′ + ∆𝐶𝐶𝑃𝑃°′ �𝑇𝑇 − 𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟 − 𝑇𝑇𝑇𝑇𝑇𝑇 𝑇𝑇
𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟

�         (2) 
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We measured SH3 stability as a function of temperature in buffer and oocytes 

(Figure 4.2, Table 4.1, Figure S4.2). Due to viability limitations, measurements were 

confined to between 286 K and 301 K. This choice limited the ability to quantify ΔCP, but 

we expected small changes to this parameter in cells and therefore used the buffer 

value32 to fit the in-cell data.  

 

 

Figure 4.2. Temperature dependence of wildtype (WT) SH3 and the N51K variant stability in 
buffer (pH 7.5) and D. rerio oocytes. Averages and standard errors of the mean are shown 
along with fits to Equation 2.  

 

 

Table 4.1. Equilibrium thermodynamic parameters for SH3 unfolding.  
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  Tm (K) ΔHU,Tm 
(kcal/mol) 

Ts (K) ΔHU,Ts 
(kcal/mol) 

ΔCP 
(kcal/(mol·K)) 

WT 
Buffer 310.1 ± 0.3a 21.6 ± 0.7 287.5 ± 0.7 0.80 ± 0.01 0.92 ± 0.06 

Oocytes 310 ± 1 19.4 ± 0.5 290 ± 2 0.64 ± 0.03  

N51Kb 
Buffer 311.3 ± 0.2 23.1 ± 0.6 288.5 ± 0.3 0.857 ± 0.007 0.97 ± 0.04 

Oocytes 309 ± 0.5 20.1 ± 0.2 289.0 ± 0.6 0.66 ± 0.02  

aUncertainties are from standard deviation of parameter estimates using resampling. See 
Supporting Information for details.  

 

SH3 is less stable in oocytes than it is in buffer. The destabilization is 

enthalpically driven (Table 4.1, Figure S4.5) because the temperature of maximum 

stability (Ts) is unchanged from the buffer value, but ∆𝐻𝐻𝑇𝑇𝑇𝑇°′  decreases. Additionally, the 

melting temperature (Tm) remains constant while ∆𝐻𝐻𝑈𝑈,𝑇𝑇𝑇𝑇
°′  decreases. The decreased 

stability is caused by attractive chemical interactions between the surface of SH3 and 

the cellular milieu.31,253 These attractive interactions are destabilizing because protein 

unfolding exposes additional attractive surface.  This decreased stability in oocytes is 

smaller in magnitude, but similar in direction to the destabilization of the same protein in 

E. coli.32 The observation that the more crowded E. coli cytoplasm and the less crowded 

oocyte cytoplasm are both destabilizing indicates that chemical interactions may be 

more important than hard core repulsions in cells. 

Destabilizing attractive contacts include charge-charge interactions. The average 

net charge of D. rerio oocyte proteins is negative at physiological pH,254,255 as it is in 

prokaryotes,256 while SH3 has a net charge of -6. Simple analyses based on steric- and 

net charge- repulsion predict a that SH3 should be stabilized in cells compared to 

buffer. The destabilization shows the importance of these other attractive interactions in 

cells. 
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Nevertheless, charge still plays a key role as shown by our studies of the N51K 

variant, which changes the charge by +1 (Table 4.1, Figure S4.6). Given the net 

negative protein charge in cells, this change should further destabilize SH3 in cells 

compared to buffer by increasing attractive interactions. The prediction is supported; the 

variant is more destabilized (∆∆𝐺𝐺𝑈𝑈°′) at Ts compared to the wildtype protein. We 

attempted to study other charge-change variants (see Supplemental Materials). They 

were either aggregation-prone, clogging the needle, or did not follow two-state folding in 

oocytes. 

Another important concern is diffusion. Several measurements have been 

reported in biologically relevant crowders in vitro,71,257 in E. coli,220,258 and in X. laevis 

oocytes.220  We estimated the relative viscosity in zebrafish oocytes by measuring the 

ratio of the rotational correlation time (𝜏𝜏𝐶𝐶, Equation 3) in oocytes compared to that in 

buffer. In Equation 3, kB is the Boltzmann constant, 𝜂𝜂 is the viscosity (kg·m−1·s−1), and V 

is the volume of SH3 (m3), which is known.71  

𝜏𝜏𝐶𝐶 = 6𝜂𝜂𝜂𝜂
𝑘𝑘𝐵𝐵𝑇𝑇

 (3) 

Given that the cellular environment is unlikely to change the shape of a folded 

globular protein, the ratio of 𝜏𝜏𝐶𝐶 values equals the ratio of viscosities. 𝜏𝜏𝐶𝐶 was estimated 

via the Model-Free approach using spin lattice- and transverse- relaxation times (Table 

4.2).240-242  

 

 

Table 4.2. Rotational correlational times (𝜏𝜏𝐶𝐶, ns/radian) of folded SH3 and its variant in 
buffer (pH 7.5) and Danio rerio oocytes.  
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 Buffer 𝜏𝜏𝐶𝐶 [a,b] In-cell 𝜏𝜏𝐶𝐶 [a,b] 
Relative 

change[c] 

WT 4.4 ± 0.1 11 ± 2 2.5 ± 0.5 

N51K 5.3 ± 0.1 14 ± 3 2.6 ± 0.6 

aOrder parameter (S2) fixed to 0.82. 𝜏𝜏𝑒𝑒 fixed to 20 ns.242  
bSee supplemental for discussion of uncertainty. 
cUncertainties from error propagation. 

 

Both wildtype SH3 and the charge change variant N51K perceive a viscosity 

about 2.5 times greater in oocytes than in buffer. This ratio is similar to that for a small 

protein in X. laevis, but the viscosity perceived in E. coli is about 7-fold greater than 

buffer.220  The faster diffusion in oocytes compared to E. coli reflects the higher 

macromolecule concentration in bacteria. The similar viscosities of X. laevis and 

zebrafish oocyte cytoplasms indicate that protein diffusion is comparable across 

oocytes from these two distantly related species. Computational studies support the 

idea that protein-protein chemical interactions are the primary cause of the increased 

viscosity compare to buffer.259,260 The observation that changing the charge does not 

affect the relative viscosity of the wildtype protein and the charge-change variant shows 

that interactions beyond simple electrostatics are important. 

We could not quantify the relative viscocity experienced by unfolded SH3 in 

oocytes because we had to choose a temperature that allowed acquisition of reliable 

data over the multi-hour measurement times. At that temperature (293 K), the 

population of unfolded state is too small to obtain the requisite data. Increasing the 

temperature increases the population of the unfolded state but it also increases the rate 

of oocyte death. 
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Another consideration is ensuring that the in-cell environment reflects typical cell 

function. One measure is intracellular pH (pHi), which is tightly regulated by cells, and 

alterations are associated with breakdowns in homeostasis.261,262 Our protein, 

homogenously occupies the cytoplasm (Figure 4.1, S4.1, Associated Content AVI) and 

therefore a similar measure of cytoplasmic pHi is appropriate. The K10H variant of GB1 

has been characterized as an in-cell pH probe.238 A fit of the H10 15N-1H crosspeak 

across a range of pH values to the Henderson-Hasselbalch equation yields a pKa of 7.2 

at 25 °C (Figure 4.3A).  We accounted for the temperature-dependence of ionization by 

combining this information with ionization enthalpy values of surface histidines.263 Using 

this correction, the pKa was estimated for each temperature, in the same order of 

acquisition as was performed for SH3 and N51K SH3 stability measurements (Figure 

4.3C). Initially the cytoplasm is slightly alkaline relative to a typical eukaryotic cytoplasm 

pHi,262 as reported for zebrafish embryos,264 and then falls to 7.3-7.2 within 1 h. These 

data indicate that zebrafish oocytes are a reasonable model for a eukaryotic cytoplasm. 
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Figure 4.3. pH of the Danio rerio oocyte cytoplasm. A) Standard curve of histidine-10 1H 
chemical shift of K10H GB1 at varying pH values (298 K) in buffer. B) 15N-1H spectra of K10H 
GB1 injected into zebrafish oocytes at 301 K (red), 298 K (orange), 295 K (yellow), 292 K 
(green), 289 K (blue), 286 K (purple), and leakage control (black). The histidine-10 resonance is 
located between 9.5-9.4 ppm. The tryptophan 43 ε-15N-1H at 10.41 resonance was used as 
reference for chemical shift calculations. C) Estimated intracellular pH as a function of 
temperature while replicating the protocol used for SH3 stability measurements.  

 

In summary, our results show that destabilizing attractive interactions can out-

compete stabilizing repulsive interactions in cells, even when the overall intracellular 

protein concentration is significantly lower. However, the similar diffusion of the wildtype 

protein and the charge-change variant in oocytes highlights the idea that there are a 

broader range of intermolecular interactions, including hydrogen bonding, whose 

cellular effects on proteins require study.31 

We also demonstrated that zebrafish oocytes are a viable system for in-cell 

NMR. X. laevis oocytes have been used in several publications.216,220,265 Over the 

course of this study we observed that some injected oocytes fail to incorporate some or 

all of test protein into the cytoplasm. The use of phenyl red makes lack of incorporation 

easy to detect because zebrafish oocytes are transparent.  

We suggest that zebrafish oocytes are a robust vehicle for in-cell NMR for 

several reasons. Their transparency permits validation of injection localization to ensure 

the NMR signal originates only from the cytoplasm. Furthermore, D. rerio is a widely 

used, lower-cost model organism because of its popularity in genetic, developmental 

biology and toxicology studies.266,267 Zebrafish oocyte collection is simpler and fish have 

a shorter recovery time (2-3 weeks versus 1-4 months for X. laevis), allowing more data 

to be collected in a shorter time.236,268,269 Our work demonstrates a simple and effective 

method to study macromolecules and their ligands in-cell. The use of zebrafish oocytes 
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to make in-cell NMR more accessible and improve our understanding of protein 

chemistry in living cells. 
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SUPPORTING INFORMATION 

Charge-change Mutant Screening  

Variants were generated via site-directed mutagenesis on the pET11a vector 

containing wildtype SH3 gene or the pET28b vector containing an N-terminal hexa-

histidine- and SUMO tagged- wildtype SH3. Primers were obtained from Integrated DNA 

Technologies. PCR was carried out using the Q5 high-fidelity polymerase (New England 

Biolabs), followed by digestion with Dpn1 (Thermo Scientific), following the 

manufacturer’s protocol. Successful reactions were transformed into DH5α competent 

cells (Thermo Fisher Scientific). A single colony was chosen and grown in 5 mL Lenox 

broth (LB, 10 g/L tryptone, 5 g/L yeast extract, 5 g/L NaCl) culture with 100 µg/mL 

ampicillin or 50 µg/mL kanamycin, and shaken at 225 rpm for 12-16 h at 37 °C. Plasmid 

DNA was isolated (Qiagen QIAprep Spin Miniprep Kit) and sequenced. Plasmids bearing 

the mutated genes were transformed into BL21 DE3 gold cells (Invitrogen). A single 

colony was used to inoculate 5 mL of LB with 100 µg/mL ampicillin or 50 µg/mL 

kanamycin. After shaking at 225 rpm for 6 to 8 h at 37 °C (New Brunswick Scientific 

Innova I26), 50 µL of the culture was used to inoculate a 100 mL overnight culture of M9 

media (50 mM Na2HPO4, 20 mM KH2PO4, 9 mM NaCl, 4 g/L glucose, 1 g/L NH4Cl, 0.1 

mM CaCl2, 2 mM MgSO4, 10 mg/L thiamine, 10 mg/L biotin, and 100 mg/L ampicillin or 

50 mg/L kanamycin, pH 7.4). The culture was shaken overnight as described above. 

The next day, the overnight culture was diluted with 100 mL of M9 minimal media. 

5-Fluoroindole (dissolved in dimethyl sulfoxide) was added to the culture to a final 

concentration of 100 mg/L.248 After an additional 30 min of shaking, the cells were induced 

with 1 mM isopropyl-β-d-1-thiogalactopyranoside (IPTG), and shaken at 18 °C for 1.5 h. 
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The culture was then centrifuged at 1000 g for 30 min and resuspended in 200 mL of 

sterile M9 media, IPTG was again added (final concentration of 1 mM), and the culture 

was shaken for 1.5 h, 18 °C.  The cells were then centrifuged at 1000 g, 30 min and 

resuspended in 250 µL 75 mM Hepes, 75 mM bis-tris propane, 75 mM citrate, pH 7.4, 

10% D2O). Protease inhibitors were added, the slurry was immediately sonicated (10% 

amplitude, 0.4 s on, 0.2 s off, 30 s) and then centrifuged at 4 °C, 12,000 g for 10 min. The 

supernatants were interrogated by NMR as described below. 

The E54K variant exhibited a resonance (-123.8 ppm at 298 K) from the folded 

state, and was purified and concentrated as described for wildtype SH3. The 

concentrated protein aggregated within minutes of loading the glass capillary needle used 

for injection. To screen other variants, we repeated this experiment for wildtype SH3 and 

used the relative folded peak intensity as the benchmark for the minimum stability 

required for further testing. Only the N51D and N51K variants showed significant folded 

state resonances (-123.8, -124.1 ppm, respectively, at 298 K), both of which were 

approximately the same as that of the wildtype protein (Table S4.1). The N51D variant 

was expressed, purified and injected as described for N51K. During in-cell measurements 

in oocytes, a third peak (-119.5 ppm at 298 K) was observed whose intensity varied 

(reversibly) with temperature. 
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Figure S4.1. Microscopy of injected oocytes. Oocytes injected with (A and B) T22G;C60 SH3 
covalently labeled with bromobimane, (C and D) T22G SH3. (E-F) uninjected oocytes. A, C, and 
E brightfield; B, D, and F epifluorescence (excitation, 436 nm - 420 nm; emission, 480 nm - 440 
nm). Scale bar, 200 µm. 



 

84 

 

 
Figure S4.2. Oocyte volume estimation. Ovals were traced over the cytoplasm and the portion 
of the yolk that occupies the cytoplasmic volume. Vertical radii (a, c) and horizontal radii (b, d) 
were measured for the cytoplasm and yolk, respectively. Both the cytoplasm and yolk were 
assumed to be half spheroids.   



 

85 

 

 

Figure S4.3. Representative 19F-NMR spectra at 298 K of 19F N51K SH3 in buffer (blue), in 
oocytes (black) and the 2:1 dilution leakage control (red). The resonances of the folded form 
have chemical shifts of approximately -124.0 PPM. The resonances of the unfolded form have 
chemical shifts of -124.85 PPM.  
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Figure S4.4. 15N-1H HSQC spectrum of T22G SH3 in E. coli cells (red), cell lysate after 
sonication (green), and leakage control (black, 2-fold dilution).   
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Figure S5.5. Histograms of in-vitro (black) and in-oocyte (blue) wildtype SH3 and charge-
change variant N51K SH3 resampled stability parameters. A) enthalpy of unfolding at the 
melting-temperature, ∆𝐻𝐻𝑈𝑈,𝑇𝑇𝑇𝑇

°′ ; B) melting temperature, Tm; C) enthalpy of unfolding at the 
temperature of maximum stability ∆𝐻𝐻𝑈𝑈,𝑇𝑇𝑇𝑇

°′ ; D) temperature of maximum stability, Ts, E) heat 
capacity of unfolding (ΔCP) from buffer measurements. Horizontal lines represent the means. 
Vertical lines represent the standard deviations.   
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Figure S4.6. Fold comparison of WT SH3 and SH3 N51K. 15N-1H HSQC spectra of WT (black) 
and N51K SH3 (blue) in buffer at A) 288.15 K and B) 310.15 K.  
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Table S4.1. SH3 charge-change variants excluded from analysis.  

Variant Charge compared to WT Reason for exclusion 

S10K +1 Too unstable for injection 
R20N -1 Too unstable for injection 
Q23E -1 Too unstable for injection 
M30K +1 Too unstable for injection 
N51D -1 Did not follow two-state folding in oocyte 
E54K +2 Too unstable for injection 
E54Q +1 Too unstable for injection 
E54R +2 Too unstable for injection 
K56E -2 Too unstable for injection 

 
Table S4.2. Global fits of wild type SH3 and the N51K variant correlation times240,241 (𝜏𝜏𝐶𝐶, 
ns·radian-1) with varied 𝜏𝜏𝑒𝑒 and S2 values. Uncertainties represent the standard deviation 
from Monte Carlo analysis.  
 

 
τe (ps) 

 

 
10 30 50 75 100  1

10 
3

30 
5

50 
7

75 
1

100 
S

S2 WT SH3 Buffer  WT SH3 in oocyte 

0.5 6.8 ± 
0.3 

6.9 ± 
0.3 

7.0 ± 
0.3 

7.0 ± 
0.3 

7.1 ± 
0.3  15 ± 5 16 ± 4 16 ± 4 16 ± 4 16 ± 4 

0.6 5.8 ± 
0.2 

5.8 ± 
0.2 

5.9 ± 
0.2 

5.9 ± 
0.2 

6.0 ± 
0.2  14 ± 3 14 ± 3 14 ± 3 14 ± 3 14 ± 3 

0.7 5.1 ± 
0.2 

5.1 ± 
0.2 

5.1 ± 
0.2 

5.1 ± 
0.2 

5.2 ± 
0.2  12 ± 3 12 ± 3 13 ± 3 13 ± 3 13 ± 3 

0.8 4.5 ± 
0.1 

4.5 ± 
0.1 

4.5 ± 
0.1 

4.5 ± 
0.1 

4.6 ± 
0.1  11 ± 2 11 ± 2 11 ± 2 11 ± 2 11 ± 2 

0.9 4.0 ± 
0.1 

4.1 ± 
0.1 

4.1 ± 
0.1 

4.1 ± 
0.1 

4.1 ± 
0.1  10 ± 2 10 ± 2 10 ± 2 10 ± 2 11 ± 2 

1.0 3.7 ± 
0.1 

3.7 ± 
0.1 

3.7 ± 
0.1 

3.7 ± 
0.1 

3.7 ± 
0.1  10 ± 2 10 ± 2 10 ± 2 10 ± 2 10 ± 2 

            
 SH3 N51K Buffer  SH3 N51K in oocyte 

0.5 8.8 ± 
0.4 

8.8 ± 
0.4 

8.8 ± 
0.4 

8.9 ± 
0.4 

8.9 ± 
0.3  23 ± 0.6 23 ± 6 23 ± 6 23 ± 6 23 ± 5 

0.6 7.3 ± 
0.3 

7.3 ± 
0.3 

7.3 ± 
0.3 

7.4 ± 
0.2 

7.4 ± 
0.2  19 ± 5 19 ± 5 19 ± 5 19 ± 4 19 ± 4 

0.7 6.2 ± 
0.2 

6.3 ± 
0.2 

6.3 ± 
0.2 

6.3 ± 
0.2 

6.3 ± 
0.2  16 ± 4 16 ± 4 16 ± 4 16 ± 4 16 ± 4 

0.8 5.5 ± 
0.1 

5.5 ± 
0.1 

5.5 ± 
0.1 

5.5 ± 
0.1 

5.5 ± 
0.1  14 ± 3 14 ± 3 14 ± 3 15 ± 3 15 ± 3 

0.9 4.9 ± 
0.1 

4.9 ± 
0.1 

4.9 ± 
0.1 

4.9 ± 
0.1 

4.9 ± 
0.1  13 ± 3 13 ± 3 13 ± 3 13 ± 3 13 ± 3 

1.0 4.44 ± 
0.09 

4.44 ± 
0.09 

4.44 ± 
0.09 

4.44 ± 
0.09 

4.44 ± 
0.09  12 ± 2 12 ± 2 12 ± 2 12 ± 2 12 ± 2 
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OTHER DATA AND CONCLUSIONS 

INITIAL CHARACTERIZATION OF A GB1 TETRAMER 

Rationale: Our lab currently has three GB1 (B1 domain of Streptococcal protein 

G) model systems that we use to quantify the effects of crowding and as a protectant in 

desiccation studies.35,270-273 The T2Q variant of GB1 is highly stable and monomeric, 

unless at very high concentrations (~2 mM) when it begins to self-associate. The A34F 

(colloquially the side-by-side dimer) dimerizes at 30 µM, forming two kissing spheres 

with identical surfaces.274 The L5V/F30V/Y33F/A34F variant forms a domain-swapping 

dimer, forming a dimer with less surface area relative to the same volume occupied, 

dimerizing at 100 µM.275 A project we considered was to expand the repertoire of GB1 

models, because having a variety of systems from the same basic architecture would 

make for a better comparison, and so we looked for an additional GB1 variant. We 

found a tetrameric GB1 (L5V/A26F/F30V/Y33F/A34F) that could easily be made with an 

additional point mutation starting from the domain-swapping construct.276  After making 

the tetramer variant by mutagenesis-PCR (Forward primer 5’-

AGAACTGTTTGACAACTTTTTCGAAGGTAGCAGCGTCAACAGCTT-3’, Reverse 

primer 5’-GAAGCTGTTGACGCTGCTACCTTCGAAAAAGTTGTCAAACAGTTCT-3’.  

Expression/Purification: After confirming the mutation, I tested expression, and 

found that optimal induction time was 2 hours. Expression was identical to what is 

described for SH3 T22G in rich-media190 and minimal media.195 Purification was found 

to be optimal (for 2 L of cell pellets at a time) on a 5 mL Q column (Cytiva) using 20 mM 
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Tris (tris(hydroxymethyl)aminomethane) buffer pH 9.5. After loading and washing the 

column, a linear ramp to 20 mM Tris, 230 mM NaCl, pH 9.5 and then a subsequent hold 

for 50 mL gave sufficient resolution. The column can then be quickly ramped to 1 M 

NaCl, then 2 M for column regeneration. The fractions containing the tetramer can be 

concentrated and then polished using size exclusion chromatography (75 pg resin).  

Preliminary results: Measurements were made on a Bruker Avance III HD 

spectrometer equipped with QCI cryoprobes, 1H Larmor frequencies of 500, 470 MHz 

for 19F. 19F measurements comprised 512 scans of 4708 Hz sweep width, 8570 points 

per acquisition with a relaxation delay of 3 s. Data were processed using Topspin 3.6.2. 

Initial measurements were made of a 500 µM GB1 sample in 20 mM sodium phosphate, 

10% D2O, pH 7.5. Serial dilutions using the buffer were made, to acquire spectra at 250, 

125, 62.5, and 31.3 µM GB1 (Figure 5.1). Also, equilibrium sedimentation was 

performed using an Analytical Ultra Centrifuge (Beckman Optima XL-I) at 

concentrations of 17.2, 31.2, 42.4, 59.5, 91.4, and 119 µM in 20 mM sodium phosphate, 

150 mM NaCl, pH = 7.5. Data was analyzed using SEDFIT (version 16.36).277 Estimates 

for KD,Dimer via AUC is very high, in the mM concentration range, and the affinity for the 

tetramer, KD,Tetramer, is slightly lower (Figure 5.2). 

 

Figure 5.1. 19F NMR spectra of 500 µM GB1 L5V/A26F/F30V/Y33F/A34F. Made 
at 298 K, in 20 mM sodium phosphate, 10% D2O, pH = 7.5.  
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Figure 5.2. Analytical Ultracentrifugation analysis of the GB1 L5V/A26F/F30V/Y33F/A34F tetramer variant. Ka2 represents the 
association constant for the dimeric state, and Ka4 is the association constant of the tetrameric state.  
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Final comments: The GB1 tetramer is likely not a good model for comparison to 

GB1, the side-by-side dimer, or the domain swapping dimer. The protein may have 

multiple oligomer states, and may be too complex for a simple analysis. There may be a 

future use for this system, so if one wants to improve the purification process, try adding 

glycerol or propylene glycol to the buffer to disrupt the higher-order states that are likely 

responsible for the long elution times off of the Q resin, as exchange rate between 

states is slow, as observed by 19F NMR. This may help scaling up and allow purifying 6 

L of cell lysates on a single larger column.  If someone has reason to pick up this 

project, I solved the binding isotherm for the fraction monomer, fraction dimer, and 

fraction tetramer, which at the time I could not find published.  
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ADDITIONAL EXPERIMENTS NOT INCLUDED IN CHAPTER 4 

31P NMR 

Rationale: The goal of in-cell NMR is to reliably measure the effects of the 

cytoplasm on a test protein and quantify the effects. As researchers, we want the 
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cytoplasmic conditions to reflect, as best as possible, a healthy cell. A common method 

for determining the viability of cells is an ATP assay, which quantifies the amount ATP 

from a particular sample. A healthy cell controls the amount of cytoplasmic ATP,278 

which would make it a good control for determining if the cells in a given sample were 

healthy. A common method of measuring ATP is to use a luciferase assay, as luciferase 

uses ATP directly to generate light, which can be measured using a luminometer.279 I 

attempted to do this in early zebrafish oocyte experiments, but found that getting a 

clean sample for the assay was neither quick or convenient given the locations of where 

I had to do zebrafish measurements and NMR measurements. It was particularly 

challenging to remove the chorion so that I could remove all of the surrounding buffer 

before homogenizing the cells. 

The Bruker Avance III HD spectrometer is equipped with a QCI probe that has 

direct detect channels for 1H, 15N, 19F and 31P. Since I was already using this instrument 

for 19F measurements, switching to a different channel is trivial. My experimental plan 

was to quantify the ratio of ATP:ADP:AMP and use that as a measure of cell health 

since these ratios should be consistent for healthy cells. 

Preliminary results: ATP, ADP, and AMP could indeed be detected by NMR, as 

well as other phosphorous-containing metabolites (Figure 5.3). Unfortunately, yolk 

proteins are heavily phosphorylated and drown out the signal of the metabolites. I tried 

to use 180° flips between excitation and detection, as the metabolites should have long 

R2 relaxation constants, due to their size and correlation times (τc), while the 

phosphoproteins are much larger and should have much shorter R2 constants, which 

would result in faster signal decay. I tried 2, 4, 6, and 8 rapid 180° flips, but none offered 
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good resolution of the metabolite peaks. It was at this point that Gary pointed me to the 

GB1 K10H variant, which was very successful. 

 
Figure 5.3. 31P spectra of zebrafish oocytes. Made in 5 mM NaCl, 170 µM KCl, 330 µM CaCl2, 
330 µM MgSO4, 0.00003% methylene blue, 1.5% w/v Ficoll 70 + 10% D2O. A) 90° pulse, 
followed immediately by acquisition. B) 30° pulse, followed immediately by acquisition.  
  

Additional SH3 surface mutant data 

Rationale: My goal was to measure how the zebrafish oocyte cytoplasm changed 

the stability of SH3 as a function of surface charge. Most of the previously characterized 

mutants of the Downstream of receptor kinase N-terminal SH3 domain were associated 

with folding and changing the unfolded state,280 no work on surface charge variants with 

this protein had been published. I chose residues that were residues that were not part 

of a charged-patch, unless the change was of the same charge. I also tried to avoid 
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residues at the ends of β-sheets. I chose the following: S10K, S10E, R20N, Q23E, 

M30E, M30K, D42N, S50K, N51K, N51D, E54A, E54K, E54Q, E54R, K56E. 

As described in Chapter 4, I used the in-cell NMR workflow to overexpress each 

variant, and then check for significant folded protein populations for quantification. 

(Figure 5.4) Several variants showed little to no folded state, and several showed non-

two-state behavior with the appearance of additional peaks. The variants that were 

deemed to have sufficient folded populations (R20N, Q23E, M30K, N51D, N51K, E54Q) 

were then expressed and purified as described in Chapter 4, and then stabilities were 

quantified in the same manner as Chapter 4. N51D and N51K showed reasonable 

stability and were chosen to move forward because they were variants affecting the 

same residue, so we hoped that any changes would be a result of the difference in 

charge. 

When it came time to carry out injections, N51K was sufficiently stable for in-cell 

measurements, but N51D slowly aggregated in the needle and after ~30 minutes, I 

could no longer carry out injections. The other charged variants were as stable, or less 

stable than N51D, so no other variants were pursued. 
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Figure 5.4. In-cell NMR spectra of SH3 surface charge variants in E. coli. A) and B) also show 
in-cell spectra of WT SH3 (red) as a reference. Folded state is at -124 PPM, unfolded state at -
124.5 PPM.  
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R1, R2, and estimates for unfolded SH3 

Rationale: In chapter 4, we used Trp 36 as a model for the entire folded state, 

and applied R1 and R2 relaxation rates to a model-free τc estimate.240,241 This is a 

reasonable assumption because we expect that in the folded state, this residue is 

ordered (S2 > 0.6) We do not have a good understanding of unfolded protein behavior, 

so it is likely unreasonable to try to use a single residue to represent the mix of 

ensembles that are likely. Therefore, we did not include the data in the manuscript. As 

part of the measurements, we made R1 and R2 measurements, and included them in 

the Monte Carlo estimates of τc. 

Table 5.1. R1 and R2 relaxation values of Trp36 in the folded and unfolded state of SH3, 
in vitro and in oocytes.  
  Trp36 Folded-state Trp36 Unfolded-state 

  Buffer In oocyte  Buffer In oocyte  

  Larmore 
Frequency R1 (s-1) R2 (s-1) R1 (s-1) R2 (s-1) 

Relative 
change 

in R2 
R1 (s-1) R2 

(s-1) R1 (s-1) R2 (s-1) 
Relative 
change 

in R2 

WT 
SH3 

500 MHz 2.46 ± 
0.05 

30.8 ± 
0.4 

3.2 ± 
0.3 

150 ± 
20 4.8 1.9 ± 0.2 17 ± 

1 
1.7 ± 
0.2 

180 ± 
20 10.6 

600 MHz 2.25 ± 
0.06 

41.6 ± 
0.7 

2.2 ± 
0.2 

159 ± 
3 3.8 1.5 ± 

0.09 
22 ± 

1 
1.3 ± 
0.2 90 ± 8 3.6 

SH3 
N51K 

500 MHz 2.50 ± 
0.03 35 ± 1 2.5 ± 

0.1 
105 ± 

7 3.0 1.9 ± 0.2 29 ± 
1 

1.7 ± 
0.2 

180 ± 
20 6.2 

600 MHz 2.20 ± 
0.02 

49.4 ± 
0.4 

1.9 ± 
0.1 

140 ± 
10 2.8 1.65 ± 

0.05 
27 ± 

2 
1.3 ± 
0.2 

146 ± 
8 5.4 

 

Conclusion: Trp36 in the unfolded state has a relative increase in R2 twice that of 

the folded state (Table 5.1). This makes sense, because in the unfolded state, there is 

more surface area that is able to interact with surrounding proteins in-cell.  
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ADDITIONAL DATA NOT INCUDED IN CHAPTER 3 

Additional conditions tested for purification of Sos with comments 

In determining the optimal purification conditions for the 25 kDa C-terminal 

domain of Son of sevenless, originally started with the loading buffer conditions of 15.1 

mM Na2HPO4, 4.9 mM NaH2PO4, 20 mM imidazole, 300 mM NaCl, 2 mM tris(2-

carboxyethyl)phosphine hydrochloride, 1 mM Ethylenediaminetetraacetic acid (EDTA), 

10% v/v glycerol, pH 8.0. Cleavage buffer conditions were identical, except 100 µM 

phytic acid was added. Initially, I determined that the kinetics of the self-cleavage at 4°C 

is slow, although it does happen slowly even without addition of phytic acid. Therefore, I 

increased the phytic acid concentration to 300 µM. By happenstance, I found that 

EDTA, which is typically added to stop proteases in the cell lysate wasn’t doing much to 

protect the protein, so I removed it. I next tried denaturing conditions to see if I could 

alter the contaminant proteins in a way that made them not co-elute. I tried 2, 4, 6, and 

8 M urea, as well as 2, 4, and 6 M guanidinium chloride. These helped to some extent, 

but I ended up losing a significant portion of the Sos that was bound to the nickel 

column. I then looked for non-ionic/zwitterionic detergents to disrupt the non-specific 

interactions that were causing Sos to elute with contaminants. Most have very low 

critical micelle concentrations, with 3-((3-cholamidopropyl) dimethylammonio)-1-

propanesulfonate (CHAPS) having the highest concentration I could go. 6 mM CHAPS 

did improve results, but I realized that many of the remaining contaminants were 

actually related to Sos, probably degradation products.  

To “polish” what my was able to purify, I tried size exclusion chromatography 

(SEC), hydrophobic interaction chromatography (HIC) and cation exchange 
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chromatography. I found that SEC and HIC did very poorly, and resulted in long elutions 

where everything was mixed. Cation exchange on the other hand, was the most 

successful, and I tried a few pH values with 2-(N-morpholino)ethanesulfonic acid 

buffer—5.0, 5.5, and 6.0. Any higher and the charge of Sos got a little too close to 0. 6.0 

seemed to work best, although there was still a large loss of Sos when contaminants 

eluted from the column, I was finally able to get pure protein. With speed on my mind, I 

used 3 kDa molecular weight cut-off spin concentrators to pool the nickel elution, 

concentrate, and then add my lower pH buffer to the sample. This also had the benefit 

of eliminating the high concentration of NaCl left over from the nickel method. However, 

the rapid pH change caused much of the sample to aggregate, so I added bis-tris 

propane to help buffer the transition from pH 8 to pH 6. This improved the aggregation, 

but was too salty for the cation exchange method. It was at this point that I added 4 M 

urea to the cation exchange buffer, to reduce aggregates—it did help. This worked, and 

much of the early work used this method. 

It was at this point, where I performed early isothermal titration calorimetry (ITC) 

and found significant background binding, which explained the non-two state results that 

we saw via 19F NMR. I designed the knockout construct, and quickly found that it did not 

express. I tried an extra C-terminal tag that was engineered to incorporate the Sos into 

an inclusion body to protect it from degradation (did not work), and then tried adding an 

N-terminal MBP-tag with the hypothesis that some N-terminal interaction was the 

source. This did work, but doesn’t falsify my hypothesis, so the cause is still unknown. 

However, when I exposed the knockout construct with the MBP tag to 4 M urea, 

it aggregated, so I needed to find something that would break up the non-specific 
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interactions. After reviewing other published methods, I saw others suggest that glycerol 

is typically added to purification buffers to break up non-specific interactions. I decided 

to do a side-by-side comparison of cation exchange chromatography with glycerol and a 

closely-related species—propylene glycol. The propylene glycol worked very well, and 

was further improved when the cation exchange chromatography was done at room 

temperature, compared to 4 °C, where I had done everything previously.  

Because Sos is very sensitive to salt concentrations during cation exchange 

chromatography, I later tested the effect of salt on the elution step after overnight 

cleavage. I found that the MBP-tagged Sos elutes at 100 mM NaCl, which makes the 

dialysis into the pH 6 buffer a little simpler.  

In the future, for anyone looking to tackle Sos, the addition of the MBP tag 

decreases Sos yield, so finding an alternative that works is very important, especially if 

specifically labeling to do 13C NMR. Having two different affinity tags on the N and C 

terminus will allow you to select the correct species with high specificity. With hindsight, 

many of the early problems that I and others turned out to be related to the closely 

related degradation products. Perhaps a His-tag on the N-term and Strep-tag on the C-

term with propylene glycol to prevent any carry-over will allow for more efficient 

expression and purification.   

Fits of Sos site 2, site 4 and sites 2 and 4 together to one-site and two-site 
binding models using titrations of 19F SH3 T22G 
 

In Chapter 3, we touched on the 19F NMR fits of the Sos-19F enriched SH3 

interaction. In collaboration with Chris Waudby, we tried to fit all the temperature data 

simultaneously, to a bidentate model, to constrain the parameter fitting by having a 

single global value for the enthalpy of binding, etc. This would have been a nice method 
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to compare the peptide and full-length domain using comparable methods. The best fits 

were as follows: 

 
Figure 5.5. 19F NMR fits of SH3-Sos site 4 binding. A-E performed at 470 MHz (19F Larmor 
frequency), SH3 constant concentration of 270 µM. F performed at 564 MHz (19F Larmor 
frequency), SH3 constant concentration of 50 µM.  
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Figure 5.6. 19F NMR parameter fits of SH3-Sos site 4 binding.  
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Figure 5.7. 19F NMR fits of SH3-Sos sites 2&4 binding. Performed at 470 MHz (19F Larmor frequency), SH3 constant concentration 
of 270 µM.  
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Figure 5.8. 19F NMR parameter fits of SH3-Sos site 4 binding.  
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Conclusions: The 19F data doesn’t quite match up with the 13C data presented in 

Chapter 3. The binding of Sos site 4 at 45 °C gives a KD,app of 45 µM, which makes 

sense, given that KD,app is a weighted average of the specific and non-specific binding. 

However, at low temperatures, it estimates a KD,app of 0.3 µM, which doesn’t match what 

we have seen. The fits themselves look reasonable for site 4, we just likely need a more 

complex model to explain the data (Figures 5.5, 5.6). 

 However, the fits for the sites 2 and 4 construct (Figures 5.7, 5.8) are visibly 

poor, especially when you look at the free-state of SH3. Having a three-site mode is 

nice theoretically, but there are many more parameters that have to be added that make 

the power of analysis less precise. 

Surface plasmon resonance experiments of Sos-SH3 binding 

Rationale: We were struggling to figure out how to analyze the Sos-SH3 binding 

data via NMR, so we opted to try a different technique, one that we could theoretically 

use small sample volumes to apply crowding analysis. Surface plasmon resonance 

(SPR) is a well-used technique that might have some biological relevance for studying 

this interaction, as the disordered C-terminal tail is bound to several folded domains with 

a mass of 100 kDa. Additionally, it is likely to me bound to the membrane at the time of 

interaction, so having one end of the IDR bound might be reasonable.  

Preliminary Data: At 25 °C, SPR estimated an KD,app of 49 ± 1 µM (Figure 5.9A), 

and when the SH3 analyte was added to a solution of 50 g/L GB1, the estimated affinity 

was 220 ±  20 µM (Figure 5.9B). Looking at the data in detail, we see that the addition 

of GB1 takes the sensor to ~50% saturation alone (Figure 5.9C), and the difference with 

the addition of SH3 (Figure 5.9D) is incredibly small (Figure 5.9B).
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 Figure 5.9. SPR titration of Sos and SH3 in the presence of GB1. Sos was the ligand, SH3 was the analyte. Measured with 50 mM 
HEPES, 50 mM bis-tris propane, 50 mM sodium acetate, pH = 7.5. A) Buffer, SH3 and Sos present. B) Buffer, SH3 and Sos present, 
50 mg/mL GB1 present. (D with C subtracted) C) Raw readout of GB1 with no SH3. D) Raw readout of SH3 with GB1. 
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 Conclusions: SPR readout is dependent on the mass of the species binding. SH3 

is very small (6.3 kDa) and therefore naturally has a small readout. The addition of GB1 

as a crowder pushes the signal very high, and I am unsure if the instrument has the 

dynamic range required to make the measurement. I also tried to add poly-ethylene 

glycol 8000 (PEG) to my background buffer, and the samples, but the viscosity was too 

high for the microfluidics of the system. Adding any other crowder to the background 

buffer would be unreasonable (you need > 1L). 

C-TERMINAL CRKL DIMERIZATION 

Rationale: Homo-dimer systems are of interest to macromolecular crowding 

studies because we can measure thermodynamic changes in the protein-complex 

thermodynamics, while assuming that the macromolecular crowders are affecting both 

species identically. While searching the literature, I found a paper that proposed the 

dimerization of the C-terminal SH3 domain of the protein Crk-L, which is involved in 

signal transduction.281  

Preliminary results: I purified a His(X6)-tagged Crk-L C-terminal SH3 construct, and 

validated its purity by SDS-PAGE gel. I used dynamic light scattering to compare the 

hydrodynamic radius at 51.6, 31.3, 62.5, 125, 250, 500, 1000, and 2000 µM in 20 mM 

sodium phosphate, pH 7.5. 
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Figure 5.10. The hydrodynamic radius of Crk-L C-terminal SH3 as a function of concentration.  
 

Conclusion: There appears to be measurable association around 500 µM (Figure 

5.10). This interaction is likely not energetically favorable in a biological context, and 

probably is an artifact of high concentrations. 
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APPENDIX 3.1 CODE FOR FITTING 19F 1D DATA, ERROR ESTIMATES AND 
PLOTTING 

 
clear all 
close all 
Temp = [5; 15; 25; 35; 45]; 
Kelvin = Temp + 273.5; 
Temp = 1000./(Temp+273.15); 
R = 0.001987204; 
 
%3/24/22 
Pep1KD = [6; 16; 33; 55.5; 104.4]; 
Pep1off = [4.8E2; 1.3E3; 3.6E3; 8.9E3; 2E4]; 
 
%3/14/22 
Pep2KD = [10.6; 20; 35; 63.5; 123]; 
Pep2off = [4.9E2; 1.2E3; 3.5E3; 8.9E3; 1.6E4]; 
 
%7/26/22 
Pep3KD = [9; 16; 29; 58.5; 92]; 
Pep3off = [4.9E2; 1.2E3; 3.5E3; 8.9E3; 1.6E4]; 
 
%collate KD and off vales 
KD = [Pep1KD Pep2KD Pep3KD]; 
off = [Pep1off Pep2off Pep3off]; 
 
 
%generate on values 
on = off./(KD.*1E-6); 
 
 
%transform KD, off and on values 
KD = log(1./(KD.*1E-6)); 
off = log((off*6.626E-34)./(Kelvin*1.380649E-23)); 
on = log((on*6.626E-34)./(Kelvin*1.380649E-23)); 
 
%Avgs and std devs  
KDav = [mean(KD(1,:)); mean(KD(2,:)); mean(KD(3,:)); mean(KD(4,:)); mean(KD(5,:))]; 
KDerr = [std(KD(1,:)); std(KD(2,:)); std(KD(3,:)); std(KD(4,:)); std(KD(5,:))]; 
 
 
onav = [mean(on(1,:)); mean(on(2,:)); mean(on(3,:)); mean(on(4,:)); mean(on(5,:))]; 
onerr = [std(on(1,:)); std(on(2,:)); std(on(3,:)); std(on(4,:)); std(on(5,:))]; 
 
 
offav = [mean(off(1,:)); mean(off(2,:)); mean(off(3,:)); mean(off(4,:)); mean(off(5,:))]; 
offerr = [std(off(1,:)); std(off(2,:)); std(off(3,:)); std(off(4,:)); std(off(5,:))]; 
 
%% Sam's pep4 data 
%Van't Hoff 
InvTemp = [0.00360; 0.00347; 0.00335; 0.00325; 0.00314]; %For plotting averages with error 
bars 
InvTempLong = [0.00360; 0.00360; 0.00360;0.00347; 0.00347; 0.00347; 0.00335; 0.00335; 0.00335; 
0.00335; 0.00335; 0.00335; 0.00325; 0.00325; 0.00325; 0.00314; 0.00314; 0.00314; 0.00314; 
0.00314; 0.00314]; %For doing fit with all points 
 
VHoff_all = [11.87; 10.45; 11.11; 11.33; 10.05; 9.85; 9.81; 9.48;9.88; 9.81;10.38; 9.17; 9.34; 
9.00; 9.16; 9.11; 8.68; 8.19; 8.53; 8.34; 8.31]; %For doing van't Hoff analysis/fit 
VHoff_averages = [11.14; 10.41; 9.76; 9.17; 8.53]; %ln(Ka), For plotting average value ln(Ka) 
with error bars 



 

112 

 

VHoff_STD = [0.71; 0.80;0.41; 0.17;0.33]; %Standard deviation of buffer values 
VHoff_SEM = [0.41; 0.46; 0.17; 0.10; 0.14]; %Standard error of mean for buffer values 
 
%Fit Data to Van't Hoff equation 
[xData, yData] = prepareCurveData( InvTempLong, VHoff_all); 
 
ft = fittype('poly1'); 
[fit1, gof1] = fit(InvTempLong, VHoff_all, ft); 
[fit6, gof6] = fit(Temp, VHoff_averages, ft); 
%Display Data 
fit1 
gof1.rsquare 
 
%Plot data points with standard errors and plot fit 
e = errorbar(InvTemp, VHoff_averages, VHoff_SEM, 
'o','MarkerSize',6,'LineWidth',2,'MarkerEdgeColor',[0.4392, 0.1882, 
0.6275],'MarkerFaceColor',[0.4392, 0.1882, 0.6275]); 
e.Color = [0.4392, 0.1882, 0.6275]; 
hold on  
VHoff_fit = plot(fit1,'k--'); 
set(VHoff_fit,'LineWidth',1); 
hold on 
 
xlabel('1000/T (K^-^1)','fontsize', 14,'fontweight','bold'); 
ylabel('ln(K_A)','fontsize', 14,'fontweight','bold'); 
axis([0.00310 0.00365 8.0 12.0]); 
legend('off'); 
set(gca,'fontsize',14,'LineWidth',2); 
 
 
hold off 
 
%Eyring kon 
InvTemp = [0.00360; 0.00347; 0.00335; 0.00325; 0.00314]; %For plotting averages with error 
bars 
InvTempLong = [0.00360; 0.00360; 0.00360;0.00347; 0.00347; 0.00347; 0.00335; 0.00335; 0.00335; 
0.00335; 0.00335; 0.00335; 0.00325; 0.00325; 0.00325; 0.00314; 0.00314; 0.00314; 0.00314; 
0.00314; 0.00314]; %For doing fit with all points 
 
Eon_all = [-12.27; -12.88; -12.65; -11.09; -12.78; -12.97; -11.79; -12.15; -11.88; -11.60; -
10.87; -12.11; -11.39; -11.87; -11.70; -11.11; -10.64; -11.34; -10.93; -11.04; -10.93]; %For 
doing Eyring analysis/fit 
Eon_averages = [-12.60; -12.28; -11.73; -11.65; -11.00]; %ln(konh/kBT), For plotting average 
value ln(Ka) with error bars 
Eon_STD = [0.31; 1.03; 0.47; 0.25; 0.23]; %Standard deviation of buffer values 
Eon_SEM = [0.18; 0.60; 0.19; 0.14; 0.13]; %Standard error of mean for buffer values 
 
%Fit Data to Eyring equation 
[xData, yData] = prepareCurveData( InvTempLong, Eon_all); 
 
ft = fittype('poly1'); 
[fit2, gof2] = fit(InvTempLong, Eon_all, ft); 
 
[fit3, gof3] = fit(Temp, Eon_averages, ft); 
 
%Display Data 
fit2 
gof1.rsquare 
 
fit3 
gof2.rsquare 
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%Plot data points with standard errors and plot fit 
g = errorbar(InvTemp, Eon_averages, Eon_SEM, 
'o','MarkerSize',6,'LineWidth',2,'MarkerEdgeColor',[0.7176, 0.5961, 
0.7804],'MarkerFaceColor',[0.7176, 0.5961, 0.7804]); 
g.Color = [0.7176, 0.5961, 0.7804]; 
hold on  
Eon_fit = plot(fit2,'k--'); 
set(Eon_fit,'LineWidth',1); 
hold on 
 
xlabel('1000/T (K^-^1)','fontsize', 14,'fontweight','bold'); 
ylabel('ln(k_o_nh/k_BT)','fontsize', 14,'fontweight','bold'); 
axis([0.00310 0.00365 -14.0 -10.0]); 
legend('off'); 
set(gca,'fontsize',14,'LineWidth',2); 
 
 
hold off 
 
%Eyring koff 
InvTemp = [0.00360; 0.00347; 0.00335; 0.00325; 0.00314]; %For plotting averages with error 
bars 
InvTempLong = [0.00360; 0.00360; 0.00360;0.00347; 0.00347; 0.00347; 0.00335; 0.00335; 0.00335; 
0.00335; 0.00335; 0.00335; 0.00325; 0.00325; 0.00325; 0.00314; 0.00314; 0.00314; 0.00314; 
0.00314; 0.00314]; %For doing fit with all points 
 
Eoff_all = [-24.14; -23.32; -23.75; -22.42; -22.83; -22.82; -21.59; -21.63; -21.76; -21.41; -
21.25; -21.28; -20.73; -20.88; -20.86; -20.22; -19.32; -19.52; -19.46; -19.38; -19.25]; %For 
doing Eyring analysis/fit 
Eoff_averages = [-23.74; -22.69; -21.49; -20.82; -19.53]; %ln(koffh/kBT), For plotting average 
value with error bars 
Eoff_STD = [0.41; 0.23; 0.206; 0.08; 0.35]; %Standard deviation of buffer values 
Eoff_SEM = [0.24; 0.13; 0.084; 0.05; 0.14]; %Standard error of mean for buffer values 
 
%Fit Data to Eyring equation 
[xData, yData] = prepareCurveData( InvTempLong, Eoff_all); 
 
ft = fittype('poly1'); 
[fit4, gof4] = fit(InvTempLong, Eoff_all, ft); 
 
[fit5, gof5] = fit(Temp, Eoff_averages, ft); 
 
%Display Data 
fit4 
gof1.rsquare 
 
fit5 
gof2.rsquare 
 
%Plot data points with standard errors and plot fit 
h = errorbar(InvTemp, Eoff_averages, Eoff_SEM, 
'o','MarkerSize',6,'LineWidth',2,'MarkerEdgeColor',[0.2157, 0.1020, 
0.3137],'MarkerFaceColor',[0.2157, 0.1020, 0.3137]); 
h.Color = [0.2157, 0.1020, 0.3137]; 
hold on  
Buffer_fit = plot(fit4,'k--'); 
set(Buffer_fit,'LineWidth',1); 
hold on 
 
xlabel('1000/T (K^-^1)','fontsize', 14,'fontweight','bold'); 
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ylabel('ln(k_o_f_fh/k_BT)','fontsize', 14,'fontweight','bold'); 
axis([0.00310 0.00365 -25.0 -18.0]); 
legend('off'); 
set(gca,'fontsize',14,'LineWidth',2); 
 
 
hold off 
 
%% Generate Bootrstrapped data 
nsamples = 1000; %number of trials 
numdata = length(Temp); 
 
bootKD = zeros(5,nsamples); 
bootoff = zeros(5,nsamples); 
booton = zeros(5,nsamples); 
 
for i=[1:numdata]  
    bootKD(i,:)=datasample(KD(i,:),nsamples); %creates bootstraped dataset 
end 
 
for j=[1:numdata]  
    bootoff(j,:)=datasample(off(j,:),nsamples); %creates bootstraped dataset 
end 
 
for i=[1:numdata]  
    booton(i,:)=datasample(on(i,:),nsamples); %creates bootstraped dataset 
end 
 
%% 
dH_vanHoff = zeros(nsamples,1); 
dS_vanHoff = zeros(nsamples,1); 
KDrsqr = zeros(nsamples,1); 
 
linfit = fittype('a*T + b','independent',{'T'},'coefficients',{'a','b'}); 
 
for i=[1:nsamples] % This will fit the data for however many simulations you choose 
    tmp = bootKD(:,i); % This reads the matrix row-by-row 
    [fitKD,gof_KD]=fit(Temp,tmp,linfit,'startpoint',[1,1]); %Fits each column 
    dH_vanHoff(i,1) = fitKD.a; 
    dS_vanHoff(i,1) = fitKD.b; 
    KDrsqr(i,1) = gof_KD.rsquare; 
end %Then we loop back till i=nsamples 
 
%% Eyring, association 
 
dHA_Eyring = zeros(nsamples,1); 
dSA_Eyring = zeros(nsamples,1); 
onrsqr = zeros(nsamples,1); 
 
linfit = fittype('a*T + b','independent',{'T'},'coefficients',{'a','b'}); 
 
for i=[1:nsamples] % This will fit the data for however many simulations you choose 
    tmp = booton(:,i); % This reads the matrix row-by-row 
    [fiton,gof_on]=fit(Temp,tmp,linfit,'startpoint',[1,1]); %Fits each column 
    dHA_Eyring(i,1) = fiton.a; 
    dSA_Eyring(i,1) = fiton.b; 
    onrsqr(i,1) = gof_on.rsquare; 
end %Then we loop back till i=nsamples 
 
%% Eyring, dissociation 
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dHD_Eyring = zeros(nsamples,1); 
dSD_Eyring = zeros(nsamples,1); 
offrsqr = zeros(nsamples,1); 
 
linfit = fittype('a*T + b','independent',{'T'},'coefficients',{'a','b'}); 
 
for i=[1:nsamples] % This will fit the data for however many simulations you choose 
    tmp = bootoff(:,i); % This reads the matrix row-by-row 
    [fitoff,gof_off]=fit(Temp,tmp,linfit,'startpoint',[1,1]); %Fits each column 
    dHD_Eyring(i,1) = fitoff.a; 
    dSD_Eyring(i,1) = fitoff.b; 
    offrsqr(i,1) = gof_off.rsquare; 
end %Then we loop back till i=nsamples 
 
%% Processing fits 
 
dH_vanHoff = -dH_vanHoff.*R*1000; 
dS_vanHoff = dS_vanHoff*R*298.15; 
 
dHA_Eyring = -dHA_Eyring.*R*1000; 
dSA_Eyring = dSA_Eyring*R*298.15; 
 
dHD_Eyring = -dHD_Eyring.*R*1000;  
dSD_Eyring = dSD_Eyring*R*298.15; 
 
Finalstats = [mean(dH_vanHoff) std(dH_vanHoff) mean(dS_vanHoff) std(dS_vanHoff);    
mean(dHA_Eyring) std(dHA_Eyring) mean(dSA_Eyring) std(dSA_Eyring);    mean(dHD_Eyring) 
std(dHD_Eyring) mean(dSD_Eyring) std(dSD_Eyring)] 
 
%% export data 
 
xlswrite('Pep2 analysis.xlsx',Finalstats,'Overview'); 
xlswrite('Pep2 analysis.xlsx',[dH_vanHoff dS_vanHoff KDrsqr],'Vant Hoff'); 
xlswrite('Pep2 analysis.xlsx',[dHA_Eyring dSA_Eyring onrsqr],'Eyring Association'); 
xlswrite('Pep2 analysis.xlsx',[dHD_Eyring dSD_Eyring offrsqr],'Eyring Dissociation'); 
 
 
%% Plot 
 
figure 
subplot(3,1,1) 
hold on 
errorbar(Temp,KDav,KDerr,'oblue','MarkerSize',5,'LineWidth',1) 
a= polyfit(Temp,KDav,1); 
b = polyval(a,Temp); 
plot(Temp,b,'-blue'); 
 
hold on 
f = errorbar(Temp, VHoff_averages, VHoff_SEM, 'o','MarkerSize',5,'LineWidth',1); 
f.Color = [0.4392, 0.1882, 0.6275]; 
hold on  
plot(fit6,'k--'); 
hold on 
 
%errorbar(Temp,KDav4,KDerr4,'oblack','MarkerSize',5,'LineWidth',1) 
%f= polyfit(Temp,KDav4,1); 
%g = polyval(f,Temp); 
%plot(Temp,g,'-black'); 
 
axis([3.13 3.61 8 13]); 
xticks([3.1,3.2,3.3,3.4,3.5,3.6]); 
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xticklabels({'','','','','',''}); 
ylabel('ln({\itK_A})','fontsize',10); 
legend('{\it\DeltaH_A}^{\circ\prime} = -11 \pm 1 
kcal/mol','T{\it\DeltaS_{A,298.15K}}^{\circ\prime} = -5 \pm 1 
kcal/mol','location','northwest'); 
 
 
subplot(3,1,2) 
hold on 
errorbar(Temp,onav,onerr,'oblack','MarkerSize',5,'LineWidth',1) 
c= polyfit(Temp,onav,1); 
d = polyval(c,Temp); 
plot(Temp,d,'-black'); 
 
 
g = errorbar(Temp, Eon_averages, Eon_SEM, 'o','MarkerSize',5,'LineWidth',1); 
g.Color = [0.7176, 0.5961, 0.7804]; 
hold on  
Eon_fit = plot(fit3,'k--'); 
set(Eon_fit,'LineWidth',1); 
hold on 
 
%errorbar(Temp,on4,on4err,'oblack','MarkerSize',5,'LineWidth',1) 
%h= polyfit(Temp,on4,1); 
%i = polyval(h,Temp); 
%plot(Temp,i,'-black'); 
 
axis([3.13 3.61 -14 -10]); 
xticks([3.1,3.2,3.3,3.4,3.5,3.6]); 
xticklabels({'','','','','',''}); 
ylabel('ln({\itk_{on}h/k_BT})','fontsize',10); 
legend('{\it\DeltaH_A}^{\circ\prime} = 4 \pm 1 
kcal/mol','T{\it\DeltaS_{A,298.15K}}^{\circ\prime} = -2 \pm 1 
kcal/mol','location','northeast'); 
 
subplot(3,1,3) 
hold on 
errorbar(Temp,offav,offerr,'ored','MarkerSize',5,'LineWidth',1) 
d= polyfit(Temp,offav,1); 
e = polyval(d,Temp); 
plot(Temp,e,'-red'); 
 
hold on 
h = errorbar(Temp, Eoff_averages, Eoff_SEM, 'o','MarkerSize',5,'LineWidth',1); 
h.Color = [0.2157, 0.1020, 0.3137]; 
hold on  
Buffer_fit = plot(fit5,'k--'); 
set(Buffer_fit,'LineWidth',1); 
hold on 
 
%errorbar(Temp,off4,off4err,'oblue','MarkerSize',5,'LineWidth',1) 
%j= polyfit(Temp,off4,1); 
%k = polyval(j,Temp); 
%plot(Temp,k,'-blue'); 
 
axis([3.13 3.61 -24.5 -19]); 
xticks([3.1,3.2,3.3,3.4,3.5,3.6]); 
xlabel('1000/T (K^{-1} )','fontsize', 10); 
ylabel('ln({\itk_{off}h/k_BT})','fontsize',10); 
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legend('{\it\DeltaH_A}^{\circ\prime} = 15.5 \pm 0.4 
kcal/mol','T{\it\DeltaS_{A,298.15K}}^{\circ\prime} = -2.8 \pm 0.4 
kcal/mol','location','northeast'); 
 
%% looking at fit parameters 
figure(2) 
subplot(3,2,1) 
histogram(dH_vanHoff); 
title('{\it\DeltaH_A}^{\circ\prime}'); 
 
subplot(3,2,2) 
histogram(dS_vanHoff); 
title('T{\it\DeltaS_{A,298.15K}}^{\circ\prime}'); 
 
subplot(3,2,3) 
histogram(dHA_Eyring) 
title('{\it\DeltaH_A}^{\circ\prime}'); 
 
subplot(3,2,4) 
histogram(dSA_Eyring); 
title('T{\it\DeltaS_{A,298.15K}}^{\circ\prime}'); 
 
subplot(3,2,5) 
histogram(dHD_Eyring); 
title('{\it\DeltaH_D}^{\circ\prime}'); 
 
subplot(3,2,6) 
histogram(dSD_Eyring); 
title('T{\it\DeltaS_{D,298.15K}}^{\circ\prime}'); 
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APPENDIX 4.1 CODE FOR BOOTSTRAPED ERROR ESTIMATES FOR IN-
OOCYTE STABILITY MEASUREMENTS 

clear all 
close all 
 
tempOocyte =[286.15;289.15;292.15;295.15;298.15;301.15]; %in-oocyte temperatures - kelvin 
data = [616 644 571 557 521 456; 653 683 653 635 534 378; 642 700 693 631 528 426]; %measured 
in-oocyte data (cal/mol). Each data set in individual rows. 
nsamples = 1000; %number of trials 
bootstrap = [datasample(data(:,1),nsamples), datasample(data(:,2),nsamples), 
datasample(data(:,3),nsamples), datasample(data(:,4),nsamples), 
datasample(data(:,5),nsamples), datasample(data(:,6),nsamples)]; %creates bootstraped dataset 
 
TgCp = fittype('dH-(T*(dH/Tg))+ 970*(T-(Tg)-
(T*log(T/(Tg))))','independent',{'T'},'coefficients',{'dH','Tg'}); % Declaring the fit: a is 
dH (20000), fixed Cp, t is Ts (50) 
TsCp = fittype('dH+(970*((x-Ts)-
(x*log(x/Ts))))','independent',{'x'},'coefficients',{'dH','Ts'}); % Holding dCp constant 
Tgm2 = fittype('dH*(1-(x/Tm))+970*((x-Tm)-
(x*log(x/(Tm))))','independent',{'x'},'coefficients',{'dH','Tm'}); %My equation from Michael's 
paper 
%% 
dHTgfits = zeros(nsamples,1); %creates an 1000 x 1 empty vector that will allow you to fill in 
the data as you make it 
Tgfits = zeros(nsamples,1); 
 
for i=[1:nsamples] % This will fit the data for however many simulations you choose 
    boot = bootstrap(i,:)'; % This reads the matrix row-by-row and the ' converts it into a 
column vector 
    [fitx]=fit(tempOocyte,boot,TgCp,'startpoint',[20000,300],'algorithm','Trust-
Region','Robust','on','TolFun',1E-7,'TolX',1E-7,'MaxIter',1E5,'MaxFunEvals',1E5); %Fits each 
row - Fixed Cp 
    dHTgfits(i,1) = fitx.dH; 
    Tgfits(i,1) = fitx.Tg; 
    fprintf('%d ', i); 
end %Then we loop back till i=nsamples 
 
 
dHTsfits = zeros(nsamples,1); 
Tsfits = zeros(nsamples,1); 
 
for i=[1:nsamples] % This will fit the data for however many simulations you choose 
    boot2 = bootstrap(i,:)'; % This reads the matrix row-by-row and the ' converts it into a 
column vector 
    [fitx]=fit(tempOocyte,boot2,TsCp,'startpoint',[1000,290],'algorithm','Trust-
Region','Robust','on','TolFun',1E-7,'TolX',1E-7,'MaxIter',1E5,'MaxFunEvals',1E5); %Fits each 
row - Fixed Cp 
    dHTsfits(i,1) = fitx.dH; 
    Tsfits(i,1) = fitx.Ts; 
    fprintf('%d ', i); 
end %Then we loop back till i=nsamples 
 
Tg_Fits = zeros(nsamples,2); 
Tg_Fits(:,1) = dHTgfits; 
Tg_Fits(:,2) = Tgfits; 
 
Ts_Fits = zeros(nsamples,2); 
Ts_Fits(:,1) = dHTsfits; 
Ts_Fits(:,2) = Tsfits; 
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xlswrite('N51K In-oocyte Stability Bootstrap',Tg_Fits,'Tg_Fits'); 
xlswrite('N51K In-oocyte Stability Bootstrap',Ts_Fits,'Ts_Fits'); 
 
figure 
hold on 
tiledlayout(2,2) 
%Tg_Estimate 
nexttile 
histogram(dHTgfits); 
title('{\it\DeltaH_{U,Tm}\circ}') 
xlabel('\it{kcal/mol}'); 
xticks([19000 19500 20000 20500 21000 21500]); 
xticklabels({'19','','20','','21',''}); 
ylabel('counts'); 
mean1 = line([mean(dHTgfits), mean(dHTgfits)], ylim, 'LineWidth', 2, 'Color', 'r'); 
median1 = line([median(dHTgfits), median(dHTgfits)], ylim, 'LineWidth', 2, 'Color', 'g'); 
legend([mean1 median1], {'Mean', 'Median'}, 'Location', 'northwest')  
nexttile 
histogram(Tgfits) 
title('T_{m}') 
xlabel('Temperature (\it{K})'); 
ylabel('counts'); 
mean2 = line([mean(Tgfits), mean(Tgfits)], ylim, 'LineWidth', 2, 'Color', 'r'); 
median2 = line([median(Tgfits), median(Tgfits)], ylim, 'LineWidth', 2, 'Color', 'g'); 
legend([mean2 median2], {'Mean', 'Median'}, 'Location', 'northeast') 
%Ts_Estimate 
nexttile 
histogram(dHTsfits) 
title('{\it\DeltaH_{U,Ts}\circ}') 
xlabel('\it{cal/mol_{Ts}}'); 
ylabel('counts'); 
mean3 = line([mean(dHTsfits), mean(dHTsfits)], ylim, 'LineWidth', 2, 'Color', 'r'); 
median3 = line([median(dHTsfits), median(dHTsfits)], ylim, 'LineWidth', 2, 'Color', 'g'); 
legend([mean3 median3], {'Mean', 'Median'}, 'Location', 'northwest') 
nexttile 
histogram(Tsfits) 
title('T_{s}') 
xlabel('Temperature (\it{K})'); 
ylabel('counts'); 
mean4 = line([mean(Tsfits), mean(Tsfits)], ylim, 'LineWidth', 2, 'Color', 'r'); 
median4 = line([median(Tsfits), median(Tsfits)], ylim, 'LineWidth', 2, 'Color', 'g'); 
legend([mean4 median4], {'Mean', 'Median'}, 'Location', 'northeast') 
 
mean(dHTgfits) 
std(dHTgfits) 
mean(Tgfits) 
std(Tgfits) 
 
mean(dHTsfits) 
std(dHTsfits) 
mean(Tsfits) 
std(Tsfits) 
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APPENDIX 4.2 CODE FOR VIOLIN PLOTS OF DISTRIBUTION COMPARISON 

close all 
clear all 
 
dHTgfitsb = xlsread('Buffer_Bootstrap_output_042220','Bootstraped_dH_Tg', 'A1:A1000'); 
Tgfitsb = xlsread('Buffer_Bootstrap_output_042220','Bootstraped_Tg', 'A1:A1000'); 
dCp1 = xlsread('Buffer_Bootstrap_output_042220','Bootstraped_dCp_Tg', 'A1:A1000'); 
dHTsfitsb = xlsread('Buffer_Bootstrap_output_042220','Bootstraped_dH_Ts', 'A1:A1000'); 
Tsfitsb = xlsread('Buffer_Bootstrap_output_042220','Bootstraped_Ts', 'A1:A1000'); 
 
dHTgfits = xlsread('Incell_Bootstrap_output_042220','Bootstraped_dH_Tg', 'A1:A1000'); 
Tgfits = xlsread('Incell_Bootstrap_output_042220','Bootstraped_Tg', 'A1:A1000'); 
dHTsfits = xlsread('Incell_Bootstrap_output_042220','Bootstraped_dH_Ts', 'A1:A1000'); 
Tsfits = xlsread('Incell_Bootstrap_output_042220','Bootstraped_Ts', 'A1:A1000'); 
 
dHTgfitsbN51K = xlsread('N51K Buffer Stability Bootstrap','Tg_Fits', 'A1:A1000'); 
TgfitsbN51K = xlsread('N51K Buffer Stability Bootstrap','Tg_Fits', 'B1:B1000'); 
dCp1N51K = xlsread('N51K Buffer Stability Bootstrap','Tg_Fits', 'C1:C1000'); 
dHTsfitsbN51K = xlsread('N51K Buffer Stability Bootstrap','Ts_Fits', 'A1:A1000'); 
TsfitsbN51K = xlsread('N51K Buffer Stability Bootstrap','Ts_Fits', 'B1:B1000'); 
 
 
dHTgfitsN51K = xlsread('N51K In-oocyte Stability Bootstrap','Tg_Fits', 'A1:A1000'); 
TgfitsN51K = xlsread('N51K In-oocyte Stability Bootstrap','Tg_Fits', 'B1:B1000'); 
dHTsfitsN51K = xlsread('N51K In-oocyte Stability Bootstrap','Ts_Fits', 'A1:A1000'); 
TsfitsN51K = xlsread('N51K In-oocyte Stability Bootstrap','Ts_Fits', 'B1:B1000'); 
%% 
figure(3) 
 
dHTm = [dHTgfits,dHTgfitsb,dHTgfitsN51K,dHTgfitsbN51K]; 
Tm = [Tgfits,Tgfitsb,TgfitsN51K,TgfitsbN51K]; 
dHTs = [dHTsfits,dHTsfitsb,dHTsfitsN51K,dHTsfitsbN51K]; 
Ts = [Tsfits,Tsfitsb,TsfitsN51K,TsfitsbN51K]; 
Cp = [dCp1,dCp1N51K]; 
tiledlayout(3,2) 
 
 
nexttile 
a = distributionPlot([dHTgfits,dHTgfitsN51K],'widthDiv',[2 
1],'histOri','left','color','b','showMM',5,'globalNorm',2); 
b = distributionPlot(gca,[dHTgfitsb,dHTgfitsbN51K],'widthDiv',[2 
2],'histOri','right','color','k','showMM',5,'globalNorm',2); 
xticklabels({'WT SH3','SH3 N51K'}); 
ylabel('\Delta{\itH}\circ\prime_{U,{\itT}m} (kcal/mol)','fontweight','bold'); 
ylim([17000 25000]) 
yticks([18000 19000 20000 21000 22000 23000 24000 25000 26000]); 
yticklabels({'18','','20','','22','','24','','26'}); 
 
 
nexttile 
c = distributionPlot([Tgfits,TgfitsN51K],'widthDiv',[2 
1],'histOri','left','color','b','showMM',5,'globalNorm',2); 
d = distributionPlot(gca,[Tgfitsb,TgfitsbN51K],'widthDiv',[2 
2],'histOri','right','color','k','showMM',5,'globalNorm',2); 
xticklabels({'WT SH3','SH3 N51K'}); 
yticks([305 306 307 308 309 310 311 312 313 314 315 316 317 318]); 
yticklabels({'','306','','308','','310','','312','','314','','316','','318'}); 
ylabel('{\itT}_{m} (K)','fontweight','bold'); 
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nexttile 
e = distributionPlot([dHTsfits,dHTsfitsN51K],'widthDiv',[2 
1],'histOri','left','color','b','showMM',5,'globalNorm',2); 
f = distributionPlot(gca,[dHTsfitsb,dHTsfitsbN51K],'widthDiv',[2 
2],'histOri','right','color','k','showMM',5,'globalNorm',2); 
xticklabels({'WT SH3','SH3 N51K'}); 
yticks([500 550 600 650 700 750 800 850 900 950]); 
yticklabels({'0.5','','0.6','','0.7','','0.8','','0.9',''}); 
ylabel('\Delta{\itH}\circ\prime_{U,{\itT}s} (kcal/mol)','fontweight','bold'); 
 
 
nexttile 
g = distributionPlot([Tsfits,Tsfitsb],'widthDiv',[2 
1],'histOri','left','color','b','showMM',5,'globalNorm',2); 
h = distributionPlot(gca,[TsfitsN51K,TsfitsbN51K],'widthDiv',[2 
2],'histOri','right','color','k','showMM',5,'globalNorm',2); 
xticklabels({'WT SH3','SH3 N51K'}); 
yticks([285 286 287 288 289 290 291 292 293 294 295 296]); 
yticklabels({'','286','','288','','290','','292','','294','','296'}); 
ylabel('{\itT}_{s} (K)','fontweight','bold'); 
 
 
nexttile 
i = distributionPlot(Cp,'showMM',5,'globalNorm',2,'histOpt',1); 
xticklabels({'WT SH3','SH3 N51K'}); 
yticks([700 750 800 850 900 950 1000 1050 1100]); 
yticklabels({'0.7','','0.8','','0.9','','1','','1.1'}); 
ylabel('{\it\DeltaC}_{P} (kcal/mol\cdotK)','fontweight','bold'); 
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APPENDIX 4.3 CODE FOR CORRELATION TIME ESTIMATES 

 
clear all; 
close all; 
 
global R1F R2F  %R1U R2U  % experimental R1 
global calc_R1F calc_R2F %calc_R1U %calc_R2U   % obtained by simulations of R1  
global err2 %err3                   % error 
global r tm te S field 
global MCR1F MCR2F 
 
nsamples = 1000; 
fileIDF = fopen('Foldedtm.dat','w'); 
fileIDU = fopen('Unfoldedtm.dat','w'); 
formatSpec = '%d %d %d\n'; % 
field = [500.12 600.13]; %larmor freqs (1H) 
 
R1F=[normrnd(2.45,0.07,nsamples,1) normrnd(2.26,0.08,nsamples,1)];  % R1 Folded field1 field2 
R2F=[normrnd(30.1,0.4,nsamples,1) normrnd(39.7,0.6,nsamples,1)];  % R2 Folded 
%R1U=[normrnd(1.4,0.2,nsamples,1) normrnd(1.4,0.2,nsamples,1)];  % R1 unfolded 
%R2U=[normrnd(128,7,nsamples,1) normrnd(128,7,nsamples,1)];  % R2 unfolded 
 
% ---------------- END OF INPUT ----------------- 
% --- FIT  --- 
fprintf('\nFOLDED:\n') 
for i=1:nsamples 
    MCR1F = R1F(i,:); 
    MCR2F = R2F(i,:); 
 
    r = 2.0; 
    tm = 10; 
    te = 20e-12; 
    S = 0.82;  
 
    x0 = [r,tm]; 
 
    minopt = optimset('TolX',1e-14,'TolFun',1e-14,'MaxFunEvals',1e10,'MaxIter',1e10); 
 
    x=fminsearch('F19_Folded_tc_equation_MC_global',x0,minopt); 
 
    Ans= {x(1),x(2),err2}; 
    fprintf(fileIDF,formatSpec,Ans{1,:}); % prints to file 
    %fprintf('%d ', i);  
end 
 
load Foldedtm.dat; 
fprintf('\nF-H distance (A) = ');  
mean(Foldedtm(:,1)) 
std(Foldedtm(:,1)) 
fprintf('\nCorrelation time (ns) = '); 
mean(Foldedtm(:,2)) 
std(Foldedtm(:,2)) 
 
fprintf('\nInternal motion (ps) = '); 
fprintf('%d\n',20); 
fprintf('Order parameter = '); 
fprintf('%d\n',0.82); 
fprintf('Error = '); 
fprintf('%d\n', err2); 
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fprintf('\n') 
 
% fprintf('\nUNFOLDED:\n') 
% for i=1:nsamples 
%     MCR1U = R1U(i,:); 
%     MCR2U = R2U(i,:); 
%  
% r = 2.5; 
% tm = 10e-9; 
% te = 1200e-12; 
% S = 0.34;  
%  
% x0 = [r,tm]; 
%  
% minopt = optimset('TolX',1e-14,'TolFun',1e-14,'MaxFunEvals',1e10,'MaxIter',1e10); 
%  
% x=fminsearch('F19_Unfolded_tc_equation_MC',x0,minopt); 
%  
% Ans= {x(1),x(2),err3}; 
% fprintf(fileIDU,formatSpec,Ans{1,:}); % prints to file 
% %fprintf('%d ', i);  
% end 
%  
% load Unfoldedtm.dat; 
% fprintf('\nF-H distance (A) = ');  
% mean(Unfoldedtm(:,1)) 
% std(Unfoldedtm(:,1)) 
% fprintf('\nCorrelation time (ns) = '); 
% mean(Unfoldedtm(:,2)) 
% std(Unfoldedtm(:,2)) 
%  
% fprintf('\nInternal motion (ps) = '); 
% fprintf('%d\n',1200); 
% fprintf('Order parameter = '); 
% fprintf('%d\n',0.34); 
% fprintf('Error = '); 
% fprintf('%d\n', err3); 
% fprintf('\n') 
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