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Abstract
Data are neither inherently valuable, nor do all data have the same 
value. This contribution argues how data are made useful and valuable 
to specif ic actors and for specif ic purposes. It draws attention to the 
material politics of data f lows and valuation, and to the many different 
actors and stakeholders who build the technological conduits and pipelines 
that facilitate the circulation and use of data. Therefore, it highlights 
the need to study the infrastructural layer of the global data market, as 
well as the central role of intermediaries who build and uphold these 
infrastructures for the exchange and use of data for different purposes. 
Both are important to situate the processes of dataf ication and data 
marketization in specif ic empirical settings.
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Many critical media researchers, technology journalists, and activists have 
warned about the potential risks and harms of data aggregation and abuses 
of data by “bad actors,” companies, law enforcement agencies, or states. 
While social media platforms, mobile apps, advertising companies, and 
data brokers emphasize that the pseudonymous data they collect cannot 
be traced back to real persons, recent cases have shown how easy it still 
is to do this.

VICE reported that location data and mobile device data were purchased 
from a commercial data broker to track the locations of a priest, outing him as 
gay through his use of the gay/bi/trans/queer dating app Grindr (Cox 2021b). 
Similarly, government agencies in the US have been known to buy mobile 
location data from commercial data brokers without warrants for various 
law enforcement purposes (Guariglia 2020). This commercially available 
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data contains unique identif iers, such as mobile device or advertising IDs, 
that cannot be linked to individuals directly. However, there are many 
actors in the global data market who offer tools, products, and services to 
help link and de-anonymize this type of data. This has led to an enormous 
industry of companies that connect pseudonymous identif iers to a wealth 
of information obtained from disparate sources, including people’s real 
names, e-mail and home addresses, phone numbers, or credit data. When 
linked, this information can be used to identify and target individuals or 
groups of people, thus “shattering” their anonymity (Cox 2021a).

While many of these so-called “data brokers” operate in the shadows, we 
have learned a lot about them over the years from the critical investigations 
of many researchers, journalists, and activists (e.g., Beer 2018; Braun 2013; 
Crain 2021; Christl and Spiekermann, 2016; Lechardoy et al. 2020; Mellet and 
Beauvisage 2020; Nadler et al. 2018; Zuboff 2019). Additionally, we have done 
empirical and historical research ourselves into the role of business partners 
and software infrastructure development in the data economy, which we 
summarize below (Helmond, Nieborg and van der Vlist 2019; van der Vlist and 
Helmond 2021; van der Vlist et al. 2022). This research has surfaced some of 
the key actors, techniques, and technological systems, as well as the material 
conditions and relations of data as they fuel the advertising-based business 
models; data-driven business operations; and AI-based tools, products, and 
services of the contemporary internet. We have shown how the collection, 
processing, circulation, and use of data impact power relations and raise issues 
and concerns around the critical political economy of data and data flows.

We have been devising ways of situating data not only in terms of their 
production contexts but also in terms of their subsequent aggregation, 
processing, circulation, and use by many different types of users—and 
often for purposes other than originally intended. Despite what many 
believe, data are neither inherently valuable nor does all data have the same 
value. Instead, data are made useful and become valuable to specif ic actors 
and for specif ic purposes. Therefore, we draw attention to the materiality 
and politics of data f lows and data valuation and to the many different 
(intermediary) actors and stakeholders who build the technological conduits 
and pipelines—or infrastructures—that facilitate the circulation and use 
of data. By situating the marketization of data in terms of the constitutive 
actors and infrastructures, we can thus put the opaque global data market 
in place and in context.

Firstly, our approach highlights the infrastructural layer of the global data 
market. These infrastructures for the exchange and use of data are built by 
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developers who use application programming interfaces (APIs) to develop 
data integrations and software applications “on top” of digital platforms. 
In the global data market, API-based connections between software 
systems function as the pipelines that enable the circulation and use of 
data and services between different software platforms and companies. 
These conduits, once they are built, give other companies and partners the 
ability to connect, control, and activate data in their own tools, products, 
and services. We have shown in a large-scale empirical study how this 
technological infrastructure of API-based integrations between thousands 
of companies worldwide both provides and governs the material conduits 
for contemporary “programmatic advertising,” a multibillion-dollar market 
that relies on the global data market. With this infrastructure in place, ads 
and audience commodities are automatically (“programmatically”) traded 
on ad exchanges and served across many media distribution channels and 
geographic regions in mere milliseconds through real-time bidding auctions. 
This whole process unfolds in the background each time a consumer opens 
a web page or uses an app. However, this digital advertising infrastructure 
also comes with serious risks and harms to society and can be “weaponized 
by political and anti-democratic actors” to influence political decisions 
(Nadler et al. 2018), to discriminate, or to otherwise violate people’s digital 
rights (e.g., EDRi 2021).

By identifying who has integrated with, or has built on top of a platform’s 
APIs, we can trace the channels that exist to circulate and use data. Many 
of these channels are interlinked to enable automated uses and exchanges 
of data on a large scale, across countries and continents, including through 
tracking and targeted advertising, and remain an opaque infrastructure 
for most consumers.

Furthermore, by closely investigating how APIs are designed and struc-
tured, we have examined in detail how digital platforms datafy people and 
their activities as data entities that can be identif ied and targeted through 
their associated data f ields (e.g., name, birthday, home address, interests, 
etc.) and connections (e.g., friends, groups, likes, videos, etc.). We traced 
how data entities such as the “user” have changed and evolved over the 
years and discovered that Facebook removed sensitive data f ields because 
of ongoing social and regulatory pressures from civil rights organizations 
and journalists. After Facebook removed data f ields related to a user’s 
dating preferences, relationship status, political and religious interests, 
and friend lists from its Graph API, we found that it kept these data f ields 
available in its Marketing API for advertising and marketing developers 
for many more years.
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APIs not only enable third parties to build applications and services but 
also provide a powerful means of “infrastructural control” for platform 
owners to govern, with increasing precision, who is and is not allowed 
to access data and under which requirements. For example, we observed 
how Facebook’s popular Graph API evolved from a simple interface for 
data retrieval in the mid-2000s into an increasingly complex and layered 
“governance arrangement” of (data) access controls, application permissions, 
app review guidelines, and terms and policies. Additionally, while some 
“open” APIs are openly available to everyone, the APIs required for digital 
marketing and advertising are typically governed through special partner 
programs. Only selected and approved business partners are allowed to 
access or use platforms’ data or to integrate with a platform’s technological 
infrastructure for business purposes. This partnership strategy has been 
vital for platforms to be embedded in markets and industries other than 
their own and has led to a complex global data market comprising many 
interconnected actors and infrastructures.

Secondly, our approach highlights the central role of intermediaries, or 
those who build and uphold these infrastructures of data and automation 
for different purposes. These are the actors and stakeholders who are doing 
the practical work of connecting, aggregating, and modeling data from 
multiple sources (e.g., social media, mobile devices and apps, etc.) and 
make them available for further uses and users (Beer 2018). Data brokers, 
data marketplaces, data analytics companies, advertising networks and 
exchanges, and data management platforms (which enrich advertising 
bids with tracking data) are all examples of intermediaries in the global 
data market. Many of these intermediaries are also key “nodes” in the 
conduits of the global advertising market, enabling others to use their 
data for digital marketing and advertising purposes. It is the intersection 
of the global advertising market and the data market that enabled the 
“inevitable weaponization” of location and app data from Grindr (Cox 
2021b).

Additionally, it is important to study these intermediaries to learn how 
they actually make data useful and valuable. Research on data “assetization” 
reminds us how it is not the data themselves, but rather the “users” and 
their “engagement” that are turned into assets. As Birch, Cochrane, and 
Ward observe, “‘users’, ‘usage’, and ‘access to users’ end up as the legible 
techno-economic objects that Big Tech can value as future revenue streams 
through different monetization strategies” (2021, 11; cf. van Doorn and Badger 
2020). When advertising online, data generally do not leave “data silos” 
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like Facebook or Google (as they are called in the industry); rather, these 
platforms provide interfaces that give customers “access to users.”

Popular “identity resolution” services from data partners such as Sales-
force, LiveRamp, FullContact, Lotame, and many other companies have 
become key intermediaries in the global data market. They not only connect 
and aggregate (audience) data from multiple sources but crucially also 
make these data available for further uses and users “across the ecosystem.” 
These services typically enrich data sources with additional attributes, 
such as email addresses, mobile advertising IDs, postal addresses, phone 
numbers, online or off line purchases, or voting data, to enrich or verify 
persistent profiles for real persons. Indeed, these services also enabled the 
de-anonymization of purchased location data that ousted the gay priest 
using Grindr.

It is common practice for digital platforms or apps to share user data with 
third parties, including advertising partners, service partners, and social 
media partners. These data-sharing practices are typically documented in 
privacy policies. Grindr, for instance, shares device IDs, advertising IDs, 
and location data with its advertising partners (Grindr 2022). Many of 
these advertising partners in turn also state in their policies that they share 
data with third parties, including with their own partners. In short, these 
partnership strategies are critical to the global data market’s functioning and 
risks. While Grindr’s and other companies’ policies state that no personally 
identifiable account information is shared, we know that “identity resolution” 
services may be used to piece the information together nonetheless and 
render it personal data, subject to strict regulations like the GDPR.

Even though many of the described data aggregation and sharing practices 
are forbidden without a user’s consent under recent consumer and privacy 
laws, especially the European General Data Protection Regulation (GDPR) 
and the California Consumer Privacy Act (CCPA), there are plenty of 
examples of advertising technology companies who have been breaching 
these legislations as well as complaints from privacy organizations about a 
lack of and slowness of enforcement efforts by regulatory bodies (Burgess 
2022; ICCL 2021; Lomas 2022). The critical industry practice of real-time 
auction bidding has been found to violate the GDPR because of the industry’s 
inability to trace personal data “behind the scenes” when it passes through 
the invisible infrastructures of the data market (Ryan and Santos 2022; Veale 
and Zuiderveen Borgesius 2022). Meanwhile, Apple and Google have begun 
deprecating the use of third-party cookies and mobile device identif iers 
(i.e., Identif ier for Advertisers [IDFA) on iOS and advertising ID [AdID] on 
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Android) in the name of consumer privacy. This process is directly impacting 
the larger ecosystems of actors and technologies relying on Apple and 
Google’s platforms. It has also increased the use of “f irst-party data” and 
identity resolution services and has led to the creation of new and competing 
types of identif iers in the industry (van der Vlist and Helmond 2021).

Taken together, critical perspectives on the technological infrastructures 
and intermediaries of the global data market enable critical empirical 
contributions that help us understand the many roles, risks, and harms of 
data in society. It offers new ways of situating the processes of dataf ication 
and marketization in empirical settings. Furthermore, it provides important 
insights and evidence to help stakeholders, policymakers, and regulators 
worldwide grapple with the challenges of governing data markets.
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