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Enhancing the predictive performance of remote sensing for ecological variables 
of tidal flats using encoded features from a deep learning model
Logambal Madhuanand a, Catharina J. M. Philippart a,b, Jiong Wanga,c, Wiebe Nijland a, 
Steven M. de Jong a, Allert I. Bijleveld b and Elisabeth A. Addink a

aDepartment of Physical Geography, Utrecht University, Utrecht, Netherlands; bDepartment of Coastal Systems, NIOZ Royal Netherlands 
Institute for Sea Research, Texel, Netherlands; cGeo-Information Science and Earth Observation (ITC), University of Twente, Enschede, 
Netherlands

ABSTRACT
Tidal flats are among the ecologically richest areas of the world where sediment composition (e.g. 
median grain size and silt content) and the macrozoobenthic presence play an important role in 
the health of the ecosystem. Regular monitoring of environmental and ecological variables is 
essential for sustainable management of the area. While monitoring based on field sampling is very 
time-consuming, the predictive performance of these variables using satellite images is low due to 
the spectral homogeneity over these regions. We tested a novel approach that uses features from 
a variational autoencoder (VAE) model to enhance the predictive performance of remote sensing 
images for environmental and ecological variables of tidal flats. The model was trained using the 
Sentinel-2 spectral bands to reproduce the input images, and during this process, the VAE model 
represents important information on the tidal flats within its layer structure. The information in the 
layers of the trained model was extracted to form features with identical spatial coverage to the 
spectral bands. The features and the spectral bands together form the input to random forest 
models to predict field observations of the sediment characteristics such as median grain size and 
silt content, as well as the macrozoobenthic biomass and species richness. The maximum predic
tion accuracy of feature-based maps was close to 62% for the sediment characteristics and 37% for 
benthic fauna indices. The encoded features improved the prediction accuracy of the random 
forest regressor model by 15% points on average in comparison to using just the spectral bands. 
Our method enhances the predictive performance of remote sensing, in particular the spatiotem
poral dynamics in median grain size and silt content of the sediment thereby contributing to 
better-informed management of coastal ecosystems.
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1 Introduction

Tidal flats are marine ecosystems characterized by high 
biodiversity and productivity across the world. They 
host a wide variety of benthic invertebrates and pro
vide essential foraging areas for waterbirds (Beukema  
1976; Bakker et al. 2021; Piersma et al. 1993). Globally, 
tidal flats are under pressure due to coastal develop
mental activities such as harbor creation and shoreline 
stabilization, sea level rise, and erosion (Murray et al.  
2019). Effective management of biodiversity, addres
sing anthropogenic pressures, and climate change 
impacts require sustained efforts to monitor the eco
system (Miloslavich et al. 2018). Changes in water 
levels, sediment composition, and benthic community 
composition and biomass can have a significant impact 
on the presence of estuarine birds that forage on tidal 

flats (Piersma et al. 1993; Zwarts and Wanink 1993; 
Bijleveld et al. 2016; Park et al. 2014). Thus, regular 
monitoring of environmental and ecological variables 
is essential for conserving the tidal flat ecosystem.

Optical remote sensing is an important tool for 
monitoring the dynamics of tidal flats due to its 
wide coverage and synoptic view, even in inaccessible 
areas. Several studies have demonstrated the use of 
satellite images for mapping ecological indicators in 
tidal systems, with or without extensive field datasets 
(Adolph et al. 2018). Bartholdy and Folving (1986) 
used a multi-temporal classification approach to 
map the sediment characteristics of the Danish 
Wadden Sea with Landsat images. Images from 
Landsat 5 TM, Landsat 7 ETM+, Landsat 8 OLI or 
Airborne Thematic Mapper (ATM) were utilized to 
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map median grain size (60–250 µm) with approaches 
like maximum likelihood, multiple regression, and 
principal component analysis (PCA). These produced 
good results but only for a limited range of grain sizes 
(Yates et al. 1993; Rainey et al. 2000; Ryu et al. 2004). 
Van der Wal, Herman, and Ysebaert (2004) explored 
the potential of synthetic aperture radar (SAR) for 
habitat mapping and found correlations between 
sediment characteristics and macrofauna density. 
This was followed by research by Van der Wal et al. 
(2008) that evaluated different response models to 
predict the spatial dynamics of benthic species using 
hyperspectral images, altimetry information, and field 
data of sediment grain sizes. Ryu, Kuk Choi, and 
Kyung Lee (2014) proposed an integrated approach 
with high spatial, temporal resolution, multispectral, 
hyperspectral, and SAR data to monitor topography, 
sediment, and bio facies of tidal flats in Korea. Hedley 
et al. (2018) discussed the use of image-derived attri
butes (bathymetry, slope, reflectance from water sur
face and bottom) that can contribute to the 
discriminatory ability and repeatability while map
ping benthic features from Sentinel-2 images. They 
concluded that Sentinel-2 provided a new level of 
monitoring information (in terms of spatial, spectral, 
and temporal resolution) of these features compared 
to previously available platforms. Most of the studies 
discussed above concluded that information required 
to study the tidal flats was not presented in optical 
imagery due to its lack of outspoken spectral varia
tions. The low spectral contrast on tidal flats presents 
a substantial challenge to optical remote sensing 
applications in this environment.

Machine learning models that automatically learn 
patterns within the data have gained popularity in 
ecology due to the advancements in data-driven 
modeling (Willcock et al. 2018) and their efficiency in 
describing complex relationships often with nonlinear 
data (Olden, Lawler, and Leroy Poff 2008). Lee et al. 
(2013) used a simple neural network to evaluate the 
mapping of macrobenthos habitat through 
a supervised approach using eight control factors 
acquired with field survey. They showed an average 
accuracy of 70% between the probability maps and 
species locations. However, acquiring a spatial data
base of all the control factors on a large scale would 
be practically not feasible and hence more advanced 
models are required for large-scale monitoring. 
Convolutional neural network (CNN), a subset of 

deep neural networks (DNN), has outperformed sev
eral machine learning algorithms and statistical mod
els, and are capable of performing complicated tasks 
such as image classification and segmentation in both 
supervised and unsupervised manners (Sehgal 2012; 
Bhandare et al. 2016; Zhang, Wang, and Liu 2019; 
Madhuanand, Nex, and Ying Yang 2021; Guo et al.  
2018). They are composed of an encoder/decoder 
architecture where the information from input images 
is compressed through encoder layers and then gets 
up-sampled by decoder layer to create output layers, 
which match the input extent (Goodfellow, Bengio, 
and Courville 2016). Deep learning is a rapidly evol
ving area that could be applied to improve many 
ecological applications (Rammer and Seidl 2019). 
Most studies that use deep learning models, follow 
a straightforward train-test approach where the 
model is trained to predict a particular phenomenon. 
However, the potential of the learned representations 
from the hidden layers of CNNs has been barely 
explored.

Zeiler and Fergus (2014) visualized the encoded 
features from CNNs and revealed that these hidden 
features, far from random, showed many intuitively 
desirable properties such as compositionality, increas
ing invariance (object remain unchanged after certain 
operations), and class discrimination. Nguyen, 
Yosinski, and Clune (2016) added that the CNNs 
learn the global structure of images and general pat
terns found within them from these features. 
A particular type of framework that learns efficient 
coding from the input data are autoencoders where 
CNN is used for encoding and decoding parts (Baldi  
2012).

Autoencoders (Figure 1) are unsupervised net
works that are trained to reconstruct the input with 
minimal distortion (Baldi 2012). The model learns to 
reconstruct the input images by minimizing the dif
ference between the original and reconstructed 
image in the manner of loss-term optimization. This 
process of reconstructing the output image to be 
identical to the input image, enables the network to 
learn discriminative features that contain accurate 
spatial and textural information describing the input 
image. These features could then act as additional 
information for remote sensing tasks.

This study aimed to determine the added value of 
the encoded features of Sentinel-2 images extracted 
from a deep learning autoencoder model in the 
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prediction of environmental and ecological vari
ables of the tidal flats in comparison to spectral 
bands. We hypothesized that context and textural 
information extracted from the autoencoder model 
captures the spatial expression of differing environ
mental conditions which are not well represented in 
local spectral information and thus elevates map
ping performance. We used random forest to pre
dict sediment characteristics: median grain size and 
silt content, and macrozoobenthic biomass and spe
cies richness.

2 Materials & methods

2.1 Study area

The Wadden Sea is the largest tidal-flat system in 
the world and extends along the coasts of the 
Netherlands, Germany and Denmark (Kloepper, 
Strempel, and Bostelmann 2017). It is a protected 
site under Natura 2000 and has been designated as 
a UNESCO World Heritage site and has been given 
Ramsar site status. It is a dynamic tidal system of 
high ecological significance providing wide-ranging 
ecosystem services like shrimp fisheries, mussel cul
ture, and tourism (Beukema 1976; Boere and 
Piersma 2012; Levin et al. 2001; Marencic 2009; 
Philippart et al. 2007).

The study site contains two adjacent tidal basins in 
the Dutch Wadden Sea, Pinkegat (53°25N, 5°46E) and 
Zoutkamperlaag (53°26N, 6°15E), with a surface area of 
170 km2 and 150 km2 respectively (Figure 2). The 

diversity of macrozoobenthic species (Drent et al.  
2017) and the availability of long term detailed field 
data (Compton et al. 2013) makes this area an ideal 
study site.

The intertidal zone spans almost 8 km along the 
north-south axis and 40 km along the east-west axis, 
covering a total area of about 320 km2. The sediment 
composition shows a gradient from muddy to sandy 
from south to north. The tides in the area are semi- 
diurnal with a mean tidal range of 2.3 m with summer 
tides 15 cm higher than winter tides (Hollebrandse  
2005). The tide along with the input of fresh water 
from the discharge sluices (in the southern part of the 
study site) has a strong effect on the nutrient supply and 
the organisms present (Compton et al. 2013). The region 
encompasses a wide variety of environmental gradients 
with many transitional zones, providing habitats for 
various ecosystems.

2.2 Data

2.2.1 Satellite images
Freely available Sentinel-2 (L1C) satellite imagery 
was used in this study. Sentinel-2 imagery comes 
with 13 spectral bands (visible to short-wave infra
red) varying spatial (10 m and 60 m) (“User Guides - 
Sentinel-2 MSI 2015). Sentinel-2 captures the study 
site between 11:30 and 12:30 CET. All images that 
are cloud free and have exposed tidal flats were 
selected and downloaded through USGS Earth 
Explorer for the period 2018 to 2020. The study 

Figure 1. Autoencoder model – with input and reconstructed input as output, tidal flats of Pinkegat site, Dutch Wadden Sea.
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sites, Pinkegat and Zoutkamperlaag, were covered 
by two Sentinel-2 tiles (L1C-T31UGV and L1C- 
T31UFV). The tides with respect to mean sea level 
at the time of image acquisition were obtained 
from the Dutch Ministry of Infrastructure and 
Water Management (Rijkswaterstaat n.d.) (Table 1).

2.2.2 Field data
Since 2008, the Royal Netherlands Institute of Sea 
Research (NIOZ) has been conducting extensive field 
sampling through the Synoptic Intertidal Benthic 
Survey (SIBES) program, a long-term ecological mon
itoring program to study the intertidal macrofauna 
of the Dutch Wadden Sea (Bijleveld et al. 2012). The 
data is collected with an inter-sampling distance of 
500 m corresponding to approximately 4,700 sam
pling locations covering the entire Dutch Wadden 
Sea. In addition to the grid points sampling, 20% 

random points are included to allow estimating 
autocorrelation parameters (Bijleveld et al. 2012). 
Within both tidal basins, 200 or more samples are 
taken each year (Table 2). For a detailed description 
about the techniques used by SIBES to collect the 
data, see (Compton et al. 2013).

In our study, we focused on two sediment charac
teristics: median grain size and silt content and two 
macrozoobenthic variables: biomass and species rich
ness. Based on the field data for the period from 2018 
to 2020, the median grain size in the study region 
ranged between 20 µm and 231 µm with a mean of 
145 µm (Figure 2, Table 2). The percentage of silt 
content by volume ranged between 1.5% and 82% 
with a mean of 13%. The total biomass (ash-free dry 
mass (AFDM)) for all species ranged from 0.05 to 550 
gAFDM/m2 with a mean of 30 gAFDM/m2 and the 
species richness (number of benthic species per 

Figure 2. (Top) Study sites, Pinkegat and Zoutkamperlaag in the Dutch Wadden Sea, the Netherlands. The inset shows the 
Netherlands, and the yellow line indicates the outline of regions that were used to create image patches for the training dataset. 
(Bottom) Median grain size from Synoptic Intertidal Benthic Survey (SIBES) data for 2018. Source background image: Sentinel-2, 2018.
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sample) varied between 1 and 21 species with a mean 
of 8. For convenience, we have only chosen the sta
tions with macrozoobenthos presence for calculation 
of biomass and species richness.

2.3 Method

In this study, we trained a CNN model with Sentinel-2 
images of the Dutch Wadden Sea to learn the repre
sentative information. The encoded features were 
tested for their ability to enhance the predictability 
of random forest models for median grain size, silt 
content, biomass, and species richness for the spec
trally poor tidal regions in the Dutch Wadden Sea. The 
random forest models were then used to create full 
coverage maps of the four variables. The steps 
involved in the process include data preparation, 
training the CNN model, and feature extraction fol
lowed by the prediction of the variables (Figure 3).

2.3.1 Data preparation and processing

The input images for training the model were pre
pared from the Sentinel-2 tiles that cover the tidal 
flats of Pinkegat and Zoutkamperlaag for the years 
2018, 2019, and 2020. The Sentinel-2 images were 
stacked to form a single image with four bands (B, 
G, R, and NIR) of 10 m resolution. The selection of 
bands was chosen after several experiments as 
described in section 2.5.1. Only areas with exposed 
intertidal flats were used in this study, and pixels 
outside this area (on land or permanent sea) were 

discarded (Figure 2). The images were further normal
ized as per the recommendation of the Sentinel-2 
data reference guide (“User Guides - Sentinel-2 MSI  
2015). We created patches sized 64 × 64 pixels (640  
m × 640 m) with an overlap of 10% between the 
patches and repeated this for all the images. In total, 
we extracted over 38,000 patches from which 80% 
were used for training (31,154 patches) and 20% were 
used for validation (7,788 patches).

2.3.2 Autoencoder model

Unlike supervised deep learning models, the autoen
coder model does not use separate ground truth data 
for learning. A regularized version of the autoencoder 
model is the variational autoencoder (VAE) model 
(Kingma and Welling 2014), which learns the statisti
cal distribution of the input data to make the genera
tive process plausible using the latent code 
parameters. This is achieved through two loss func
tions (backpropagated loss, Figure A1), regularization, 
and reconstruction loss (Kingma and Welling 2014) as 
given in Equation (1). 

L ¼ λ1Lm þ λ2Lkl (1) 

where λ1; λ2 represent the weights between the two 
loss terms used. Lm, represents the mean squared 
error loss (MSE), Lkl represents the Kullback – Leibler 
(KL) divergence loss (Joyce 2011). The regularization 
loss is KL divergence loss, which is efficient for learn
ing the underlying parameters of the distribution of 
the training data in VAE models (Equation (2)). 

Table 1. Satellite images with the corresponding tide levels, *  
represents the images selected to be used for prediction.

Date of image acquisition Tide level from NAP datum (in m)

Pinkegat
2018/05/26 −0.21
2018/11/17* −0.73
2019/02/15* −0.75
2019/04/01 −0.33
2019/04/16 −0.44
2020/04/05* −0.26
2020/04/20 0.15

Zoutkamperlaag
2018/01/08 −0.46
2018/05/08 −0.14
2018/05/23 −0.84
2018/06/07 −0.34
2018/08/06* −0.79
2019/02/15 −0.90
2019/02/27 −0.99
2019/08/24 −0.10
2019/08/26* −0.94
2020/04/05* −0.41
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Lkl ¼
Xn

i¼1
σ2

i þ μ2
i � log σi � 1 (2) 

where σi and μi represent the variance and mean of 
the latent variables, n represents the total number of 
pixels in the image patch. The reconstruction loss is 
calculated from the MSE that optimizes the model 
performance by comparing the pixel differences of 
the input and the reconstructed image to improve 
the reconstruction quality.

2.3.2.1 Implementation
The architecture of the VAE model includes three 
important components, i.e. encoder, bottle neck and 
decoder. The model takes the image patches as input. 
These patches pass through the encoder with multi
ple skip connections that skips certain layers to 
extract both low-level and high-level features from 

the ResNet-50 (Residual Networks) (Kaiming et al.  
2016) block structures (Figure A3). This was followed 
by a series of up-sampling layers with rectified linear 
unit (ReLU) activation (Agarap 2018) to introduce 
non-linearity (Goodfellow, Bengio, and Courville  
2016) in each layer. The output from the last layer 
passes through the sigmoid activation function and 
an output image with the same dimensions as that of 
the input patch is formed. The loss terms calculated 
based on input and output images were backpropa
gated through the model to enable the learning pro
cess. The weights for the two loss terms were tuned 
and the respective weights were determined after 
experiments (Table 3).

We experimented with three different network 
architectures for the encoder layers in our VAE 
model. These were ResNet-50, DenseNet-121 

Table 3. Hyperparameters used in experiments to tune the deep learning model along with 
the selected hyperparameter values applied for the further parts of the study.

Hyperparameters Experiments Optimal Values

Encoder architecture ResNet-50, DenseNet-121, MobileNet ResNet-50
Batch size 8, 16, 20, 32 20
Learning rate 10−3, 10−4, 10−5, 10−6 10−4

Patch size 32×32, 64×64, 128×128 64×64
Epochs 500, 1000 500
Spectral band B+G+R+NIR 

B+G+R+NIR+SWIR 
B+G+R+NIR+RedEdge+SWIR

B+G+R+NIR

Weights between losses λ1; λ2 1, 0.1, 0.001, 0.0001 1, 0.001
Optimizer Adam
GPU Nvidia Quadro P4000 of 8GB memory

Figure 3. Stepwise procedure for data processing, feature extraction, and prediction of the environmental and macrozoobenthic 
properties. The dotted line delineates the processes which were repeated for different scenarios separately: Pinkegat (P), 
Zoutkamperlaag (Z), and combined sites (P+Z).
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(Gao et al. 2017) and MobileNet (Howard et al.  
2017). All models in this work were implemented 
in PyTorch (Paszke et al. 2017) and were fine-tuned 
to achieve optimal hyperparameters (Table 3).

The ResNet-50 model converged fastest (17 h) with 
minimal loss value for both training and validation 
datasets (Figure A1 & A2). Also, to study the impact 
of various combinations of spectral bands, we experi
mented by stacking different combination of bands 
(Table 3) and found that there was no appreciable 
improvement in the reconstruction process with the 
use of more than four bands. In addition, the four 
bands B, G, R and NIR are commonly available in 
most optical remote sensing platforms with different 
spatial specifications (Planet images, UAV images) and 
limiting to just the four bands will facilitate the use of 
our model with other platforms. Based on our experi
ments, we used the ResNet-50 VAE model with four 
spectral bands of patch size 64 × 64 that was trained 
for 500 epochs with a learning rate of 10−4 and a batch 
size of 20 for the feature extraction task (Table 3).

2.3.3 Feature extraction

The various blocks in the encoder (Figure A3) contain an 
increasing number of features of smaller dimensions 
when moving from the input image toward the bottle
neck structure. After training the model, the information 
content of each block optimally describes the input 
image. To retrieve the features, one block would be up- 
sampled through bilinear interpolation to 64 × 64 pixels. 
The first layer with 64 features of dimension 32 × 32 
pixels each was selected here for the feature extraction 
process for two reasons. First, the deeper layers have 
more features, which increases the computational 
demand for the predictive model. Secondly, the smaller 
dimensions of the features in the deeper layers may 
introduce more uncertainties when up-sampled to 
match the input patch size. The up-sampling process 
amplified the border effect in the individual patches and 
to overcome this, we used a 30% overlap while dividing 
the image into patches for testing.

2.3.4 Random forest regression

We used a random forest regression model (Breiman  
2001) for the prediction of the four selected variables. 
A random forest regression model fits many decision 
trees (ensemble learning) over sub-samples of data 

and of variables and predicts by taking the average of 
the output of all trees. The random forest model was 
chosen because of its ability to reliably fit models with 
many input variables even when nonlinear relations 
or collinearity are present in the data. The field sam
ples for both Pinkegat and Zoutkamperlaag for the 
four variables were split into training and testing data 
points for each year. For silt content and biomass, 
a common logarithmic transformation was applied, 
as the values were skewed and of a very large range. 
To determine the added value of the features 
extracted from the VAE model, we predicted the 
four variables in two rounds. In the first round, we 
trained the random forest model with the four spec
tral bands and in the second round we trained the 
model with the four spectral bands, encoded features 
from VAE and the field data. In both rounds, predic
tions were made for the two study sites combined 
and individually, for each of the three years (Figure 3). 
Also, for the full images of the study site, predictions 
of the four variables were made to explore if the 
predicted values and spatial patterns were plausible.

The random forest regressor was tuned for hyper
parameters using cross-validation technique (Jung and 
Jianhua 2015) with 90% data for training and 10% for 
validation. For the model, the number of trees was set to 
800, the minimum number of data points at each node 
was set to ten and the maximum number of features 
was taken as the square root of number of input vari
ables. We implemented a k-fold cross-validation strat
egy that optimizes the number of observations when 
fitting the trees and can also lead to a more stable 
estimation of the model results. Here, we used 10-fold 
which was repeated three times to further reduce the 
variance in the model performance. All 30 folds were 
averaged to estimate the model accuracy. The accuracy 
of the point predictions was evaluated using R2 (coeffi
cient of determination) value (Chicco, Warrens, and 
Jurman 2021). In addition to R2, we also estimated the 
relative importance of the features through the Gini 
coefficient of importance, which is used as a general 
indicator of feature relevance (Menze et al. 2009).

3 Results

3.1 Feature extraction

The VAE model with ResNet-50 architecture con
verged after 500 epochs for the training dataset with 
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32,000 patches. For the first 100 epochs, a steep 
decrease in loss values was observed, followed by 
a gradual decrease after 250 epochs, and ending 
with saturation after 500 epochs. The VAE model 
was tested with selected images (Table 1) from 2018, 
2019 and 2020 for the Pinkegat and Zoutkamperlaag 
regions. The average Root Mean Square Error 
between the reconstructed and original test image 
was maintained around 0.016.

For each of the test image patches, we extracted 
the features from the first layer of the encoder. The 
mean value of the 64 features ranges from 0.11 to 0.47 
with the standard deviation ranging from 0.15 to 0.45. 
Around 30 features, e.g. Feature (F)-2 (Figure 4), were 
entirely made up of zeros in the tidal flat regions. The 
correlation values between the non-zero features ran
ged between −0.08 (F-18 & F-22) and 0.9 (F-15 & F-56) 
while the correlation values between the four spectral 
bands ranged from 0.998 to 0.999. By visualizing all 
non-zero features for a single patch, we observed that 
there was spatial variation within the patches that 
created clustering patterns with the spectral informa
tion (Figure 5).

3.2 Prediction model

The spectral bands of Sentinel-2 images (B, G, R, and 
NIR) served as input together with and without the 64 

encoded features to the random forest regressor 
model.

The predictions, which included autoencoder fea
tures outperformed those with only the spectral 
bands for every variable, area, and year (Figure 6; 
Table 4). The median grain size predictions ranged 
from 25.5% to 61.7%; silt content predictions ranged 
from 32% to 59.5%; biomass predictions ranged from 
12.5% to 37%; and species richness from 9.4% to 
34.1% (Figure 6, Table 4). These values are all well 
within realistic ranges for the respective variables. 
The average increase in R2values was 14% points for 
median grain size, silt content, and biomass and for 
species richness the increase in R2was 18% points. 
These values imply that the features contributed con
sistently well for all four variables considered. For the 
combined dataset, R2increased by 15% points on 
average. The contribution of the encoded features 
was stronger at Zoutkamperlaag than at Pinkegat 
with an average increase of 18 and 13%, respectively. 
The improvement in model performance when 
including features was consistent for the 3 years. We 
tested with an average increase inR2values of 14% 
points for 2018, 16% points for 2019, and 15% points 
for 2020.

The absolute performance of the model (with 
spectral bands & extracted features) showed consid
erable variation between the sites and for the vari
ables tested (Figure 7 & 8; Table 5A & B). We tested 

Figure 4. Examples of the encoded features for Pinkegat, derived from the Sentinel-2 image captured on 17 November 2018. The 
feature numbers are specified in each feature image. The background is shown gray for all the features to differentiate it from the tidal 
basin.
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Figure 6. Predictions of the four variables for Pinkegat and Zoutkamperlaag combined, 2018, by using only the spectral bands and 
using the combination of spectral bands and the VAE features. ŷ is the predicted and y is the observed value. A) Median grain size (in 
μm), B) Silt content (in %), C) Biomass (in g AFDM/m2), and D) Species richness (no of species).

Figure 5. Examples of the encoded features for a patch from Pinkegat, derived from the Sentinel-2 image captured on 
17 November 2017 2018. The feature numbers are specified in each feature image.
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these scenarios to understand how well the model 
with encoded features could generalize over differ
ent sites and years. While the improvement in 

performance with features is the main focus of our 
study, the R2 values that we achieve from our model 
are still comparable with some of the studies in the 

Table 4. Predictions (R2) over the test dataset for all variables over different years and spatial constellations. The highest improve
ments for each variable is made bold. The training and testing are done over individual sites and then on combined site.

Median grain size Silt content Biomass Species richness

Region Year

Spectral 
band 
(A)

Features 
+ 

Spectral 
band 
(B) B-A (%)

Spectral 
band 
(A)

Features 
+ 

Spectral 
band 
(B) B-A (%)

Spectral 
band 
(A)

Features 
+ 

Spectral 
band 
(B) B-A (%)

Spectral 
band 
(A)

Features 
+ 

Spectral 
band 
(B) B-A (%)

Pinkegat 
(P)

2018 0.496 0.617 12.1 0.412 0.535 12.3 0.191 0.334 14.3 0.108 0.275 16.7
2019 0.526 0.612 8.6 0.475 0.597 12.2 0.077 0.235 15.8 0.215 0.316 10.1
2020 0.301 0.478 17.7 0.374 0.468 9.40 0.202 0.370 16.8 0.258 0.341 8.30

Zoutkamperlaag 
(Z)

2018 0.136 0.315 17.9 0.253 0.486 23.3 0.084 0.086 0.20 0.008 0.170 16.2
2019 0.248 0.366 11.8 0.319 0.474 15.5 −0.119 0.134 25.3 −0.271 0.094 36.5
2020 0.126 0.255 12.9 0.201 0.321 12.0 −0.015 0.125 14.0 −0.033 0.156 18.9

Combined (P + 
Z)

2018 0.357 0.464 10.7 0.342 0.505 16.3 0.147 0.235 8.8 0.0761 0.245 16.9
2019 0.392 0.473 8.1 0.441 0.528 8.7 0.055 0.212 15.7 −0.004 0.230 23.4
2020 0.143 0.385 24.2 0.276 0.421 14.5 0.137 0.277 14.0 0.123 0.281 15.8

A- Only Spectral bands B- With Encoded Features and Spectral bands (B-A)-% point change

Figure 7. Prediction results for 2019, A) Median grain size for the model trained and tested on Pinkegat vs trained on combined and 
tested on Pinkegat, B) Median grain size predictions for trained and tested on Zoutkamperlaag vs trained on combined, C) Silt content 
predictions for Pinkegat and combined, and D) Silt content predictions for Zoutkamperlaag and combined. ŷ is the predicted and y is 
the observed value.
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literature discussed in section 4.2. The R2 values for 
median grain size and silt content are consistently 
higher than for biomass and species richness for the 
combined dataset and for Pinkegat for all 3 years. 
For Zoutkamperlaag, all R2 values were lower than 
for Pinkegat and the combined data. The R2 values 
for silt content were consistently higher than those 
for the other three variables. For certain cases of 
species richness, without the use of encoded fea
tures the model even showed negative R2 values, 
showing the model’s inability to fit for that data.

The model’s ability to generalize was explored by 
training and testing over various spatial and temporal 
scenarios (Table 5). For median grain size and silt con
tent, the prediction values were better when trained 
and tested over the same dataset. But for biomass and 
species richness, there was an increase in the coeffi
cient of determination values when trained over the 

combined dataset and tested on an individual dataset. 
Similarly, for temporal combinations, we could observe 
that the model performed better when it was trained 
and tested on data from the same year. An exception is 
found for 2020, the biomass and species richness per
formed well when all years were combined than just 
using a single year.

For every tidal flat pixel in Pinkegat and 
Zoutkamperlaag, the four variables were predicted for 
2019 (Figure 9) using the random forest model trained 
with the combined dataset from 2019. The descriptive 
statistics from the spatial maps for the four variables 
were compared to that of the field sampled points 
over the same year (Table 6). The mean values of the 
predictions all lie within the one standard deviation 
range from the mean values of the field observations. 
Standard deviations are much lower for the predictions, 
and the median values are closer to the mean values. For 

Figure 8. A) Combined site, median grain size predictions for 2018 and all years together, B) Combined site, median grain size 
predictions for 2019 and all years together, C) Combined site, silt content predictions for 2018 and all years together, and D) Combined 
site, silt content predictions for 2019 and all years together. ŷ is the predicted and y is the observed value.
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Figure 9. Spatial mapping of Pinkegat and Zoutkamperlaag for 2019 using the combined 2019 model. A) Median grain size, B) Silt 
content, C) Biomass, and D) Species richness.

Table 6. Descriptive statistics of the four variables for the field observation and the predicted values for 2019.
Field points Predicted points

Variables Mean Std Median Min-Max No. of points Mean Std Median Min-Max No. of points

Median grain size (µm) 140 36.8 147.5 21-222 460 123 4.32 123.8 86-150 1534889
Silt content (%) 15.6 14.4 9.9 1.3–78.1 447 16.3 1.26 15.9 7.6–29.5 1534889
Biomass  

(gAFDM/m2)
23.7 49.5 10.3 0.01-290 462 2.6 0.62 2.42 0.6–21.07 1534889

Species richness 
(no. of species/sample)

7 3.15 7 1-18 462 6 0.4 6 4-9 1534889
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biomass, the mean value is much smaller (ca. 10%) for 
the predictions than for the field observations.

3.3 Feature importance in random forest model

The most important predictors in the random forest 
models were autoencoder features for all the four 
target variables. Of the original bands, Green had 
the highest importance in each model, ranking 
between second and fifteenth place (Figure 10, 
Figure A4 & A5). Among the encoded features, fea
tures F-1, F-4, F-24, F-26 and F-38 (Figure 4) repeatedly 
occurred at the top positions of feature importance. 
For median grain size and silt content (Figure A3), two 
or three features contributed more with values up to 
0.08 and then showed a steep reduction in plot. While 
for biomass and species richness more than three or 
four features contributed equally showing a vertical 
plot toward the bottom. The top 18 most important 
variables (among 36 non-zero input layers) for median 
grain size and silt content included three spectral 
bands, while for biomass and species richness only 
one spectral band was included.

4 Discussion

4.1 Feature extraction

In this paper, we proposed using a deep learning VAE 
model to improve information extraction from 
Sentinel images representing tidal flats. The spectral 
signatures show little contrast, and the VAE model 
created features that represented the spectral and 
spatial patterns in the image. We hypothesized that 

the autoencoder features capture the spatial expres
sion of differing environmental conditions and 
thereby improve mapping performance. When test
ing this on images over different years and different 
sites, the VAE model showed consistent features 
which indicates its ability use pre-trained VAE model 
when new images of the study area are acquired.

Several studies have tried to visualize the informa
tion contained inside these hidden layers within 
a deep learning network to improve the model per
formance and to understand what a model learns 
during training (Kahng et al. 2019; Junjie, Zhang, 
and Okatani 2019; Simonyan, Vedaldi, and Zisserman  
2014). Yosinski et al. (2014) did experiments with 
classification models and discussed that the features 
in the initial layers of CNNs were formed with filters 
that tend to learn specific frequency content in any 
direction or identify regions that differ in spectral 
properties from the surroundings. This is also evident 
in the features that we extracted which showed vary
ing patterns (Figure 4) indicating that these filters 
identified specific information. We observed features 
that are characterized by directional filters (Figure 4, 
F-15, F-41) and different color blobs targeting pixels 
of particular spectral values.

There are also features where the tidal flat regions 
are entirely populated with zeros (Figure 4, F-2). 
During training, we observed that these features 
showed very small negative values in the tidal flat 
regions after the convolution layer, which became 
null when passed through the ReLU activation func
tion. This is probably due to the lack of representative 
information in the input image that is supposed to be 
derived by some filters. Due to the null values, these 

Figure 10. Feature importance scores for all variables for Pinkegat and Zoutkamperlaag in 2018 (top 18). X axis represents the 
importance score, Y axis represents the input layers including features (1–64) and spectral bands (65-B, 66-G, 67-R, 68-NIR).
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features did not contribute to the prediction process. 
Mahendran and Vedaldi (2015) elaborated in their 
findings that the hidden layers retain an invariant 
and abstract notion of the image content. This could 
also be observed in our extracted features where the 
images still retain the basic spatial structure after 
passing through the convolutional layer.

The extracted features from our VAE model 
showed information that represents the spatial tex
ture of the input tidal flats. It showed varied patterns 
and differences in the kind of information derived 
from a particular feature. In spectrally flat regions 
like tidal flats, deserts, and snow-covered mountains, 
these kinds of features extracted from VAE model can 
provide valuable additional information in terms of 
texture which complement the spectral bands in 
remote sensing images. The information contained 
in these features can be used as input for secondary 
processes such as classification, segmentation, and 
object detection. Nugroho et al. (2020) discussed the 
important information that is retained by the VAE 
model when it compresses the input. They also sug
gested that the features from the latent vector can 
provide suitable information and can substitute the 
original images.

In our study, we did not substitute the spectral 
bands but used the features together with the input 
spectral bands. We also tested and evaluated the case 
where we use only the features and remove spectral 
bands totally. For all the cases, the features showed 
better predictions than the spectral bands. The pre
dictions accuracy further increased while combining 
both. The features provided complementary patterns 
and spatial arrangement that significantly enhanced 
the prediction results. This supports our hypothesis 
that spatial context and texture information captured 
the autoencoder has notable added value to spectral 
information when related to environmental and eco
logical variables

4.2 Prediction models

We observed that the encoded features are effective 
in enhancing the model capability. Additionally, the 
importance score clearly showed that the encoded 
features contributed substantially more to the 
model performance than the spectral bands 
(Figure 10). The features in top ranks showed different 
combinations of spatial characteristics, delineating, 

and characterizing tidal flats, water channels, and 
the sand bar region (Figure 4).

While the overall performance of the prediction 
model improved with the use of extracted features, 
there is a substantial variation in predictive capabil
ities between environmental and ecological variables. 
Particularly, median grain size and silt content are 
predicted well. Biomass and species richness predic
tions are not to a level where the model is capable 
enough for operational applications, but our predic
tion accuracies are in line with existing remote sen
sing studies and need more data/images for better 
predictions (Etter and Frederick Grassle 1992; Puls 
et al. 2012; Van der Wal et al. 2008). Compton et al. 
(2013) suggested that mapping and monitoring these 
variables require the use of hyperspectral information 
along with other factors like hydrodynamics, land sur
face patterns, and field sampling. Also, Van der Wal 
and Herman (2007) showed that a combination of 
microwave and optical remote sensing images is 
required to map sediment characteristics with reliable 
results. Our study aimed to find a methodology that is 
less complex, more affordable, and widely applicable 
over different regions with freely available remote 
sensing data. We achieved similar accuracy to that of 
Van der Wal and Herman (2007) for the environmental 
variables, median grain size, and silt content with just 
the help of features from the deep learning model, 
which is much easier to acquire than microwave 
images.

For the two ecological variables, biomass and spe
cies richness, the inclusion of features did not improve 
the prediction accuracies as strongly as those of the 
environmental variables. Puls et al. (2012) obtained 
a prediction result (Cohen’s kappa) of 0.25 ± 0.077 for 
macrozoobenthic communities’ occurrence through 
four field collected sediment parameters and 0.44 ±  
0.044 through five hydrodynamic parameters. The 
macrozoobenthos properties were related with NDVI 
based on ground reflectance spectra by Van der Wal 
et al. (2008) to achieve the R2 of 0.40 for total biomass 
and 0.43 for species richness. Our model achieved 
a prediction score of 0.37 for some cases of biomass 
with the use of spectral bands and the extracted 
features of just multispectral images.

As far as the validity of using spectral bands for 
predicting species richness is concerned, most studies 
only try to predict the biomass. To progress research 
further, we wanted to test whether features have 
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some information content that is useful to predict 
species richness. Other studies have worked on devel
oping response models using species richness vari
ables based on ground spectra (Van der Wal et al.  
2008). Since species richness is useful and pertinent 
information for the ecological community, we evalu
ated prediction capacity by using the spectral bands. 
We also observed variations in the results between 
the two sites when tested individually. While the 
pattern of increasing R2 values with the use of the 
encoded features was observed at both sites, the 
overall prediction ability for Pinkegat was better 
than for Zoutkamperlaag. The model was unable to 
generalize well for the ecological variables at 
Zoutkamperlaag as can be seen from the insignificant 
R2 values from Table 4.

The difference in performance in prediction results 
between Pinkegat and Zoutkamperlaag was also 
observed when the prediction was done using just the 
four spectral bands (Table 4). For median grain size, the 
difference in performance can be explained by the fact 
that the field data over Pinkegat is widely distributed, 
whereas in Zoutkamperlaag the data is more narrowly 
distributed (Figure 2). Some of the variation in predic
tions between different years may be caused by the 
time gap between the image acquisition, field sample 
collection, tide level at the time of image capture, and 
the level of exposure of the tidal flats.

The prediction model uses image features and field 
data that are matched as close in time as possible 
given tides and image availability, even though the 
feature extraction is done on a generic model. The 
generalizing capability of the prediction model is less 
than the VAE (Table 5) and requires the training data
set to have some points representative of the testing 
dataset. Predictions showed better R2 values when 
the training data included samples from the same 
site or year as testing data, but the two ecological 
variables, biomass and species richness, had 
improved prediction accuracy when training data 
was increased beyond the test data either spatially 
or temporally (Table 4). These results indicate that 
while our prediction model requires more data from 
the same time and area of interest, they can still be 
improved by including adjacent areas or periods 
which is enabled more easily by a pre-trained general 
autoencoder model.

From the random forest models, a map of the tidal 
flats was created for each of the four variables 

(Figure 9). The model predicted values did not violate 
the constraints of the compositional data, and they 
fell within a realistic range of values (Table 6). It was 
challenging for the model to encompass all the varia
bility in the data, as the standard deviations of the 
predictions are much smaller than those of the field 
data (Table 6). In particular, the model found it diffi
cult to predict the values that were more than one 
standard deviation away from the mean on the field 
data distribution.

The spatial distribution of the four variables 
showed the patterns as expected. Median grain 
size and silt content showed inverse patterns (Cao 
et al. 2016), and sediments were generally less 
coarse and contained more silt in the less dynamic 
parts of this tidal basin, such as the tidal divides 
perpendicular to the islands and areas close to the 
shores of the islands and the mainland (Alonso et al.  
2021). The maps of macrozoobenthic biomass and 
richness reflected more or less those of sediment 
composition, with higher total biomass and more 
species in areas with finer sediments with high silt 
contents (Compton et al. 2013; Drent et al. 2017).

To summarize, although the model’s prediction 
performance could improve (e.g. the predicted 
mean value for biomass is still relatively low), the 
predicted values generally fall within the expected 
ranges and the spatial patterns of the variables were 
captured well.

5 Conclusion

This paper presents a novel approach showing that 
encoded features derived from a deep learning model 
enhance the predictive performance for coastal envir
onmental and ecological variables when used along 
with the original spectral remote sensing data. We 
used a Variational Autoencoder Model trained with 
Sentinel-2 satellite images. The encoded features 
improved the prediction performance for the scenar
ios considered consistently by an average of 15% 
points in comparison to spectral bands. Prediction 
capability was higher for environmental variables 
than for ecological variables. The maps created with 
the random forest models revealed realistic values 
and spatial patterns for the four variables.

The VAE features clearly show differing spatial 
expressions of image information, and their contribu
tion to model performance was also evident from the 
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importance score where the top positions were 
mostly occupied by the features. The enhancement 
of the spectral information with the features extracted 
from the deep learning model to predict environmen
tal and ecological variables is shown to be an efficient 
way to elevate mapping and monitoring of tidal sys
tems as it does not require additional data collection. 
Our results suggest that features extracted from VAE 
models may also improve remote-sensing-based 
mapping in other spectrally poor regions like deserts 
and snow-covered mountains.
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