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ABSTRACT 

Predictive modelling is a state-of-the-art technique for which an objective variable 

is predicted given a set of environmental parameters. Many types of models exist 

and most of them can be built with different architectures. 

This project comes from the necessity to improve the measurement of biometric 

indicators and understand how team performance can affect their level in a 

defence training context. The biometric indicators of interest are the player’s heart 

rate and stress index, which are going to be related to information extracted from 

the GPS coordinates they have. The objective has been to study the evolution of 

the stress index during an exercise period, trying to determine how the other 

biometrical and positional factors influence its level. 

After reviewing existing work in the medical field for stress monitoring and team 

performance in an educational context, it has been observed that no literature 

involved both topics relating them to each other, let alone in a defence 

environment. A list of quality indicators has been defined to assess the quality of 

the provided raw datasets, the information from which has been managed to build 

a single dataset that could be used to train a model. 

The results of the quality assessment have shown that the recording frequency 

for the different indicators should be modified to a common value since the 

existing time difference between recordings has proven to be a complex issue to 

solve when building the model.  

Regression, neural network, and random forest models have been tested, with 

the latter being the one offering the best precision. The heart rate, the duration of 

the exercise, and the distance from the player to the opposite team were the 

variables that played a major role in the prediction. 

Overall, a valid prediction has been reached despite the missing gaps in the 

provided datasets. The key features to predict the stress index have been 

identified and recommendations in terms of data quality have been made so the 

predictions can be improved. 
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1 INTRODUCTION 

Babcock International is a private engineering company specialized in providing 

design and development of training exercises to defence, aeronautics, and 

nuclear sector companies and managing complex assets. For decades they have 

been one of the world’s leading companies in engineering consultancy services 

and they are present all over the world (What We Do - Babcock International, 

2022). 

This project has been proposed in a defence-related context. It will address the 

necessity that Babcock is facing in trying to better predict some of the key 

indicators involved in a defence training exercise, while also improving the 

methodology to collect the necessary data for the analysis. 

1.1 Background and motivation 

Prediction models are an ever-in-development tool used in many contexts to 

predict how an asset will be affected by a change in its environment without 

having to change the conditions surrounding it. However, to be able to reach a 

model able to predict accurately an objective variable given a set of input 

variables, the model has to be trained with a complete set containing the input 

and objective variables (Lawton et al., 2022). 

Usually, the process to train a model consists in splitting a dataset into two parts: 

a training set and a test set (Predictive Modelling: Splitting Data into Training and 

Test Set - FinanceTrain, 2022). The first one is used to adjust the model weights 

to predict as well as possible the objective variable. Then, the resulting model is 

tested against the test dataset to analyse how well the prediction works. 

A common problem to create an accurate prediction model is the quality and type 

of the input data. There is a high number of models that can be used to treat each 

problem, and some of them struggle to work with datasets that are not complete. 

Also, each model processes data differently which makes some of them more 

suitable to manage different types of data (numerical, categorical…) while others 

work better with a single type common for all variables (Ali, 2020) (10 Predictive 
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Modelling Types (With Benefits and Uses), 2021). Therefore, tools like a data 

quality assessment are useful to know beforehand what the limitations of the 

datasets are and what kind of model suits best their analysis. 

The motivation of this project comes from the necessity to ease the measurement 

of biometric indicators and understand the team performance from the 

participants to Babcock’s defence training, to relate the player’s HR with their 

Stress Index (SI). With a model that could predict the SI, the task of analysing the 

player’s performance becomes easier, reducing the amount of recording devices 

to use and the process of transforming their captured information into conditioned 

data. Also, the recorded data so far shows a considerable amount of missing and 

repeated values, which makes it necessary to define a way to quantify its quality 

and fitness to be used for a prediction model. 

1.2 Aim and objectives of the project 

The project’s aim then is to analyse the datasets containing information about the 

team exercises performed by the training participants, see their quality level, and 

use them to train and validate a prediction model for the SI. The information in 

the datasets includes geographical and biometrical information for each 

participant. The key data features are going to be listed and unified into a single 

file, while also assessing the quality of the source data in the process. 

The objectives of the project can be listed below, in line with the aim defined 

above: 

• Conduct a literature review to study existing literature in the project-related 

studies. 

• Conduct a data quality assessment for the provided datasets, review its 

gaps and propose solutions to improve them. 

• Identify the key data groupings to develop and validate an adequate 

prediction model, trying multiple architectures and types of models with the 

unified dataset as input information. 
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1.3 Thesis structure 

The thesis structure is going to be as follows: 

• Chapter 2 consists of the Literature Review. Previous studies will be 

analysed to observe the existing work in the project subject’s related fields 

• Chapter 3 consists of a methodology explanation, detailing how the project 

has been deployed throughout the months it has lasted. 

• Chapter 4 consists of the data quality assessment, evaluating the quality 

of the raw datasets provided by Babcock. 

• Chapter 5 consists of the explanation of the analysis that has been 

conducted. 

• Chapter 6 includes the results and its discussion. 

• Chapter 7 concludes the project with the conclusions and future work. 
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2 LITERATURE REVIEW 

To begin the literature review, research will be conducted on studies that 

approach the evaluation of training and learning exercises in a team environment 

from a modelling perspective. The indicators considered to evaluate performance 

will be discussed and how different modelling solutions are proposed. 

After gaining this general view, a more technical approach will be taken, analysing 

different types of models and their characteristics. Since the goal of the project is 

to create a model to predict biometric indicators, this part of the literature review 

will give us a list of candidates to be a possible modelling solution. 

2.1 Learning measurement and team evaluation 

In this subsection, a general approach to learning evaluation is taken, to study 

how knowledge retainment is studied from a modelling perspective. 

Regarding the research of this project, literature on team evaluation can help to 

understand which factors are important when training is designed and delivered. 

According to (Pappas, 2015), simple tasks like observing learners' patterns 

before and after the taught lessons and setting performance goals or using 

assessments to evaluate knowledge retention, are one of the first steps in 

evaluating student performance. While these options can be useful for this 

project, it would be necessary to have a quantitative indicator to evaluate the 

learners' progress. To address this need, (Pappas, 2015) proposes the return of 

investment (ROI) as an indicator, although for this project it is not suitable due to 

the lack of knowledge we have about the training costs. (Raspopovic & 

Jankulovic, 2017) based their research around three dimensions defined by 

(DeLone & McLean, 2016) which can be evaluated quantitatively to measure the 

training effectiveness: 

• Use dimension: Degree in which learning material such as presentations, 

papers, or other teaching materials are used. 

• User satisfaction: Direct quantitative feedback from students via surveys. 
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• Net Benefits: Quantifiable savings in time or costs resulting from the 

training. 

Although the study states a correlation between the three dimensions, it does not 

specify how the correlation is calculated. Especially for the last dimension, net 

benefits, it would be useful to know how they are directly related to both use and 

user satisfaction dimensions in a quantitative manner. However, these while 

given the nature of the training exercises the use dimension will not apply to this 

project, for the feedback and evaluation dataset studies the user satisfaction and 

net benefits indicators will be suitable for the study. 

Further work using the net benefits dimension obtained through an online course, 

proposes to measure them through three learning domains (Dadd & Hinton, 

2021), being: 

• Cognitive: Related to the degree of retained knowledge from the 

training exercise. 

• Affective: Evaluating quantitatively the changes in attitudes and 

interests of the learner. 

• Psychomotor: Quantifying the improvement in the learner’s skills in a 

range from novice to mastery. 

(Keržič et al., 2021) additionally, provide a deeper insight into the topics 

discussed so far. Starting as well from the proposed dimensions by (DeLone & 

McLean, 2016), explore sub-indicators to construct the following model: 
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Figure 1 - Model defined by Keržič et al. Source: (Keržič et al., 2021)  

Their assumptions are as follows: 

• H1: Student computer skills are related to their home infrastructure. 

• H2: E-learning quality has a direct positive impact on perceived student 

satisfaction. 

• H3: Perceived student satisfaction has a direct positive impact on 

Perceived Student Performance. 

• H4: E-learning quality has an indirect positive impact on Perceived Student 

Performance (through H2 and H3). 

After gathering data from student surveys, it is found that the model explains 55% 

of the Perceived Student Performance. System and Service Quality have a strong 

impact on E-learning Quality, which in its turn influences greatly Student 

Satisfaction, thus proving H2. This last indicator influences greatly Student 

Performance, proving H3. On the other hand, H1 is not proven to be so strongly 

certain, thus not ensuring good computer skills in well-equipped home 

infrastructures. 

Similar domains are proposed by (Aguinis & Kraiger, 2009) and (Salas et al., 

2003) , but adapted to the military environment. The defined Learning, 

Behavioural and Cognitive outcomes evaluate affective changes in the 

participant’s behaviour and the amount of knowledge they acquire through the 
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training programmes, similar to the domains defined in the papers discussed so 

far. However, the reaction and organisational domains are recommended to be 

added to the analysis. The first is related to the feedback provided by players, 

integrating it helps ensure an impact on a later improvement process of the 

training exercise. The second, which is relevant for this project, provides an 

example of how some organisational indicators are used to evaluate the 

efficiency of the training exercise. It is key that team performance indicators are 

included in the analysis since, ideally, training exercises are supposed to 

enhance team performance (Alvarez et al., 2016). 

Overall, these will be the most useful for this study, since they can be used to 

measure the training effectiveness and knowledge retention, adapted to an 

environment similar to one of the training exercises we will be studying. However, 

the measurement of behavioural and organisational domains will be a difficult one 

to execute, since the outcomes in them depend on the exercise that is being 

performed. None of the authors cited above provides a clear example of how they 

have been measured and it will depend on us to try to measure them according 

to their definition as well as we can with the information provided in the training 

datasets.  

2.2 Data Quality Assessment 

 An assessment of the quality of the data will need to be taken to have an idea of 

the possible limitations the model could have given the quality of the provided 

data. There are a lot of studies evaluating data quality and its characteristics. 

However, for this project, there is no necessity for any special indicator. The 

information at hand from the datasets can be evaluated using the common 

indicators proposed by (Gupta, 2022).  

(Pipino et al., 2002) have provided a theoretical approach to data quality, 

providing definitions for some indicators of interest: 

• Believability: Defined as the extent to which data is true and reliable. 

• Completeness: Defined as the extent to which data does not have 

missing values. 
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• Objectivity: The extent to which data is unbiased. 

• Timeliness: The extent to which data is updated sufficiently 

(Antonopoulos, 2022). 

These are furtherly developed by (Woodall et al., 2015), applying this knowledge 

to asset management, adding to the previous indicators the following ones. 

• Accuracy: Defined as the extent to which the captured value corresponds 

to the actual one (Kim, 2020) (Kaushik, 2020). 

• Consistency: The extent to which the data is recorded in the same format 

(Ghosh, 2020). 

(Chan et al., 2021) extend this to asset maintenance, including evaluation and 

conditioning for automatic data cleansing and machine learning methods. To 

evaluate this properly and detect repeated values on the records, the 

“uniqueness” dimension is incorporated into the analysis, defined as the 

percentage of records that are duplicated and, therefore, need to be treated 

(Mihăiloaie, 2015). 

Overall, the data from the datasets will need to be evaluated similarly, to bear in 

mind the limitations it may present when going into the model development. Also, 

an assessment like this can be an attractive opportunity for Babcock International 

to know where the flaws in their data recording processes are and which aspects 

need to be improved to be able to provide the best possible input to the prediction 

model. 

2.3 Heart rate and Stress Index Analysis 

Various domains have studied stress index and heart rate relationships. Most of 

the studies are in the medical field and are not applied to training defence 

exercises. However, they can provide an interesting approach on how to relate 

HR and SI, as well as perspectives on how to build and train models that predict 

one given the other. 

Research by (Coutts et al., 2020), (Fujiwara et al., 2021), and (Faouzi, 2022), 

collect HR information using wristband sensors that participants wear 24 hours 
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during their study periods. The data obtained are transformed into heart rate 

variability features (HRV), which are mainly based on the RR intervals and the 

high and low-frequency density. They are defined below: 

• RR interval: Interval between R peaks for heartbeats. Once the noise in 

the signal is filtered out, they are referred to as NN intervals. A simple 

visual example can be seen below. 

 

Figure 2 – Diagram of HR RR peaks and IBI. Source: https://www.ni.com (royalty 

free). 

• AVRR, SDRR: Average and standard deviation of RR intervals 

• pRR50: Percentage of successive intervals that differ more than 50 ms 

• Low/High Frequency: Mean power of spectral density for HR 

measurements 

These indicators are fed into their time series neural network models to predict 

the level of stress of participants. The assessment of the resulting models was 

performed by comparing the stress prediction to stress evaluation questionnaires 

obtained directly from participants' feedback.  

Here (Liu & Ulrich, 2013) provide further details on which are the HRV features 

used in the two studies mentioned above. It includes features in the time domain 

as well as the frequency domain. For the first domain, the features are mostly 

based on studying the mean and standard deviation values for inter-beat intervals 

(IBI) and the percentage of them which are considered to be normal (quantity of 

reliable intervals once the noise is filtered out of the signal). Regarding the 

variability features of the frequency domain, the focus is on the power of the IBI 

for different frequency windows.  
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Their study is focused on predicting the level of stress from participants of the 

study only having their electrocardiogram (EGC) information. For validation, they 

use the galvanic skin response (GSR) as an indicator which traditionally has been 

used to measure stress. The level of accuracy they reach is quite high, which is 

interesting given that the indicators we’ll have to study are quite similar. However, 

a detailed process on how to extract. For our study, the information could be 

complemented with variables similar to the ones defined by (Sun et al., 2008), 

and other biometrical and chemical indicators that evaluate quantitatively the 

permeability of the skin. 

Here (Shaffer & Ginsberg, 2017) describe in detail the main HRV variables 

manipulated in this paper as well as the ones mentioned above. These features 

are fed into an autoregressive model which results in different prediction 

accuracies when adjusting certain parameters. The authors tested multiple 

widths of prediction windows to forecast the evolution of stress and they noticed 

that modifying this parameter influences the final accuracy of the model. This fact 

will have to be considered when building the model to relate HR and SI for this 

project since it will play an important role when trying to improve the model 

accuracy. The model with a higher accuracy score results in a prediction of 98% 

of accuracy in cases of extremely low or high stress and 85% for mild cases.  

Overall, the discussed work has been useful to see how a medical approach is 

taken when trying to relate HR and SI. Since the research mainly focuses on the 

medical field, this project’s goal will be to adapt it to the defence field, although 

similar methods will be used to transform the beats-per-minute (BPM) into HRV 

features. This will later be combined with the information extracted from the global 

positioning system (GPS) data that has also been provided to predict the 

evolution of stress. 

2.4 Time series analysis 

The articles above mention modelling as the methodology to study and predict 

the indicators they analyse. However, it is necessary to expand the literature time 

series analysis as the characteristic of the problem addressed is a regression 

problem. Their characteristics are explained below, and some cases of their 
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application will be discussed to see if they are fit to be candidates to be a model 

solution for this project (Han et al., 2011). 

2.4.1 Artificial Neural Networks 

Artificial neural networks attempt to simulate the functioning of the human brain 

in a non-linear approach. They are based on a series of simple processing units 

(neurons) connected through weight functions, as seen in Figure 3. 

 

Figure 3 - Neuron diagram (Bechini G, 2007) 

The input variables of the neuron are multiplied by the weights and added 

together. This is then multiplied by an activation function which can have multiple 

shapes like threshold, linear, etc. Depending on the result of this product, the 

neuron will activate or not, sending the output signal to the next neuron in the 

network. (Bechini G, 2007) 

One of the most common methods to train these networks is to provide them with 

a training dataset, which has pre-defined inputs and outputs for the model. The 

weights are then adjusted and optimised, so the actual outputs of the network are 

as similar to the pre-defined outputs as possible (Ismail Fawaz et al., 2019).  
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Figure 4 - Auto-associative neural network 

A common type of ANN is auto-associative neural networks (AANN), also known 

as autoencoders (Sun et al., 2003) (Patel & Patel, 2016). They are a type of ANN 

composed of a mapping layer, a bottleneck layer, and a de-mapping layer. This 

particular architecture has the advantage that in case of a change in the input 

signal (noise or bias), the network can still replicate the original signal, filtering 

out the noise.  

However, the major drawback of ANN is that, besides being difficult and slow to 

train, they are quite unexplored still. It is not known which type of architecture 

suits best each problem, and therefore the time needed to optimise the solution 

can be quite extensive. 

In addition,  (Agatonovic-Kustrin & Beresford, 2000) provides an overview of one 

of the most remarkable uses ANN has had in the medical field is the analysis of 

images to diagnose cancer diseases. Many related articles study models to 

predict patient conditions based on image processing via an ANN model (Li et 

al., 2017) (Islam, 2019). While it is useful to see an application in a practical field 

of an ANN model, the fact that this case specifically analyses images is not too 

useful for this project. 
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ANNs are also commonly used to work with time series models, such as the one 

it is aimed to develop for this project. (Mohamed, 2019) discusses how 

categorical and numerical data is used to predict solar radiation in a set of cities. 

This approach is similar to the one for this project, firstly organising the available 

data into a single input dataset. Some statistical indicators are also studied for 

the prediction output, which will be useful in the evaluation process of this project. 

2.4.2 Decision trees 

Decision trees are a simple and understandable approach to modelling. Their 

algorithm consists of  a set of decision rules defined by the values of the variables 

from the training dataset, which split the data into groups (What Is a Decision 

Tree?, 2022) (Dhar et al., 2021). 

The design process for a decision tree is as follows. The base node (or root node) 

contains the whole of the data, and it is split into two or more branches according 

to the different values of a single one of the variables. The data points are 

distributed according to this rule and stored in decision nodes. Each of the 

decision nodes is going to be split into more branches depending on other rules 

defined by the value of the other variables. The splitting process is going to 

continue until reaching a leaf node, in which the predicted result has a predefined 

probability of coinciding with the output training data. (Chauhan, 2022) 

The disadvantage of this type of model is the risk of overfitting the model, creating 

more branches than needed. This is particularly delicate in the case of large 

datasets, such as the case of this project. Pruning processes are applied to 

reduce this risk, according to which a node that, given a certain probability 

threshold of reaching a successful outcome, shows a result lower than the 

threshold is not furtherly explored. 

A common process to also reduce the overfitting problem is using a particular 

case of decision trees algorithm known as random forest. It consists in producing 

a set of decision tree models and given an input, selecting the most common 

response as the prediction output. This makes the prediction to be more accurate 
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but less understandable when interpreting the path followed to reach a certain 

output. 

(Podgorelec et al., 2002) provide a general overview of decision trees used in 

medical applications, providing a clear explanation of their functioning. However, 

a very interesting case study is presented by (Šprogar et al., 2001) in which they 

develop a model for a real case study using vector decision trees that can predict 

with a 75% accuracy the patient’s diabetes diagnosis. This real case study will be 

useful since it uses datasets with continuous and categorical data like the ones 

that have been provided for this project. 

2.4.3 Regression 

Linear regression is one of the simplest algorithms to use in machine learning. It 

is used to find the best linear equation that fits a given data set. Although it is 

simple and quick to compute, it has a major drawback that its name implies: the 

resulting model is linear, which can struggle to predict the desired outcome if the 

input data is not linear. 

A good solution for this problem is a Gaussian Process Regression. This method 

takes a non-parametric approach to this problem, allowing the prediction model 

to have as many parameters as needed (Vassallo, 2019) (Wang, 2022). 

Let’s consider two groups of data points: one group is to train the model and the 

other is to test it. The Gaussian Process considers a group of functions to which 

the training data points belong and approximates the probability of the response 

values of the test data points belonging to each one of them. With these 

probabilities, a mean and a deviation function are calculated, therefore having a 

zone of probability to which the predicted response can belong (Bailey, 2019). 

This type of model has proven to be successful in previous studies, like by 

(Shashikant et al., 2021), in which they predict with high accuracy the risk of 

having diabetes with HRV data from patients 
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Figure 5 - Gaussian process prediction functions 

 

Figure 6 - Gaussian process output 

 

2.5 Research Gap 

In this literature review, it has been observed how modelling is approached in 

learning and team evaluation, giving an idea of which indicators are commonly 

considered in terms of knowledge retention. At the same time, it has been 

reviewed how machine learning techniques have been used in a medical 

environment, and how modelling is approached in terms of predicting a diagnosis 

given a dataset of patient information. 

This project will try to combine both perspectives into a single prediction model 

that can predict the training participants' stress index considering both medical 
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and team environment factors, something that has not been explored before. 

Also, to do so in a defence training context will be something innovative since 

most of the case studies analysed happen in a medical environment. 
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3 METHODOLOGY 

As observed in the previous sections, after establishing the objectives and aim of 

the project, a literature review has been conducted to study how the development 

of a prediction model was approached from a team perspective, as well as what 

indicators are usually used when managing biometric indicators. After the 

literature review, the practical study will be conducted with the data provided from 

training participants. The complete project flowchart can be seen in Figure 7. 

 

Figure 7 - Project flowchart 

Three datasets have been provided which contain information about the 

exercises performed by the training participants. Two of the datasets have 

information on biometric indicators for participants, evaluating the heart rate and 

the stress index, while the third one provides the GPS coordinates for each 

player. An additional dataset has been provided with the personal information for 

participants, such as age, height, weight, and background expertise. 

Before proceeding to feed the information to the model, the data needed to be 

evaluated in terms of quality and organised in a single dataset. A data quality 

assessment has been taken, to evaluate the provided datasets according to 

several quality indicators. The three datasets have been analysed separately in 

terms of completeness, accuracy, and uniqueness. Also, since the base for the 

general analysis has been the common timestamps in the HR and SI data as it is 
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explained in Section 4, the HR and SI datasets have been compared with the 

GPS dataset in terms of timeliness. 

Once the data has been assessed in terms of quality, a preliminary analysis using 

MS Excel has been conducted. This analysis has combined the features of the 

multiple datasets into files that compare HR to SI, HR to GPS, and SI to GPS. Its 

goal has been to notice any trends that the correlations between these indicators 

may show and, therefore, have a general idea of how the model could predict the 

objective variable (SI). 

In the model building stage, a single input dataset has been developed containing 

the data by second, to properly predict the SI given the other indicators. It has 

been based on the timestamps that contain both HR and SI registries, and the 

speed and distance values have been added when registries coincided between 

datasets. The calculation of the speed and distance indicators will be a bit more 

elaborate, as it is explained in Section 295.3. Individual parameters such as 

player’s age, height, and others are also included in the complete input dataset. 

The complete list can be also found in Section 295.3. 

To approach the model development stage, the software Orange was first used 

to try to build both NN and Random Forest prediction models. However, this 

software lacked computing power and the results had a very low percentage of 

precision. Weka was then used as modelling software, given its higher potential 

when computing especially NN prediction models. 

First, the Neural Network models were developed, taking an empirical approach, 

building and testing multiple models starting from networks with only one layer of 

hidden neurons. Multiple numbers of neurons were tried for the layer and the one 

that showed the best prediction score was kept as optimal. Then, another layer 

was added to the model, and it was proceeded to test the numbers of neurons. 

The process was continued until a four-layer model was tested and the results 

showed the last layer did not improve the predicted results. 
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After testing NN models, regression models have been tested. Like in the 

previous case, an empirical approach has been taken and multiple values for the 

batch size and ridge margin have been tested.  

Finally, Random Forest models have been used as another candidate to create 

a prediction model. In this case, Python has been used as modelling tool since 

Weka did not offer the possibility. Several tests have been run, starting with an 

empirical approach until reaching a point where the prediction score did not 

improve considerably. 
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4 DATA QUALITY ASSESSMENT 

Before proceeding to organize the provided data into a file apt to be fed into a 

prediction model, an assessment of the quality of the datasets must be taken to 

know how good the data is. This is to have an idea of what the difficulties are 

going to be when trying to build a model and what gaps of knowledge may exist 

in the data that has to be used to predict the objective variable. 

The data from the original datasets have been assessed in terms of quality, 

measuring the following indicators: 

• Completeness: Defined as the percentage of registered data points for 

HR, SI, and GPS data compared to the total number of expected data 

points for said indicators. The expected number of data points is calculated 

with the average recording frequency for each indicator in the time window 

between the earliest and the latest data points recorded. 

 

Equation 1 - Number of expected datapoints 

 

Equation 2 - Completeness definition 

• Timeliness: Defined as the percentage that the recording windows for the 

SI and the HR represent compared to the total GPS recording windows. 

Due to this comparison, the GPS dataset is not evaluated in terms of this 

indicator. 

 

Equation 3 - Timeliness definition 

𝑛º 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑑𝑎𝑡𝑎𝑝𝑜𝑖𝑛𝑡𝑠 =  
𝑙𝑎𝑡𝑒𝑠𝑡 𝑟𝑒𝑔𝑖𝑠𝑡𝑟𝑦 − 𝑒𝑎𝑟𝑙𝑖𝑒𝑠𝑡 𝑟𝑒𝑔𝑖𝑠𝑡𝑟𝑦

𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑟𝑒𝑐𝑜𝑟𝑑𝑖𝑛𝑔 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦
 (1) 

% 𝐶𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑛𝑒𝑠𝑠 =
𝑛º 𝑜𝑓 𝑟𝑒𝑔𝑖𝑠𝑡𝑒𝑟𝑒𝑑 𝑑𝑎𝑡𝑎𝑝𝑜𝑖𝑛𝑡𝑠

𝑛º 𝑜𝑓 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑑𝑎𝑡𝑎𝑝𝑜𝑖𝑛𝑡𝑠
 (2) 

% 𝑇𝑖𝑚𝑒𝑙𝑖𝑛𝑒𝑠𝑠 =  
𝑙𝑎𝑡𝑒𝑠𝑡 𝐻𝑅 𝑟𝑒𝑔𝑖𝑠𝑡𝑟𝑦 − 𝑒𝑎𝑟𝑙𝑖𝑒𝑠𝑡 𝐻𝑅 𝑟𝑒𝑔𝑖𝑠𝑡𝑟𝑦

𝑙𝑎𝑡𝑒𝑠𝑡 𝐺𝑃𝑆 𝑟𝑒𝑔𝑖𝑠𝑡𝑟𝑦 − 𝑒𝑎𝑟𝑙𝑖𝑒𝑠𝑡 𝐺𝑃𝑆 𝑟𝑒𝑔𝑖𝑠𝑡𝑟𝑦
  𝑠𝑎𝑚𝑒 𝑓𝑜𝑟 𝑆𝐼  (3) 
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• Uniqueness: Defined as the percentage of unique registries compared to 

the total number of registered data points. 

 

Equation 4 - Uniqueness definition 

• Accuracy: Defined as the percentage of data points within the acceptable 

margins of acceptance compared to the total number of registries. 

 

Equation 5 - Accuracy definition 

In Figure 8 can be observed the charts comparing the four indicators for the HR 

and the SI datasets. 

 

Figure 8 - Data Quality indicators for the HR and SI datasets. 

As the indicators are defined, correlations exist between them that can explain 

their values. In terms of timeliness, the resulting value is shockingly low, by 

average or by player indifferently. While the GPS records are taken during the 

complete five-day data period (although not at a constant frequency), only two 

specific time windows record the SI and HR, highlighted in a red square below 

(Figure 9) 

% 𝑈𝑛𝑖𝑞𝑢𝑒𝑛𝑒𝑠𝑠 =  
𝑛º 𝑜𝑓 𝑢𝑛𝑖𝑞𝑢𝑒 𝑟𝑒𝑔𝑖𝑠𝑡𝑟𝑖𝑒𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛º 𝑜𝑓 𝑟𝑒𝑔𝑖𝑠𝑡𝑟𝑖𝑒𝑠
 (4) 

% 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑛º 𝑜𝑓 𝑎𝑐𝑐𝑒𝑝𝑡𝑎𝑏𝑙𝑒 𝑟𝑒𝑔𝑖𝑠𝑡𝑟𝑖𝑒𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛º 𝑜𝑓 𝑟𝑒𝑔𝑖𝑠𝑡𝑟𝑖𝑒𝑠
 (5) 
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Figure 9 - GPS timestamp recordings along the 5-day training period. The areas 

inside the rectangular shapes are the time windows for which the HR and SI are 

recorded. 

This is an important issue to solve since there are other periods (green squares) 

in which the recordings are defined in specific time windows for different players, 

making us believe they could be other training exercises with no biometric data 

recorded that make the timeliness indicator lower.  

 

Figure 10 - Completeness indicator for the HR dataset. 

The percentage of completeness has been observed to be low for most players 

(Figure 10). Being calculated with the average recording frequency, this means 

that most registries have a high recording frequency at a specific recording 

window but then some scattered datapoints exist in the complete recording 
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window. This makes the expected number of datapoints higher, and it is why the 

percentage of completeness decreases. Therefore, the takeaway from this 

indicator is either that these gaps between registries need to be filled or that the 

sporadic registries need to be deleted for the analysis since the data needs to be 

continuous to approach the study from a time series perspective. 

In terms of uniqueness, although the indicator is quite high in most players and 

datasets, there have been some specific cases in which a low indicator has been 

observed. Such is the case for player B0004 in the GPS dataset, which can be 

related to an unexpected case of high completeness. 

 

Table 1 - Completeness and Uniqueness indicators for GPS dataset. 

As can be observed in Table 1 the low percentage of uniqueness (red) is 

corresponding to a high percentage of the completeness indicator (green). The 

received number of datapoints is much larger than expected, thus indicating that 

this excess of datapoints are repeated records. This is an important issue since 

like it has just been justified, the completeness value is quite low. In cases like 

B0004, it could be easily misleading the result since the real completeness value 

is probably low like in the other players, but it is the repeated registries that are 

incorrectly raising its value. 

In terms of accuracy, most registries are within expected range of values. 

Overall, it has been observed that the provided datasets have difficulties in terms 

of having a common recording frequency, which generates gaps between the 

Primary_Id Expectedpoint receivedData percentageMissing Completeness repeated Uniqueness

A0001 7728 2959 61.71 38.29 219 92.60

A0002 7539 2524 66.52 33.48 180 92.87

A0003 6062 1457 75.97 24.03 88 93.96

A0004 3294 2054 37.64 62.36 175 91.48

A0005 3251 1619 50.20 49.80 133 91.79

A0006 3205 1283 59.97 40.03 53 95.87

B0001 3312 1242 62.50 37.50 72 94.20

B0002 3306 1632 50.64 49.36 140 91.42

B0003 3311 1865 43.67 56.33 158 91.53

B0004 9512 12373 -30.08 130.08 2915 76.44

B0005 2469 1223 50.47 49.53 81 93.38

B0006 9512 2548 73.21 26.79 82 96.78
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timestamps for the different indicators. This may be a problem when building and 

training a model, since some architectures struggle to predict accurately an 

objective value when the datasets are not complete. 

It is advised that the recording process should be improved so these frequencies 

are unified, making the registries complete and, therefore, having a prospect of 

reaching a better accuracy for the prediction model. Also, it has been detected 

those repeated values have been registered multiple times, which should also be 

avoided since it can confuse the model. It is true though, that this only happens 

on certain and very specific occasions. 

So, in summary, we could say that in terms of accuracy and uniqueness, the data 

recording process is quite good, but in terms of completeness and timeliness, it 

has to improve and try to have a common recording frequency to have complete 

records of the player’s data. 
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5 ANALYSIS 

5.1 Data pre-processing 

The first step of the analysis has been to manipulate the original datasets to be 

able to combine them in pairs for the preliminary analysis. The first step has been 

to delete the duplicated rows, followed by calculating the average of each 

numerical indicator by minute and by player. This, as it will be explained later, is 

to ease the analysis process for this preliminary stage. 

Then, the data by pairs of indicators has been compared to see the shared 

timeframe of recordings, and a single sheet where both indicators can be seen 

has been created to later create visual charts that can be used to compare. 

5.2 Preliminary analysis 

Following the pre-processing stage and before joining the datasets into a single 

file to input into a prediction model, the relationships between different indicators 

have been studied. With the data combined by pairs of indicators explained in the 

previous section, charts have been created to visualize and find out about the 

indicator correlations. A priori, such correlations were the following: 

• Stress Index raise leads to Heart Rate raise: When the player is put 

under stress, it is expected that the heart rate will rise. This correlation is 

unidirectional. 

• Player Speed raise leads to Heart Rate raise: When the player is put 

under physical effort, it is expected that the heart rate will rise. The 

correlation is unidirectional. 

• Distance Player-Own team raise leads to Stress Index raise: When the 

player is far from his own team, it is expected that the stress index will rise. 

This correlation is unidirectional. 

• Distance Player-Opposite team decrease leads to Stress Index raise: 

When the player is close to the opposite team it is expected that the stress 

index will rise. This correlation is unidirectional. 
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• Duration of exercise leads to Stress Index raise: When duration 

increases, it is expected that players will become fatigated and, therefore, 

easy to stress. This correlation is unidirectional. 

 

Figure 11 - Correlation between variables. 

These correlations have been first explored using Excel sheets. Charts have 

been drawn to visually detect if these hypotheses show signs of being true, and 

in such cases, the intention is to prove them statistically. 

The main issue to be solved for the Excel analysis has been the fact of the 

timestamps for the three main datasets do not coincide between them, as has 

been mentioned in Section 4, Figure 9. The recording frequency for the GPS 

coordinates is much lower than the one for the stress index and the heart rate 

(Figure 12). This adds to the problem that the recording windows for the GPS are 

much larger than the ones for the other two indicators. Therefore, only two 

specific time windows of GPS data can be analysed and compared to biometric 

data. 

 

Figure 12 - number of records and recording frequency for each indicator. 

 

 

nº of records
mean recording 

frequency

Stress Index 48154 1 seconds

Heart Rate 25275 2 seconds

GPS 32779 26 seconds
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Since this Excel analysis is a preliminary stage, it has been carried out by 

calculating the mean for each indicator by minute, to ease the process and solve 

the frequency difference between indicators.  

5.3 Model development 

For the model input data, a separate excel file has been created to analyse each 

correlation, since the model needed to be trained with the exact observations by 

second, and not the mean values by minute. Based on the timestamps that had 

both HR and SI values recorded, the GPS coordinates have been added with the 

information that can be extracted from them when existing (speed and distances). 

Given that the speed is calculated from the GPS coordinates, the problem when 

it comes to relating it to the HR is the difference in recording frequencies. To solve 

this, each speed datapoint has been considered to be constant for thirty seconds. 

Therefore, a speed registry taken at, for example, the second half of the 9:45 am 

minute will be associated with all the HR values registered in the same 30-second 

period. 

The same approach has been taken when relating the SI with the distance 

indicators. However, since the distance is considered to be less variable than the 

speed, the constant period for each distance registry (to own or opposite team) 

has been estimated in one minute long. 

The complete dataset has been standardized to minimise the alteration that 

different data magnitudes could have in the training of the model. Also, it has 

been detected that the HR recordings in beats per minute units are redundant 

with the proposed frequency variables explained in 2.3, given that the RR peak 

intervals are related to bpm units as follows: 

 

Equation 6 - HR and RR interval correlation 

𝐻𝑅  𝑏𝑝𝑚 =
60000

𝑅𝑅 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙  𝑚𝑠𝑒𝑐 
 (6) 
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This linear correlation can alter the model training process when the weights are 

assigned to each variable to predict the output. Therefore, the frequency domain 

variables have been removed from the complete dataset. The complete list of 

parameters included in the dataset is: 

• Player primary ID: number identifying the player. 

• Heart Rate: HR value. 

• Intensity: Categorical value depending on the value for the HR and the 

effort it supposes for each player. 

• Team: team to which the player belongs. 

• Age: Player’s age. 

• Weight: Player’s weight. 

• Height: Player’s height. 

• Speed: Player’s speed (if recorded). 

• Own distance: Player’s distance to its own team (if recorded). 

• Opposite distance: Player’s distance to the opposite team (if recorded). 

• Duration: Duration of the exercise at the moment of the timestamp. 

Overall, every registry (or line) of the dataset is going to present a full association 

for these variables, except for the GPS-related indicators (speed, own distance, 

opposite distance) that have not been registered continuously in time as has been 

explained above. 
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6 RESULTS AND DISCUSSION 

6.1 Preliminary analysis 

The results of the preliminary analysis have been useful to notice that some 

trends exist when relating the multiple indicators that are going to be analysed to 

try to build a model.  

In the case of relating SI and HR, seems that the correlation is quite clear, 

showing a rise in HR when a SI peak appears (Figure 13).  However it is true that 

not all SI peaks translate into an HR raise, and therefore there could be another 

factor that affects the last indicator.  

 

Figure 13 – HR vs SI correlation for player A0003. 

This could be the case for the player speed, as can be seen for player A0003 

(Figure 14). Some mild speed peaks do not show an increase in the heart rate 

rhythm towards the beginning of the exercise (circled in red), while a strong speed 

peak later in the exercise comes with a visible peak in the HR value. 
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Figure 14 - HR vs Speed correlation for player A0003. 

Similar is the situation when trying to relate the SI to the two distances defined in 

Section 5.2 (player-opposite team and player-own team), which show 

coincidence at some specific points, but discrepancies at others (Figure 15). 

 

Figure 15 - SI vs Own Distance and Opposite Distance correlations. 

Overall, in some cases, a correlation between variables exists, although not 

always the variation of one indicator influences the others in the same way. After 

this, the model building stage is approached with a better idea of how the output 

variable (SI) might be affected when changing the conditions for the other 

parameters. 
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6.2 Prediction models 

Three types of prediction models have been tested to predict the Stress Index 

given a set of parameters. As it has been explained in section 5.3, the complete 

list included biometric and GPS indicators as well as individual parameters for 

each player to predict the SI. 

6.2.1 Neural Network model 

As has been reviewed in the Literature Review (Section 2.4.1), there is no specific 

approach when deciding on an architecture to start with a NN analysis. By 

empirical approach, in this project, we started with a single layer of hidden 

neurons. Multiple amounts of neurons were investigated and the most accurate 

result was selected to add another layer.  

After trying models with three layers of hidden neurons, it has been found that 

adding a fourth layer makes the model suffer from overfitting, worsening the 

predicted results.  

 

Table 2 - Results for the NN models. 

To measure the accuracy of each model, the predicted results are plotted against 

the expected values. Ideally, the prediction should equal the expected values 

and, therefore, the trendline for the plot should be a line with equation 

𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝑣𝑎𝑙𝑢𝑒 = 𝑡𝑒𝑠𝑡 𝑣𝑎𝑙𝑢𝑒  𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 𝑡𝑜 𝑦 = 𝑥 . With this plot and the 

trendline, the R2 value is observed, to measure how well the plot points fit the 

Model
Mean Absolute 

Error

Root Mean 

Squared Error
R2

Multilayer 50 1.0644 3.166 0.1986

Multilayer 40 0.5777 2.8 0.0745

Multilayer 30 1.1651 2.5612 0.3039

Multilayer 30-15 0.33 1.0271 0.6033

Multilayer 30-25 0.3416 1.0395 0.5558

Multilayer 30-15-25 0.2392 0.8295 0.5591

Multilayer 30-15-30 0.3004 0.9071 0.6241

Multilayer 30-15-35 0.3181 0.864 0.6243

Multilayer 30-15-45 0.2642 0.7788 0.575

Multilayer 30-15-45-20 1.0968 1.7726 0.5474

Multilayer 30-15-45-10 1.1332 2.1074 0.5481
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trendline, as well as to measure the slope of the resulting equation since 𝑅2  𝑚  

where m is defined according to  𝑦 = 𝑚𝑥 + 𝑛. The best model has been the 

Multilayer Perceptron with three layers (30,15,35 neurons) with an R2 value of 

0.6243 (Figure 16). 

 

Figure 16 - Results for the Multilayer Perceptron model (30, 15, 35) 

The predicted results do not show an excessive deviation from the expected 

values, and although the m value is quite high (0.91), the R2 value is only 0.6243. 

The model does not show an overfitting problem as the duration of the exercise 

increases, which had been observed in other tests, although it is true that towards 

the end of the exercise the predictions become less accurate. Also, this model 

predicts better the SI around points of sudden variation of the expected values, 

although some excessively negative values (not valid) are observed for the 

prediction around those areas. 

This type of model (NN) has been slow to simulate, so this value is considered 

the best this architecture can provide, also considering the overfitting problem 

observed with four hidden layers. 

6.2.2 Regression model 

The regression models have been tested with different values of ridge and testing 

batch size. Three combinations of these parameters have been tested and the 
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results have been the same for all of them, thus indicating that the result reached 

was the best that this type of model could reach. 

The resulting prediction model has an m value of 0.8301 and an R2 of 0.6084 

(Figure 17), thus making this prediction less precise than the one from the NN 

model. However, the results of these two types of models for the accuracy 

indicators are not very distant, and while it is true that the NN model predicts the 

SI more accurately, the Regression has been much quicker to simulate. 

 

Figure 17 - Results for the tested regression models. 

6.2.3 Random forest model 

The last type of model to analyse has been the random forest model. The main 

difference with the other two has been the software used to build the model. While 

the NN and regression were developed using Weka, for the random forest Python 

has been used. 

The same indicators have been used to measure the model’s accuracy. The 

value for m is 0.938 and R2 is 0.9132 (Figure 18). These results are much higher 

than the ones obtained, which makes the model a better fit to predict the SI. It is 

also observed that the model does not increase the difference between the 

expected results and the prediction as the duration increases.Figure 19 how the 

first 20 records are practically identical for the prediction and expected values  
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Figure 18 - Results for random forest model. 

 

Figure 19 – Evolution for the stress index expected and prediction results. 

The random forest model offers the possibility to visualise the importance of each 

variable, assigning the weight they have when predicting the output variable. 

They are: 
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Table 3 - Relative weight for each variable for the prediction in the random forest 

model. 

6.3 Discussion 

Once observed the results, it is necessary to discuss the takeaway from each 

section.  

The preliminary analysis has been useful to detect some tendencies about the 

correlations that some indicators have between themselves. The correlations 

defined in Section 5.2 have been observed in some cases, confirming the 

biometric indicators can be affected like expected when certain exercise 

parameters vary. However, the tendencies were not clear enough to prove strong 

correlations since, in many cases, the indicators did not react in the way defined 

by the proposed correlations (Figure 14). 

Therefore, it is deduced that many are the parameters that can affect the level of 

an indicator, specifically the SI which is the objective to predict and that its 

evolution is not only related to a single environment parameter. The three models 

that have been developed and built had the objective of predicting the SI based 

on learning how all the indicators can affect its evolution.  

The regression model has been the one with the weakest results, given that it is 

the simplest model to build. Its methodology is to simply approximate a regression 

line that fits as well as it can the training dataset, which in this case has resulted 

variable % importance

heartRate 0.4612

duration 0.1663

opp distance 0.1391

intensity 0.0732

own distance 0.0583

speed 0.0502

Height 0.0315

Weight 0.0119

Primary_Id 0.0049

Age 0.0024

Team 0.0012
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in an R2 of 0.6083. This result is probably affected by the fact that some of the 

variables fed into the model are not numerical but categorical, which this type of 

model struggles to manage. 

Similar is the case of the multilayer perceptron (NN) model, for which the result 

has been an R2 of 0.6243. Although this model architecture has much more 

potential than the regression model, it struggles to learn from datasets that 

present missing values in their records. As has been discussed in Section 4 and 

Section 5.3, the input data contains gaps in the fields corresponding to the GPS-

related indicators (speed, own distance, opposite distance), which makes this 

type of model struggle when predicting the output variable. Also, as happened 

with the regression model, the categorical values are difficult for this model to 

analyse, so they probably worsen the prediction results. 

On the other hand, the random forest model works by splitting the data according 

to threshold values, thus making it easier to manage categorical values like, in 

the case of our dataset, the Player Id or the Intensity. Also, this model works 

better with empty registries, so the results do not get too affected by it and the 

final R2 value has been 0.9132. 

Getting the importance (Table 3) Error! Reference source not found.for each 

variable has been a remarkable takeaway from the random forest model since it 

confirms that HR is the variable that mostly affects (46%) the level of the SI. It 

has been observed that the duration of the exercise also plays an important role 

in the prediction (16%), similarly to the distance from the player to the opposite 

team (13%). On the other hand, other variables like the ID for the player 

(Primary_Id), its team, and age are variables not quite relevant for the study, with 

an importance below 1%. 

Remarkably, the distance to the opposite team indicator is on the top 3 of 

indicator importance. It is an indicator that directly comes from the GPS 

coordinates and, given the recording frequency difference between the SI and 

the GPS datapoints, it shows a lot of gaps in its registries. Nevertheless, it makes 

its way into the top 3, thus indicating that probably, if it had more complete 

registries, its importance would increase. 
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Overall, after conducting a literature review on how stress and heart rate are 

monitored and how team performance is evaluated, the unified dataset has 

allowed us to feed into the model the key variables that influence the evolution of 

the Stress Index. The data quality assessment of the raw datasets made us 

realize that the data had a lot of gaps due to the low values of timeliness and 

completeness of the GPS, SI, and HR indicators. The complexity in terms of 

empty registries made us adapt the input dataset, so the model could be trained 

with a file as complete as possible, which has been key for the performance of 

the models. 
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7 CONCLUSION AND FUTURE WORK 

This project had the aim of building a model that could predict the evolution of the 

SI while also assessing the quality of the data provided in its measurements. 

Starting with a literature review, it has been detected that most stress monitoring 

studies were focused on a medical approach, while none of them was based on 

team performance evaluation. Having reviewed the most common approaches 

for these two domains, a single dataset to contain all the information from the raw 

files has been created. 

The main challenge has been to develop a single file as complete as possible 

since the provided raw datasets had a lot of missing registries. The recording 

frequency for each indicator was different, leading to low percentages of 

timeliness and completeness. The accuracy and uniqueness showed no major 

issues, with most records being unique and within acceptable limits. 

With the preliminary analysis, some correlations between indicators have been 

observed. However, they were not strong enough to be proved statistically. 

Therefore, it has been left to the modelling stage to observe how well the models 

could predict the SI given the other variables. 

The NN and Regression models had a low precision score for their predictions, 

mainly because the data had categorical values. However, the random forest 

managed much better this type of variable and reached a higher percentage of 

precision, determining the HR, the duration of the exercise, and the distance from 

the player to the opposite team as the main variables to influence the SI. 

With these results, it remains for future studies to keep exploring the random 

forest models to predict the SI since many of their parameters can be modified to 

see if the precision increases. Also, this project has only focused on three types 

of models, while trying other types could help to improve the prediction. It also 

remains for future projects to try to relate the studied datasets with biometric and 

GPS information to the feedback and external evaluation datasets that were also 

recorded from the training exercises. 
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