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Abstract: An OpenFOAM computational fluid dynamics model setup is proposed for simulating
thermally driven winds in mountain–valley systems. As a first step, the choice of Reynolds Averaged
Navier–Stokes k− ε turbulence model is validated on a 3D geometry by comparing its results vs. large-
eddy simulations reported in the literature. Then, a numerical model of an idealised 2D mountain–
valley system with mountain slope angle of 20◦ is developed to simulate thermally driven winds.
A couple of top surface boundary conditions (BC) and various combinations of temperature initial
conditions (IC) are tested. A transient solver for buoyant, turbulent flow of incompressible fluids
is used. Contrary to classical approaches where buoyancy is set as a variable of the problem, here
temperature linearly dependent with altitude is imposed as BC on the slope and successfully leads to
thermally driven wind generation. The minimum fluid domain height needed to properly simulate
the thermally driven winds and the effects of the different setups on the results are discussed. Slip
wall BC on the top surface of the fluid domain and uniform temperature IC are found to be the most
adequate choices. Finally, valleys with different widths are simulated to see how the mountain–valley
geometry affects the flow behaviour, both for anabatic (daytime, up-slope) and katabatic (nighttime,
down-slope) winds. The simulations correctly reproduce the acceleration and deceleration of the
flow along the slope. Increasing the valley width does not significantly affect the magnitude of the
thermally driven wind but does produce a displacement of the generated convective cell.

Keywords: slope; thermally driven winds; mountain–valley; anabatic; katabatic; computational fluid
dynamics (CFD); OpenFOAM

1. Introduction

Thermally driven winds appear in mountainous areas and valleys due to buoyancy
effects caused by the temperature gradients associated with the diurnal heating–cooling cy-
cle of the lower atmosphere. These winds develop persistently over complex topographies
of multiple scales [1] and reverse their direction twice a day. During daytime, winds may
flow up-valley from the plain to the mountain massif or up-slope (the so-called anabatic
winds: upward warm flows along slopes). Conversely, during nighttime, winds may flow
down-valley from the mountain massif to the plain or down-slope (the so-called katabatic
winds: downward cold flows along slopes).

Since Prandtl [2] proposed his classic model for viscous fluid flows along uniformly
cooled/heated infinite slopes in stably stratified environments, exact within the Boussi-
nesq framework, many proposals have been made to extend it, e.g., to include Coriolis
effects [3,4], time-dependency [5], spatially varying eddy viscosity and diffusivity [6],
variations in the surface forcing [7], effects of changing slope angle [8], etc. Similarly,
many works have analysed the effect on thermally driven winds of a variety of factors
(e.g., the slope angle or the temperature difference between the atmosphere and moun-
tain slopes) or have studied thermally driven winds in more complex configurations [9],
whereas Prandtl’s model is only applicable sufficiently far from ridges and valleys [5]. For
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example, Egger [10] proposed an analytical model for thermally induced valley winds
and conducted numerical studies of mountain–valley flows in 2D and 3D domains also
using the Boussinesq approach. More recently, the interactions of slope flows with valley
systems have also been investigated in 2D and 3D using large-eddy simulations (LES) [11].
Indeed, both LES [12–16] and direct numerical simulations (DNS) [1,17] have been used
to study thermally driven winds and slope flows with high realism but generally over
simple geometries, as these simulations involve high computational cost. More recently,
new strategies such as stochastic modeling have gained much attention in the analysis of
weather, climate, and ABL flows [18–23].

Similarly, dedicated numerical codes and commercial computational fluid dynamics
(CFD) software have been used for wind resource assessment in complex terrains [24] and
for studying thermal flows, e.g., using Alya High Performance Computing (HPC) multi-
physics parallel solver [25], including in urban environments, e.g., using ANSYS-Fluent
CFD [26], as previous works have shown that thermally driven winds can reach relatively
high speeds [27,28]. Moreover, these winds show higher regularity and periodicity than
synoptic winds [27,29] and thus can be more predictable. This is of special interest to
the current energy market, since a critical issue is matching the energy demand with the
renewable energy production [30].

Although LES and DNS could overcome some of the limitations of the previous CFD
analyses, they are not so suitable for practical applications due to their high computational
cost. To overcome this drawback, the use of Reynolds-Averaged Navier–Stokes (RANS) and
detached-eddy simulations (DES) [31] appears to be key. In this regard, OpenFOAM v1712
is used in the present research. OpenFOAM is a free open-source software licensed under
the General Public License, which has already been used to simulate flows over complex
terrains, urban areas, etc. [32–34] and to compute the atmospheric boundary layer (ABL)
over flat or complex terrain using LES [35,36]. To the best of our knowledge, little research
has been published on the use of OpenFOAM for simulating thermally driven winds.
Very recently, Cintolesi et al. [37] simulated an anabatic flow in a simplified geometry
consisting of a uniformly heated double slope in an isothermal water tank using LES. The
development of OpenFOAM numerical models for helping investigate these winds, which
is precisely the main objective of this work, is thus of high interest, e.g., for wind-energy
applications and for providing further insight on the structure and properties of these
ABL flows.

Particularly, in this research, an OpenFOAM numerical model for simulating slope
winds in a simple mountain–valley system has been set up and tested. First, a 3D model is
checked against LES results in the literature to find the most appropriate RANS turbulence
model. Then, we investigate, in a 2D computational domain, the performances of a couple
of top surface boundary conditions (wall or symmetry) and various combinations of
temperature and pressure initial conditions (uniform or altitude-dependent fields). It is
worth noting that, unlike other typical works on slope winds [17,38] where buoyancy is set
as a variable of the problem, temperature is used here to allow more straightforward tuning
in applied problems, such as in wind resource assessment, where temperature data can be
easily available. Once a most suitable set of boundary and initial conditions is established,
the minimal fluid domain height for our purposes is validated. Finally, the effects of the
valley width on the flow behaviour are studied. The 2D problem studied here, aside from
being significantly less expensive computationally, is still very interesting as earlier works
have revealed that katabatic winds may be reasonably considered as 2D in several areas of
the world, such as in vast portions of Antarctica [39,40].

Following this introduction, Section 2 presents the methodology used in this research,
while Section 3 shows the validation of the numerical model, and Section 4 presents the
results and discussion. Finally, the main findings and conclusions of this research are
summarised in Section 5.
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2. Materials and Methods
2.1. Governing Equations and Main Assumptions

If the flow field is assumed to be a continuum (i.e., the fluid properties are continuous
in both space and time), then, the mass, momentum, and energy conservation equations
(Navier–Stokes equations) can be used to describe the flow behaviour Thermally driven
winds are considered to be due to natural convection, and the formation of the ABL is
driven by temperature gradients, while in forced convection it is driven by external pressure
gradients. Thus, in our problem, the energy and momentum conservation equations are
coupled, and unless information from the energy equation goes into the momentum
equation, we cannot solve for the ABL growth. This can be overcome using the Navier–
Stokes equations with Boussinesq approximation. In the latter, if heat transfer is non-
negligible, then the flow properties usually depend on temperature. Furthermore, if the
variation of density ρ is not significant, ρ can be considered constant in the unsteady and
convection terms, but not in the body force term of the Navier–Stokes equations (i.e., density
differences are ignored except where they appear in terms multiplied by the gravitational
acceleration vector ~g) [38].

In this research, we used the Boussinesq approximation, as in [10,38,41], and these
assumptions: the air is considered as Newtonian and a dry perfect gas at rest [16]; the slope
angle and eddy viscosity and diffusivity coefficients are treated as constants, as in [41];
radiation and Coriolis effects are negligible, since we focus on relatively small scales and
local mechanisms in the near-ground-surface region [1,16,38]; and the geostrophic wind
velocity is zero; and the diffusion is predominant in the slope-normal direction compared
to along the slope. Following these hypotheses, the governing equations are:

O · ~U = 0 (1)

∂~U
∂t

+O · (~U~U)−O · (2νe f f D(~U)) = − 1
ρ0

(Op− ρ~g) (2)

∂T
∂t

+O · (~UT)−O · αe f fOT = 0 (3)

where ~U is the velocity vector, t the time, νe f f the effective kinematic viscosity (sum of molec-

ular kinematic viscosity ν and kinematic turbulent viscosity νt), D(~U) = 1
2

(
O~U + (O~U)T

)
the strain rate tensor, p the static pressure, T the temperature, ρ0 the reference density at the
reference temperature T0, and αe f f the effective thermal diffusivity. The density is updated
in the temperature governing equation using the Boussinesq approximation:

ρ = ρ0(1− β(T − T0)) (4)

where β is the thermal volume expansion coefficient (set as a constant here), while αe f f is:

αe f f =
ν

Pr
+

νt

Prt
(5)

where Pr and Prt are the Prantl and turbulent Prantl numbers.

2.2. Solver Settings

OpenFOAM v1712 features several solvers based on finite volume methods for solving
the governing equations of diverse fluid problems, including the necessary heat transfer
analysis for studying thermally driven winds, as well as various turbulence and wall
function models. The latter account for surface roughness effects, providing a turbulent
kinematic viscosity boundary condition based on the turbulence kinetic energy (TKE).
Among the various OpenFOAM solvers for heat transfer analysis that could a priori
seem applicable for studying the behaviour of thermally driven winds, the steady-state
(buoyantBoussinesqSimpleFoam) and transient (buoyantBoussinesqPimpleFoam) solvers for
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buoyant, turbulent flow of incompressible fluids were chosen. These use Navier–Stokes
equations with Boussinesq approximation.

In this work, the simulations were performed with null roughness height (except for
the comparative study in Section 3) and using a no-slip wall condition on the slope for
the velocity boundary condition. To improve the stability of the simulation and to obtain
better initial values for the flow velocity ~U, turbulence kinetic energy k, thermal diffusivity
αe f f , and turbulent kinematic viscosity νt, simulations were started with the steady-state
solver until the residuals of all variables were below 10−3. At this point, a sufficiently
satisfactory initialisation of the simulations was reached, and they were thus switched to
the transient solver.

Table 1 sums up the main numerical schemes used for both solvers for terms such
as the derivatives in Equations (1)–(3). In particular, for the time-derivative terms, after
the steady-state initialisation, a first-order Euler scheme was used. Once the simulations
reached a stable mode (i.e., once the initial oscillations were damped, which was determined
when the value of the along slope velocity at 5 m did not show changes of more than 1%
during 1000 s), a second-order Crank–Nicolson scheme was set to improve the accuracy of
the final results.

Table 1. Finite volume schemes used for OpenFOAM numerical simulations in this work.

Scheme Labels Terms Scheme Types Accuracy Orders

ddtScheme Time-derivative Euler 1st order, implicit
terms robust, bounded

Crank-Nicolson 2nd order, implicit
bounded

gradSchemes Gradient terms Gauss linear 2nd order

divSchemes Convection terms, Gauss upwind 1st order, robust
e.g., O ·U Gauss linear 2nd order

Diffusion terms, Gauss linear 2nd order
e.g., O · ν(OU)T

laplacianSchemes Diffusion terms, Gauss linear 2nd order
e.g., O · κ(OT) corrected

The Gauss upwind scheme was used initially for the convection terms. After initial-
isation, these terms were switched to a Gauss linear scheme, which was also used for
the diffusion terms and gradient terms. Laplacian terms were evaluated through surface-
normal gradients. These, evaluated at a cell face, are the components normal to the face
at the centres of the two cells that the face connects [42]. This calculation is second-order
accurate if the vector connecting the cell centres is orthogonal to the face, i.e., if they are at
right-angles. This would be the orthogonal scheme, which requires a regular mesh, typi-
cally aligned with the Cartesian coordinate system. When perfect orthogonality cannot be
obtained, to maintain second-order accuracy, an explicit non-orthogonal correction can be
added to the orthogonal component, known as the corrected scheme. Given that the mesh
used in this work has maximum non-orthogonality of 20◦, which is above the maximum
non-orthogonality accepted for the uncorrected scheme (5◦), a Gauss linear corrected scheme
was used. It includes an under-relaxation factor expressed as cos−1 (αg), where αg is the
angle between the vector normal to the face and the vector connecting the two cell centres.
The correction increases in size as the non-orthogonality (i.e., the angle αg) increases.

The OpenFOAM equation solvers, tolerances, and algorithms used in this work are
summarised in Table 2. For instance, to solve for pressure (symmetric matrix), a pre-
conditioned conjugate gradient (PCG) solver with diagonal incomplete-Cholesky (DIC)
pre-conditioner was used. For other parameters such as velocity, temperature, turbulence
dissipation rate ε, and TKE, a stabilised preconditioned (bi-) conjugate gradient (PBiCGStab)
solver with diagonal incomplete-LU (DILU) pre-conditioner was used. Under-relaxation
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factors were used for both the steady- and transient-state simulations (see Table 2), such that
accurate flow variables are obtained for each time step with a stable mode of simulation.

Table 2. Solver settings used for OpenFOAM numerical simulations in this work.

Fluid Properties Solver Settings Choice

p Solver PCG
Pre-conditioner DIC

Tolerance 10−6

Relaxation factor 0.3 in steady state
1 in transient state

~U, T, ε, TKE Solver PBiCGStab
Pre-conditioner DILU

Tolerance 10−6

Relaxation factor 0.7 in steady state
1 in transient state

OpenFOAM can use different algorithms to couple, in an iterative procedure, the
momentum and energy conservation equations; namely, the Semi-Implicit Method for
Pressure-Linked Equations (SIMPLE), the Pressure Implicit with Splitting of Operator
(PISO), and PIMPLE, which includes both PISO and SIMPLE. SIMPLE is the algorithm
used for steady-state problems, and PISO and PIMPLE are used for transient problems
(see [42] for more details). Since PIMPLE exhibits the features of both SIMPLE and PISO,
in this work, for the sake of a better accuracy, PIMPLE was chosen over PISO. A Courant
number of 0.07 was used because for solving ABL flow problems this number must be
lower than 1.0, and, for better stability, it should be lower than 0.25 [43] (see Section 4.4 for
an in-depth analysis of the time-step sensibility). In this work, the settings were such that
the pressure and momentum equations were solved twice within each time step. Moreover,
it was chosen to update the explicit non-orthogonal correction to the Laplacian term. In
PIMPLE, the entire system of equations was set to loop for 6 times within each time step
(through the nNonOrthogonalCorrectors parameter), as this led to satisfactory stability of our
simulation results. Finally, the momentum-predictor method was switched on.

2.3. Turbulence Modelling

Capturing the wind velocity profile and flow structures near the slope surface correctly
depends significantly on the near-surface models. Namely, in [44], the best performance
was provided by a RANS/LES hybrid eddy viscosity model. As per turbulence models in
OpenFOAM aside from LES, we can use RANS turbulence closures based on linear and
non-linear eddy viscosity models. We can also use Reynolds stress transport models, as
well as DES, which relate to a hybrid RANS-LES approach to turbulence modelling aimed
at alleviating the costly near-wall meshing requirements imposed by LES.

A complete study of the impact of the turbulence model on the generation of thermally
driven winds is left out of the scope of this work, but two RANS models (k − ε and
Re-Normalisation Group (RNG) k − ε) are studied and compared in Section 3.2. Since
turbulence models such as k− ε are only valid where the turbulence is fully developed and
do not perform well in areas close to the wall, one can either resolve the viscosity-affected
region in all the mesh down to the wall, leading to very fine meshes and consequently
to significant computational times, or use wall functions, which can model the near-wall
region and thus bridge the inner region between the wall and the region of fully developed
turbulence. Wall functions allow coarser meshes near the wall, but the first cell centre
still needs to be placed in the log-law region to ensure the accuracy of the results [45].
Amongst the RANS models, previous studies showed that the RNG k − ε turbulence
model with standard wall function gave better agreement with experimental data, e.g., for
combined wind and buoyancy-driven flow, than the standard k− ε model [26,46]. However,
it typically requires a finer near-wall mesh, which can be very demanding for complex
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problems or 3D problems, whereas k− ε remains a classical choice in multiple wind-related
applications [25,47,48]. Both models are studied in Section 3.2 applying the kqRWallFunction,
which provides a simple wrapper around the zero-gradient condition for the turbulent
kinetic energy k, and epsilonWallFunction, which provides a wall function for the turbulent
kinetic energy dissipation rate ε (see [49] for more details).

3. Case Study 1: 3D Slope-Only Model and Comparison with Literature

This section aims at selecting the turbulence model and the top boundary conditions
by reproducing 3D simulations of up-flows on a rough slope from [12,14], chosen because
they simulate equivalent atmospheric conditions and roughness parameters. They also
have experimental measurements (though in different conditions) to compare their results
with, and, to the authors’ knowledge, there are not many suitable experimental results
in the literature. Only a few experimental investigations exist, e.g., [50], and it is hardly
feasible to replicate those test conditions in a simple numerical model like the one presented
in this work. Moreover, a typical shortcoming in experiments is a lack of measurements at
low heights (0.5–3 m) [51].

3.1. Geometry and Setup

For the abovementioned purpose, 3D simulations of up-flows on a rough slope (of 10◦)
were conducted, following the method described in Section 2. Figure 1 shows the geometry
and boundary conditions used here, following the work by Axelsen and van Dop [14].

3
0

0
 m

10º

6
0

0
 m

wall vs. symmetry

symmetry

symmetry

1700 m

Y
XZ

y

xz

Figure 1. Geometry and setup for the 3D simulations.

Symmetric boundary conditions were applied to all vertical planes. On the slope,
a no-slip wall boundary condition was applied, and a roughness height z0 = 0.2 m
was set, following [12,14]. All other numerical values for the constant parameters of the
simulation were the ones used in [12] and correspond to realistic values for atmospheric
cases. kqRWallFunction and epsilonWallFunction wall functions were imposed for k and
ε, respectively. For the turbulent thermal diffusivity and the turbulent viscosity, alphat-
JayatillekeWallFunction (a wall function based on the Jayatilleke model, adequate for the
Prandtl number considered here [52]) and nutkWallFunction (a wall constraint based on the
turbulent kinetic energy) were used, respectively. On the top of the domain, two boundary
conditions were tested: symmetry and slip wall. The flow was initially considered at rest.
A rather coarse mesh of 128× 60× 64 cells was generated, in order to match the mesh
from [14].

3.2. Selection of the Turbulence Model

We tested both k − ε and RNG k − ε RANS turbulence models and compared the
results with those of previous works [12,14], where simulations were performed with
high-order convective schemes along with LES. Particularly, Schumann [12] used LES
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with a second-order advection scheme, while Axelsen and van Dop [14] used LES with a
sixth-order advection scheme.

Figure 2 shows the slope-normal profile of uavg, i.e., the slope-normal height y vs. uavg,
which is computed by space averaging the along-slope velocity u over planes parallel to
the mountain slope surface. It is important to note that these planes only cover 80% of the
slope length along x to avoid lateral effects due to the symmetry boundary conditions.

0 0.25 0.5 0.75 1 1.25 1.5 1.75 2
0

25

50

75

100

125

150

Figure 2. Comparison of y vs. uavg from k− ε and RNG k− ε turbulence models against large-eddy
simulations (LES) [12,14] for slip wall boundary condition on top surface.

For the k− ε model, Figure 2 shows a maximum difference of 10.7% (7.4% at the peak)
between our results and Schumann’s [12], and a maximum difference of 11.9% (2.5% at the
peak) with those from Axelsen and van Dop [14]. Table 3 summarises these differences.
The RNG k − ε turbulence model leads to maximum differences of, respectively, 13.9%
and 16.5%, and under-predictions at the peak of 10.8% and 14.9%, thus,showing a worse
agreement than the k− ε model. When looking at the near-wall region (i.e., for y ranging
from 0 to around 50 m), it was found in [14] that numerical models in general tend to
predict a sharp wind peak compared to that obtained from in situ measurements. In this
area, our numerical results show that RANS methods lead to sharper profiles (especially
k− ε) than those obtained with LES (see Figure 2). This is likely due to the fact that RANS
models underestimate the momentum mixing/transport at that height compared to LES.

Table 3. Error in the peak uavg (εpeak) and maximum error in uavg (|εmax|) when comparing the tested
boundary conditions with LES results from Schumann [12] and Axelsen and van Dop [14].

Turbulence Schumann Axelsen and van Dop

Top BC Model εpeak [%] |εmax| [%] εpeak [%] |εmax| [%]

Slip wall k− ε 7.4 10.7 2.5 11.9
RNG k− ε −10.8 13.9 −14.9 16.5

Symmetry k− ε 4.9 30.8 0.1 32.5
RNG k− ε 20.9 24.9 15.3 24.5

3.3. Selection of the Top Surface Boundary Condition

We now want to validate our choice of boundary condition (BC) for the top surface by
checking the performance of free-slip wall BC, which can be imposed on the top surface
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to avoid inflow/outflow through that surface [9,10,16], against symmetry BC used, for
example, in [26].

Figure 3 shows that, when using top symmetry BC, the uavg profile is much sharper
and follows a linear behaviour outside the near-wall region both for k− ε and RNG k− ε
models. In this case, while the results obtained with the RNG k− ε model above y = 50 m
are closer to the reference results from LES than those from the k − ε model, they over-
estimate the peak by around 25%. As for the k − ε model, the differences at the flow
peak between our results and the LES results from [12] and from [14] are only 4.9% and
0.1%, respectively, but they are up to 30.8% and 32.5%, respectively, when considering the
maximum values of the errors.

0 0.25 0.5 0.75 1 1.25 1.5 1.75 2
0

25

50

75

100

125

150

Figure 3. Comparison of y vs. uavg from k− ε and RNG k− ε turbulence models against large-eddy
simulations (LES) [12,14] for symmetry boundary condition on top surface.

To sum up, considering the results shown in Figures 2 and 3, our conclusion is that
the k− ε turbulence model with slip wall BC on the top surface is here the most convenient
choice for performing the subsequent thermally driven wind simulations. A deeper study
of the influence of the turbulence modelling (both RANS and LES) and a comparison with
DNS is considered out of the scope of the current work but will be given special attention
in future research. Once the turbulence model and this top BC have been selected, the next
case study investigates several valley configurations. This study is conducted in 2D for
computational cost restrictions.

4. Case Study 2: 2D Mountain–Valley Simulations

Building on our previous findings, the main objective of this case study is to simulate
a buoyancy-driven flow due to the temperature difference between the mountain surface
and the atmospheric field in a 2D mountain–valley configuration. Note that the setup for
the simulations (e.g., the characteristic dimensionless numbers and models used in this
case study) are the ones described in Sections 2.1 and 2.2, while the boundary and initial
conditions are detailed hereafter.

4.1. Generation of the Studied Geometries

A simple geometry of a 2D mountain–valley system is used here, consisting of a
domain including half of a mountain modelled with a slope of 20◦, a height of 500 m along
the Y-axis, a slope length of 1462 m along the x-axis, and a projected base width of 1374 m
along the X-axis (see Figure 4). The fluid domain total width was set to 3022 m along the
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X-axis, and thus the half of the valley included in the studied domain has a width W of
1648 m. Note that, from now on, and for the sake of simplicity, we use the term valley width
to refer to W, although it is only the half-valley width. An initial computational height H
of 2000 m along the Y-axis was set. The slope and height of the studied mountain roughly
match the topography of places such as Los Angeles and Phoenix (USA), Tokyo (Japan),
or Hong Kong (China), and slopes with angles used in recent investigations [1,11,38].
Moreover, the initial fluid domain dimensions were based on the orders of magnitude used
in previous works [16,26]. Effects of the fluid domain height and the valley dimensions on
the results are explained in Section 4.7 and Section 4.8, respectively.

20º

Y
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1374 m
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 m
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x
wall
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m
e
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wall

W

H

mid-slope

Figure 4. 2D mountain–valley geometry, mesh, and boundary conditions.

4.2. Boundary and Initial Conditions

Following OpenFOAM guidelines, though performing 2D simulations, a one-layer 3D
mesh was built and empty boundary conditions were applied to its front and back surfaces.
Symmetry boundary conditions were imposed on the left and right vertical surfaces to
replicate a mountain–valley configuration in a mountain range. A free-slip wall boundary
condition was imposed on the top surface as noted in Section 3.3.

A no-slip wall boundary condition was imposed on the slope and flat valley, as
in [7,16,38]. There, kqRWallFunction and epsilonWallFunction wall functions were imposed for
k and ε, alphatJayatillekeWallFunction for turbulent thermal diffusivity, and nutkWallFunction
for turbulent viscosity. Zero-roughness height was considered in this case.

As for the temperature, the following profile was applied as the boundary condition
on the slope and the flat surface of the domain:

T = T0 + ΩY (6)

where Ω is 4.5 K/km for the anabatic case and −4.5 K/km for the katabatic one, and
T0 = 288.15 K. Recall that the Y coordinate is in the opposite direction to gravity (while y is
the slope-normal direction). Thus, while temperature varies with Y when we move up or
down the slope, the valley has a constant temperature (as Y is constant) which does not
change either as we move away from the slope. Particularly, it has the same temperature as
the lowest point of the slope. Note that these boundary conditions in which temperature
varies linearly along the slope are an innovative approach, following [7,53], where the
surface buoyancy varies linearly down-slope.



Sustainability 2023, 15, 1387 10 of 25

The following settings were considered: β = 1.05 × 10−3 K−1, g = 9.81 m/s2,
ν = 1.568× 10−5 m2/s, Pr = 0.9, and Prt = 0.7. The resulting Reynolds, Grashof, and
Rayleigh numbers characterising the physics of the fluid problem in our simulations are,
respectively, Re = 6.4× 105, Gr = 1.1× 1010, and Ra = 8.7× 109. These values of Gr and
Ra are of the same order of magnitude as the values in, e.g., [1,16,37,54–56], so it can be
considered that our problems are in the same fluid dynamics regimes.

As for initial conditions, since the flow experiences natural convection due to the
temperature difference between the mountain slope and the atmosphere (fluid field), the
wind speed was considered null as an initial condition, and no external pressure gradient
was imposed [7]. Constant pressure was set as initial conditions, and two possibilities of
initial conditions for the temperature are studied in Section 4.5. In the literature, similar
CFD simulations have been performed with constant temperature imposed on the slope as
a boundary condition and varying temperature in the atmospheric field as an initial condi-
tion [37,57]. Moreover, most works have used constant surface cooling/heating or flows
forced using constant surface buoyancy flux, i.e., homogeneous surface forcing [1,17,38],
while only a few have used inhomogeneous surface forcing, i.e., surface buoyancy or
buoyancy flux that varies down-slope [7,41].

4.3. Validation of the Mesh

In this work, the blockMesh utility was used to generate the non-uniform structured
mesh of the studied fluid domain by building the geometry as two blocks (one trapezoidal
for the slope part and the other rectangular) as shown in Figure 4. In the originally chosen
mesh, the vertical grid size starts at 0.089 m in the near-wall region, so the first vertical
grid point of the mesh lies below the peak of the anabatic or katabatic jet [16] (examples of
positions of the peak are given in Section 4.7). That size is also far below the 1.7 m used
in [11] and the recommended minimum vertical mesh size of 1 m, necessary to accurately
capture and resolve the large-scale shear of the wall jet developing along the slope [16].
This leads to a value of the non-dimensional wall distance y+ of around 220, which is an
adequate value for k− ε RANS models. The maximum vertical cell size is 15 m, which is
obtained near the top surface thanks to a constant expansion factor of 1.027 (1.02 was used
in [16], reaching a vertical mesh size of 120 m in the top surface, at a height of 7.25 km). As
per the horizontal grid spacing (which is usually much larger in these investigations [16],
due to the typical behaviour of these flows), the along-slope size of the cells immediately
over the slope is 6.5 m, growing up to 24.5 m at the rightmost end of the flat surface, leading
to similar values as those found in the literature [16]. This leads to a mesh of 197,400 grid
points and 98,072 hexahedral cells.

To validate the proposed mesh, a grid independence study was conducted for the
vertical spacing by comparing the performance of the described mesh (197,400 grid points)
with that of a finer (282,240) and a coarser mesh (148,292), for an anabatic simulation.
Table 4 shows the maximum values of the along-slope flow velocity umax at several points
along the mountain slope, namely, at 40, 45, and 50% of the slope (starting from the slope
base). Values of umax are obtained for the three meshes, and their relative errors with respect
to the finest mesh are shown. In this table and the following ones, all the values reported
correspond to the end of the simulation. It can be seen that the error decreases from around
13% to 27% (coarsest mesh) to an acceptable value of around ±2/3% (proposed mesh).

Table 4. Results of maximum along-slope flow velocity umax from the grid independence study at
several positions along the slope, where 0% is the slope base and 100% the mountain apex.

40% Slope 45% Slope 50% Slope

Grid Points umax [m/s] Error [%] umax [m/s] Error [%] umax [m/s] Error [%]

282,240 −0.240 - −0.265 - −0.291 -
197,400 −0.244 1.8 −0.259 −2.2 −0.283 −2.6
148,292 −0.304 26.7 −0.322 21.7 −0.328 12.7
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It is also interesting to look at the obtained value of y+ to further validate the chosen
mesh. When using the k − ε model along with standard wall functions, the y+ values
should be as in the latter case, and particularly between 30 and 500 [58,59]. In this work,
y+ ranges from 270 (coarsest mesh) to 160 (finest mesh), while for the proposed mesh y+

is 220, which is in line with other similar studies [26]. Hence, it can be concluded that the
originally proposed mesh with 197,400 grid points is satisfactory. Further refinement of
the grid is not worth it since it substantially increases the computational cost while only
leading to a small decrease in the obtained error (<3%).

4.4. Validation of the Time Step

Here, we study the effect of the time step on the numerical errors by selecting several
time steps for the anabatic simulation. In all cases, the convergence condition by Courant–
Friedrichs–Lewy (CFL) is satisfied; thus, all simulations converged satisfactorily. Table 5
shows the numerical errors of the results. As expected, once the CFL condition is met, the
effect of ∆t is limited, and ∆t = 0.008 s is chosen for solving our unsteady flow problem
since it leads to a level of error (0.6%) well below the mesh-related error observed in the
mesh-independence study conducted in the previous section.

Table 5. Results of maximum along-slope flow velocity umax from the time-step independence study.

∆t [s] umax [m/s] Error [%]

0.006 −0.281 -
0.008 −0.283 0.6
0.010 −0.286 1.9

4.5. Selection of Temperature Initial Conditions

We now want to study the influence of the initial conditions (IC) on the thermally
driven wind simulation results by comparing the results of imposing uniform vs. altitude-
dependent temperature IC in the field. For the case of uniform temperature IC, we initially
set T0 = 288.15 K in the field, while if altitude-dependent temperature IC is considered, the
temperature profile shown in Equation (6) is applied as IC in the field.

Figure 5 shows the time evolution of u5m, which is the along-slope flow velocity at
the mid-section of the mountain slope at 5 m in the slope-normal direction for several
cases: constant and altitude-dependent temperature IC, for the anabatic and katabatic
cases, while using a constant pressure IC. A better convergence of the simulation towards
a steady state is obtained both for the anabatic and katabatic flows by setting constant
temperature IC rather than using altitude-dependent IC. Figure 5b,d show that when using
altitude-dependent temperature IC, even after 40,000 s of simulation, the flow has still not
reached a steady state, whereas when using constant values as IC, the values of u5m start
reaching a steady value at around 10,000 s, as shown in Figure 5a,c.

We then analyse the convergence of the anabatic case more in-depth by studying
the time evolution of εumax and εu5m , i.e., the errors of umax and u5m at a given time, with
respect to their final values, taken at t∞ = 41,000 s, for the anabatic case with constant
temperature IC in Figure 6. It can be seen that establishing an anabatic flow with an error
lower than ≈1% takes around 25,000 to 30,000 s. Simulations were also conducted for the
katabatic case, and the most interesting results are presented in Table 6. It can be seen
that, overall, the settling time ts (defined as the time to reach a velocity accuracy of 1%
with respect to the value obtained at t∞) for the katabatic simulations is quite shorter than
for the anabatic ones. The explanation for this might be that simulations converge faster
for katabatic flows because they are characterised by strong buoyancy damping of the
turbulence, while anabatic flows are characterised by absolute static instabilities that induce
convective motions above the heated slope [38].
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Figure 5. For the mid-slope position, along-slope velocity at a slope-normal distance of 5 m (u5m) vs.
time for uniform and altitude-dependent temperature initial condition (IC) for anabatic and katabatic
cases: (a) anabatic: constant temperature IC; (b) anabatic: altitude-dependent temperature IC; (c)
katabatic: constant temperature IC; (d) katabatic: altitude-dependent temperature IC.
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Figure 6. For the mid-slope position, εumax and εu5m (errors of umax and u5m with respect to their
values at t∞ = 41,000 s) vs. time for anabatic case with uniform temperature initial condition.

We then analyse the convergence of the anabatic case more in-depth by studying
the time evolution of εumax and εu5m , i.e., the errors of umax and u5m at a given time, with
respect to their final values, taken at t∞ = 41,000 s, for the anabatic case with constant

Figure 5. For the mid-slope position, along-slope velocity at a slope-normal distance of 5 m (u5m)
vs. time for uniform and altitude-dependent temperature initial condition (IC) for anabatic and
katabatic cases: (a) anabatic: constant temperature IC; (b) anabatic: altitude-dependent temperature
IC; (c) katabatic: constant temperature IC; (d) katabatic: altitude-dependent temperature IC.
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Figure 6. For the mid-slope position, εumax and εu5m (errors of umax and u5m with respect to their
values at t∞ = 41,000 s) vs. time for anabatic case with uniform temperature initial condition.
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Table 6. Along-slope flow velocity at mid-slope and corresponding settling times ts (times to reach
1% accuracy in the obtained velocity) for uniform temperature initial condition.

Flow Type umax [m/s] ts,max [s] u5m [m/s] ts,5m [s]

anabatic −0.283 25,000 −0.149 33,000
katabatic 0.338 11,000 0.212 15,000

We conclude that setting the field temperature IC respecting space continuity with the
slope temperature boundary condition decelerates the simulation convergence. Since the
field eventually converges to a constant temperature, except for local changes in the near-
slope region, imposing constant temperature IC is more efficient in terms of convergence
and is thus set as such in all simulations.

4.6. Preliminary Results

The previous section showed that settling times were longer when simulating the
anabatic case than when running the katabatic one (see Table 6). Figure 7 now shows
the velocity contours and streamlines (close to the convective cell) for the anabatic and
katabatic cases previously described. Vectors on top of the streamlines show the flow
direction (clockwise and counter-clockwise vortices for the anabatic and katabatic cases,
respectively). Note that far away from the slope, the velocity is very low, and the flow
is practically at rest (dark blue colour). Recall that in all the velocity contour figures, the
modulus of velocity (U = |~U|) is represented and that the scale maximum has been set to
0.1 m/s to facilitate visualisation of the lowest velocities, meaning that the dark red colour
corresponds to flow velocities ≥ 0.09 m/s.

U [m/s]

Figure 7. Velocity streamlines for anabatic (left) and katabatic (right) flows for a computational
domain of total height H = 2000 m and valley width W = 1648 m (recall that the term “valley” refers
to the flat bottom surface on the right-hand side).

Figures 8 and 9 show the along-slope velocity u and temperature T vs. the slope-
normal distance y at different positions along the slope for the katabatic and anabatic flows,
respectively. In both cases, the computational domain has total height H = 2000 m and val-
ley width W = 1648 m. When studying the peak flow velocity, these slope-normal profiles
of u exhibit qualitatively (and even quantitatively, if considering the relative variations)
similar trends as the results reported in previous works. Namely, for the katabatic flow,
the peak velocity increases as we move down the slope for the first half of the slope and
then drops in the second half of the slope. Particularly, in [16], the peak velocity increases
≈34% from the point located at 71% to the point located at 54% from the slope base and
drops by ≈65% from the point located at 54% to the point located at 40% from the slope
base. In Figure 8, the peak velocity increases ≈30% from the point located at 70% to the
point located at 50% from the slope base and drops by ≈40% from the point located at 50%
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to the point located at 20% from the slope base. For the anabatic flow, the peak velocity
increases monotonically as we move up the slope. Particularly, in [37], the peak velocity
increases ≈38% from a point located at 33% to another point located at 50% from the slope
base, while in Figure 9 the peak velocity increases ≈28% in the same slope segment.

As per the y-position of the peak velocity, in [16,37] it follows exactly the same trends
observed for the peak velocity. For anabatic flow, it increases monotonically as we move
up-slope, and for katabatic flow, it increases as we move down-slope for the first half of the
slope, while it drops in the second half. In our anabatic case, though, the y-position of the
peak velocity in the slope segment ranging from 35% to 50% from the slope base is constant.
Thus, it does not match the trend reported in [37]. Nevertheless, for our katabatic case, it
increases and then decreases, like in [16]. It can thus be concluded that these simulations
reproduce the same flow acceleration and deceleration observed in the literature along the
slope for both type of flows, while they reproduce the trend observed in the literature in
the y-position of the peak velocity only for the katabatic case.

When looking at the vertical temperature profiles in Figures 8 and 9, a similar be-
haviour is distinguishable in general in all the positions along the slope. At y = 0 m, the
temperature profile starts at the corresponding value of T as given by Equation (6). Then,
as the slope-normal distance y increases, the temperature quickly tends to T0 = 288.15 K.
Thus, away from the slope, the temperature is mostly uniform in the whole fluid domain.
As shown in Figures 8 and 9, the flow appears to behave as super-adiabatic, experiencing
a large gradient of temperature very close to the slope surface, which produces a strong
variation of T at very low heights, typically below 5 m.

As expected, the value of T at y = 0 m determines the temperature profile of each
position along the slope. In this sense, Figure 8b shows how the temperature profiles are
ordered correspondingly to their temperature at y = 0 m. According to Equation (6), the
temperature in the slope decreases as the altitude increases for the katabasic case. For
the positions along the slope shown in Figure 8b, the temperature at y = 0 m is equal to
287.7 (20%), 287.48 (30%), 287.25 (40%), and 287.03 K (50%). It can then be seen how in
positions along the slope with higher temperature at y = 0 m, this also leads to higher
temperatures when y > 0. Figure 8b also suggests that positions along the slope with
smaller temperatures at y = 0 m produce smoother temperature profiles.

A similar behaviour can be seen in Figure 9 for the anabatic case. In this case, the
temperature at y = 0 m is equal to 288.96 (35%), 289.07 (40%), 289.19 (45%), and 289.3 K
(50%), increasing as the altitude increases, as given by Equation (6). Again, positions along
the slope with higher temperature at y = 0 m lead to higher temperatures when y > 0.
In the anabatic case, positions along the slope with higher temperatures at y = 0 m now
produce smoother temperature profiles. In all cases, and though the differences between
the temperature profiles are small, smoother vertical temperature profiles lead to higher
peaks of along-slope velocity u (see for example the profiles at 50% of the slope in both
Figures 8 and 9), which is a classical trend as reported in the literature [16,37,60].

These results confirm the local behaviour of these winds (i.e., the areas affected by
slope flows are concentrated close to the slope) and suggest that the computational domain
height may noticeably affect the generated convective cell. This is why the effect of the
domain height and how it should properly selected is studied next in Section 4.7. It is also
expected that geometric parameters of the mountain–valley configuration also affect the
size and location of the vortices in Figure 7. This is why the effect of the valley width is
studied in Section 4.8, while other parametric studies, such as analysing the effect of the
slope angle, are left for future work.
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Figure 8. Katabatic flow: along-slope velocity u and temperature T vs. slope-normal distance y at
different positions along the slope (indicated in % of the slope, starting from the slope base) for a
computational domain of total height H = 2000 m and valley width W = 1648 m: (a) first half of the
slope, considering the direction of the katabatic flow motion; (b) second half of the slope, considering
the direction of the katabatic flow motion.

Figure 8. Katabatic flow: along-slope velocity u and temperature T vs. slope-normal distance y at
different positions along the slope (indicated in % of the slope, starting from the slope base) for a
computational domain of total height H = 2000 m and valley width W = 1648 m: (a) first half of the
slope, considering the direction of the katabatic flow motion; (b) second half of the slope, considering
the direction of the katabatic flow motion.



Sustainability 2023, 15, 1387 16 of 25

-0.3 -0.25 -0.2 -0.15 -0.1 -0.05 0
0

5

10

15
50%
45%
40%
35%

288.1 288.3 288.5 288.7 288.9 289.1 289.3

0

5

10

15

Figure 9. Anabatic flow: along-slope velocity u and temperature T vs. slope-normal distance y at
different positions along the slope (indicated in % of the slope, starting from the slope base) for a
computational domain of total height H = 2000 m and valley width W = 1648 m.

4.7. Effect and Selection of Fluid Domain Height

In this section, we aim to validate the minimum height of the fluid domain suitable
for this research, following the domain-size convergence study conducted in [1]. The
initial height of the fluid domain tested here (H = 2000 m) was based on the orders of
magnitude of fluid domains used in previous works [11,12,14,16] and on the typical heights
of thermally driven wind convective cells ranging from 50 to 500 m [29,61] (it can be
assumed that all these studies refer to fluid dynamics regimes equivalent to ours because
the orders of magnitude of all the parameters involved in the definitions of Re, Gr, and
Ra are similar). Furthermore, since anabatic winds show the vortices that reach highest
heights (see Figure 7) and thus can be more affected by the height of the top boundary of the
domain, the height validation study conducted here is based on an anabatic configuration.

Along with the reference domain height (H = 2000 m), a smaller height (H = 1400 m),
as well as two larger heights (H = 2600 and 3200 m), were tested in the frame of this
validation. Figure 10 shows the generated wind for the four heights. For the sake of clarity,
only the field over the slope is presented in these figures, as that is where the cell due to the
anabatic wind develops. It can be clearly seen that H = 1400 m would be too small since the
cell still shows non-null velocity on the top wall. Differences can still be clearly observed
between the results obtained for H = 2000 m and for H = 2600 m. For instance, while the
top of the cell gets close to the domain top when H = 2000 m, it has completely vanished
at the domain top for the case H = 2600 m. The near-slope areas for these two cases also
show some visible differences for the velocity magnitude of the field. Nevertheless, when
observing the case with H = 3200 m, most differences vanish, and the velocity fields appear
very similar both away and in the near-slope area.
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U [m/s]

Figure 10. Anabatic flow: effect of domain height H on the velocity contours and cell generated over
the slope (from left to right: H = 1400, 2000, 2600, and 3200 m) for valley width W = 1648 m (the
part of the computational domain over the flat valley is not shown here since velocity is close to zero
in this area).

To be able to better appreciate the differences in the results obtained for these four
cases, Figure 11 shows how the domain height affects the up-slope velocity profile at
mid-slope as a function of the slope-normal distance. It is clear that the smaller the domain
height (e.g., H = 1400 m) is, the less the wind speed profile resembles logarithmic, and
the more linear it seems. To a much lesser extent, the same behaviour is observed for
H = 2000 m, and it is only for H = 2600 and 3200 m that the wind speed profile seems
more logarithmic.

Table 7 gives more quantitative information on this validation study of the domain
height; particularly, for the mid-slope position, it shows umax, u5m, and u10m, as well as the
slope-normal distance at which the velocity peak is located (ymax). It is evident that once the
domain height is sufficiently large (i.e., above H = 1400 m), the differences in the numerical
results for the peak velocity and peak position become smaller as we increase H. Indeed,
the peak position remains constant from H = 2000 m and above, and though there are
still numerical differences in the obtained along-slope velocities, we believe that the small
improvements in the accuracy of the results do not justify the much higher computational
cost. After this study, it is confirmed that, as observed in [1], once the domain height is
sufficiently large, the variations of statistics are negligible, and, from now on, H = 2600 m
is taken as the selected domain height.

4.8. Effect of Valley Width

In this section, the influence of the valley width W (see Figure 4) on the flow be-
haviour is studied both for anabatic and katabatic cases, using the validated domain height
H = 2600 m. Note that while the previous analysis of the effect of the domain height was
indeed a domain-height selection study (that is, a study aimed at identifying the necessary
height of the fluid domain so that the behaviour of the anabatic flow over the slope was
not affected by the domain height), the analysis conducted here for different valley widths
is intended to ascertain the impact of the valley width on slope winds in general, from the
physical mechanism point of view. For this purpose, the results obtained for the reference
computational domain with W = 1648 m are compared to those obtained for two additional
mountain–valley configurations with different values of W. Taking the semi-mountain
base (with width 1374 m) as a reference, we considered a valley width three times shorter
(W = 458 m) and a valley width three times longer (W = 4122 m).
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Figure 11. Anabatic flow: effect of domain height H on the along-slope velocity u vs. slope-normal
distance y profile at mid-slope position for valley width W = 1648 m.

Table 7. For the mid-slope position, maximum along-slope velocity (umax) and along-slope velocity
at a slope-normal distance of 5 m (u5m) and 10 m (u10m) for valley width W = 1648 m and different
domain heights H.

Parameter H = 1400 m H = 2000 m H = 2600 m H = 3200 m

umax [m/s] −0.299 −0.283 −0.346 −0.326
u5m [m/s] −0.220 −0.150 −0.167 −0.172
u10m [m/s] −0.140 −0.094 −0.062 −0.070

ymax [m] 0.318 0.179 0.359 0.359

Starting with the anabatic configuration, Figure 12 shows the velocity contours ob-
tained for the various tested valley widths. Bear in mind that for clarity purposes, the field
over the flat valley is not represented in these figures because for the tested cases the flow
velocity is virtually null in this region.

It is observed that a narrower valley leads to much higher vertical velocity on the
left-hand side symmetry boundary condition, while the effect on the flow over the slope
and close to it is much more limited. Assuming that the vertical motions at the boundary
are a result of flow convergence and thus directly related to the mass flux in the slope-flow
layer, higher vertical motions for the narrower model domains would mean a higher mass
flux in these simulations. This can actually be seen in Figure 13, which, to facilitate a better
appreciation of the differences obtained, shows the velocity profiles for the three studied
geometries from which it is evident that a narrower valley leads to a more linear profile
with a slightly lower absolute value of umax.
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U [m/s]

Figure 12. Anabatic flow: effect of valley width W on the velocity contours and cell generated
over the slope (from left to right: W = 458, 1648, and 4122 m) for domain height H = 2600 m (the
fluid domain over the flat valley is not shown here since velocity is close to zero in this area). The
convective cell centre is indicated with a black dot.

Once the valley reaches a sufficiently large width, the width does not affect the velocity
profile at mid-slope much, e.g., the peak of the velocity profile remains approximately the
same. This trend can be confirmed in Table 8, showing that there is almost no numerical
difference in umax between the results obtained for W = 1648 m and for W = 4122 m.
The small changes observed in u5m and u10m can be explained by the displacement of
the convective cell in one case with respect to the other. To confirm this hypothesis, the
convective cell centre is indicated with a black dot in Figure 13, and its coordinates (Xc, Yc)
are given in Table 8. When the valley width increases, the centre of the convective cell is
displaced to the left (towards the mountain apex) and down (towards the near-slope area).

Table 8. Anabatic flow: maximum along-slope velocity (umax) and along-slope velocity at a slope-
normal distance of 5 m (u5m) and 10 m (u10m) at mid-slope for different valley widths (W) and
coordinates of the convective cell centre (Xc, Yc).

Parameter W = 458 m W = 1648 m W = 4122 m

umax [m/s] −0.324 −0.346 −0.345
u5m [m/s] −0.217 −0.167 −0.178
u10m [m/s] −0.106 −0.062 −0.084

Xc [m] 331 301 284
Yc [m] 1099 913 744
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Figure 13. Anabatic flow: effect of valley width W on the along-slope velocity u vs. slope-normal
distance y profile at mid-slope position for domain height H = 2600 m.

The same study is now repeated for the katabatic configuration. Figure 14 shows that
the effect of the valley width on the velocity contours is a priori not very important. For the
W = 4122 m case, for the sake of clarity, the figure only shows the field until W = 1648 m
since the flow velocity is again virtually null on the right-hand side further away from the
slope. We observe that once the width is large enough, no significant global differences are
observed in the velocity contours though some local differences can be noted, especially in
the transition zone from slope to flat area.

U [m/s]

Figure 14. Katabatic flow: effect of valley width W on the velocity contours and cell generated over
the slope (from left to right: W = 458, 1648, and 4122 m) for domain height H = 2600 m (the fluid
domain with X > 3022 m over the flat valley is not shown for the right-hand side figure since velocity
is close to zero in this area). The convective cell centre is indicated with a black dot.

The local flow behaviour at mid-slope is better appreciated in Figure 15, which shows
the details of the velocity profile. It can be observed that as the valley width increases,
the velocity profile gets closer to logarithmic (which would correspond to what has been
reported for katabatic winds after experiments in [50] and after numerical analyses in [16,62]
reaches a higher umax (see Table 9)) and does not stabilise to a constant value as in the
anabatic configuration. Again, the centre of the convective cell is indicated with a black
dot in Figure 15, and its coordinates are given in Table 9. It can be seen that it does not
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move much if comparing the results for W = 458 m and W = 1648 m; more specifically,
it is located above the valley part, but moves upwards and towards the left (going back
above the slope) when increasing W.

The effect of W can be regarded as limited when looking at the maximum velocity
of the flow, especially in the anabatic case. For the katabatic one, the maximum velocity
increases with W. Varying W also produces a displacement of the generated convective
cell, which develops more above the slope in the anabatic case (and is located at lower
heights as W increases) and more into the valley in the katabatic one (and is located at
slightly higher heights as W increases). Future simulations of different valley widths should
confirm these trends.
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Figure 15. Katabatic flow: effect of valley width W on the along-slope velocity u vs. slope-normal
distance y profile at mid-slope position for domain height H = 2600 m.

Table 9. Katabatic flow: maximum along-slope velocity (umax) and along-slope velocity at a slope-
normal distance of 5 m (u5m) and 10 m (u10m) at mid-slope for different valley widths (W) and
coordinates of the convective cell centre (Xc, Yc).

Parameter W = 458 m W = 1648 m W = 4122 m

umax [m/s] 0.3175 0.3368 0.3644
u5m [m/s] 0.2217 0.2123 0.1928
u10m [m/s] 0.1227 0.1163 0.0911

Xc [m] 1457 1491 1279
Yc [m] 208 209 276

5. Conclusions

A new OpenFOAM setup has been proposed and tested to simulate the formation of
slope winds. This research may be used to provide further insight on the structure and
properties of these flows and for improving wind resource assessment in mountain–valley
systems. To sum up, for simulations of mountain–valley thermally driven wind generation,
the main conclusions of this work are the following:

• The use of temperature linearly dependent with altitude as a boundary condition for
the slope is original and leads to a proper generation of slope thermally driven winds.
Namely, the simulations correctly reproduce the flow acceleration and deceleration
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observed along the slope: for the katabatic flow, the peak velocity increases as we
move down the slope for the first half of the slope, and then drops in the second half
of the slope, while in the anabatic flow, the peak velocity increases monotonically as
we move up the slope. Moreover, the simulations correctly reproduce the trend of the
slope-normal position of the peak velocity for the katabatic case.

• Numerical results are, as expected, very sensitive to the settings of field initial con-
ditions. Imposing altitude-dependent temperature worsens the convergence of the
simulation and is thus discarded.

• As a preliminary study of the influence of two RANS turbulence models, after com-
parison with LES results in the literature, the k− ε model is found to be more suitable
than the RNG k− ε model.

• Similarly, the slip wall boundary condition on the top surface of the fluid domain is
more adequate than a symmetry boundary condition, which leads to a much sharper
near-wall velocity profile.

• As expected, the height of the computational domain greatly affects the field flow,
and a minimum height to allow proper development of the convective cell in the flow
field needs to be selected, and should be tested when changing the conditions of the
simulations (slope angle, temperature gradient, etc.).

• Increasing the valley width does not significantly affect the magnitude of the thermally
driven wind (especially in the anabatic case; in the katabatic one, the maximum
velocity increases with the valley width). However, it does produce a displacement of
the generated convective cell, which develops more above the slope in the anabatic
case (and at lower height for a wider valley) and more into the valley in the katabatic
one (and at higher height for a wider valley).

While one of the main objectives of this study was to increase the knowledge on how to
use OpenFOAM for simulation of thermally driven winds, future work will focus on testing
more possible models and assumptions, and on approaching more realistic simulations.
Namely, it would be of interest to:

• Study more turbulence models and validate them against DNS results for thermally
driven winds in idealised mountain–valley configurations.

• Study the effects of geometric parameters of the mountain–valley system (e.g., the
slope angle) and of the initial flow velocity (since real mountain–valley flows have
non-null initial velocity) and geostrophic velocity on the resulting wind speed profile,
convective cell formation, etc.

• Perform a comparison of temperature and velocity profiles with experimental data
obtained in similar conditions to the one described here in order to further validate
the numerical simulations.

• Perform a complete 24 h cycle analysis. As a first step, a periodic time profile of the
temperature boundary condition may be applied on the slope, maintaining all other
assumptions equal to the ones described in this work. Then, the diurnal cycle can be
studied, changing geometric parameters such as the slope angle.

• Study the effects of imposing some roughness on the slope and valley faces.

Future work thus aims at modelling more realistically mountain–valley regions to bet-
ter estimate the peak speeds of thermally driven winds, to identify which parameters have
the biggest effects on slope wind velocities and to contribute to improving the knowledge
on assessment of the thermally driven wind resource in this kind of environment.
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HPC High Performance Computing
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