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Abstract

This project aims to develop an alternative distributed hierarchical control algorithm for a
laboratory microgrid with droop control as the primary level, aiming to emulate the voltage
and frequency variations of synchronous machines' inertial behaviour. The objective of the
alternative control is to be able to work either in grid-connected or islanded mode without
changes in the inverter control, operating always as a controllable voltage source.
Moreover, it aims to unify the restoration of the voltage and power control levels to avoid
undesired interactions between the two control layers. This approach will be based on
consensus distributed control technique where each DER will use its local measurement
and the neighbours’ ones to calculate its control action.
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1. Introduction

At present, most of the global electric energy generation is based on non-renewable
sources, such as coal, fuel or nuclear. Obtaining energy from these sources is one of the
main emitters of greenhouse gases. In addition to the decrease in fossil fuel reserves, the
increase in their price and relatively low efficiency leads the society to the need to generate
clean energy through renewable sources.

During the last decades, renewable sources have seen a growth in the energy industry with
atrendtorise at a global level. According to the IEA report [1], in 2021, renewable electricity
generation has expanded by more than 8%, being the wind for almost half of the global
increase. Figure 1 shows an increase of up to 30% in the usage of renewable sources and
a decrease in coal and nuclear energy in 2021.

50%

40% Low-carbon
Coal
30%
20%
10%
0% _‘_‘ Solar PV
1971 1980 1990 2000 2010 2021

Figure 1 — Share of renewable and non-renewable sources in global electricity generation, 1971-2021 [1]

Furthermore, renewable energies have increased their share in peninsular Spain, going
from 45.5% in 2020 to 48.4% in 2021 [2]. Wind energy again stands out with 24% of total
electricity production, followed by hydro and solar photovoltaic with 12% and 8.3%,
respectively.

The previously mentioned renewable sources create the need to evolve the conventional
power grid scheme. Now, the infrastructure is concentrated in massive power plants to
subsequently transport the energy to the consumers, which implies significant losses. This
results in a massive high voltage grid that connects all the countries employing long
transportation lines. The difficulty of extending this conventional grid and the added need
for renewable generators to develop distributed and flexible systems make the concept of
distributed generation come out.

The distributed grids integrate distributed energy resources (DER) that can be connected
to any point of the grid, being able to generate energy locally and be integrated near
consumption points. The DER can be either distributed generators (DG) or distributed
storage elements (DS). The large-scale introduction of DER has the disadvantage that
production and demand are not necessarily always overlapping as in the cases of
photovoltaic or wind generation. The integration of the DER takes place in the
transformation of the electrical grid from a centralized system to a distributed system. This
adds flexibility to the grid at the expense of increased difficulty in coordinating these
resources. From this need arises the concept of microgrid [3], which aims to improve the
system's overall efficiency.

10
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1.1. Microgrids

The microgrid concept refers to a group of DERs and interconnected loads that work as a
single controllable entity capable of being connected and disconnected from the power grid.
Thus, operating in two modes: connected to the grid or disconnected, also called island
mode [4]. These systems have become an essential field of study since the grid tends to
be more distributed, flexible, intelligent, and based on power-electronic devices.

The point of common coupling (PCC) marks the physical boundary between the main grid
and the microgrid, and depending on the status of this point, microgrids work in one mode
or another [5]. In grid-connected mode, the microgrids must be able to control the
bidirectional power flow. On the other hand, the island mode allows the microgrid to work
independently and requires one of the DERSs to impose the voltage. A microgrid must have
the capability to connect or disconnect depending on the situation. For example, the
disconnection of the grid in the event of a failure or the synchronization of the microgrid
voltage for the correct reconnection to the grid.

Moreover, the microgrids can be classified according to management, architecture or the
type of voltage they supply [6]:

e Types of management: The control of a microgrid needs to be conceived by a
manager that administrates the energy, the excess of storage and the other parts
of the system, as well as the proper connection or disconnection to the power grid.
In order to achieve all these objectives, the management can be intelligent and
centralized if one element controls the microgrid; or distributed if each element
contributes to the control.

The microgrid distribution or topology also affects the management. Among these
possible topologies, the star, the ring or the bus distributions can be considered.

o Types of architecture: Depending on the kind of loads connected, the location of
the microgrid, the available infrastructure and the ownership of the land, three types
of architecture can be defined:

o The utility microgrids are a way to integrate different distributed energy
resources and obtain large-scale deployments.

o Industrial/commercial microgrids prioritize power quality, reliability and
flexibility and take advantage of the capability to be connected and
disconnected to the grid.

o Finally, remote microgrids focus on the supply of the geographical areas or
communities without electrical infrastructure.

e Types of voltage: A microgrid can also be classified according to the voltage link
supply DC or AC. DC microgrids are starting to be an attractive way to distribute
energy due to the high penetration of DG. On the other hand, AC microgrids are
intended to provide electrical energy for common residential or industrial
consumption.

In conclusion, microgrids can transform current infrastructure into more efficient systems,
improving reliability, stability, compatibility, flexibility, scalability, efficiency and economics
[7]. However, the microgrids also have some drawbacks like the need for DSs, which can
cause large space requirements or the microgrid's low inertia.

11
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In electrical systems, the generators rotate in synchronism under normal operating
conditions and generate the power demanded by the loads. If this power increases but the
mechanical power provided by the turbines remains constant, the increased energy
demand of the system can only be obtained from the kinetic energy stored in the rotor mass.
This implies a decrease in the rotational speed of the generators that causes a drop in the
electrical frequency of the system [8]. When microgrids work in stand-alone mode, they do
not have this inertia since electrical machines do not form them. This must be emulated by
controlling the power supplied by the generators.

The hierarchical control scheme is the most used control scheme to resolve the presented
challenges in AC microgrids when connected to the power grid or working stand-alone [9].
Among these challenges, the control and stability of variables such as frequency and
voltage or the power flow between the DER and the grid and the switching between
operation modes are the ones that stand out the most. In particular, when microgrids work
in island mode, the responsibility for generating the voltage must be of all elements working
as voltage sources.

This way, this master’s thesis pretends to develop a control approach based on the
hierarchical control scheme that allows the system elements to work as voltage sources at
any time and in both grid-connected or island mode.

1.2. Objectives

This master’s thesis aims to design and analyse a hierarchical control for an AC laboratory
microgrid that does not require maodifications to work in both operating modes by unifying
the upper layers of the hierarchical control. For this purpose, this document has the
following objectives:

e Research on the principles of the hierarchical control approaches and their layers.

o Describe the microgrid system under study.

e Present the proposed control approach.

¢ Design the control of the AC microgrid for a single generator.

¢ Validate the design in a single generator simulation setup.

¢ Simulate and study the functional behaviour of the designed control in the microgrid
system setup.

1.3. Organization and planning

Considering all the previously presented objectives, this document is arranged in the
following sections:

1. Introduction: In this section, the theme, the objectives, and the organization of this
thesis are introduced.

2. Principles of AC microgrid hierarchical control: This chapter summarises the
principles of hierarchical control.

3. Proposed AC microgrid hierarchical control: The Proposed AC microgrid
hierarchical control section presents the microgrid under study, the proposed
control approach, and the calculations and assumptions taken to design the control.

4. Results: The one generator setup and the microgrid system setup are presented in
this chapter. Besides, the validation and simulations are shown and commented.

5. Budget: This section exhibits the approximate cost of the used software and the
researching, designing and simulating tasks.

12



UNIVERSITAT POLITECNICA D ) telecos
DE CATALUNYA BCN

BARCELONATECH

6. Conclusions and future development: To conclude, this last chapter summarizes
the works carried out and proposes future research lines.

Regarding the planning of the master’s thesis, the following Gantt diagram has been
developed:

CW1 CW2 CW3 CW4 CWS5 CW6 CW7|CWS CW3 CW10 CW1l CWI2 CW13 CW14 CW15 CWI16 CW17 CWIS[CW1S CW20 CW21 CW22 CW23 CW24 CW25 CW26 CW27 CW2B CW29 CW30 Cw3l|cwsz cws3 cwsd]

‘Mlm:ghh research

Intreduction to energy generation

Microgrid concept

AC microgrid control methods.

Document writing
Control design

Definition of the proposed control

Design of droop AC

Design of proposed control

Document writing

Simulations

Definition of simulation tests and setups

Development of one converter simulation setup

Simulation and validation in one converter setup

Development of microgrid simulation setup ‘

Study of the proposed control in microgrid setup ‘
Cohesion of the masters’ thesis document

Figure 2 — Gantt diagram planning

As can be seen, the planning has been divided into 34 calendar weeks (CW) in which the
tasks have been developed.
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2. Principles of AC microgrid hierarchical control

The hierarchical control comprises primary control, secondary control, and tertiary control,
as seen in Figure 3. The first layer oversees the frequency and voltage stability and the
power distribution. The second layer aims to restore the frequency and voltage levels to
the desired ones, and it can include a synchronisation control loop to switch from grid-
connected mode to island mode and vice versa. Finally, the tertiary control deals with the
power flow between the distributed generators and the grid at the PCC. It should be noted
that even though all the layers can be applied together, each one works at a different
bandwidth, the primary control being the fastest and the tertiary control the slowest.

Tertiary
Control

Secondary Control

Primary Control
Figure 3 - Hierarchical control

2.1. Principles of primary control

The primary layer that forms the hierarchical control is responsible for the power-sharing
and stabilisation of voltage frequency and amplitude in each converter. It shares the total
load demand among sources in proportion to their power ratings and is commonly used to
avoid the power converters overstressing and ageing. Thus, the primary control is formed
by internal loops, usually consisting of a voltage and a current loop, the virtual impedance
loop, and the control known as droop control, which deals with the power exchange. Figure
4 shows the completed structure of the primary control loop.

Internal Loops
.................................. v
I, :
Lf) Current Control Loop =3 SVW + Converter I
Virtual Impedance Loop [« T
Power Loop
w i p :
ion [ 1 <« <
Vo | Voltage Generation Y e Gl Active & Reactive :
Vo = E - sin(wt — ¢) ¢ E ¢ Q Power Calculation |_!

................................................

Figure 4 - Primary Control Block Diagram Completed

The internal loops have the function of controlling the converters of each DER so that the
frequency and voltage output are stable. They can be embedded in the same processor to
improve the dynamics of the microgrid. On the other hand, the virtual impedance loop
allows adapting the output impedance, meaning the inductance and resistance, of the line
to increase the droop control efficiency and improve power quality. The power loop based
on the already mentioned droop control is based on conventional electrical grids formed by
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synchronous machines and intends to imitate the dynamics of these systems. AC
microgrids, unlike traditional grids, use power electronic converters to control their variables.
Still, despite its rapid response to any variation, it has certain limitations, such as the low

inertia of the system or the intermittency of distributed generators in the case of renewable
sources.

Droop control

Microgrids formed by several inverters carry out the power-sharing control and stabilisation
of the voltage frequency and amplitude through control methods with or without
communications. Control methods solely based on local measurements show better
reliability since they do not depend on communications in exchange for permitting a small
error. These techniques are generally called droop control methods.

The droop control subtracts proportional parts of the output average active and reactive
powers from the frequency and voltage amplitude to emulate virtual inertia. This way, the
behaviour of the synchronous generators is imitated in exchange for frequency and voltage
steady-state deviations.

Although droop control is the most used control method, there are alternatives. For
example, in the bibliography, there are methods in which each inverter is considered an
agent of a multiagent system and exchanges data with a few other neighbour generators.
This information is used to update the local voltage set points and synchronise the
normalised power and frequency of DERs [10].

This thesis focuses on droop control, and in this section, the basis of this control method is
developed. The basic principles of the droop control, [11], can be deduced from the power
equation through a line from a point A to a point B expressed at (2.1), as well in Figure 5.

J AL

A B

S 0 -
— Ur Ut

Figure 5 — Power flow through a line

Figure 5 shows a line represented by an impedance Z that connects two nodes. A voltage
source imposes the voltage Ua to node A, and node B indicates the connection point of the
rest of the system. This way, the equation of the complex power flowing is represented by:

—Us\" U, — Upel$
S=P+jQ=U0"=U,=—=2) =0, [ L—"2—
2 = VA Ze—Jo

, £ (2.1)
_Ua” e _

Z

UaUs _js+o)
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From the previous equations, and using the Euler’s formula that states that for any real

number x: e/* = cosx + j sinx, the active and reactive power flowing into the line can be
written as:

Uy? U

P= %cos@ — 28 cos(6 + 6) (2.2)
Uy? U,u

Q= %sine —AB sin(§ + 0) (2.3)

From equations (2.2) and (2.3), the trigonometric identities that declare: cos(x +y) =
cosx -cosy +sinx-siny and sin(x +y) =sinx-cosy+cosx-siny and taking into
accountthat: R = Z - cosf, X = Z - sinf and Z? = R? + X?, then the next equations can be
obtained:

U2 U,UgZ

cos(d + 0)

U
= Z—'; [UsZ cos @ — UgZ (cos 8 cos 6 — sin 8 sin )] (2.4)

u
~R2 +AX2 [R(U, — Up cos b) + XUp sin §]

Ujy? U,U
Qz%sinﬁ— A8

U
= Z—';l [UsZ sin@ —UgZ (sind cos 6 + cos § sin 8)] (2.5)
__Ua
R% + X2

sin(6 + 6)

[-RUgsinéd + X(Uy — Ugcos d)]

Finally, considering that the line is inductive X > R, which means that the resistance may
be neglected, and the power angle 6 is small so that siné =~ § and cosd§ =~ 1, the equations
(2.4) and (2.5) are rewritten as:

(2.6)

Uy—Ug=—0Q (2.7)

The expressions (2.6) and (2.7) show that the power angle depends on the active power
that flows through the line, while the potential difference between nodes A and B depends
on the reactive power. Therefore, the frequency and voltage amplitude are determined by
controlling the inverter's power. These conclusions lead to the control basic equations of
the droop control:

w—wg = —ky(P —Py) (2.8)

E —Ey = —kq(Q — Qo) (2.9)
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Where w and wyg are the actual and the nominal frequency values, whereas E and E, are
the actual and the nominal voltage values at node A respectively. The equations (2.8) and
(2.9) are represented as a block diagram as follows:

Droop Control
Py wp
. Voltage Reference Vv,
Vo P . ’@ Aw ‘ & . l L Generator —
—>
Active & React:lve s V. = E - sin(yp) L
L Power Calculation 0 S AE /O E V, = E- sin(tp+ 120“) V.
.“ @ "‘ V. = E - sin(p — 120°) -
Qo Eo

Figure 6 - Primary regulation using droop control block diagram

As noted in Figure 6, the differences between power set points, Po, and Qo, and the active
and reactive power at the output filter capacitor employing the phase voltages and currents
(Vane @and lanc), P and Q, are multiplied by the droop control gains, k, and kq respectively, to
obtain the frequency and voltage amplitude deviations Aw and AE that corresponds to the
virtual inertia. Then, these are subtracted from the nominal frequency of the line, wo, and
the voltage amplitude at the node A, Eo, to obtain the new output frequency and voltage
amplitude w and E. In the case of frequency, it is integrated to obtain the corresponding
angle ¢. Finally, the voltage references of each phase are generated with the calculated
voltage amplitude and angle.

Frequency droop control

Frequency droop control action is graphically represented as follows in Figure 7.
W A

wo

Aw

Py P Py
Figure 7 - Frequency droop control action

The graph in Figure 7 represents the drop of frequency of two generator units with different
frequency droop gains, Ky and Kp,. Initially, the system frequency is equal to the nominal
value, wo, when both generators supply active power equal to the power set points Po,
usually 0 W. Once a load is added to the system, the converters provide the required active
power, P and P, proportionately distributed and the frequency at the converter output, w:
and w-, droops to a specific value. The frequency is a global variable throughout the system,
and consequently, the converters contemplate the same frequency deviation, Aw, in
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steady-state. This way, depending on the generators' nominal power, the droop gains of
each one can be selected to carry out the correct distribution of the active power by
following the expression (2.8). As seen in the graph in Figure 7, the higher the droop gain
value, the lower the active power supplied by the converter at the same frequency value.

However, there are other considerations to study when selecting the droop constant, such
as the maximum frequency deviation and the system stability, settling time, and inertia.

Voltage droop control

On the other hand, the voltage droop control action is shown in Figure 8. As in the case of
the frequency, the distribution of the reactive power supplied by each generator unit, Qx,
and Qq, is realised proportionally with the voltage droop gains Kq: and Kq2. However, in this
instance, the control variable is not global, and the voltage levels at the converters' outputs,
E: and E; are different due to the line impedance effect. This fact makes the voltage
deviation of each generator, AE;, and AE, also different. Consequently, the reactive power-
sharing is not accurate, which can lead to an overload of the generators. This problem can
be corrected by employing the second and third layers of the hierarchical control. The
voltage droop gain must also be selected considering the maximum voltage deviation, the
desired reactive power distribution, the system stability, settling time, and voltage quality.

> Q

Qo Q: Q-

Figure 8 - Voltage amplitude droop control action

2.2. Principles of secondary control

The second layer of the hierarchical control is in charge of correcting the deviations in the
steady state of voltage frequency and amplitude originated in the droop control. The
secondary control can also be used to improve the accuracy of reactive power distribution,
remove harmonics, improve the quality of supply, and ensure proper synchronisation of the
microgrid with the electrical grid. To correct errors produced in the droop control, two terms,
6# and &F, are added to the equations (2.8) and (2.9):

Wi = Wg — ml-Pl- + 6iw (210)

Ei = EO — niQi + (S\iE (211)
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Freguency restoration secondary control

The expression (2.10) ensures that the DGs frequency and voltage magnitudes are
restored to the nominal values.

w4 —— Conventional Droop P-w
i ---. Standard Secondary P-w
wo
Aw
W) = Wz
Py Py Py > P

Figure 9 - Frequency restoration secondary control action

Figure 9 shows the active power distribution of two DGs carried out by the primary control
in addition to the secondary control action represented as a vertical displacement. As can
be seen, the second layer modifies the frequency reference of each generator unit to
remove the frequency error without changing the power supplied.

Voltage restoration secondary control

In the case of the voltage restoration control, the secondary control action becomes more
complex since a conflict exists between the voltage restoration and reactive power-sharing
[12]. In or highlight the problematics, two secondary control approaches are outlined.

E ‘E — Conventional Droop Q-E
Tte.l 2’ Standard Secondary Q-E

A
>

Py Q1 Q’l Qz Q’g Q

Figure 10 - Voltage restoration secondary control action

The first one is shown in Figure 10 and is focused on voltage restoration. The application
of voltage-regulating secondary control ensures that both DGs voltages are restored to the
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nominal value but leads to significant errors in reactive power sharing due to the line
impedance effect.

In contrast, the second approach is focused on reactive power-sharing, represented in
Figure 11. The application of this secondary control enforces the power-sharing at the
expense of worsening the voltage profiles at the converter outputs.

A
E —— Conventional Droop Q-E

---. Sharing Secondary Q-E

Py Ql Q” Qz > Q

Figure 11 - Power sharing secondary control action

The secondary control can be classified into various categories depending on the
architecture. Among them are the centralised, distributed, and decentralised structures [13].

2.2.1. Centralised secondary control

The centralised structure uses a microgrid central control (MGCC) which collects the data
sent by the DGs through a high-speed communication interface and coordinates them to
restore the frequency and voltage amplitude. These communications follow a master-slave
scheme where do not exist direct communications between the generator units, but the
communication channels are only between the MGCC and the inverters. Figure 12
represents the centralised structure:

PCC
| | |
2 A T 7
| | |
DG, DG, DG,
H H '
MGCC - = =& == e = e ee s Lo

Communication Interface

Figure 12 - Centralized Secondary Control Structure
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Commonly, the controlled node in this type of secondary control is at the microgrid PCC,
where the main grid is connected. This way, the terms for each DG controlled are calculated
with the same error, measured in the PCC as follows:

§¢ = Kw(s)(wref - wPCC) (2.12)

5iE = KE(S)(Eref - EPCC) (2.13)

being Ku(s) and Kg(s) the controllers of the P-w and Q-E loops, respectively. Their type
and control parameters are selected according to a desired secondary control dynamic.

If the topology of the microgrid is known and since the voltage profile is not a global variable,
the output voltage of each DG can be controlled to achieve the desired voltage profile.
Each DG receives a different term depending on its voltage reference value, E, and the
voltage read at the converter i output, E;, as seen in the following equation:

8% = Kg(s)(E; rer — Ep) (2.14)

In terms of design, this approach is practical since several aspects of the microgrid can be
controlled with a single entity. However, microgrids with elements separated by large
distances or by difficult areas, such as water surfaces, may be formed by extensive
communication systems and complex interfaces, leading to high costs. Furthermore, using
this architecture also compromise the scalability of the system, the distributed generation,
and plug-and-play, which are the paradigms of the microgrid concept, since the
dependence on the MGCC [14]. The centralised secondary control scheme addresses
harmonic cancellation, unbalanced current reduction, and power quality in the literature
[15].

2.2.2. Distributed secondary control

The distributed architecture is based on multiagent system theory (MAS). It improves the
system adaptability and robustness compared to the centralised scheme since the DG
cooperates to control the microgrid. It does not depend on a single unit as an MGCC. This
way, a microgrid can be represented from the point of view of graph theory symbolising
sources DG as vertices and communication between them as edges, as seen in Figure 13.

OJNO
OR0

Figure 13 - Example of a multiagent system with communications
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In this case, the MGCC is no longer required as each generator unit is controlled using its
local data and those sent by other inverters. This makes the control more robust,
considering that the tasks are divided between the sources, and it is not dependent on a
single controller to do all calculations. However, the third layer of the hierarchical control
and other control system elements may require a central controller. Another point favouring
this architecture is adaptability since the connection or disconnection of a source does not
require modifying the algorithm of any system component.

PCC
I I I
7y Zo| s0eeeenn T
I | |
DG, DG, DG,
H H H
S e mmmm Lo

Communication Interface

Figure 14 - Distributed Secondary Control Structure

A general scheme of this approach is shown in Figure 14. The distributed control
architecture can be classified according to the techniques used to calculate the control.

a. Averaging control technique

Each DG measures its frequency and voltage amplitude in the averaging-based structure
and communicates them to all other generator units. This way, each converter computes
its secondary terms, calculating the average frequency and the voltage amplitude with this
data as follows:

n
1
5 = Kix(®) | 2rep == ) 5 (2.15)
j=1

Being x the variable of interest controlled by the second layer control and K x(s) the
compensator used by converter i and n the total number of DGs connected to the microgrid.

In the case of the frequency, since it is a global variable and the same throughout the
system in steady-state, it must be estimated locally by each inverter and sent to all the
other inverters to calculate the average frequency to compute the secondary term as shown
in the equation (2.16):

n

1
6iw = Kiw(S) wref —Ez (1)] (216)
j=1

On the other hand, the voltage amplitude is not common in the whole system, and the
impedance between DG is not necessarily the same. This fact makes precise reactive
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power sharing difficult, as explained at the beginning of this section. Because of this, an
alternative control (2.17) has been developed that consists of implementing a distributed
average reactive power-sharing that results in the following equations [16]:

5,5 = 5,Fave 4 g,0ave (2.17)
n
Eave _ — 1
6; =Kig($)| Ever n E; (2.18)
=1
n
5 Qave — LQ(S) Ql — _z Q} (219)
j=1

Where 652© is the term that aims to correct the voltage amplitude while 6% is the one
responsible for reactive power-sharing. The secondary control term for the voltage
amplitude correction is calculated from the sum of two expressions. The equation (2.18)
considers the amplitude restoration, and the expression (2.19) is in charge of the reactive
power-sharing. This way, power-sharing is independently achieved from voltage sensing
mismatches or line impedance values of the microgrid.

b. Consensus control technique

As the average method, the consensus technique for secondary control uses local and
transmitted measured signals to calculate the secondary term. However, in this case, the
communication system follows a neighbour-to-neighbour scheme. Each generator unit
uses the data sent by the DGs set by MAS theory, which defines the information exchange
rules. This technique follows the following equation:

F=Kies) Y ay (500 — 1) (2.20)

j=1j=#i

The objective of consensus control is to hold that x; = x; in steady state, being i the
generator unit in which the secondary term is applied and j all other DGs. As can be seen
in equation (2.20), the term a; is related to the associated adjacency matrix, which is the
matrix that describes the communication links between the elements of the microgrid.

a13
0 a; @3 s O
a,; O 0 ayy 0
; O£14 aij=|az3 0 0 0 azs
a41 a42 0 0 0(45

0 0 53 g4 0
= =
Qg5

Figure 15 - Example of a multi agent and its associated adjacency matrix
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Figure 15 shows an example of a system with five DGs and a communication system in
addition to the adjacency matrix associated. As seen in this matrix, the term is nonnegative
when there is a relationship between generators and can weigh from 0 to 1. This matrix
allows also representing unidirectional connections in which a;; # a;;.

The equation (2.21) for the frequency secondary control term proposed in [17] considers
the frequency correction and the consensus of the DGs connected to ensure the same shift
in the droop curves, guaranteeing the active power-sharing. The adjacency matrix and the
controller parameters Kiw(s) do not determine the algorithm's performance; they just control
the transient behaviour.

n

0 = Kio) | (wrer —0)+ D ay(5” ~6") @21

Jj=1j=#i

As the droop control cannot accurately share reactive power between generator units,
equation (2.22) is also proposed in [17] to calculate the secondary control term for the
voltage amplitude restoration and reactive power share. The first part of the expression is
responsible for correcting the voltage amplitude deviation. In contrast, the second one aims
to control the reactive power supplied by DGs to distribute the reactive power supply
proportionally to their nominal power. This way, the secondary control achieves a
compromise between reactive power sharing and voltage regulation based on the relative
size of the adjacency matrix B and the weight b;.

n

6 = Kig(s) | by (Brey —E) + ). ﬁi,-( v g ) (2.22)

o1y Qj nom Qi nom

The consensus control allows for reducing the size of the communication infrastructure
since it is not required that all the DGs have a channel between them. Furthermore, this
approach has better adaptability to different microgrid topologies thanks to the adjacency
matrix.

2.2.3. Decentralised secondary control

In the previous secondary control structures, communications provide a channel to
exchange the required data to achieve control objectives. Nevertheless, these
communications may contain delays and packet losses that can affect the control's correct
operation, compromising its stability and dynamics and leading to a system collapse. In
microgrids formed by slow elements such as synchronous machines, communications
errors are not as severe as the impact in inverted-based systems, where they can increase
the oscillations or even lead to instability.

The decentralised control structure avoids communication problems since each inverter
independently restores its frequency and voltage amplitude by employing its local
measurements. Figure 16 shows an example of this kind of control.
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Figure 16 - Decentralized Secondary Control Structure

2.3. Principles of tertiary control

Finally, the last layer of the hierarchical control is the tertiary control. It deals with the power
flow of the microgrid to optimise the energy supply considering economic issues, operation
scheduling, and grid requirements [14]. This control loop can also be used to improve the
power quality at the PCC [18]. Besides, the tertiary control works with a longer timescale
than the first and second layers, in the range of minutes to hours.

In grid-connected mode, the power flow is controlled by adjusting the voltage frequency
and amplitude of the microgrid. Therefore, to modify these references, the control laws of
this layer can be expressed as follows:

wref = KP(S)(Pref - P) (223)

Erer = Ko(s)(Qres — Q) (2.24)

The previous equations aim to modify the frequency and amplitude reference values used
in the second layer by correcting the error between the supplied powers, P and Q, and their
references, Prer and Qrer, employing the controllers, Kp(s) and Kqo(s). Depending on the sign
of these references, the power is supplied or consumed. However, when the microgrid
works in island mode, the secondary control sets the references to the normalized voltage
frequency and amplitude values.

The tertiary control can also be categorized depending on its architecture. In most cases,
the tertiary approaches are based on centralized communication systems, as explained in
the previous subsection. These types of systems depend on the MGCC to calculate the
power set points, and the DGs do not deem the power supplied by the other elements.
Furthermore, to avoid over-determining the system, one generator called the slack
generator is not controlled and supplies the remaining power not contemplated in the
control scheme.

On the other hand, the distributed and decentralized architectures do not require this slack
generator since the DGs share information with each other allowing a more precise
distribution of the power supplied.
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3. Proposed AC microgrid hierarchical control

This section includes the main content of this thesis on developing an AC microgrid
hierarchical control. First, the composition and requirements of the system studied are
presented. Subsequently, the proposed control scheme is explained. Finally, the control
loops of all the hierarchical control layers are analysed and tuned.

3.1. AC microgrid system description

The principal objective of the present thesis is to design a hierarchical control approach for
an AC microgrid that unifies the second and third control so that the microgrid control
scheme does not require to be modified regardless of the operating mode. Thus, a
reference circuit can be implemented to study several control approaches.

The system under study consists of a laboratory triphasic AC microgrid that can operate in
both grid-connected and island modes. The microgrid is formed by three branches
connected to the PCC and contains three three-phase grid-forming generators distributed
across the branches, as seen in Figure 17, two of them with a nominal power of 20 kVA
and the remaining one of 40 kVA. It also includes two loads of 20 kVA and four contactors
and considers the line impedances between elements.

The grid-forming generators consist of emulated batteries connected to the microgrid circuit
through inverters. They are responsible for generating the phase voltage levels in the bus
and supplying the power required by the loads when the microgrid is working in island
mode or regulating the power injected when the microgrid is connected to the grid. On the
other hand, the loads follow an RL circuit to consume both active and passive power.

P Grid-Farming
PCC L F—M— (40 EVA)
_ 2
e
% L
— F—(M)—{\] Load (20kva)
Zy

P Papnt Grid-Forming
? o — (M —— et LN 20kva)
Gid T %
— F(M)—{\] Load (20kva)
| 2
MGCC — (M) —
g . :
o Grid-Farming
— | M) ;I (20 kVA)
2y

Communication Interface

Figure 17 - Microgrid system

Besides the electrical bus, the microgrid is also constituted by a communication interface
through which the elements communicate between themselves. Among the devices
connected to the communication bus are the generators, the meters located at the point of
coupling (PoC) of each generator and in each branch, the MGCC that includes the
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microgrid control and the module of inputs and outputs responsible for controlling the
contactors.

Figure 18 shows the structure of a DG. As can be observed, the electrical part is formed
by the emulated battery that generates a DC voltage level which is later converted by the
inverter to adapt it to the microgrid AC triphasic, and finally, the output is filtered by an LCL
filter. Furthermore, a meter measures the voltage and the current of each phase to send
the data via the communication interface afterwards.

In addition to the electrical part, the control algorithm is also displayed. Firstly, the active
and reactive power, P; and Q, is calculated from the local measurements of the voltage
frequency and amplitude, wi and E;, by means of a phase-locked loop (PLL). With this
information, the droop control-based primary control distributes the power depending on
the droop gains and creates the corresponding voltage reference followed by the inverters.
Also, the embedded secondary and tertiary control proposed in this thesis computes its
action, 6“ and &F, accountable for the voltage frequency and amplitude restoration as well
as the power flow by modifying the droop curve of the primary control.

It cannot be overlooked that the previously commented control also requires the information
sent by the other generators and the MGCC. So, this data is received through the
communication interface. It includes the active and reactive power supplied by neighbours
Pj and Qj, the voltage frequency measured at their output, wj, and the references and
nominal powers of all the microgrids generators computed by the MGCC.

Distributed Generator i Vv g
iiiiiiiiiiiiiiiiiiii | abey Labe
Emulated Battery Inverter AN N @ PoC  —
+ — 2 Zine | &
= — C g e
i
T o T g £
Qutput Filter g ig
g 1
----------------------------------------------------- & .8
Control Scheme =@ R
Power = =
. Calculation = =
‘ Embedded Control P .. P, Qs w; % g
. o P we T > g
Primary Control | i '% * Secondary Action | O
B o) et PPN o S -
(Droop Control) i(s) e Wi B ' DPhaseLocked | 3 | 2 ase=sssesssssssssssses
Tertiary Action | € o0, pyy Pj,Qj,wj
LIl * ) PregisQrefiis Preg > Qrefi

y
Prom,i» Qnom,i» Prom,j> Qnom,j

Figure 18 - Distributed Generator Structure

3.2.

This subsection aims to present the control law of the hierarchical control proposed in this
thesis. From now, this control approach will be called embedded control. It consists of a
microgrid distributed hierarchical structure that includes the second and the third layer in
the same control law and intends to operate in grid-connected and island mode without
being modified. This control is applied locally in each inverter, requiring that each neighbour
and the MGCC transmit the necessary data. The distributed control actions from the
embedded control are calculated as:

Proposed hierarchical control
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1 P.,.ri—P;, P.r-i—PF
6 = K@) | @l wrey — 2 ) 0y | =8 ( S ) (3.1)
= Py nom,j nom,i
O (Qrerj = Q) Qreri—Q
5iE _ KiE(S) V(Eref _ Ei) s Z ( ref,j j_ Nrefi 1> (3.2)
JoT =i Qnom,j Qnom,i

The term corresponding to the active power secondary and tertiary control action is
calculated as represented in the expression (3.1). It contemplates frequency restoration
and the power distribution, with a single controller Ki*(s) as responsible. The first purpose
is carried out by eliminating the deviation of frequency from a reference, wrr. To calculate
this difference, the average of the frequencies read at the output of each inverter is
computed. On the other hand, the active power flow control is accomplished by removing
the disparity between the deviation of the actual active power supplied by converter i, P;,
from its reference, Pirr, and the same deviation for the active power supplied by neighbour
generators or grid, P;. Each deviation is proportional to its nominal active power value, Pnom,
to adjust the magnitude of the values.

Despite integrating the two layers in the same control approach, each one must have a
different dynamic. Thus, the a and B constants modify the gain of the controller and,
consequently, determine the dynamics of each control.

As a counterpart, the expression (3.2) considers the action of the reactive power secondary
and tertiary control. The control law is equivalent to the previous one, but, in this instance,
the focus is on the voltage amplitude correction and the reactive power flow. The two terms,
y and &, weigh the controller’s action.

Figure 19 displays the equations (3.1) and (3.2) more graphically.
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Figure 19 - Embedded control block diagram
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3.3. Hierarchical control design

Once the system and the proposed control approach have been presented, the next step
is to tune the control loops of each layer of the hierarchy so that the control has the desired
dynamics. For this, the first stage of this subsection has been to obtain the block diagram
of the control system's active and reactive power loops and explain them. The following
steps have been to analyse the primary, secondary and tertiary control separately and for
a single generator. In this process, several issues regarding the union of all hierarchical
layers are addressed.

3.3.1. Hierarchical control
a. The active power control loop

Figure 20 shows the block diagram of the active power control loop. It consists of a multiple-
input single-output (MISO) system which contemplates the three layers of the hierarchical
control besides considering the embedded control.

+ n
Py —>®—> P

(i #1) FProm,j

Primary Control

!
!

i .

| Peonv,i +
'

E
g
2
w | =

Figure 20 — Hierarchical control active power control loop block diagram

As seen in the scheme, the primary control feedbacks the system output, which is the actual
supplied active power, P;, to subtract it from the active power set point, Po. From the
difference, the frequency deviation, Aw;, is calculated using the active droop gain, Kp,
following the equation (2.8) of the previously presented droop control. The result is added
to the nominal frequency, wo, in addition to the embedded control term, &, to obtain the
converter frequency, Weonv,i.

Concerning the embedded control, the block diagram considers both actions, the
secondary and tertiary control. On the one hand, the secondary control calculates the
average of all the generator frequencies, including its one, and computes the deviation
from the frequency reference, wrer, to eliminate it. Finally, this difference is multiplied by the
factor a. On the other hand, the tertiary control feeds back again the active power supplied,
already used in the primary control, and it is subtracted from the reference sent by the
MGCC, Pret,. The outcome is multiplied by the number of neighbours, n, and the inverse of
the nominal power. The last step is to compute the subtraction of the differences calculated
in each neighbour and multiply it by the factor 8. The action of both controls, secondary
and tertiary, is lastly combined, and the term & is calculated by the integral controller Ki*(s)
to correct the frequency deviation and follow the active power reference.
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The converter frequency is integrated to obtain the corresponding phase, @con,, and the
phase variation from the PoC is deemed the plant's input. The plant characterises the
power flow in a line between a three-phase distributed generator char and its PoC when
an ideal triphasic AC power system with a constant voltage and frequency is connected,
as shown in Figure 21. That s, in the case that the microgrid works in grid-connected mode.
The power line consists of the output inductor, L., of the LCL filter, and it is modelized by
an inductor, L, and a resistor, Ry.

Stiff AC

Generator System

Figure 21 - Three-phase generator connected to an infinite AC system through a power line

Given that, the plant's transfer function relating phase to active power is expressed in the
equation (3.3). Its development has been carried out employing the dynamic phasor
models following [19].

3 3U2w,lL
1252 + 2R, Ls + (woL)? + R?

P
=_ 3.3
H(s) ” (3.3)

The result is a second-order transfer function that considers the active power flow and the
constant voltage, U, and frequency, wo, of a stiff AC system.

b. The reactive power control loop

In the case of the reactive power control loop, the system remains following the MISO
structure and again contemplates the primary, secondary and tertiary controls and the
embedded approach, as shown in Figure 22.

Embedded

Control @ Secondary Action
i + g n :
: Qref,z Qnm,i

: nilQref,j _Qj K;E(S)

)y

G709 Qnomj

+

Primary Control

+
Ecarw,i

X

Figure 22 - Hierarchical control reactive power loop block diagram
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The reactive primary control block diagram follows the droop equation (2.9), similarly to the
active power control loop. The droop constant, K, relates the reactive power supplied and
its set point to compute the corresponding voltage amplitude deviation, AE;. The embedded
control also follows the same structure as the active power control loop except for the
secondary action, which does not compute the average of all the amplitude voltages and
only considers the local amplitude measured at its PoC to correct the deviation from the
reference, Erer.

Finally, the action of the primary and the embedded control are accumulated with the
nominal amplitude, Eo, to obtain the converter amplitude, Econv,. The difference in this
amplitude from the one at PoC is the plant's input, shown in Figure 21. The transfer function
must now relate the voltage amplitude and the reactive power resulting in the expression
(3.4), obtained using the dynamic phasor models [19].

0 3V w, L
H(s) == =773 2 2
E L2524+ 2R;Ls + (woL)? + R;

(3.4)

3.3.2. Primary control

From this subsection onwards, the analysis of the control layers shall be made separately,
given the complexity of the system loops presented in the previous subsection. The first
simplification has been to assume a single converter to analyse the layer's control loops to
avoid the coupling between generators and reduce the number of system inputs. Moreover,
the coupling between active and reactive power loops is also not deemed.

On the other hand, it is desired that the dynamics of the primary control follow a first-order
response as fast as possible. For this, each loop's only degree of freedom is the droop
constant, which will be tuned considering the system stability, the maximum frequency or
amplitude deviation allowed, and finally, the desired dynamics.

The required variable values are shown in Table 1.

Table 1 - Grid and LCL filter parameters

Magnitude Value
Nominal voltage (Uc) 230V P-N
Nominal frequency (wo) 2150 rad/s

LCL filter output inductor (L) 548 uF

LCL filter output resistor (Rv) 37 mQ

a. Active power control loop

The objective of this part is to obtain an active power droop gain, K, with which the system
is stable and meets the requirements previously mentioned. For that purpose, the block
diagram of Figure 20 has been simplified by considering the embedded control action as
input and just considering the primary control action and the plant. The outcome is the
block diagram shown in Figure 23.
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Weonw,i

Figure 23 - Primary active power control loop block diagram

As can be seen, the system is formed by the droop constant, an integrator and the plant
which follows the transfer function of the expression (3.3). Furthermore, the embedded
control action, the nominal frequency, and the phase at the PoC are considered
perturbations and have been neglected to turn the system into a single-input single-output
(SISO) system. Knowing that, the system's open-loop and closed-loop transfer functions
are represented in the expressions (3.5) and (3.6), respectively. Observing these transfer
functions, the system contains three poles since it is a third-order system and shows that
it does not present steady-state error in response to a step input since the open-loop
expression contains a pure integrator.

Gor(s) = 3U.2woLK, (35)
oL 1253 + 2R, Ls? + ((woL)? + R?)s '
3U.2wyLK,
Gen(s) = c 07w (3.6)

253 + 2R Ls? + ((woL)? + RY)s + 3U.*w,LK,

Once the transfer functions of the active power control loop have been obtained, the tuning
of the droop gain can be performed. First, the K, limits are obtained by employing stability
analysis and studying the maximum frequency deviation allowed by regulations. Then, a
droop constant is selected to meet the dynamic requirement.

1. Stability analysis

A root locus analysis has been accomplished to examine how the poles of the system
change with variation of the droop gain. For this analysis, the system open-loop transfer
function (3.5) with the variables of Table 1 substituted is required.

27.32-103- K,

3.7
300.3 107653 +40.55-107°s2 +31-1073s (3.7)

GoL(s) =

Considering the expression (3.7) and the root locus gain as K, the result is displayed in
Figure 24. The graph shows the evolution of the three poles of the system, one real and
two complex conjugates; as the droop gain increases indicates that there is a droop gain
limit by which the system is unstable since the complex conjugated poles become in the
right half-plane.
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Figure 24 - Active power control loop root locus analysis

Therefore, the maximum value of droop gain considering stability must be obtained. For
this purpose, the denominator of the closed-loop transfer function D(s) is studied in its
isochronous form D(jwo) represented in the expressions (3.8) and (3.9), respectively.

D(s) = L*s® + 2R, Ls* + ((woL)? + RP)s + 3U 2w, LK, (3.8)
D(jw) = j3L*w® + j22R Lw? + j((woL)? + R)w + 3U w,LK, (3.9)

The denominator in the Laplace domain becomes the isochronous form by substituting s
with jw. To obtain the maximum K,, first, the equation is arranged by substituting the
variables and replacing the independent term with K, as shown in (3.10).

D(jw) = —j 300 - 10 %w? — 40.48 - 10™°w? + j 31 - 1073w + Kyjmic (3.10)

If the real and imaginary parts of the equation (3.10) are separated and equal to 0, then a
system of two equations with two unknowns, Kimi;, and w, is formed.

Re(D(jw)) = Kjymir —40.48 - 107%w? = 0 (3.11)

Im(D(jw)) =31-1073w —300-10%w® =0 (3.12)

Solving the equation system formed by (3.11) and (3.12), a Kimit, which makes the system
critically stable, is obtained. Finally, by matching this Kimit to the independent term of the
characteristic equation (3.8), the maximum droop gain can be calculated as seen in the

equation (3.13).

Kiimic = 3UchKp_max (3.13)
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If the already known variables (Table 1) are replaced from the equation (3.13), the
maximum droop gain considering the stability is obtained and shown below.

rad/s

Kp_max_stability = 153.25-107° W

2. Maximum deviation limit

On the other hand, the droop gain is also limited by the maximum frequency deviation that
can occur in the whole microgrid. According to IEC 61727, the maximum deviation is 2%,
which in the case of a nominal frequency of 50Hz means a maximum deviation of 1 Hz or
2n rad/s. Since K, relates active power to frequency, the upper limit values in island mode
would also depend on the generator rated active power, as shown in Figure 25.

Wo — Awmaazv

» P

-P[) -Pnum

Figure 25 - P-w droop curve limits

Considering this, the maximum droop gain is obtained by relating the maximum deviation
with the nominal power,

Aw
Kp max = = (3.14)

Pnom

Thus, the droop gain limit for a generator that has a nominal power of 20 kVA would be:

2rnrad/s _crad/s
Ky max,20 = S0kW =314.16-10 -
While for a generator of 40 kVA would be:
2nrad/s _grad/s
Kp maxa0 = A0RW 157.08 - 10 m

Both limits are greater than the one that considers the system stability, so the limit obtained
in the previous subsection is the most restrictive one. In this way, in the case of a generator
with a nominal power of 20 kVA, the maximum frequency deviation would be 0.49 Hz or
3.06 rad/s. In contrast, the generator with a nominal power of 40kVA have a gain that
covers a greater frequency deviation close to the maximum one, particularly 0.97 Hz or
6.13 rad/s.
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3. Dynamics

Once the active droop gain limit has been established, the next step is to obtain the K, with
which the system has a first-order behaviour and is as fast as possible. For this purpose,
the first step has been to plot the system’s poles depending on the droop gain observed in
the pole-zero map shown in Figure 26. The droop gain sweep extends to the stability limit
to demonstrate that the limit has been correctly calculated.

P-w primary control poles
400 T T T T T T

Droop Gain (Kp) ]
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30e-6 !
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100 155-6 f 1

Imaginary Axis (seconds'1)
o
X
X
X
X
1

_400 1 1 1 1 1 1
-140 -120 -100 -80 -60 -40 -20 0 20

Real Axis (seconds'1)

Figure 26 - Poles of the system, depending on the active power droop gain

The complex poles approach the imaginary axis, and the real one gets away from it as the
gain increases following the evolution seen in Figure 24. Consequently, the droop gains
that meet the response requirement are the smallest ones since the real pole tends to be
dominant.

After the pole-zero map has been studied, the droop gain should be selected according to
the required behaviour. In consequence, the dominance of the real pole must be applied.
To make these calculations, the denominator of the closed-loop transfer function (3.8) is
expressed depending on the poles in (3.15) and reorganized in (3.16). Being A the real
pole, B the real part of the conjugated poles and C the imaginary part.

12s% + 2R Ls? + ((wol)? + RV)s + 3U,*woLK, = (s + A)(s + (B +jC) (s + (B —jC)) (3.15)

2R, ,  (wol)*+R} +3UCZwOLKp

i e Tl = 5%+ (A+2B)s” + (24B + B? + C?)s + A(B + (%) (3.16)

Since the real pole must be dominant, A is fixed to be ten times lower than B fulfilling the
relation (3.17).

B =104 (3.17)
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Finally, an equation system is obtained relating the coefficient corresponding to s s and

the independent term (3.16) and assuming the relation (3.17). The results of the system
are:

p, = —6.43
pys = —64.3 +j313.5

rad/s

K, =7.24-10"°
4 w

Figure 27 shows the unitary step response of the system with the calculated active power
droop gain in addition to the responses with the values around the obtained one. As can
be seen, the response follows a first-order behaviour and has a time constant of around
0.155 seconds and a settling time of 1 second, which is fast enough, also calculated by
inverting the real pole calculated.

P-w primary control step response
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Figure 27 - Step response of the system depending on the active power droop gain

If the droop gain is applied, the maximum frequency deviation for a generator with 20 kVA
of nominal power is 0.023 Hz. However, a generator with a nominal power of 40 kVA
contemplates a maximum deviation of 0.046 Hz. Since the frequency is a global variable,
the DG with higher nominal power is limited by the maximum deviations set by the lower
nominal power generator. Due to this fact, the droop gain of the generator of 40 kVA must
be half the value of the 20 kVA one to use its full power range at the expense of slowing
down the control to a time constant of around 0.312 seconds. Figure 28 shows the conflict
previously commented.

As a conclusion of this subsection, the active power droop gains selected are as follows:

rad/s

Kpp0 =7.24-107°
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rad/s

Kp 40 = 3.62 - 1076

fa

50H z

0.023Hz

49.97THz

> P

Py 20EW 40kW

Figure 28 - P-w droop curves for a 20kVA and 40kVA generators

b. The reactive power control loop

As has been done with the active power control loop, the objective of this subsection is to
calculate the reactive power droop gain, Kq. Again, the droop constant selected must meet
the requirement of the system consisting of a first-order behaviour with a response as fast
as possible. The block diagram required to analyse the control loop is shown in Figure 29,
and it has been obtained by simplifying the Figure 22 diagram by considering the reactive
power setpoint, Qo, as the input.

Primary Control 87 " Epoc Plant
+ : - !
+ Econv,i v =+ AE !
+ e ——— y
Ey

Figure 29 - Primary reactive power control loop block diagram

The system is just formed by the droop gain and the plant, which follows the transfer
function of the expression (3.4). Once more, the embedded control action has been
deemed an input and neglected since its dynamics are slower than the primary control one.
The amplitude at the PoC and the nominal voltage are also assumed perturbations and
neglected to simplify the analysis. This way, the system becomes a SISO system with an
open-loop and closed-loop transfer functions shown in (3.18) and (3.19), respectively.

6or(s) = 3U,w,LK, (3.18)
oL 1252 4+ 2R, Ls? + (woL)? + R? '
3U.wo LK,
Ger(s) = £ (3.19)

L2s% 4 2R, Ls + (woL)? + R} + 3U woLK,
In contrast to the active power control loop, the system follows a second-order form so

contains two poles and presents steady-state error in response to a step input since the
system is type 0.
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Before focusing on the system’s stability and behaviour, a root locus analysis has been
carried out to evaluate the two poles in terms of Kq. The transfer function studied (3.20) is
obtained from the open-loop expression (3.18), considering Kq as the root locus gain and
substituting the values of Table 1.

118.8 - Kq

3.20
300.3-107°6s3 +40.55-107°s2 +31-1073s ( )

Go(s) =

The root locus analysis shows two conjugated poles, as seen in Figure 30. It can be
concluded that the system follows a second-order dynamics independently of the droop
control gain, but it does not present stability problems. Because of that, the system has
been modified to meet the requirements.

Q-E primary control root locus
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Figure 30 - Reactive power control loop root locus analysis

The proposed new control adds a low pass filter (LPF) to the system presented in Figure
29 to modify the system dynamics to obtain a response without oscillations or overshoot
(first-order response). The LPF transfer function in terms of the cut-off frequency, wc, is
expressed in (3.21).

1
LPF(s) = N (3.21)

Primary Control o7 Epoc Plant

LPF(s)

Figure 31 - Primary reactive power control loop with LPF block diagram
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Now, the new block diagram consists of the reactive power droop gain, the plant and a LPF
as shown in Figure 31. Its open-loop and closed-loop transfer functions are expressed in
(3.22) and (3.23).

3Uc.woLKqw,
1253 + (2R.L + w.1?)s? + (w2L? + 2w R L + R?)s + w,wo2L? + w.R?

Gor(s) = (3.22)

3U.woLKgqw,
1253 + (2R,L + wc1?)s? + (wo2L? + 2w.R L + RE)s + w,wo?L? + wcRE + 3U . woLKqw,

Ger(s) = (3.23)

The open-loop expression does hot contain any pure integrator, so the final system still has
a steady-state error. However, the system is now of third order, meaning that it has an
additional pole. To verify that the system can have a first-order response, a root locus
analysis is performed from the expression (3.24), obtained by substituting the variables of
Table 1 of the open-loop transfer function (3.23) and considering K4 as the root locus gain
in addition to using a unitary cut-off frequency w. as reference.

118.8

3.24
300.3-107%s3 4+ 40.08 - 107°s%2 4+ 31.05- 10735 + 31.01 - 103 ( )

Gor(s) =

In contrast to the first system (Figure 30), the root locus analysis shows a real extra pole in
addition to two conjugated poles, as seen in Figure 32. Consequently, the system can have
a first-order response by forcing the real pole to be dominant. Besides, the system has a
limit for which the system is unstable.
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Figure 32 - Reactive power control loop with LPF root locus analysis

Once the transfer functions are obtained and a first-order response can be ensured, the
droop gain tuning can be performed. Due to the new degree of freedom, wc, added by the
LPF, the droop gain has been obtained only considering the maximum voltage amplitude
deviation and the steady-state error. Then, the cut-off frequency is calculated by studying
the system's stability and dynamics.
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1. Maximum deviation limit

According to IEC 61727, the maximum voltage deviation is 3% which in the case of a
nominal voltage amplitude of 325 V means a maximum deviation of 9.75 V. Since K, relates
reactive power to voltage amplitude, then the upper limit values in island mode would
depend on the generator rated reactive power as shown in Figure 33.

EO - AEma:r:

Q 0 Q nom

Figure 33 - Q-E droop curve limits

Considering this, the maximum droop gain is obtained by relating the maximum deviation
with the nominal power as expressed in (3.25).

AE
Kq max = = (3.25)

Qnom

The regulation IEEE Std. 1547-201 declares that equipment can supply a maximum
reactive power equal to 0.44% of the nominal power. Thus, in the case of a generator that
has a nominal power of 20 kVA, the droop gain limit would be:

K, =PV 4407107
amax20 = o 44..20 kvar var
While for a generator of 40 kVA would be:
K = 975V =553.9-107° v
amax40 = o 44.. 40 kvar =~ " var

2. Steady-state error

Another point of interest in tuning the reactive power control loop is the steady-state error
(SSE) with respect to a step response. The relation between the permanent error, the
system variables and the droop gain is expressed in (3.26). As observed, the error is
independent of the LPF cut-off frequency.

wo?L? + R}

SSE = .
3U woLKy + wo?L? + R}

(3.26)

A droop gain sweep between 0 and the droop gain limit for a 20kVA generator with the
variables of Table 1 substituted is performed. It is shown in Figure 34 that the greater the
reactive power droop gain, the lower the permanent error.
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Steady state error
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Figure 34 - Steady-state error depending on reactive power droop gain

Finally, a droop gain can be set considering the limit concerning amplitude deviation and
the relation between SSE and K. A value with a good compromise between the voltage
guality in island mode and SSE for a generator with 20 kVA would be,

K =800-10"° 4
.20 = var

which contemplates a permanent error of 24.6% and a maximum deviation of 7.04V.

As in the active power case, the generator with higher nominal power is limited by the
maximum deviations set by the lower nominal power generator. Due to this fact, the droop
gain of the generator of 40 kVA must be half the value of the 20 kVA one to use its full
power range at the expense of slowing down the response and worsening the permanent
error. Figure 35 shows the conflict previously commented. In conclusion, the droop gain of
a generator with 40 kVA is:

K =400-10"° 4
40 = var
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which contemplates an SSE of around 40%.
Ey
325V

7.04V

317.96V

> Q

Qo 8.8kvar 17.6kvar

Figure 35 - Q-E droop curves for an 8.8 kvar and 17.6 kvar generators

3. Stability analysis

Once the droop gain has been set, the next step taken is to obtain the maximum cut-off
frequency with which the system is deemed stable. For this purpose, the isochronous form
(3.28) of the denominator (3.27) of the closed-loop transfer function (3.23) is obtained and
analysed.

D(s) = L*s® + (2R,L + wcL?)s? + (wo?L? + 2w,R L + RE)s + w,w?L? + wcRE + 3Uc.wolKqw.  (3.27)
D(jw) = j3L2w® + j2(2R,L + w L?)®? + j(wo?L* + 2w R, L + RD® + w.wo2L* + w RE + 3U,woLK,w, (3.28)

From the isochronous form, the cut-off frequency limit can be calculated by following the
same procedure used for the active power control loop. For this purpose, the isochronous
form is arranged, its variables are substituted by the values of Table 1 and the droop gain
of a generator with a nominal power of 20kVA since it is the fastest option. Additionally, the
independent term is replaced by K, as shown in (3.29).

D(jw) = —j 300 -107%w? — (300 - 10 °w, + 40.6 - 10~®)w? + j (40.6 - 107 %w, + 31-1073w + K (3.29)

If the real and imaginary parts of the equation (3.29) are separated and equal to 0, a system
of two equations is formed.

Re(D(jw)) = Kjymir — (300 - 10w, + 40.6 - 107®)w? = 0 (3.30)

Im(D(jw)) = (40.6-107%w, + 31-10"*)w —300-10%w3 =0 (3.31)

Solving the equation system, a Kimir which makes the system critically stable, is obtained.
In this case, the outcome depends on w¢, which is the desired variable. To bring it, this Kjimi
is matched with the independent term that also depends on wc to obtain the relation (3.32).
Kiimit = wc_max(wOZLz + Rg + 3Uc(“)OLKq) (3.32)

If the already known variables (Table 1) are replaced from the equation (3.32), the

maximum cut-off frequency considering the stability of the system is obtained and shown
in (3.33).
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We max = 4779704/ (3.33)

4. Dynamics

The last step of the reactive power control loop tuning is to obtain the cut-off frequency with
which the system has a first-order response as fast as possible. Again, the pole-zero map
depending on the required variable has been plotted with a sweep that extends to the
stability limit to verify the calculated value.
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Figure 36 - Poles of the system depending on the LPF cut-off frequency

Figure 36 shows the evolution of the three poles. The complex zeros approach the
imaginary axis, and the real one gets away from it as the cut-off frequency increases.
Therefore, the cut-off frequency that meets the response requirements is again the smallest
one which ensures the dominance of the real pole. The calculation performed to obtain the
required value consists in expressing the denominator of the closed-loop transfer function
(3.27) depending on the poles, as seen in (3.34).

wcL? + 2R, 4 (woL)? + 2wR, L + R? - 3U,woLKyw, + w wiL?* + w R?
L L? L (3.34)
=534+ (A+2B)s?+ (24B + B? + C?)s + A(B* + C?)

s3

Being A the real pole, B the real part of the conjugated poles and C the imaginary patrt.
Since the real poles must be dominant, A is required to be ten times lower than B fulfilling
the relation (3.35).

B =104 (3.35)
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Relating the coefficient corresponding to s, s and the independent term of (3.34) and
considering the relation (3.35), an equation system is obtained. The system outcomes are
the real pole (3.36), the conjugated poles (3.37) and the required cut-off frequency (3.38).

p; =—6.5 (3.36)
P23 = —65 +j313.68 (3.37)
we = 1.5972d/ (3.38)

Figure 37 shows the unitary step response depending on the cut-off frequency in addition
to the response of the values around the obtained one. As can be seen, the response
follows a first-order behaviour and has a time constant around 0.153 seconds and a settling
time of 1 second that are very similar to the obtained for the active power control loop.

Q-E primary control step response
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Figure 37 - Step response of the system depending on the cut-off frequency
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c. Conclusions

To conclude, Table 2 shows the values of the droop gains and the LPF cut-off frequency
calculated in this subsection.

Table 2 - Primary control parameters

Value
Magnitude
20 kVA 40 kVA

Active power droop gain (K rad/s rad/s
P Pgain (%) | 554 10679 3.62-10-61%4/

i i vV %
Reactive power droop gain 800 - 10-6 —— 400 - 10-6——
(Ka) var var

LPF cut-off frequency (wc) 1.597ad/, 1.597ad/_

3.3.3. Secondary control

This subsection aims to tune the secondary layer formed by the control loops responsible
for the frequency and voltage levels restorations. Their action is included in the embedded
control presented in this thesis, so it is required to decouple both actions in order to simplify
the control loop analysis and avoid the conflicts between layers. However, the shared
controllers, K“(s) and Kf(s), shown in Figure 20 and Figure 22, are still considered for the
tuning.

The controllers consist of integral controllers with a single constant, k., and ke, that together
with the weight factors, a and y, forms the variables, ksec* and ksecF, tuned in this subsection
expressed in (3.39) and (3.40).

k(l)
K@$e(s) =a-K“(s) =a T“’ = SS“ (3.39)
E E kE kfec 3.40
Ksec(s)zy'Ki (S)=V'?= S (3.40)

The dynamic of the secondary control is expected to be slower than the primary one, with
stabilization times above the seconds. Therefore, the objective is to obtain a secondary
control action with a first-order response with a time constant of around 1 second.

a. Frequency restoration control loop

This part aims to adjust the control loop responsible for the frequency restoration by
calculating the variable, ksec*, that combines the weight factor, a, and the shared controller
constant, ki”, as shown in (3.39). Considering this, the first idea of the block diagram of this
control loop is obtained by simplifying the block diagram presented in Figure 20 and
contemplating the secondary control action as the embedded control action. In this
instance, the primary control is considered since its dynamics are faster than the secondary
one and includes the plant dynamics of the system. The result is the block diagram shown
in Figure 38.
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Figure 38 — Secondary frequency restoration control loop block diagram

The system is formed by the secondary control controller, the active power primary control,
the plant, and the feedback, which contains the average frequency calculation since it is
the variable used to obtain the offset. For simplicity, the nominal frequency, the phase at
the PoC and the active power setpoint are deemed as perturbations and neglected.
Furthermore, since the tuning is carried out by assuming that a unique generator forms the
microgrid, the frequencies sent by the other generators are deemed null, so the offset is
just computed with the own frequency. The outcome of these assumptions is a SISO
system with an open-loop and closed-loop transfer functions represented in (3.41) and
(3.42), respectively.

k& (L?s? + 2R, Ls + ((woL)? + R?))
253 + 2R, Ls? + ((woL)? + RY)s + 3U.*w,LK,

GoL(s) = (3.41)

k& (L?s% + 2R, Ls + ((woL)? + R?))

Ger(s) =
cu(s) 1253 + (k&cL? + 2R, L)s? + ((woL)? + 2k& R, L + R?)s + k& ((woL)? + R + 3U 2w,LK,

(3.42)

The system is type 0, as seen in the open-loop transfer function (3.41). Thus, it
contemplates a steady-state error at its output in response to a step input. This is not
desirable since the objective of this control loop is to correct the frequency deviation
originated by the primary control. So, to eliminate the error, a pure integrator in the open
loop is required.

However, this modification implies that the generator must supply an active power far
above the nominal one to follow the frequency reference. The explanation for this
assumption is based on the expression of the plant (3.3), which considers a power line
connected to a strong grid, such as the general grid. This involves the generator supplying
a power comparable to the grid short-circuit power to be able to modify the frequency of
the system, which is technically impossible for a microgrid.

Consequently, the frequency restoration is not viable in the case the microgrid works in
grid-connected mode. Furthermore, the tuning of the corresponding control loop is only
considered in island mode. In this case, the generator is deemed to be connected to a
weak grid with a voltage level that follows the one created by itself. To model the system
in a simplified way, it has been contemplated that the generator is connected to a microgrid
formed by a load, as shown in Figure 39.
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Figure 39 — Three-phase generator connected to a weak grid formed by loads

The presented circuit is formed by the generator, the load, and the power line between
them that consists of the output inductor of the LCL filter. Considering this scheme and an
RL load, the phase shift between the converter and the PoC in steady state is expressed
in (3.43).

XLloadRL - RloadXL ) (343)

@snhife = arctan <
shif RiRipaa + Rlzoad + XLXLLoad + Xfload

The equation (3.43) can be simplified to equation (3.44), assuming that the load impedance
is much greater than the power line, Zicad > Xi, RL.

XLload RL - RloadXL>

(3.44)
Rlzoad + Xfload

¢Shift = arctan (

Based on this reasoning, it can be concluded that the phase drift is almost null, and
consequently, the system frequency follows the generator one. Besides, considering
(3.44), the phase drift depends on the system load. If the system load variation is also
considered a perturbation, the block diagram dismisses the primary control, and the system
is simplified, as shown in Figure 40.

Wo

—
*E
(]

+

K¢ (s)

» Weonw,i

Figure 40 — Simplified secondary frequency restoration control loop block diagram

Now, the scheme is only formed by the secondary controller. So, the expressions of the
open-loop transfer function and closed-loop transfer function are as shown in (3.45) and
(3.46), respectively.

G _ Ksec 3.45
o(s) = (3.45)
G __Ksec 3.46
CL(S)—Hk?,eC (3.46)
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The transfer functions of the system show no stability problems or permanent error. Also,
the system has only one pole equal to the controller constant, ksec*. Knowing that, if the
frequency restoration control time constant is set to 1 second, then the required controller
constant must be equal to:

ks(fécz;z—zl

1s

b. Voltage restoration control loop

This subsection follows the same approach as the frequency restoration control loop to
tune the voltage restoration one. So, the variable kse.=, which combines the weight factor,
y, and the shared controller constant, ki€, as shown in (3.40), is adjusted to obtain a first-
order response with a time constant of 1 second. In this instance, the block diagram is
obtained by simplifying the block diagram of Figure 22, considering the embedded control
action as the secondary control action and again, for the first thought, the primary control
action is deemed. The outcome is the block diagram shown in Figure 41.

Secondary Control
f T ek
| E,. f K SEE'C { 8§ }

Primary Control

LPF(s)

Figure 41 — Secondary voltage restoration control loop block diagram

The system is formed by the secondary control controller, the reactive power primary
control and the plant. The nominal voltage, the amplitude at the PoC and the reactive power
setpoints are considered perturbations and neglected. The result is a SISO system with an
open-loop and closed-loop transfer functions as follows:

kE (L?s® + (wcL? 4 2R L)s? + ((wol)? + 2w.R, L + R?)s + w.((woL)? + R?))

Gor(s) = [25* + (wL? + 2R, L)s? + ((woL)? + 20.R,L + R2)s? + (3U woLK w, + 0 wZL? + w R?)s (3.47)
3 2
as®> +bs“+cs+d
GeL(5) =— 3 > : (3.48)
es*+ fs3+gs?+hs+i
Being:
a=kE.L?

b = kE, (w.L? + 2R,L)

¢ = kE, ((woL)? + 2w.R, L + R)
d = ke (we(wol)? + wRE)
e=12

f=kE.L?+ w.L? + 2R, L
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g =kE (w:L?+ 2R, L) + (wolL)? + 2w R, L + R?
h =ké((wol)?* + 2w R,L + RE) + 3V, woLK 0, + w.w§L?* + w R}
i = kfecwc((wol')z + Rlz,)

The open-loop transfer function (3.41) shows that the system is type 1. Thus, it does not
contemplate a permanent error at its output in response to a step input. In contrast to the
frequency restoration, the voltage recovery can be obtained when the system works in grid-
connection mode by injecting a reasonable amount of reactive power. However, to maintain
the same tuning approach as the frequency restoration control loop, the system has been
considered to work in island mode, which is when the voltage amplitude deviation is more
notorious.

As has been done in the previous subsection, the generator is deemed to be connected to
a weak grid modelled as a load, as seen in Figure 39, with a voltage amplitude that follows
the one created by itself. Considering this scheme, the voltage difference between the
converter and the PoC in steady state is expressed in the following expression:

EPoC — RloadRL + Rlzoad + XloadXL + Xlzoad
Egenerator RE + 2R, Ripaa + Rlzoad + XLZ + ZXLXLload + Xfload

(3.49)

Once again, if the load impedance is assumed to be much greater than the power line,
Zioad > Xi, Ri, the expression (3.49) is simplified to (3.50).

EPOC Rlzoad + Xli d
= 22 3.50
= (3.50)

2 2
generator Rload + XLload

Based on this reasoning, it can be concluded that the voltage drop in the power line is
almost null, and consequently, the system voltage follows the generator one and depends
on the system load. If the system load variation is again considered a perturbation, the
block diagram can be simplified as in Figure 42.

Secondary Control Eq
+
Jsee | ¥
(S) > Ecrm.z!,'i
+
AEFE;

Figure 42 — Simplified secondary voltage restoration control loop block diagram

Now, the scheme is only formed by the secondary controller. So, the expressions of the
open-loop transfer function and closed-loop transfer function are as follows:

E
ksec

(3.51)

GoL(s) =
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E
kSEC

_— 3.52
s+ kE, ( )

Ge(s) =

The transfer functions of the system show no stability problems or permanent error. Also,
the system has only one pole equal to the controller constant, ksec=. Knowing that, if the
voltage restoration control time constant is set to 1 second, then the required controller
constant must be equal to:

1
kfeC:;:E::[

c. Conclusions

To conclude, Table 3 shows the values of the secondary control parameters calculated in
this subsection.

Table 3 — Secondary control parameters

Magnitude Value
Secondary frequency controller (Ksec®) 1
Secondary voltage controller (KsecF) 1

3.3.4. Tertiary control

The objective of this subsection is to tune the last layer of the hierarchical control, which is
responsible for the power flow control. The tertiary control action is unified with the
secondary control one, sharing the same controller. Furthermore, to simplify the analysis,
both actions have been decoupled once again. This way, the controllers deemed for the
control loops analysis consist of the integral shared controllers that, combined with the
tertiary weight factors, 8 and ¢, forms the variables, ker® and keer™, tuned in this subsection:

w _ W _ kw _ kl%rt 3 53

Kéort(s) = B - K; (5)—[3'T— S (3.53)
k kE

Klere(s) = £ KiF(s) = &+~ === (3.54)

The dynamic of the tertiary control is expected to be slower than the primary and secondary
one, with stabilization times that can exceed the minute. However, this subsection aims to
obtain a first-order response with a time constant of around 10 seconds considering the
simulation time of the results shown in the next section.

a. Active power flow control loop

This subsection plans to calculate the tertiary control constant, ke*, accountable for the
active power flow, that combines the weight factor, 8, and the shared controller constant,
ki“, which makes the system stable and that meets the requirements. As done in the
previous subsections, the general block diagram of Figure 20 is modified to obtain the
required diagram. Now, the embedded control action is deemed only as of the action of the
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tertiary control. Besides, the primary control is considered since its dynamic is faster than
the tertiary one. Finally, the outcome is the block diagram shown in Figure 43

Tertiary Control

+ n |+
P> 5 K ,(s)
F nom,i

-‘\ -

n—1

Prepi— B
79 Pnomj

Primary Control p,

Figure 43 — Tertiary active power flow control loop block diagram

The primary and tertiary controls, the plant and an integrator constitute the scheme
previously presented. In more detail, the tertiary control part is formed by its controller, that
follows the expression (3.53), and the calculation of the difference of the disparities
between the reference and the supplied active power of the neighbour generators and the
own one has been explained in the subsection 3.2. However, as has been done with the
second layer, the tuning is carried out by assuming that a single generator forms the
microgrid to simplify the analysis. This way, the disparities of the neighbour generators are
considered null. In addition, the nominal frequency of the PoC and the active power setpoint
are also deemed as perturbations and neglected again. The result of these assumptions is
a SISO system with transfer functions as follows:

3U2woLk
Goy(s) = ¢ o_tert - (3.55)
Puom(L?s* + 2R, Ls® + ((woL)? + R})s? + 3U2wyLK,s)
_ 3Uczw0Lk?ért
Ger(s) = PoomL?s* + 2R, LPyomS® + Pyom ((woL)? + RE)s? + 3UZwo LKy Proms + 3UZwoLk (3.56)

The open-loop transfer function (3.55) exhibits a pure integrator, so the system does not
present a permanent error to a step input. On the other hand, the closed-loop transfer
function (3.56) shows a fourth-order system that contains four poles. With all this
information, the active power flow control loop tuning can be performed. First, the controller
constant limits are obtained considering the system stability and then, the constant that
meets the dynamics requirement is calculated.

1. Stability analysis

The stability analysis examines how the system's poles evolve depending on the controller
constant. For this, a root locus analysis is carried out from the system open-loop transfer
function (3.55) with the variables of Table 1 and Table 2 substituted and the variable, Pnom,
being the nominal power of the generators of 20kVA (20kW) as shown in the following
expression:

27.32-10% - k&,,

3.57
6-1073s%*+811-1073s3 + 620.1s2 + 3.95 - 103s ( )

Go,(s) =

Considering the expression (3.57) and the root locus gain as ke, the analysis outcome is
displayed in Figure 44. The graph shows the evolution of the four poles of the system, two
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complex conjugates and another two that, as the controller constant increases, change
from real to complex conjugates. Furthermore, these two last poles become in the right
half-plane, evidence that a constant controller limit makes the system unstable.

Active power flow tertiary control root locus
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Figure 44 — Active power flow control loop root locus analysis

The denominator of the closed-loop transfer function (3.56) is studied in its isochronous
form to obtain the maximum value of the tertiary controller constant considering stability.

D(S) = PpomL?s* + 2R, LPyoS® + Prom((woL)? + R})s* + 3UZwoLK,Ppoms + 3UZwoLkiy, (3.58)
D(jw) = j*PoomL?@0* + J32R LProm@® + j? Pyom ((woL)? + RY)w? + j3UZ wo LKy Byom + 3UZwo LKy, (3.59)

The variables of the isochronous form (3.59) are substituted by the values of Table 1 and
Table 2, and considering the generator of 20kVA, obtaining the following expression:

D(jw) = 6.006- 10 3w* — j811- 1073w3 — 620.1w? + j3.95 - 103w + Kjjmie  (3.60)

Following the same procedure used for the primary control, the independent term is
replaced by Kimi. Then the real and imaginary parts of the equation (3.60) are separated
and equal to 0 to obtain a system of two equations as follows:

Re(D(jw)) = Kjymir + 6.006 - 107 30* — 620.10? = 0 (3.61)

Im(D(jw)) = 3.95-10%w — 811 -103w3 =0 (3.62)

Solving the equation system, a Kimit Wwhich makes the system critically stable is obtained.
Finally, by matching it to the independent term of the characteristic equation (3.58), the

maximum tertiary control controller can be calculated by means of the following equation:

Kiimit = SUEwOLk%rt (3-63)
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Again, if the already known variables (Table 1) are replaced from the equation (3.63), the
maximum controller constant considering stability is obtained and shown below.

kfert max = 105.5

If the nominal active power of the generator of 40kVA had been considered, the limit
obtained would have been double, so the most restrictive case is the calculated one.

2. Dynamics

Once the stability analysis has been carried out, the final step is to obtain the kiex® with
which the system has a first-order response with a time constant of 10 seconds. According
to the primary control tuning procedure, the system’s poles depending on the controller
constant have been first plotted with a sweep that extends to the stability limit to verify the
calculated value, as shown in the pole-zero map shown in Figure 45.
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Figure 45 — Poles of the system depending on the tertiary controller constant

The pole-zero map shows that as the controller constant increases, two of the poles change
from real to complex conjugate poles and approach the imaginary axis. Furthermore, the
controller constants that meet the requirements are the smallest ones since the commented
poles are real.

After studying the pole-zero map, the next step is to calculate the constant controller. For
that purpose, the denominator of the closed-loop transfer function (3.56) is expressed
depending on the poles and reorganized as follows:

PaomL?s* + 2R, LPyoms® + Puom ((woL)? + RE)s? + 3U2wo LKy Paoms + 3U2woLkfre = (s + A)(s + B)(s + (C+JD))(s + (C—jD)) (3.64)

2R wl? + R} 30U 2wk, 3U2wok2,
3 L 3 L 2 ¢ Yolp cYottert
L 12 L PromL (3.65)

=s*+(A+B+2C)s®+ (4B + 2AC + 2BC + C? + D?)s? + (2ABC + AC? + AD? + BC? + BD?)s + ABC? + ABD?
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Being A and B the real poles, C the real part and D the imaginary part of the conjugated
poles. Since the time constant (7) is fixed to be 10 seconds, the real pole A is set
considering it by fulfilling the following relation:

1
A==
T

(3.66)

Finally, an equation system is obtained relating the coefficient corresponding to s, s?, s?,
s and the independent term of (3.65) and assuming the relation (3.66). The results of the
system are:

p. =-—0.1

p, = —6.32
P34 = —64.3 +j313.5
kit 20 = 14.25-1073

It should be noted that the real pole p; obtained meets the time constant requirement and
is dominant, which meets the first-order response requirement.

Active power flow tertiary control step response
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Figure 46 — Step response of the system depending on the tertiary controller constant
Figure 46 shows the unitary step response of the system with the calculated controller
constant in addition to the responses with the values around the obtained one. As can be

seen, the response follows a first-order behaviour and have a time constant of 10 seconds
and a settling time of 60 seconds.

Following the same procedure carried out in this subsection, the controller constant for a
generator of 40kVA of nominal power can be calculated. In this instance, the controller
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constant that obtains a first-order response with a time constant of around 10 seconds is
the double of the calculated for a generator of 20kVA, which means:

k{%rt/}o = 28.5 * 10_3

b. Reactive power flow control loop

This subsection aims to calculate the tertiary controller constant, ke, for the reactive
power flow control loop. This constant combines the weight factor, €, and the shared
controller constant, k&, following the expression (3.54). The block diagram required to
analyse the control loop is shown in Figure 47, and it has been obtained by simplifying the
Figure 22 diagram by considering the reactive power reference, Qe as the input.

Tertiary Control

+ n +

Qrz s
e Qnom,i

Kgrt (S)

Primary Control Qo

Figure 47 — Tertiary reactive power flow control loop block diagram

Now, the system is formed by the tertiary control, constituted by the tertiary controller and
the calculation of the disparities of each generator as explained in subsection 3.2, the plant
and the primary control, composed of the reactive droop gain and an LPF. For simplicity,
the nominal voltage, the amplitude at the PoC, the reactive power setpoint, and the
neighbour generators' disparities are considered perturbations and neglected. This way,
the system becomes a SISO system with an open-loop and closed-loop transfer functions
shown below:

3Ucw0thEertS + 3Ucw0kaertwc
Quom ( L2s* + (w.L? + 2R, L)s® + ((woL)? + 2w R, L + R})s? + (U woLK,w, + w . wil? + w.R%)s)

Gor(s) = (3.67)

as+b
cs*+ds3+es?+fs+g

Ger(s) = (3.68)

Being:
a = 3UcwoLkfer
b = 3U,woLkE,rewc
¢ = QnomlL?

d = Qnom(wcL? + 2R, L)

€= Qnom((wOL)Z + 2w:R. L+ Rl%)

f = 3Ucw0Lquchom + (‘)chom(wOL)2 + 3Ucw0thltfert + chnolez,
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g = 3UcwoLkferiw,

The system is type 1, as seen in the open-loop transfer function (3.67), so it does not show
permanent error in response to a step input. Besides, the system contains four poles since
it is a four-order system and a zero. Once the transfer functions are obtained, the reactive
power flow control loop tuning can be performed. First, the controller constant limits are
obtained considering the system stability and then, the constant that meets the dynamics
requirements is calculated.

1. Stability analysis

A root locus analysis has been accomplished to examine how the poles of the system
change with variation of the controller constant. For this analysis, the system open-loop
transfer function (3.67) with the variables of Table 1 and Table 2 substituted and the
variable Qnom being the nominal reactive power of the generator is obtained.

(118.8s + 188.9) - k&,
2.64-1073s*+361-1073s3 + 273.45%2 + 1.76 - 103s

GoL(s) = (3.69)

Considering the expression (3.69) and the root locus gain as ke, the analysis result is
shown in Figure 48. The graph shows the evolutions of the four poles of the system in
addition to the zero. Two of the poles are real, one of them is almost invariable, and near
the imaginary axis, so the dominant pole is tuned to obtain a first-order response, and the
other real pole moves away from the imaginary axis as the controller constant increases.
The remaining poles are two complex-conjugated poles that evolve to the right half-plane,
making the system unstable at a certain controller constant.
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Figure 48 — Reactive power flow control loop root locus analysis

The denominator of the closed-loop transfer function (3.68) is studied in its isochronous
form to obtain the maximum value of the tertiary controller constant considering stability.
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D(s) =a’s*+bs3+cs?+ds+e (3.70)

D(jw) = j*faw®* + j3bw3 + j?cw? + dw + e (3.72)

Being:
a = Qnoml?

b = Quom(wcL? + 2R, L)
¢ = Qnom((@oL)? + 2wcR, L + RY)
d = 3U,wo LKW Qnom + 0cQnom(wol)? + 3U woLkizr + 0cQuomRE
e = 3U.wolLkE, c0,

The variables of the isochronous form (3.71) are substituted by the values of Table 1 and
Table 2, and considering the generator of 20 kVA, obtaining the following equation:

D(jw) = 2.64-10"3w?* — j361- 10 3w? — 273.40? + j(1.76 - 103 + 118.8kE, ) + Kjimir (3.72)

Kimit replaces the independent term, and the real and imaginary parts of the equation (3.72)
are separated and equal to O to obtain an equation system as follows:

Re(D(j®)) = Kjjmir + 2.64- 103 0* — 273.40% = 0 (3.73)
Im(D(jw)) = (1.76 - 10° + 118.8kE,,)w — 361 - 1073w3 = 0 (3.74)

Solving the system, a Kimit that critically stabilises the system is obtained. Finally, by
matching it to the independent term of the denominator (3.70), the maximum tertiary
controller constant can be calculated with the following expression:

Kiimic = 3Uchkfertwc (3.75)

Once more, the variables of Table 1 and Table 2 are replaced from the equation (3.75),
and the maximum controller constant considering stability is obtained and shown below.

kfert_max = 292.7

In this instance, the generator of 20 kVA is also the most restrictive case.

2. Dynamics

The last step is to obtain the controller constant with which the system has a first-order
response with a time constant of 10 seconds. Depending on the controller constant, the
pole-zero map has been plotted with a sweep extending up to the stability limit to verify the
previously calculated limit.

Figure 49 displays that as the controller constant increases, the real poles move away from
each other, and the conjugated poles approach the imaginary axis. Furthermore, the
controller constants that meet the requirements are the smallest ones.
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Figure 49 — Poles of the system depending on the tertiary controller constant
Once the pole-zero map is studied, the next step is to calculate the required constant

controller according to the behaviour required. Thus, the denominator of the closed-loop
transfer function (3.70) is expressed depending on the poles and reorganized as follows:

w.L* + 2LR wol)? + 2LR, + R?
S4_+( C L)S3+(( 0 ) L L)SZ
L2 L2
N <3UCwLquCQnom +0.Q,, (wgl)? + 3U,wyLkL,,, + wCQnomRZ) N (3 Ucwokfmwc>

QnomLz QnomL2 (376)

s*+ (A+ B +2C)s®+ (AB + 2AC + 2BC + C? + D?*)s? + (2ABC + AC? + AD? + BC? +
BD?)s + (ABC? + ABD?)

Being A and Be the real poles, and C the real part and D the imaginary part of the
conjugated poles. Since the time constant is fixed to be 10 seconds, the real pole A is set
considering it by fulfilling the following relation:

A=

1 (3.77)
T

An equation system is obtained by comparing the coefficients and the independent term of
(3.77) and considering the relation (3.78). The system outcome is:
v, =-0.1
p, = —6.84
P34 = —64.84 + j313.7

kfert,zo = 0.981
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The real pole p; obtained meets the time constant and first-order response requirements
since it is dominant.

Figure 50 displays the unitary step response of the system with the calculated controller
constant in addition to the responses with the values around the obtained one. As can be
seen, the response follows a first-order behaviour and have a time constant of around 10
seconds and a settling time of 60 seconds.
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Figure 50 — Step response of the system depending on the tertiary controller constant

The controller constant for a generator with a nominal power of 40 kVA is calculated
following the same procedure followed in this subsection. As in the active power flow
control loop case, the constant obtained is the double the calculated for a generator of 20
kVA, which means:

kfert,zto = 1.962

c. Conclusions

To conclude, Table 4 resumes the values of the tertiary controller parameters calculated in
this subsection.

Table 4 — Tertiary control parameters

Value
Magnitude
20 kKVA 40 kVA
Tertiary active power controller (Kiert*) 14.25-1073 28.5-1073
Tertiary reactive power controller (Keertt) 0.981 1.962
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3.3.5. Embedded control

Finally, this last subsection pretends to calculate the controller constants and the weight
factors for which the previously studied control loops follow the required dynamics. Besides,
this part addresses the conflicts when the secondary and tertiary control are unified. If both
are activated simultaneously, the frequency and voltage restoration are performed as well
as the active and reactive power flow, which can lead to steady-state errors. The embedded
control follows the previously presented equations (3.1) and (3.2), in which the action of
each control is weighted by employing an a, B8, y and ¢ factors. Thus, to analyse the
dynamics of both controls, these factors must be studied.

a. The p-w embedded control loop

First, the unification of frequency secondary control and active power tertiary control is
studied. The equations (3.39) and (3.53) show the relations between the weight factors a
and y with the constant of the controller responsible for the frequency restoration and the
active power flow, k,,, and the control constants obtained in the previous subsections and
displayed in Table 3 and Table 4. These relations form an equation system:

ke, = ak,, (3.78)
ktere = Bkw (3.79)

The previous system contains two equations and three unknown variables, so to solve it,
a relation between the weight factors is fixed in (3.80). The secondary and tertiary control
layers' weights are assigned between 0 and 1.

a+B=1 (3.80)

With all the relations defined, the control variables for each generator can be calculated.
Considering the generator with a nominal power of 20 kVA, the results are as follows:

kw,ZO =1.014
azo = 0986
BZO = 0014‘

On the other hand, considering the 40 kVA generator, the constants are:

kw‘40 = 1.028
Ay = 0.972
B4o = 0.028

Once the control constants have been calculated, the next step is to study the dynamics of
the unification of both controls. With this in mind, the control loops deeming the secondary
control's action and the tertiary layer's action have been developed. The first one is shown
in Figure 51.
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Figure 51 - P-w embedded secondary control loop block diagram

Figure 51 is a modification of the control loop displayed in Figure 38, but in this case, it
considers the action of the tertiary control. However, as explained in the corresponding
subsection, when the microgrid is connected to the electrical grid, the generator cannot
modify the system frequency. Thus, the analysis is performed when the microgrid is in
island mode, resulting in the simplified block diagram of Figure 40, and consequently, the
dynamics are deemed equal. Nevertheless, this simplification cannot be applied in the case
of the tertiary control action.

Tertiary Control wo Secondary Control

+ n
P =
ml.x—b@—) P

Primary Control p

Figure 52 - P-w embedded tertiary control loop block diagram

Figure 52 shows the modification of the block diagram of Figure 43, adding the secondary
control action to the loop. Assuming the same simplifications as the previous subsections,
the system turns into a SISO system with a the following open-loop and close-loop transfer
functions:

a

bs* + c¢s3 + ds? + +es (3.81)

Go,(s) =

a

bs*+cs3+ds?+es+a (3.82)

Ger(s) =
Being
a = 3k,BU2wL
b = PyymL?
¢ = Pyom(k,al? + 2LR;)

d = Pom((wol)? + 2k aR, L + R?)
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e = Pyom(kpa(woL)? + 3U2woLK, + kyaR,%)

The open-loop transfer function (3.81) exhibits a pure integrator, so the system does not
present a steady-state error to a step input. The system dynamics maintain the first-order
response but with a time constant of around 3 seconds slower, as seen in Figure 53.
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Figure 53 - Active tertiary vs embedded control step response

o

This means that the unification of both the frequency restoration control and the active
power flow controller hardly affects the system dynamics for a single generator.

b. Q-E embedded control loop

Concerning the unification of the secondary voltage control and reactive power tertiary
control, the approach to obtaining the controller gain has been maintained. The equations
(3.40) and (3.54) present the relations between the weight factors 8 and ¢, the controller
constant, ke, and the control constants previously calculated and displayed in Table 3 and
Table 4. These relations establish the equation system below:

kfec = Ykg (3.83)
Kiore = ek (3.84)
y+e=1 (3.85)

In this instance, the weights are also assigned between 0 and 1 as seen in (3.85). Solving
the equation system, the results for a 20 kVA generator are:

kE,ZO = 1981
)/20 = 0505
820 = 0495
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Conversely, considering a generator with a nominal power of 40 kVA, the results are as
follows:

kE,4—0 = 2.962
Yao = 0.338
Er0 = 0.662

Again, the next step is to study the dynamics with both controls embedded and consider
the control constants obtained. For this purpose, the block diagram deeming the action of
each control has been developed.

Secondary Control E
+ Primary Control
Evs + eE; » k_g fE. L+ + E
-K s + K p o .
I . * <K, <« LPF(s) Q@ Q; H(s) AB Ve
)i Plant Ep.c 7
ngc kE + n +
T S - Qnom,i -
Terti.aly niq’?fd' = Qj Qrvf.i
Control G709 Qnomy

Figure 54 - Q-E embedded secondary control loop block diagram

Figure 54 shows the block diagram corresponding to the secondary control action with the
following open-loop and closed-loop transfer functions:

as®+bs®> +cs+d
G = 3.86
o(s) est*+ fs3+gs?2+hs+i ( )

as®+bs®> +cs+d
G = 3.87
o() es*+js3+ks?+Is+m ( )

Being:
a = QnomkgyL?
b = Qnomkry(L2w, + 2LR;)
¢ = Qnomkgy(woL)? + 2LR w, + RY)
b = Quomkry(L?w, + 2LR;)
e = Qnoml?
f = Quom(wcL? + 2LR,)
9 = Qnom((woL)? + 2w R, L + RY)

h= 3QnomchCwOLKq + Qnomwc(wOL)Z + 3kgeUcwol + Qnom(“)cRL2
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i =3wUckpewgl

j= Qnom(kE]/L2 + (DCLZ + 2LR;)

k = Qnom(L2wevky + (woL)? + 2kgYLR, + 2w R, L + RZ)

| = LZQnokaEwo2 + 3Kan0m¢UEUCwOL + wL-Qngm(woL)z + 2LQpomR wckgy + 3kgeU . woL + Qnomks)’RLz + QnomchLz

m= LanomwcykE(‘-’()2 + 3LU wckgwoe + RLZQnomwcykE)

The open-loop transfer function (3.86) does not contain a pure integrator, so the system

has a steady-state error. Apart from that, the system exhibits a first-order response slower,
as seen in Figure 55.
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Figure 55 - Amplitude secondary vs embedded control step response

On the other hand, Figure 56 displays the modification of the block diagram of Figure 47,
adding the secondary control action.

Tertiary Control - Ey ;', Epoc Plant
n 3 ko |08, + X Secondary Control E + X AE
Qresi > G € 2 (et :0 H(s) >~
-7 nom,i - 8 4 A . T
_ kE +
n lQnIJ—Qj 65-, T A §
Gé QMJ
E,es
AFE, i +
K, e LPF(s) 2
Primary Control Qo

Figure 56 - Q-E embedded tertiary control loop block diagram

Simplifying the analysis, the result is a SISO system with the following transfer functions:
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as+b

Gou(s) = cst*+ds3+es?+fs+g (3.88)
as+b

Go,(s) = (3.89)

cst*+ds3+es2+hs+i
Being:

a =3U.wyLkge
b =3U,wolw:kge
¢ = Qnoml?
d = Quom (kpyL? + w,L? + 2LR;)
e = Quom (LPwoyky + (wol)? + 2kzyLR, + 2w R, L + R?)
f = Quom (3K, w U woL + (. + kgy)(woL)? + 2LR, w vk + kgYR,* + w.R,?)
g = Qnom(Lza’c]’kE“"o2 + RszchE)
h = Quom (3K UcwoL + (w, + kgy)(woL)? + 2LR,w.vkg + kpyR,? + w.R,*) + 3kgeU, Lw,
i = Quom (LPwevkswo? + R *w, vkg) + 3kgeU.woLw,
In this instance, the open-loop transfer function shows a steady-state error to a step input.

Besides, the system's dynamics consist of a first-order response faster than the one
obtained in the tertiary control subsection, as seen in Figure 57.
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Figure 57 - Reactive tertiary vs embedded control step response

In conclusion, the unification of the amplitude restoration control and the reactive power
flow control significantly affects their dynamics and effectiveness. This is due to the line
impedance effect, as explained in the state of art section.
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To obtain a relation between the effectiveness of the secondary and tertiary layers and the
weight factors, the steady-state error expressions have been calculated:

3U.wqoLe
Qnomy(wozl‘z + Rlz,) + 3Uc(‘)0L5

SSEgp.t = (3.90)

Qnomy((‘)ozl‘z + R%)

3.91
Qnomy(wozl’z + RE) + 3Ucw0Lg ( )

SSEpere” =

From these equations, it can be determined that as the weight of the tertiary control is
significant, the permanent error exhibited by the secondary control regulation and the
tertiary is inversely proportional. Figure 58 displays the steady-state error of each control
depending on the weight factor y. As can be seen, when y is around 0.3, both controls
contemplate the same error at their output. Thus, when the weight factor is reduced, the
secondary control has a permanent error higher than the tertiary control and the opposite
when the factor is increased.
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Figure 58 - Q-E embedded control steady-state error depending on the weight factors
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c. Conclusions

To conclude, Table 5 shows the values of the weight factors and controller constants
calculated in this subsection and the steady-state error contemplated by the Q-E control
system considering the weight factors obtained.

Table 5 — Embedded control parameters

Value
Magnitude

20 kVA 40 kVA

Frequency secondary weight factor (a) 0.986 0.972
Amplitude secondary weight factor (B) 0.014 0.028
Active tertiary weight factor (y) 0.505 0.338
Reactive tertiary weight factor (€) 0.495 0.662

P-w controller constant (k) 1.014 1.028

Q-E controller constant (kg) 1.981 2.962
Amplitude secondary control steady-state error 30% 47%
Reactive tertiary control steady-state error 70% 53%
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4. Results

This section aims to validate the tuning results performed. These verifications are carried
out through simulations and using the PLECS simulation software. The simulations are split
into two configurations. The first set verifies the dynamics for a single generator, whereas
the second set aims to check the behaviour of the control applied to the microgrid presented
in Figure 17.

41. Single generator simulations

This subsection provides the results of simulating the single generator setup to validate the
calculations done in Section 3. For this purpose, each layer of the proposed hierarchical
control has been independently implemented and simulated. Besides, the control
parameters deemed are the ones for a generator of 20 kVA to reduce the number of
simulations.

4.1.1. Single generator setup

The distributed generator model developed (Figure 59) is divided into two parts. The
electrical part consists of three controlled voltage sources emulating the inverter and
connected through an RL line impedance to a triphasic load and an AC triphasic voltage
source that characterises the electrical grid. The grid frequency and amplitude values and
the line impedance are the ones given in Table 1. On the other hand, the signal part
involves the three layers of the hierarchical control, the measurement of the active and
reactive power, the generation of the voltage references and a phase-locked loop (PLL).
The control parameters used are the ones given in Table 2 and Table 5 for a generator of
20 kVA of nominal power.
oo

e Pow Embedded
w_rel Crbedde s,

1y

Figure 59 - PLECS model to simulate a distributed generator

The structure of the signal part is based on the hierarchical control diagram block shown in
Figure 20 and Figure 22. The control inputs are obtained via the PQ Measurement block,
which calculates the active and reactive power supplied by the generator with the
measured voltages and currents of each phase, while the frequency and amplitude inputs
are obtained by employing a PLL.

The primary control is implemented with blocks, while both embedded controls consist of
C scripts that apply an algorithm that follows the equations (3.1) and (3.2) but for a single
generator and are separated into two blocks called P-w Embedded Control and Q-E
Embedded Control. Their outputs are the frequency and amplitude of the voltage that the
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converter must generate. The block called Voltage Reference Generator creates these
references.

Once the model is explained, the primary, secondary and tertiary dynamics obtained in
Section 3 are validated.

4.1.2. Primary control

To independently validate the primary control, the outputs of the embedded control block
are not utilized. This way, the tests performed consisted in applying a variation in the active
and reactive power setpoint controlled by the steps PO and QO of the model.

In the first test, a variation of 1 pu in the active power setpoint is applied to validate the
primary active power control dynamics. As shown in Figure 60, the dynamics match the
expected behaviour, shown in Figure 27, of the control loop of Figure 23 used to tune the
control loop. However, in the case of the reactive power, the dynamics do not follow the
expected response, as seen in Figure 61. The simulation behaviour is slower and
contemplates a steady-state error more significant than the predicted one, shown in Figure
37. Despite this, the results remain of first order and fast enough. This deviation is caused
by the considerations taken to linearize the plant's transfer function (3.4) used to tune the
control loop of Figure 31. The line is assumed to be inductive, but it also has a resistive
component eliminated during the linearization that, if not considered, leads to certain errors
when tuning the system.

P-w primary control simulated step response
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Figure 60 - Results of the simulation of the active power primary control with a single generator
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Figure 61 - Results of the simulation of the reactive power primary control with a single generator
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4.1.3. Secondary control

The validation of the secondary control has been carried out by disconnecting the three-
phase voltage source and replacing it with a triphasic load since the modification of the
frequency and amplitude is technically impossible when the grid is connected, as explained
in the subsection 3.3.3.

Besides, the action of the tertiary control has been neglected by setting the weight factors
B and ¢ to 0 in the algorithms. Figure 62 and Figure 63 show that the model's dynamics
match with the expected behaviour of the control loops of Figure 40 and Figure 42,
respectively, when the frequency and amplitude reference steps, w_ref and E_ref, impose
a variation of 1 unit.

Frequency secondary control simulated step response
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Figure 62 - Results of the simulation of the frequency secondary control with a single generator

Amplitude secondary control simulated step response
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Figure 63 - Results of the simulation of the amplitude secondary control with a single generator

4.1.4. Tertiary control

For the validation of the tertiary control, the action of the secondary control has been
decoupled from the model by setting the weight factors a and y to O in the algorithms. In
this instance, the active and reactive power reference steps, P_ref and Q_ref, apply a
variation of 1 to test the model. Figure 64 and Figure 65 present the results of the
simulations. The active power flow tertiary control response follows the expected behaviour,
displayed in Figure 46, but the reactive power one is slower than the predicted one, shown
in Figure 50, but remains of first order and is fast enough. This deviation could be attributed
to the same reasons as the primary control.

70



UNIVERSITAT POLITECNICA
DE CATALUNYA

BARCELONATECH

telecos
BCN

)

Active power flow tertiary control simulated step response
T T T T T T T T

09r a
0.8 b
0.7 h
0.6 b

—_

[

=

er (W

(0]

04 r §
0.3

Active

Reference | |

0.2 Simulation |

0.1 Expected
0 1 1 1 Il 1 1 1

10 20 30 40 50 60 80

Time (seconds)

90

Figure 64 - Results of the simulation of the active power flow tertiary control with a single generator
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Figure 65 - Results of the simulation of the reactive power flow tertiary control with a single generator

4.1.5. Embedded control

Finally, the embedded control is validated without modifying the base model of Figure 59.
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Figure 66 - Results of the simulation of the frequency embedded control with a single generator
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Active power flow embedded control simulated step response
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Figure 67 - Results of the simulation of the active power flow embedded control with a single generator
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In Figure 66 and Figure 67, the simulations perfectly match the expected behaviours, but
there are differences in Figure 66 and Figure 67. In the case of the amplitude embedded
control, the response is better than expected since the steady-state error goes from 30%
to a value of around 23%. On the other hand, the reactive power flow embedded control
presents a permanent error more significant than the predicted one. In this instance, the
error goes from 70% to 77%. These deviations could be attributed to the same reasons as
the primary control.
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Figure 68 - Results of the simulation of the amplitude embedded control with a single generator
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Figure 69 - Results of the simulation of the reactive power flow embedded control with a single generator
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4.2. Microgrid simulations

This subsection provides the results of simulating the microgrid setup to study the dynamics
when the proposed control is applied in a more complex system.

4.2.1. Microgrid setup

The microgrid model developed is shown in the following figure:
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Figure 70 - PLECS model to simulate the proposed microgrid
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As can be seen, the microgrid follows the same scheme as the one presented in Figure 17.
It is formed by three generators based on the model of Figure 59, the generators DG1 and

DG2 have a nominal power of 20 kVA, and the generator DG3 has a nominal power of 40
kVA.

The control parameters applied in each generator are given in Table 2 and Table 5,
depending on their nominal power. Moreover, two RL triphasic loads of 20 kVA, Load 1
and Load 2, can be connected to the system by employing controlled switches. The
parameters of these loads are presented in the following table:

Table 6 - Triphasic load parameters

Magnitude Value

Nominal power (S) 20 kVA
Active power (P) ~ 18 kW
Reactive power (Q) ~ 2 kvar

Resistance (Rioad) 8.720
Inductance (Lioaq) 280.6mH

Another essential element is the grid, characterised by a three-phase voltage source and
connected to the system through an impedance (Zg) and a controlled switch. A PQ
Measurement block obtains the power supplied or received by the grid. The table below
shows its parameters:

Table 7 - Grid parameters

Magnitude Value
Nominal voltage amplitude (Egrid) 2302V
Nominal frequency (fgrid) 50 Hz
Nominal power (Sgyrig) 86 kVA
Resistance (Rgrid) 1.7 mQ
Inductance (Lgria) 25.69 uH

For the purpose of simulating the tertiary and embedded control for more than one
generator, the active and reactive power references must be modified during the simulation.
This way, a block called MGCC has been added and consists of a C script that changes
the power reference when requested. Finally, all these elements are interconnected
through several line impedances with the following parameters:
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Table 8 - Line impedances parameters

Value

Magnitude
Z> Z3 Zs Zs Zs Z7 Zs

Resistance (mQ) | 15.288 | 36.134 | 69.824 116 23.201 | 72.268 | 72.268

Inductance (uH) 35.53 67.95 131.31 269.6 53.91 135.9 135.9

Once the model is explained, the hierarchical control layers are simulated in island and
grid-connected mode. In this case, the control is studied by observing the behaviour in
relation to a change in the system load or the power references. The magnitudes observed
in each case are the frequency and voltage at each generator PoC and microgrid PCC and
the active and reactive power supplied by each generator and the grid.

4.2.2. Primary control

The primary control is independently simulated by deactivating the action of the secondary
and tertiary control. Furthermore, the tests performed consist of connecting the Load 1 at
second 2 and the Load 2 two seconds later. This way, the virtual inertia and the system's
power distribution applied by the primary control can be checked.

a. Island mode

In island mode, the primary control generates a steady-state error in the frequency and
amplitude whenever there is a discrepancy between the power supplied and consumed
due to the virtual inertia. This can be observed in Figure 71 and Figure 72.
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Figure 71 - Results of the simulation of the frequency at the generators PoC and the microgrid PCC in island
mode with primary control
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Figure 72 - Results of the simulation of the amplitude at the generators PoC and the microgrid PCC in island

mode with primary control

Figure 71 shows the active power distribution by the generators. When a load is connected,
the power supplied is shared depending on the droop gain applied to the generator,
generally following a first-order behaviour with a settling time of around 1 second. The
distribution is correctly achieved since the generator with a nominal power of 40 kVA
supplies twice the 20 kVA generators.
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Figure 73 - Results of the simulation of the active power supplied by generators in island mode with primary

control

However, the reactive power distribution shown in Figure 74 is not accurate due to the line

impedance effect explained in subsection 2.2 but follows the first-order dynamics with the
expected settling time of 1 second.
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Figure 74 - Results of the simulation of the reactive power supplied by generators in island mode with primary
control

b. Grid-connected mode

In grid-connected mode, the frequency is not modified since the frequency is a global
variable and is fixed by the electrical grid, as shown in Figure 75. Nevertheless, the system
contemplates transitory frequency deviations when the loads are connected. On the other
hand, the amplitude displayed in Figure 76 shows more minor deviations than when the
microgrid is in island mode. At the DG1, the amplitude deviation is greater than the other
ones due to the microgrid distribution and the line impedance effect.
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Figure 75 - Results of the simulation of the frequency at the generators PoC and the microgrid PCC in grid-
connected mode with primary control
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Figure 76 — Results of the simulation of the amplitude at the generators PoC and the microgrid PCC in grid-
connected mode with primary control

In this instance, active power consumed by the loads is entirely supplied by the grid in
steady state, as seen in Figure 77, and almost the same happens with the reactive power,
as Figure 78 shows. The DG1 has a transient behaviour different to the others when the
second load is connected due to the microgrid distribution line impedance.
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Figure 77 - Results of the simulation of the active power supplied by generators and grid in grid-connected

mode with primary control
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Figure 78 - Results of the simulation of the reactive power supplied by generators and grid in grid-connected
mode with primary control

4.2.3. Secondary control

This subsection aims to study the microgrid voltage frequency and amplitude restoration.
As done in the one generator setup, the secondary control is simulated by deactivating the
tertiary control action. Both loads are connected in the second 0.5, and the secondary
action is applied from the second 2.

a. Island mode

As shown in Figure 79, a frequency deviation is generated when the load is connected to
the microgrid at second 0.5. Once the secondary control is activated, the frequency is
restored after 8 seconds with a first-order behaviour as expected. The amplitude restoration
is also achieved, as seen in Figure 80. Due to the impedance effect and the secondary
control action applied in each DG, the behaviour is slower than expected, with a settling
time of around 30 seconds.

50.1 Frequency at the generators PoC and the microgrid PCC

|

—

~

©

©
I

1

Frequency (Hz)
'S
w0
oo
I
1
1
|
g
«

s
©
~
I
[
1
1
1
Q
%)
=3
1

0 5 10 15 20 25 30 35 40
Time (seconds)

~
©
[=>]

50.01

4]
o

o
©
o]
(7]

Frequency (Hz)

49.98

0 1 2 3 4 5 6 7 8 9 10
Time (seconds)

Figure 79 - Results of the simulation of the frequency at the generators PoC and the microgrid PCC in island
mode with primary and secondary control
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Figure 80 - Results of the simulation of the amplitude at the generators PoC and the microgrid PCC in island
mode with primary and secondary control

The active power distribution is carried out correctly, following the same dynamics of the
primary control as seen in Figure 81. Nevertheless, the amplitude restoration action
worsens and delays the reactive power-sharing, as seen in Figure 82.
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Figure 81 - Results of the simulation of the active power supplied by generators in island mode with primary
and secondary control
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Figure 82 - Results of the simulation of the reactive power supplied by generators in island mode with primary
and secondary control
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b. Grid-connected mode

The system does not require the frequency restoration action in grid-connected mode since
the frequency is fixed by the electrical grid and just contemplates transitory deviations when
a load is connected, as seen in Figure 83. Besides that, the amplitude restoration action,
shown in Figure 84, is achieved with a settling time of around 30 seconds as in the island
mode.
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Figure 83 - Results of the simulation of the frequency at the generators PoC and the microgrid PCC in grid-
connected mode with primary and secondary control
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Figure 84 - Results of the simulation of the amplitude at the generators PoC and the microgrid PCC in grid-
connected mode with primary and secondary control

If the grid is connected, most of the active power is supplied by it, as seen in Figure 85.
Also, the amplitude restoration action worsens and delays the reactive power-sharing as
seen in Figure 86.
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Figure 85 - Results of the simulation of the active power supplied by generators and grid in grid-connected
mode with primary and secondary control
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Figure 86 - Results of the simulation of the reactive power supplied by generators and grid in grid-connected
mode with primary and secondary control

4.2.4. Tertiary control

The objective of this subsection is to study the tertiary control action with the microgrid
setup. To do that, the secondary control is deactivated. Again, both loads are connected in
the second 0.5, and the tertiary action is applied from the second 2. Besides, the
simulations have been divided into two parts in which the power references are changed
in the second 45 or second 120 depending on the operational mode, island mode and grid-
connected mode, respectively.
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a. Island mode

The following table shows the references applied in each part of this simulation:

Table 9 - Power references for the simulation of the tertiary control in island mode

Value
Magnitude

t=0s t = 45s
DG1 active power reference (Plrer) 6000 10000
DG2 active power reference (P2rer) 10000 10000
DG3 active power reference (P3rer) 20000 16000

Grid active power reference (Pgridyer) 0 0

DGL1 reactive power reference (Qlrer) 1000 500

DG2 reactive power reference (Q2ref) 1000 2000
DG3 reactive power reference (Q3rer) 2000 1500

Grid reactive power reference (Qgridres) 0 0

Figure 87 and Figure 88 show that the voltage frequency and amplitude contemplate a
deviation from the nominal value due to the primary and tertiary control action.
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Figure 87 - Results of the simulation of the frequency at the generators PoC and the microgrid PCC in island
mode with primary and tertiary control
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Amplitude at the generators PoC and the microgrid PCC
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Figure 88 - Results of the simulation of the amplitude at the generators PoC and the microgrid PCC in island
mode with primary and tertiary control

Regarding the active and reactive power, the system follows the references presented in
Table 9. Figure 89 shows that in most cases, the response of the active power supplied by
the generators follows a first-order behaviour with a settling time of 20 seconds which is
faster than expected due to the joint action of the three generators. The same occurs with
the reactive power, as seen in Figure 90.
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Figure 89 - Results of the simulation of the active power supplied by generators in island mode with primary
and tertiary control
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Figure 90 - Results of the simulation of the reactive power supplied by generators in island mode with primary
and tertiary control

b. Grid-connected mode

The following table shows the references applied in each part of the simulation:

Table 10 - Power references for the simulation of the tertiary control in grid-connected mode

Value
Magnitude
t=0s t =120s
DG1 active power reference (Plre) 2000 6000
DG2 active power reference (P2rer) 4000 —10000
DG3 active power reference (P3rer) 10000 15000
Grid active power reference (Pgridyer) 20000 25000
DGL1 reactive power reference (Qlrer) 300 1000
DG2 reactive power reference (Q2ref) 700 500
DG3 reactive power reference (Q3ef) 1000 1500
Grid reactive power reference (Qgridyer) 2000 1000

In this case, the frequency does not contemplate a deviation from the nominal value since
the microgrid works in grid-connected mode, as displayed in Figure 91. However, the
amplitude continues to perceive an error from the nominal value, as seen in Figure 92.
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Figure 91 - Results of the simulation of the frequency at the generators PoC and the microgrid PCC in grid-
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Figure 92 — Results of the simulation of the amplitude at the generators PoC and the microgrid PCC in grid-

connected mode with primary and tertiary control

In grid-connected mode, the power flow is also achieved considering the references of
Table 10. The behaviour of the active power flow of the system, displayed in Figure 93,
have a settling time of around 60 seconds as expected, but in most cases, the response
does not correspond to the expected behaviour.

The reactive power flow control is also achieved but does not have the expected behaviour
with a settling time of around 100 seconds, as seen in Figure 94. These mismatches are
caused by adding the grid power flow control and the coupling of both power controls.
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Figure 93 - Results of the simulation of the active power supplied by generators and grid in grid-connected
mode with primary and tertiary control
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Figure 94 - Results of the simulation of the reactive power supplied by generators and grid in grid-connected
mode with primary and tertiary control

4.2.5. Embedded control

Finally, the embedded control is studied in this subsection. In order to compare the results
of the secondary and tertiary control with the results of the embedded control, the same
tests are carried out. Thus, both loads are connected in the second 0.5, and the embedded
control is applied from the second 2. Also, the references in Table 9 are considered for the
island mode and the references in Table 10 for the grid-connected mode.

a. Island mode

In island mode, the frequency restoration is achieved with the expected behaviour and a
settling time of around 8 seconds, as seen in Figure 95. This result is equal to the one
observed in Figure 79. On the contrary, Figure 96 shows that the amplitude restoration is
not accomplished when the secondary and tertiary control action are applied
simultaneously. This permanent error is due to the already mentioned line impedance
effect, and the analysis carried out in subsection 3.3.5 contemplates it. This error varies
depending on the microgrid distribution.
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Figure 95 - Results of the simulation of the frequency at the generators PoC and the microgrid PCC in island
mode with primary and embedded control
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Figure 96 - Results of the simulation of the amplitude at the generators PoC and the microgrid PCC in island
mode with primary and embedded control

Figure 97 shows that the active power flow is achieved considering the references in Table
9 and that in most cases, the response follows a first-order behaviour with a settling time
of 20 seconds which is equal to the response obtained in Figure 89. However, the reactive
power flow is not accomplished, as seen in Figure 98. This mismatch is caused by the
same reason as the amplitude restoration.
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Figure 97 - Results of the simulation of the active power supplied by generators in island mode with primary
and embedded control
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Figure 98 - Results of the simulation of the reactive power supplied by generators in island mode with primary
and embedded control

b. Grid-connected mode

As mentioned, the system does not contemplate frequency deviations when the microgrid
works in grid-connected mode, as Figure 99 shows. On the other hand, the amplitude
deviation is contemplated, as seen in Figure 100. As in the island mode and considering
the results of the analysis of subsection 3.3.5, the amplitude restoration is also not
achieved. The error of each DG depends on the microgrid distribution.
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Figure 99 - Results of the simulation of the frequency at the generators PoC and the microgrid PCC in grid-
connected mode with primary and embedded control
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Figure 100 - Results of the simulation of the amplitude at the generators PoC and the microgrid PCC in grid-
connected mode with primary and embedded control

Figure 97 shows that the active power flow is achieved considering the references of Table
10 and that in most cases, the response follows a first-order behaviour with a settling time
of 60 seconds which is equal to the response obtained in Figure 93. However, the reactive

power flow is not accomplished, as seen in Figure 102. This mismatch is caused by the
same reason as the amplitude restoration.
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Figure 101 - Results of the simulation of the active power supplied by generators and grid in grid-connected
mode with primary and embedded control

Reactive power supplied by generators and grid

3500 ——
3000 | gg; 1
T 2500 | DG3 |
bl ! Grid
@ 2000 | 8
z ‘
£ 1500
o ;
= 1000 }
Q I
8 500 |
8 ‘
0 i -
-500 i I L I 1 1

0 20 40 60 80 100 120 140 160 180 200 220 240
Time (seconds)

Figure 102 - Results of the simulation of the reactive power supplied by generators and grid in grid-connected
mode with primary and embedded control
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5. Budget

The budget study has been carried out by deeming certain aspects that considerably
reduce the total amount planned. First, the project scope ends in the simulation of the
proposed control and no hardware components have been developed or implemented. On
the other hand, the simulation and calculation programs with a license without expiration
and the computer used to develop the thesis are considered to have an amortization time
of 60 months. Since the duration of this thesis has been of around 9 months, the
corresponding values are calculated following the next equation:

] 9months
AmortizedValue = —— - TotalValue (5.1)
60months
Finally, the budget has been calculated by splitting it into two parts. The first part
contemplates the human resources budget, shown in Table 11, whereas

Table 12 displays the used software and required computer cost.
Table 11 - Human resources budget

Price per hour 15€/hour
Hours spent 900 hours
Human resources budget 13500€

Table 12 - Software and computer budget

Concept Value Amortized value
Computer 700€ 105€

MATLAB (Educational) 1200€/year 900€

Maple (Educational Single-user License) 1000€ 150€

PLECS 1200€ 180€

Microsoft 365 99€ /year 74.25€

Software budget 1409.25€

Finally, Table 13 summarizes both tables and shows the total cost of the thesis, being the
human resources budget the 90% of this cost.

Table 13 - Total budget

Human resources budget 13500€
Software budget 1409.25€
Total 14909.25€

92



BARCELONATECH

UNIVERSITAT POLITECNICA 7)) ) telecos
DE CATALUNYA BCN

6. Conclusions and future development

6.1. Summary

The control of an AC microgrid based on a distributed hierarchical control, with the feature
of having the secondary and tertiary control embedded and allowing the microgrid elements
to work as voltage sources at any time, has been designed and simulated.

During the initial stage of the master’s thesis, the microgrid concept is presented and
studied for the purpose of starting to refer to the AC microgrid hierarchical control. Once
the principal topics have been introduced, the main objectives to be achieved and the
project's planning are explained. Furthermore, since this thesis is focused on the design of
hierarchical control, the research of its principles and the three layers which compose it,
primary, secondary and tertiary control, is carried out.

In the second phase of the document, the proposed AC microgrid hierarchical control is
explained and designed. Firstly, the AC microgrid system under study is presented to
subsequently explain the control law on which the proposed control approach is based.
Then, the design of all the layers is performed by taking some assumptions to simplify the
study, such as deeming a system with a single generator, applying the regulation and
employing stability and dynamics analysis. Overall, the objective has been to obtain a first-
order response for the primary, secondary and tertiary control with a time constant as fast
as possible, of 1 second and 10 seconds, respectively. Finally, the last part of this stage
consists of unifying the considered control loops of the secondary and tertiary control and
studying their behaviour depending on the control parameter values selected.

The final section is focused on the simulation and validation of the realized calculations.
For that purpose, two simulation setups have been developed. On the one hand, a
simulation model that characterises a single generator is developed to verify the considered
assumptions in the control design chapter. On the other hand, the proposed hierarchical
control is applied to a model that defines the AC microgrid under study in both operating
modes and functional analysis is performed.

6.2. Conclusions

The hierarchical control approach proposed and developed in this document partially meets
the technical objectives. The conclusions reached are the outcome of comparing the
simulation results with the expected response obtained when designing the control.

Regarding the primary control, the active power sharing meets the expected first-order
response with a settling time of 1 second, considering the single generator and the
microgrid setup. However, the reactive power sharing partially follows the expected
behaviour. In general, the response is stable and follows a first-order response with a
settling time of 1 second, but the steady-state error obtained in the simulations is greater
than expected. This is due to the plant's transfer function used to design the reactive power
control loops that assume the line to be only inductive and does not consider the resistive
component.

The secondary control meets the expected voltage frequency and amplitude restoration
response being in most cases of first order with a settling time of 8 seconds. Moreover, the
expected active power flow performed by the tertiary control is achieved in the one
generator setup and when the microgrid setup works in grid-connected mode, being first-
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order responses with a setting time of 60 seconds. In the case where the microgrid works
in island mode, the active power flow is achieved in 20 seconds faster than expected. This
deviation is caused by the complexity of the system and the considerations done during
the design. About the reactive power flow, the results are generally not as expected.
Although all the responses are stable and follow the reactive power references, in most
cases, the response is slower and with a different behaviour as planned. In the one
converter setup, the response follows the reference and a first-order response, but it is
slower than expected. Whereas in the microgrid setup, the responses meet the set points
but do not follow the expected behaviour in any mode.

Finally, the unification of the secondary and tertiary control entails two modifications to the
original control. On the one hand, a delay in the active power control flow is applied. On
the other hand, a conflict between the amplitude restoration and the reactive power flow
appears, adding permanent error in each control depending on their weight.

Despite all these inconveniences, the proposed control allows the microgrid generators to
work as voltage sources in both operating modes.

6.3. Future development

The possible futures lines of development to achieve a better behaviour and a better
controllability level for the microgrid can be the consideration of the existing coupling
between the P-w and Q-E control loops, the tunning of the control by considering all the
microgrids generators instead of tuning the controller for only one DER. Other
improvements consist of considering the line impedances between generators. And finally,
it can be crucial to consider the dynamics of the internal control loops.
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Glossary
AC Alternating Current
CL Closed Loop
DC Direct Current
DER Distributed Energy Resources
DG Distributed Generator
DS Distributed Storage Elements
LPF Low Pass Filter
MAS Multi Agent System
MGCC Microgrid Central Controller
MISO Multiple Input, Single Output
OP Open Loop
PLL Phase-Locked Loop
PCC Point of Common Coupling
PoC Point of Coupling
RL Resistor-Inductor
SISO Single Input, Single Output
SSE Steady-State Error
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