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In this study we consider the flow over airfoils with leading-edge roughness, designed to

mimic the ice depositions that may occur on an aircraft in flight. The focus of this investigation

is the effect of the angle-of-attack on the mean-flow three-dimensionality. In previous work

[Kumar et al. (J. Turb., vol. 22(11), 2021, p. 735-760)] we found stationary spanwise inhomo-

geneities, in the form of alternating regions of fast and slow-moving fluid, which were termed

“flow channels”. In the present study we investigate further this phenomenon. We observe the

formation of hairpin vortices downstream of the roughness elements, that eventually merge;

this causes the formation of wider channels that remain coherent and affect the trailing-edge

separation. With increasing angle of attack the intensity of flow-channelling can increase or

decrease depending on the topology of the leading-edge roughness. Its effect on the trailing-

edge separation remains, however, significant. The mean-separation line is highly distorted,

and the separation length can vary by up to 30% of the chord length along the span.
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I. Nomenclature

G, H, I = streamwise, vertical and spanwise directions

C, = = tangential and normal directions in xy-plane

B, 3 = tangential and normal distance from airfoil

D, E, F = streamwise, vertical and spanwise fluid velocity

? = fluid pressure

·̃ = filtering operator

g8 9 = sub-filter scale (SFS) stresses

· = time averaging operator

〈·〉 = span averaging operator

a = kinematic fluid viscosity

2 = airfoil chord

*> = reference inflow velocity

'4 = chord based Reynolds number

�>�, U = angle of attack

ℎ = roughness height

V = Rotta-Clauser pressure-gradient parameter

& = second-invariant of the velocity-gradient tensor

2? , 2 5 = coefficient of pressure and friction

L,D = lift and drag forces per unit span

2; , 23 = lift and drag coefficient

gF = wall shear stress

Dg = friction velocity

D+ = viscous scaled (u)

#3> 5 = number of degrees of freedom

#I = number of spanwise planes

GB4? = trailing edge separation location

X95 = 95% boundary layer thickness

Δ*C = maximum spanwise difference in*C


 = angular rotation rate tensor

S = strain-rate tensor

K = turbulent kinetic energy

II. Introduction
For nearly a century aeronautical designers have tried to maintain laminar flow on aircraft wings. If transition

to turbulence can be prevented, much lower drag can be achieved, lowering the fuel consumption and increasing the

range of aircraft. Early attempts to design laminar-flow airfoils, in which transition was delayed by tailoring the airfoil

shape to obtain a favourable pressure gradient over a large part of the airfoil, were only partially successful [1]. While

wind-tunnel tests showed a marked decrease in the drag coefficient over a range (usually relatively small) of angles of

attack, in practice imperfections due to manufacturing, fouling of the surface, or ice accretion resulted in the transition

to turbulence much earlier than observed in the laboratory. Recently, renewed effort has been made to maintain laminar

flow on the engines nacelles. In Natural Laminar Flow (NLF) nacelles laminar flow can be maintained over 10-15% of

the nacelle length, resulting in drag reduction that can be as high as 1-2% of the total drag.

Surface imperfections, however, can disrupt the flow and cause early transition to turbulence. They can be due to the

manufacturing process (gaps between metal plates, rivets etc.), or to natural phenomena such as ice formation. Ice
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depositions, in particular, have very negative effects, since they affect the lift as well as the drag. Thus, much research

has been carried out in this area, focused on determining the ice shapes encountered in practice, and the effects of these

ice-shapes on the flow field. A complete review of icing research can be found in papers by Gent et al. [2] and Cebeci

and Kafyeke [3]. A discussion of the research relevant to the present investigation can also be found in the recent paper

by Kumar et al. [4]; here we summarize the main results of these studies.

Previous research into ice-accretion through experiments and numerical simulations identified a variety of ice shapes

and associated aerodynamic effects. One of the four major categories of ice-shapes, “ice-roughness", occurs in the

initial phase of the accretion process, when the accumulations are small. The initial geometry is three-dimensional,

whereby water content in clouds freeze on the body upon impact and act as isolated roughness elements. With time,

however, the roughness grows and the topology becomes a quasi-two-dimensional spanwise ridge.

The reviews of experimental works involving iced airfoils by Lynch & Khodadoust [5] and Bragg et al. [6] discuss

mainly the degradation of airfoil performance. Although these studies mention a wide range of aerodynamic effects

associated with the presence of ice-roughness on airfoils, a detailed analysis of flow-physics was never reported. In a

recent review of previous numerical studies of iced-airfoils, Stebbins et al. [7] found no eddy-resolving study of ice

roughness geometry to have ever been conducted.

Kumar et al. [4] performed large-eddy-simulations (LES) of flow over smooth and rough NACA4412 airfoils at

Reynolds number '4 = *>2/a = 200, 000 (where 2 is the chord length,*> the free-stream velocity, and a the kinematic

viscosity) and angle of attack U = 5>. To the best of our knowledge, this was the first eddy-resolving simulation of the

flow over large, spatially heterogeneous leading-edge obstacles mimicking aircraft icing on an airfoil. They analyzed the

effect of variations of the roughness shape for geometries mimicking accretion of the ice-roughness kind. The primary

effect of the roughness three-dimensionality is to create a stationary spanwise heterogeneity of the flow statistics (a

phenomenon that they called “flow-channelling"), whereby fluid at different spanwise location near the leading edge

move at different velocities. The high- and low-speed channels had widths of the order of the roughness size. Kumar et

al. [4] also found that, while the regions of fast-moving fluid (which occur behind roughness elements and were called

“peak regions") resemble an accelerating boundary layer, the regions of slower fluid (which are found between the

roughness peaks, and were termed “valley regions") have characteristics that are similar to a decelerating boundary-layer.

Additionally, the flow channelling was shown to be sensitive to the sign of the pressure gradient, as they remained more

coherent on the pressure side than on the suction side.

Similar phenomena had been observed in studies of boundary-layer transition over distributed roughness [8–10],

and of turbulent boundary layer flow over random roughness [11–14]. In the former cases, the ensuing heterogeneities

were called either “streaks" or “merged low-speed blobs” (MLSs), in the latter “low-” and “high-momentum pathways”

(LMP, HMP). Compared to the the LMPs and HMPs present in turbulent boundary-layer flow, however, the scale of the

channelling phenomenon described in [4] is much larger. Note also that most of these studies are performed on flat-plate
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boundary layer configurations with zero-or-moderate pressure gradients, where flow separation does not occur [4].

Studying the effect of the flow channels on separation is particularly important. Flow separation severely affects the

aerodynamic characteristics of an airfoil, and its accurate prediction is critical for the design of the wing. However,

the prediction of flow separation using classical Reynolds-Averaged Navier-Stokes (RANS) models is a longstanding

bottleneck in the field of turbulence modelling. Spalart [15] noted that both the accurate location of the separation point

and the momentum transfer after separation remain a major challenge for these models. In an effort to quantify the

behaviour of different RANS frameworks, [16] studied the behaviour of a linear eddy viscosity and a Reynolds stress

model for flow over 2D bump. They found that none of these models were able to predict flow separation at the tested

configuration. Notwithstanding their inherent shortcomings, RANS models remain the workhorses of applied CFD [17]

due mainly to their very low computational cost. Most of the studies over iced airfoils depend on these models and,

hence, there is a need to refine the associated error limits.

With these consideration in mind, we extended the study by Kumar et al. [4] by carrying out large-eddy simulations

(LES) of the same airfoil, at higher angles-of-attack. Our objective is to investigate the dynamics that cause the generation

of this channels, and quantify their effect on the separation. In the following we will first formulate the problem, in

terms of numerical method, physical model and geometric configuration. Then we will validate the simulations, and

present the results. Finally, comments and recommendations for future work will conclude the paper.

III. Problem formulation and methodology

A. Governing equations

The flow over a NACA 4412 airfoil at '4 = 200, 000 (based on free-stream velocity *> and chord length 2) was

studied using Wall-Resolved Large-Eddy Simulations (WRLES). Three angles-of-attack, U = 5>, 10> and 15> were

considered. The filtered Navier-Stokes equations for incompressible flow were solved:

mD̃8

mG8
= 0. (1)

mD̃8

mC
+ m

mG 9

(
D̃8 D̃ 9

)
= − 1

d

m ?̃

mG8
−
mg8 9

mG 9
+ a m2D̃8

mG 9mG 9
. (2)

where g8 9 = D̃8D 9 − D̃8 D̃ 9 are the unresolved Sub-Filter Scale (SFS) stresses, G, H, I (or G1, G2, G3) are the streamwise,

vertical and spanwise directions, respectively. The corresponding filtered instantaneous pressure and velocity fields

are ?̃ and D̃, Ẽ, F̃ (or D̃8). We will also be using subscripts C and = to indicate the velocity components tangential and

normal to the airfoil surface in the GH−plane. In the following, the tilde will be dropped; D8 and ? will be implicitly

assumed to be filtered quantities.

The unresolved, subfilter-scale, stresses are modelled using either the ILSA model [18] (for U = 5> cases), in its
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Fig. 1 Airfoil geometries: (a) Smooth Leading Edge (SLE); (b) Rough Leading Edge 1 (RLE1); (c) Rough
Leading Edge 2 (RLE2). The roughness elements are coloured based on their height ℎ, relative to the surface of
the unmodified airfoil.

local formulation [19] or the WALE model of Nicoud and Ducros [20], for higher angles-of-attack. This change was

motivated by the lower computational cost of the WALE model. The model parameter for ILSA, Bg , which measures the

SFS contribution to the dissipation, is set to 0.1 based on the recommendation of Lehmkuhl et al. [21] for prismatic

elements. The model parameter for WALE model is also set to 0.1. Both the models have been validated against each

other for one of the smooth cases at U = 5> and compare very well.

The simulations in this study are performed using Alya, a multi-physics, massively parallelized, unstructured

finite-element simulation code developed at Barcelona Supercomputing Center [22, 23]. It has been widely validated in

many turbulent-flow configurations: [21, 24–28]. The governing equations (1) and (2) are discretised on a collocated

unstructured grid by means of low dissipation second-order schemes using energy, momentum and angular momentum

conserving (EMAC) form of the non-linear convective term [29, 30]. The same interpolation scheme for velocity and

pressure is used in space. A third-order Runge-Kutta explicit time-discretization is used to advance the solution in

time, combined with an eigenvalue-based time-step estimator [31]. A fractional time-step algorithm is used to solve the

resulting system of linear equations [30]. The Poisson equation is solved using a Deflated Conjugate Gradient[32];

convergence and stopping criteria are based on the lagged algebraic residual.

B. Airfoil geometries

Three surface geometries (shown in Figure 1) were studied. They are all based on the NACA 4412 airfoil, with

various leading-edge modifications. In addition to the unmodified airfoil with a smooth leading-edge (SLE), we

considered two Rough Leading-Edge cases (RLE1 and RLE2) with randomly distributed roughness elements.

The RLE1 and RLE2 cases aim to reproduce the ice accretions in the study by McClain et al. [33] (see Figure

3 in that paper). The roughness elements were ellipsoids; their height, ℎ, depended on their G location, to have a

similar distribution as in [33]. The maximum peak-height, ℎ?,max, was 0.008 2 and 0.013 2 for the RLE1 and RLE2

cases, respectively. The corresponding mean peak-roughness height, ℎ? , was 0.004 2 and 0.009 2. Since the roughness

elements were located close to the leading edge, where the boundary layer is very thin, they extend outside the boundary

layer and act as flow obstacles.
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Although care was taken for these geometries to resemble those found in the experiments of McClain et al. [33],

some simplifications were required to maintain grid quality. The spacing between the elements, for instance, is nearly

constant (with a small random variation) and their shape is ellipsoidal. The ice deposition, shown by [33], has a more

random distribution. By matching the height distribution and length scale of the real ice roughness, however, we retained

key elements of a real geometry.

C. Computational domain and boundary conditions

All computations were carried out on a 402 × 402 × 0.22 C-type domain, with the leading edge placed at the origin.

This choice of domain size, particularly the spanwise extent of 20% of chord, is consistent with previous studies in the

literature [34–37]. At low Reynolds number finite-size effects may be observed with this domain size at angles of attack

beyond stall [38, 39]; the present simulation, however, is carried out at a Reynolds number an order of magnitude higher

than in the studies, so that these effects are less significant. The spanwise two-point correlation (TPC) of the velocity

near the airfoil surface was computed for U = 5 and 10>, and confirmed this conjecture (not shown).

An open-source grid-generation tool, Gmsh [40], was used to generate the mesh. A body-fitted grid with triangular-

prism elements was used, and mesh smoothing was employed in all directions to maintain grid quality. Parameters

related to the final meshes used are listed in Table 1. There were 25-30 points within the boundary layer, in accordance

with the recommendation of Choi & Moin [41]. Triangular prisms have been used previously with Alya, in studies

that include turbulent flow over spheres [26, 42], and over airfoils [28, 39, 43]; the results were in consistently good

agreement with the reference data. Furthermore, the need to resolve the roughness elements dictates the grid size in

the streamwise direction; hexahedral elements, therefore, would not result in the same computational savings realized,

for instance, on smooth surfaces, and the quality of the grid near the roughness elements would probably be lower. A

sample grid used in this study is shown in Figure 2; a uniform element-size in G is used on the airfoil surface while the

grid is stretched in the direction normal to the body.

The boundaries used the following conditions: at the inlet a uniform velocity (D, E, F) ≡ (*> cosU,*> sinU, 0) was

assigned; at the outlet, a pressure-based condition was applied, where the total pressure (?3) and outlet normal velocity

(D=) are related by ?3 = 1/2dD2
=. No-slip conditions were imposed on the airfoil surface, and the flow was assumed to be

periodic in the spanwise direction. Since no disturbances were introduced artificially, the flow transitions naturally

from the amplification of small perturbations (due to round-off or truncation error). As will be shown, the presence of

leading-edge imperfections plays a critical role in the transition process.

The computational methodology has been thoroughly validated for different flows of this type [21, 28, 34, 44], in

terms of both numerical scheme and SFS model. In our previous work we showed that the pressure coefficient in the

SLE-5> case matches very well the experimental data of Mallor et al. [45]; data for 23 was not reported in this reference.

Here we also compare with the lift and drag coefficients from the wind-tunnel experiments (with inlet turbulent intensity
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Fig. 2 Sample grid distribution; actual grid densities for different cases are reported in Table 1. (a) Grid
distribution near the airfoil; (b) enlargement of the leading edge, and (c) of the trailing edge.

∼ 0.25%) of Ostowari et al. [46], who used a smooth NACA 4412 airfoil at the three angles of attack that we have

used, but for slightly higher value of '4 = 250, 000. The lift coefficient is in good agreement with the data, while the

drag prediction is consistently lower than the experiments. Given the difference in Reynolds number, and in the inlet

turbulence (our study uses laminar inflow) this is to be expected and will be discussed in detail in the upcoming sections.

IV. Results

A. Grid resolution

Kumar et al. [4] performed a grid-convergence study for the 5> angle that showed that the resolution used in their

paper (the same as in the present one) is sufficient to capture first-order statistics (with an error of less than 4%). To

evaluate whether this grid is sufficient at the higher angles-of-attack as well, we show in Figure 3 the wall-normal and

spanwise grid size, in wall units (i.e., normalized by a/Dg , where Dg = (gF/d)1/2 is the local friction velocity and an

overbar denotes a time-averaged quantity) for the three angles of attack and the RLE1 geometry. On the suction side the
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Case #I #H/X ℎ<0G/ΔB ℎ<0G/Δ= ℎ<0G/ΔI #3> 5 × 10−6

SLE 145 > 25 - - - 28.3
RLE1 145 > 35 40 40 6 28.3
RLE2 145 > 45 65 65 10 28.3

Table 1 Summary of computational mesh parameters for different cases at U = 5°. #H: number of points in
the wall-normal direction; X: boundary layer thickness; #I: number of points in the spanwise direction; ℎ<0G:
maximum roughness height; ΔB, Δ=: grid spacing in wall-parallel and wall-normal directions; #3> 5 : number
of degrees of freedom; data for #H/X is shown for the turbulent part of the boundary layer.

(a) (b)

Fig. 3 Distribution of wall-normal and spanwise resolution in plus units for RLE1 case; (a) suction side; (b)
pressure side; blue lines: Δ=+; red lines: ΔI+; solid lines: 5>; dotted lines: 10>; dashed lines: 15>.

viscous length-scale increases due to the adverse pressure gradient. The grid size in wall units, therefore, also decreases.

On the pressure side the favourable pressure gradient causes the flow to tend towards a quasi-laminar state (in fact,

at 15>, for the RLE1 case the flow remains laminar on the pressure side). There is an increase in wall stress as the

trailing-edge is approached, but the grid spacing remains below that of the 5> case throughout. Since, for the 10>

and 15> cases the grid size is lower (in wall units) than that used in the grid-converged 5> case, we conclude that the

resolution used is adequate for all cases.

B. Instantaneous flow field

Figures 4 shows iso-surfaces of the second invariant of the velocity-gradient tensor,

& =
1
2

(
|
|2 − |S|2

)
(3)

where 
 and S are the rotation and rate-of-strain tensors.

In the SLE cases (figures 4(a,b,c)), the incoming flow remains laminar and separates relatively early. Transition

to turbulence occurs in the separated shear-layer. The location of flow separation, marked by solid black arrow
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Fig. 4 Iso-surfaces of & = 200*2
max/22, where*max is the maximum averaged streamwise velocity, coloured by

the time-averaged streamwise velocity */*> for (a,b,c) SLE case; (d,e,f) RLE1 case; (g,h,i) RLE2 case; (a,d,g)
U = 5°; (b,e,h) U = 10°; (c,f,i) U = 15°.

in the figure, progressively moves upstream with increasing angle due to increase in the magnitude of the adverse

pressure-gradient (APG). The streamwise length over which the flow transitions also shortens as the angle of attack

increases. The transition process begins with the generation of spanwise vortices in the separated shear-layer, due to

the Kelvin-Helmholtz instability. The spanwise vortices then become three-dimensional, reattach, and break down

immediately thereafter (the dashed black arrow marks the appearance of the secondary instability), and finally develop

into the typical hairpin structures associated with wall turbulence. Although the turbulent boundary layer for the 5> and

10> cases remains attached, the 15> configuration experiences massive trailing-edge flow separation (Figures 4(c)).

Flow transition in the rough cases initiates at the first row of roughness elements. We observe the generation

of small-scale structures very close to the roughness patch. As the angle of attack increases to 15>, there is some

similarity in flow features between the smooth and the rough cases, particularly for the RLE1 case. Conversely, in

the RLE2-15> case there is a stronger three-dimensionality of the structures in the spanwise direction. As will be

discussed momentarily, this variation is evident in the statistics as well, affecting the location of trailing-edge separation

substantially.
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U = 5° U = 10° U = 15°

Case 2; 23 %23?
G
0E6
B4? 2; 23 %23?

G
0E6
B4? 2; 23 %23?

G
0E6
B4?

SLE 0.95 0.018 53 - 1.35 0.029 72 - 1.34 0.076 85 0.58
RLE1 0.82 0.027 52 0.93 1.17 0.042 76 0.86 1.24 0.093 89 0.51
RLE2 0.77 0.034 64 0.94 1.08 0.054 82 0.80 1.16 0.115 92 0.54
Exp. 1.01 0.025 - - 1.26 0.047 - - 1.41 0.088 - -

Table 2 Summary of the lift (2;) and drag (23) coefficients, of the contribution to 23 of the form drag, as a
percentage of 23 , and average trailing-edge-separation location

(
G
0E6
B4?

)
. The data of Ostowari et al. [46], who

conducted experiments on a smooth NACA4412 profile at '4 = 250, 000 is also listed.

C. Aerodynamic coefficients

The lift and drag coefficients are defined as

2; =
2L
d*2

>2
23 =

2D
d*2

>2
, (4)

where L and D are the lift and drag forces per unit span. The lift coefficient 2; for the SLE case saturates at U = 10>,

while the drag coefficient 23 increases more than two-folds when the angle is increased to 15>. The contribution of

form drag increases from 50% at 5> to almost 85% at 15>, reflecting the effect of flow separation. As mentioned earlier,

the 2; matches quite well the experiments of Ostowari et al. [46]. The 23 , however, is consistently lower than in the

experiments, particularly at the lower U. The boundary layer in the present configuration undergoes transition via a

laminar separation bubble (LSB) and the observed difference between our cases and Ostowari et al. [46] might be

related to the sensitivity of LSB to Reynolds number, and to the fact that no perturbations were introduced at the inflow

in the simulations while in the experiment the inlet turbulence intensity was 0.25%.

The impact of roughness is to degrade the aerodynamic performance of the airfoil at all the angles-of-attack studied,

by reducing the lift and increasing the drag. The differences in lift coefficient between the smooth and rough cases,

however, decreases as the angle of attack increases to 15>. As will be discussed momentarily, with increasing U the flow

interaction with the leading edge roughness is weaker. This helps boost the peak suction pressure even for the rough

cases and, consequently, increases the lift. Owing to its greater roughness height, RLE2 -type roughness (which is 60%

higher than for the RLE1 case) causes a much larger drag force; the contribution of pressure drag is also much greater

than for RLE1 roughness at all angles considered. Both roughness types cause the flow to separate much earlier at the

trailing edge than the baseline smooth cases.

D. Time averaged flow

In our previous study [4], we observed that while the behaviour of RLE1 at U = 5> was similar to that of the

three-dimensional distributed roughness representative of initial ice-accretion dynamics, the RLE2 case behaved more
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Fig. 5 Time-averaged tangential wall-shear stress (gF,C/d*2
>) in the roughness region on the suction side of

the airfoil. (a,b,c) RLE1 case; (d,e,f) RLE2 case; (a,d) U = 5°; (b,e) U = 10°; (c,f) U = 15°. Contour levels: blue
(-0.01); white (0); red (+0.04). Black contour lines show a roughness level ℎ/2 = 0.001; slow (s) and fast (f )
regions have been marked and labelled in (a,d).

like a spanwise ridge with limited three-dimensionality. We also showed that flow channelling near the leading edge was

sensitive to the pressure gradient sign on the airfoil, the channels remaining more coherent on the pressure side because

of the FPG. Here, we are focusing on the effect of the channelling on separation and, therefore, we will confine ourselves

to the description of the effects of roughness on the the APG boundary layer developing on the suction side of the airfoil.

Figure 5 shows contours of the time-averaged tangential wall-stress, defined as

gF,C = da
mDC

m=

����
3=0

(5)

where 3 is the distance normal to the airfoil, near the roughness region of the airfoil on the suction side, for the two

rough geometries. The 3D and mixed 2D/3D topology of roughness is evident in Figure 5(a,d), which shows several
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isolated recirculation regions behind the roughness elements for the RLE1-5> case, and a merged one for the RLE2-5>

case. As the angle of attack increases, the interaction of the roughness elements with the flow is limited, as the incoming

momentum of the attached flow is reduced by the adverse pressure gradient, which starts immediately downstream of

the LE; at 5> it happens at about 2 percent of the chord. This can be seen for the RLE1 case (Figures 5(a,b,c)), where

the streaky nature of the wall shear-stress distribution is substantially reduced as the angle of attack increases. Further

evidence of this effect is for the RLE1-15> case where an APG-induced separation, remarkably similar to that in the

SLE-15> case (not shown), is present near the location of smaller elements (G/2 / 0.05). For roughness of RLE2 kind,

however, the effect of angle of attack is not straightforward. As the angle of attack is increased from 5> to 10> the wall

shear-stress becomes more streaky (Figure 5(d,e)). In the RLE2 case, the roughness elements nearly merge at their base,

but their crests are distinct, and form a more 3D array. Since (as in the RLE1 case) the incoming flow interacts mostly

with the roughness peaks at high angle of attack the flow channelling is more pronounced. However, further increase of

angle to 15> (Figure 5(f)) results in a behaviour similar to that of RLE1 case and flow channelling seems to subside.

The pressure and friction coefficients, 2? and 2 5 , are defined as:

2? =
% − %>

1/2d*2
>

; 2 5 =
〈gF,C 〉

1/2d*2
>

(6)

where %> is a freestream pressure (set as zero). They are shown in Figure 6. As expected, for the SLE case, with

increasing angle of attack the pressure decreases on the suction side and increases on the pressure side (Figure 6(a)).

The x-location of minimum pressure, which marks the change of favourable to adverse pressure gradient zone, does not

change very significantly as angle of attack is increased from 10° to 15°. The APG destabilizes the boundary layer,

and hastens transition to turbulence. As the angle of attack increases, the APG becomes stronger, and the transition

point moves upstream (G/2 = 51%, 14%, 4.2% for the three angles; Figure 6(b)). The flow transition appears to be

similar for 5° and 15° angles, where it is due to the amplification of the shear-layer instabilities just after flow separation;

the classical markers of such a transition can be seen in Figure 6(b). The length of the separation bubble (!;B1) in the

SLE-15> case (!;B1 = 3.6% 2), however, is smaller than for the SLE-5> case (!;B1 = 14% 2), indicating faster transition

for the higher angle of attack configuration. The 2 5 for the SLE-10> case (red line in Figure 6(b)), on the other hand,

shows no flow separation in a time-averaged sense, and the transition to turbulence is swifter than in the other two angle

of attack cases. As discussed in Section IV.B, although the instantaneous data for the SLE-10> case shows separation,

the flow transition at this configuration is highly unsteady (see included animation as supplementary material), such

that the transition location periodically oscillates in the streamwise direction. This unsteadiness is consistent with the

observations of various studies [39, 47] that report the presence of oscillations of the laminar separated shear layer near

the stall angle.

Roughness at the leading edge interacts with the incoming flow and modifies the pressure distribution, when
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Fig. 6 Time- and spanwise-averaged (a,c,e) 2? and (b,d,f) 2 5 for: (a,b) SLE cases; (c,d) RLE1 cases; and (e,f)
RLE2 cases; U = 5>; U = 10>; U = 15>. The minimum ( ) and maximum ( ) pressure location for
the SLE cases are shown on all 2? plots for comparison. Laminar separation point (GB4?; ), transition point
(GCA0; ); re-attachment point (GA40C ; ); transition completion point (+) and trailing edge separation point
( ), wherever applicable, are also indicated in 2 5 plots.

compared to the baseline smooth cases. The strength of this interaction seems to depend, both, on the roughness

geometry and the angle of attack.

Figure 6(c,d) show the pressure and friction coefficients for the RLE1 cases. The maximum and minimum pressure

of the baseline smooth cases is also shown for comparison in Figure 6(c) (inset). We observe that with increasing angle

of attack the pressure recovers faster towards the smooth case. The 2? distributions for RLE1-10> and RLE1-15> cases,

13



in fact, are quite similar to their smooth counterparts (compare with Figure 6(a)). This suggests that the effect of the

roughness elements becomes less pronounced at higher angles. This observation is also supported by the distribution of

friction coefficients for 10> and 15> in the roughness region, which almost overlap each other (Figure 6(d)). The effect

of roughness on flow transition, thus, depends on the angle of attack. Transition begins at the first row of roughness

elements for all three angles of attack. Nevertheless, fully turbulent levels, indicated by the sharp rise with a local

maximum in the 2 5 plot (marked by “+" symbol) is dependent on the angle of attack. While fully turbulent levels are

achieved only by the end of roughness zone (G/2 = 22%) for the RLE1-5> case, transition in RLE1-10> and RLE1-15>

cases is more abrupt (fully turbulent levels around G/2 = 7%), akin to the smooth case at 15°. This suggest that although

roughness might play an important role in the transition process at lower angles-of-attack, the transition mechanism is

governed primarily by the adverse pressure gradient and that the role of roughness may be less significant for higher

angles-of-attack.

The surface pressure and skin-friction distribution for the RLE2 geometry, shown in Figure 6(e,f), are substantially

different for 5° and 10° cases. At 5°, the roughness causes a quasi-2D separated region in its wake, and the surface

pressure in that region has a plateau (see inset of Figure 6(e)). As the angle of attack is increased to 10°, only the

largest roughness elements play a role (as indicated by the two peaks in Figure 6(e)) and the flow skims over the smaller

roughness elements very close to the leading edge. The transition mechanisms for 5° and 10° look exceedingly similar,

with the fully turbulent levels moving incrementally upstream for the 10° case. The 2? , 2 5 distribution, coupled with

the more streaky-ness of the tangential velocity as discussed in the previous section strongly suggests that the interaction

of the incoming flow for the RLE2 case occurs mostly with the top of the elements as the angle of attack is increased,

allowing the flow to pass in between the roughness elements and, therefore, showcase increased channelling behaviour.

This change in behaviour for the RLE2 case might also be exacerbated by the fact that the roughness size is almost 60%

larger than the roughness elements in RLE1 case. At 15° there is marginal change in the 2? and 2 5 behaviours near the

roughness zone, providing further evidence that the variability of the flow in the spanwise direction is substantially

reduced beyond the stall angle.

E. Flow channelling

In our previous study we showed that the roughness produces elongated regions of high velocity (called fast or peak

regions) alternating with regions of low velocity (slow or valley regions). The peak regions were generally aligned with

the roughness elements, while the valleys were aligned with the gaps between elements. In the peak regions the velocity

profile resembled that of an accelerating boundary-layer, while in the valleys it had strong features of a boundary layer

in adverse pressure-gradient. In this section we study this phenomenon further, and discuss how the angle of attack

affects it.

Figure 7 shows the time-averaged tangential velocity (*C/*>) on a plane parallel to the airfoil surface (at a distance
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Fig. 7 Tangential velocity *C/*> on a plane parallel to the airfoil surface at a distance, 3/2 = 0.002 from the
suction side. (a) RLE1-5> case; (b) RLE2-5> case. Fast and slow regions, with a minimum peak-prominence of
20% of maximum tangential velocity at respective streamwise location, are indicated by green circle and black
asterisks. The projection on the plane of streamlines originating from the first row of markers are also shown;
solid lines: peak regions; dashed line: valley regions.

3/2 = 0.002) for the 5> cases. In that figure we also show the prominence of a peak, i.e., the measure of how much

a peak stands out from the surrounding baseline of the signal, estimated as the vertical distance between the peak

and the lowest contour of the quantity. As previously discussed, we can observe the channels near the leading edge

(G/2 ≈ 0.2) in the rough cases. There are alternating regions of fast and slow fluid (highlighted using symbols in

Figure 7) originating very close to the last row of roughness elements. While the flow overall slows down downstream

of the leading edge, the faster planes near the roughness locations slow down much more rapidly. This is evident

in Figure 8, which shows the streamwise evolution of the Rotta-Clauser pressure-gradient parameter (V; [48, 49]) at

15



Fig. 8 Evolution of Rotta-Clauser pressure-gradient parameter; blue: RLE1-5> case; red: RLE2-5> case;
solid: fast plane; dotted: slow plane. Fast and slow here are identified at G/2 = 0.8.

spanwise locations representative of fast and slow planes, at U = 5>. V is defined as

V =
X∗

〈gF 〉
3%4

3GC
(7)

where X∗ is the boundary-layer displacement thickness and a subscript 4 denotes the boundary-layer edge. The edge

of the boundary layer is identified here, following the work of Griffin et al. [50], as the location where the difference

between the flow velocity and an “inviscid velocity” obtained using Bernoulli’s equation, is 5%. At upstream locations

(G/2 < 0.3, see inset plot in Figure 8), the adverse pressure gradient for a locally fast plane (dotted lines) increases much

more rapidly than that for slow planes (solid lines). Mechanisms (to be discussed shortly) related to the interaction of

roughness-generated vortices have been found to be the root cause of this flow behaviour. Further downstream this

trend continues, such that the local slow regions are in the wake of fast regions from upstream locations and vice-versa

(Figure 7). Additionally, as the fluid is advected downstream, the adjacent channels merge and the streaks becomes

wider and less marked. Nonetheless, significant spanwise variation, particularly in flow separation, is still evident very

close to the trailing edge for both the roughness cases.

Lastly, Figure 9 shows the quantity Δ*C , defined as

Δ*C (G, 3) =
max
I
[*C (G, 3, I)] −min

I
[*C (G, 3, I)]

*4 (G)
. (8)

Δ*C quantifies the strength of the channelling as the maximum difference between fast- and slow-moving regions. In

line with our prior discussions, we see strong spanwise variations of the tangential velocity over the entire airfoil. At
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Fig. 9 Contours of maximum tangential-velocity difference, (8); (a,b,c) RLE1 cases (d,e,f) RLE2 cases; (a,d)
5°; (b,e) 10° and (c,f) 15°.

upstream locations these differences extend to the nominally irrotational region above the boundary layer. Although

the number of alternating fast- and slow-regions is reduced as the flow moves downstream (that is, with increasing

V), the strength of channelling actually increases in the vicinity of the wall (3/X95 / 0.4) for lower angles-of-attack.

The variation in the effect of U on the two roughness geometries, as seen before for the roughness region, is also quite

clear: whereas the strength of channelling decreases for the RLE1 geometry (Figure 9 (a,b)), it increases for RLE2 case

(Figure 9) (d,e). Further increase in the angle of attack to 15° (Figure 9 (c,f)) reduces flow variability within the attached

boundary-layer region (G/2 / 0.5) for both the roughness cases. The separated shear layer towards the trailing edge,

however, still shows a significant three-dimensional modulation of the flow due to leading edge channelling. The flow

retains the memory of its interaction with the leading-edge roughness over the entire airfoil. We also observe that as the

magnitude of V increases (towards the trailing edge), the flow variability intensifies for both the roughness types at all

angles of attack. With increasing V the spanwise inhomogeneities are amplified; this is analogous to the strengthening

of the outer-layer structures caused by an APG in smooth wall boundary layer flows [51, 52], and should be explored

further in the future.

Figure 10 shows the instantaneous turbulent structures in the RLE1-5> case visualized by iso-surfaces of the

second-invariant of the velocity-gradient tensor &, defined in(3). Near the leading edge (Figure 10(a)), there are two

distinct type of hairpins, based on the underlying mechanism behind their spawning:
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Fig. 10 Iso-surfaces of &-criterion, coloured by distance from the wall, 3 normalized by the maximum rough-
ness height (ℎ<0G) for the RLE1 case. (a) G/2 ∈ [0, 0.4] and&22/*2

> = 750. (b) G/2 ∈ [0.4, 0.8] and&22/*2
> = 150.

Black ellipses in (a) show the locations of roughness elements; red and blue lines show the locations of instan-
taneous fast and slow regions, respectively. The inset in the upper right corner in (b) shows a schematic of the
hairpins arrangement highlighted by a black rectangle in the main plot.

Fig. 11 (a) Schematic representation of the formation of fast and slow regions near the roughness zone. The
sketch is not to scale. Blue: negative streamwise vorticity; red: positive streamwise vorticity; yellow: peak
regions; black: valley regions; (b) Iso-surface of pressure fluctuations, ?′ ≤ −0.01d*2

>, coloured by streamwise
velocity fluctuations; the wall shear stress is shown on the airfoil surface.

• Type A hairpin vortices are formed due to shedding associated with the flow over a bluff body, for example in the

flow over hemispheres (see Acarlar and Smith [53]).

• Type B hairpin vortices are caused by the injection of slow-moving fluid in valley regions. Injection of low-

momentum fluid in a laminar boundary layer has been shown by Acarlar and Smith [54] to lead to formation

of “oscillations" (also visible in Figure 10(a)), associated with the Kelvin-Helmholtz instability, that leads to

formation of regular hairpin vortices.

These vortices play a vital role in the dynamics of the peak and valley regions. Figure 11(a) and (b) show, respectively,

a schematic of their development and a visualization of the region near the leading edge (for the RLE1-5> case) where

such dynamics can be observed; the vortices are visualized using contours of pressure fluctuations. Low-momentum

fluid behind the roughness elements is deviated sideways by the vortices shed by upstream roughness elements, and
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Fig. 12 Contours of turbulent kinetic energy,K/*2
> for RLE1-5> case at two streamwise locations (a) G/2 = 0.2;

(b) G/2 = 0.8. Fast and slow regions, with aminimumpeak-prominence (defined inFigure 10) of 20%ofmaximum
tangential velocity at respective wall-normal location, are indicated by green circles and black asterisks.

becomes trapped in the valley regions, shown by green dashes in 11(b). Injection of this low-momentum fluid spawns

Type B hairpin vortices, which are aligned over the valley plane. Two of the valley regions on either side of a roughness

element create a channel for the accelerating flow over the roughness element. Further downstream, spanwise merging

of these hairpins occurs, highlighted in 11(b); as a result, a bigger hairpin-like structure is formed. The faster-moving

fluid in the peak planes slows down, since these planes are positioned between the legs of the new vortex, and merge

with the slow-moving fluid in valley regions. Evidence of this merging can be seen in Figure 11(b), at G/2 ≈ 0.3 where

both the fast and slow planes from the upstream location have merged together and, consequently, the distribution of

wall-shear stress shows minimal variation in spanwise direction.

The interaction between vortices originating near the leading edge causes merging and formation of wider streaks

downstream. This is shown in Figure 10(b) where bigger, merged vortices are immediately above what will eventually

turn into a wider, slower streak. These wider streaks are directly responsible for the three-dimensionality of the separated

flow, as they modify the mean flow through the pressure gradient, as seen in the previous section.

Another question that remains to be answered regards the effect of the fast-slow regions on the behaviour of (resolved)

turbulent kinetic energy K = D′
8
D′
8
/2, where a prime indicates a fluctuation around the time-averaged value, which is

denoted by an overbar. Figure 12 shows the (H, I) distribution of turbulent kinetic energy for the RLE1-5> case at two

streamwise locations. Initially (Figure 12(a)), the local slow planes show more turbulent activity than the fast plane in

the outer region of the boundary layer. This phenomenon, as discussed in our previous work, is due to the entrapment of

recirculating fluid in the slow regions, which results in an inflectional velocity profile, which is associated with flow

instabilities. Comparison with Figure 10(a) shows that the excess TKE in slow planes is associated to Type-B hairpin

packets and, hence, is non-stochastic in nature. It is to be noted that near the wall the fast planes have increased TKE

levels that can be associated to the higher wall stress. At downstream locations (Figure 12(b)), the outer layer still shows

more turbulent activity in slow planes, further evidence that the effect of roughness-generated vortices are still present.

The dynamics of the inner layer, on the other hand, have a mixed behaviour: there is evidence of both fast and slow

19



U = 5> U = 10> U = 15>

Case G
5 ?
B4? G

B?
B4? G

0E6
B4? G

5 ?
B4? G

B?
B4? G

0E6
B4? G

5 ?
B4? G

B?
B4? G

0E6
B4?

SLE - - - - - - - - 0.58
RLE1 0.96 0.87 0.93 0.93 0.82 0.86 0.62 0.49 0.51
RLE2 0.95 0.84 0.94 0.95 0.72 0.80 0.67 0.48 0.54

Table 3 Comparison of trailing-edge-separation location at fast (G 5 ?
B4?) and slow planes (GB?B4?) at different angles

of attack. Fast and slow regions were identified in the trailing edge region. The time- and spanwise-averaged
separation location (G0E6B4? ) is also listed for comparison. The separation point is defined as the streamwise
location where 2 5 = 0.

planes with increased turbulence levels. While the higher TKE levels for a fast plane is to be expected, the slow plane

showing increased fluctuations needs some discussion. As the leading-edge vortices (aligned over the slow planes)

advect they cause the spawning, by induction, of new hairpin vortices associated with wall turbulence. One instance

of such a phenomenon is shown in Figure 10(b) (marked by the black box). The wall-generated hairpins (smaller in

scale; on either side of central roughness generated vortex) are aligned with the legs of the leading edge vortex. Such an

alignment would explain the widening and increased turbulent activity at a slow plane.

Figure 13 shows the instantaneous wall-shear distribution for all cases considered for this study. At U = 5>, there is a

significant variation in flow separation at different spanwise locations. Although some of these channels lose importance

with increase in angle of attack, the separation remains highly three-dimensional even at the highest angle of attack

considered. We have quantified the 3D nature of the mean-flow separation in Table 3, which compares the location of

the separation point for the local fast and slow regions. The three-dimensionality (as measured by the difference between

between G 5 ?
B4? and GB?B4?) increases slightly with angle of attack; for RLE2 this increase is more noticeable, reaching

nearly 30% of the chord length.

V. Conclusions
We performed large-eddy simulations of the flow over airfoils with leaading-edge roughness designed to mimic the

ice accretions encountered in flight. This study extends the previous work of Kumar et al. [4], who considered a NACA

4412 airfoil at '4 = 200, 000 and U = 5>, by investigating the effect of angle of attack on the flow. A case with a smooth

leading (SLE ) edge was compared with two rough cases of airfoils with leading edge roughness (RLE1 and RLE2 ).

These roughness geometries were representative of difference in ice-accumulation times, with RLE1 representative of

initial, primarily 3D accumulation and the RLE2 modelling an accumulation over short time interval, thus yielding

a mixed 2D/3D topology. Kumar et al. [4] identified spanwise variations of the flow quantities, associated with the

three-dimensional topology of the leading-edge roughness elements. They termed this phenomenon “channeling" and

described its kinematic characteristics. In this paper we follow up on that work by investigating the dynamical aspect of
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Fig. 13 Contours of the instantaneous wall-shear stress gF/d*2
> near the trailing edge on the suction side of

the airfoil. (a) RLE1-5> case; (b) RLE2-5> case; (c) RLE1-10> case; (d) RLE2-10> case; (e) RLE1-15> case; (f)
RLE2-15> case. blue: -0.004; white: 0; red: 0.002; slow (s) and fast (f ) moving regions have been marked and
labelled.
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the phenomenon.

The roughness at the leading edge generates hairpin vortices either through the shedding behind the roughness

elements (Type A), or because of the injection of low momentum in the boundary layer (Type B) [53, 54]. The dynamics

of fast and slow regions near the leading edge are governed by these hairpins, as fluid in the fast planes slows down as

the vortex merge downstream. The merging results in the generation of slow regions, which replace the fast ones in the

trailing-edge area, and create a very three-dimensional separation.

We performed simulations at two addition angles of attack, 10> and 15>, on both rough geometries. The interaction

of the incoming flow with the roughness elements, and hence the channelling, is found to be strongly dependent on

the shape of the roughness. For a primarily 3D geometry, such as the RLE1 case, this interaction and the subsequent

flow channelling weakens as the angle of attack is increased. For a mixed 2D/3D topology (RLE2 case), however,

increasing the angle of attack forces the flow to interact with the top of the roughness elements only, amplifying the three

dimensional behaviour and, consequently, the channelling effect. The effect of leading-edge channelling is visible in

three dimensional behaviour of the trailing edge separation, in particular for the RLE2 case, for higher angles of attack.

The findings of this work might have implications for turbulence models applied to iced airfoils. The typical grid

spacing used in RANS studies is much larger than typical ice-roughness dimensions, and in most cases the leading edge

dynamics cannot be resolved on such grids. The three-dimensionality of the separation, however, has a much larger

scale, and reasonable grids should be able to resolve it. However, since it has origin in a much smaller scale, unresolved

phenomenon, its root causes cannot be accounted for in turbulence models.

Finally a note on the sensitivity of our results to the specific setup used in this study. First, we employed a very

simplified description of the icing geometries themselves. A question that arises, then, is whether the physical aspects

of the flow observed and discussed in this work will be relevant to real iced wing or not. Since most of the observed

phenomena essentially depend on the fact that the roughness is more or less three-dimensional, the details of the geometry

may not be as important. As long as the roughness displays three-dimensional behaviour, most of the observations made

here, from the creation of channels to their merging and, finally, their effect on trailing edge separation, will most likely

be applicable.

Secondly, we conducted these simulations at a value of Reynolds number that is much lower than flight condition.

However, since the size of these channels depends on the roughness dimensions, and not on viscous scales, the problems

observed here can be expected to be present at flight Reynolds numbers as well. Available evidence [11–14] of spanwise

heterogeneity in fully turbulent rough-wall boundary layers also supports the relevance of the channelling phenomenon

discussed here in high Reynolds-numbers problem. The trailing-edge separation-dynamics, however, might be more

sensitive to higher turbulence levels in disturbed environments.
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