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Abstract

Purpose. This investigation aims to present the characterisation and optimisation of an ultra-high
pulse dose rate (UHPDR) electron beam at the PTB facility in Germany. A Monte Carlo beam model
has been developed for dosimetry study for future investigation in FLASH radiotherapy and will be
presented. Material and methods. The 20 MeV electron beams generated by the research linear
accelerator has been characterised both in-beamline with profile monitors and magnet spectrometer,
and in-water with a diamond detector prototype. The Monte Carlo model has been used to investigate
six different setups to enable different dose per pulse (DPP) ranges and beam sizes in water. The
properties of the electron radiation field in water have also been characterised in terms of beam size,
quality specifier Rsyand flatness. The beam stability has also been studied. Results. The difference
between the Monte-Carlo simulated and measured Rs, was smaller than 0.5 mm. The simulated beam
sizes agreed with the measured ones within 2 mm. Two suitable setups have been identified for
delivering reference UHPDR electron beams. The first one is characterised by a SSD of 70 cm, while in
the second one an SSD of 90 cm is used in combination with a 2 mm aluminium scattering plates. The
two set-ups are quick and simple to install and enable an expected overall DPP range from 0.13 Gy up
to 6.7 Gy per pulse. Conclusion. The electron beams generated by the PTB research accelerator have
shown to be stable throughout the four-months length of this investigation. The Monte Carlo models
have shown to be in good agreement for beam size and depth dose and within 1% for the beam
flatness. The diamond detector prototype has shown to be a promising tool to be used for relative
measurements in UHPDR electron beams.

1. Introduction

The FLASH radiotherapy is a new treatment modality in which the prescribed dose is delivered with ultra-high
pulse dose rate (UHPDR) beams in less than a second (Bourhis et al 2019b). The UHPDR is defined by a total
dose delivered by a single pulse in the range between 0.6 Gy up to 10 Gy. The modality is in the early stage of
development, but it has already shown advantage over conventional radiotherapy treatments as the adverse dose
effect on healthy tissue is reduced. This is the so-called FLASH effect (Favaudon et al 2014, Montay-Gruel et al
2018,2019, Bourhis etal 2019b, 2019a, Wilson et al 2020). The improved tissue response using FLASH modality
can only be confirmed if the evaluation of the dose delivered by this modality is precise and accurate. Therefore,
dosimetry is an essential aspect in the assessment of the FLASH effect.
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To date, limited data are available on the functionality of standard dosimeters and how conventional code of
practice (Andreo et al 2000, Almond et al 1999) should be modified to achieve the dosimetry precision required
for research and clinical studies (Petersson et al 2017, Jaccard et al 2018, Favaudon et al 2019, Lansonneur et al
2019). Dedicated research in the field UHPDR dosimetry is therefore needed for the FLASH effect study to move
forward. In that aim, the UHDpulse project, a project funded by the European Union within the EMPIR
programme, has started in September 2019 (Schiiller et al 2020). Within this project, the German national
metrology institute (PTB) is mainly focused on the development of primary and secondary standards of
absorbed dose to water in UHPDR electron beam, and to test the different detectors commercially available or
under development for FLASH radiotherapy dosimetry purpose.

The pre-clinical research using UHPDR is usually performed in electron beams with modified (Schiiler et al
2017, Lempart et al 2019, Ruan et al 2021) or dedicated (Jaccard et al 2018, Favaudon et al 2019, Moeckli et al
2021) linac (Kim et al 2021). Different techniques, mostly based on passive dosimeters, have been tested to
characterise the UHPDR electron beams. Radiochromic films have been used in multiple studies for absolute
and relative dosimetry, profile and depth dose curve measurements (Jaccard eral 2017, Petersson et al 2017,
Schiiler eral 2017, Lempart et al 2019, Konradsson et al 2020, Szpala et al 2021). They have the advantage to have
ahigh spatial resolution, no dose-rate dependency and a complete 2D dose distribution can be obtained in a
single pulse irradiation. However, they are passive dosimeter and the uncertainty on the dose measurement is
high, 4% (Jaccard et al 2017, Konradsson et al 2020).

The PTB’s Metrological Electron Accelerator Facility (MELAF) (Schiiller et al 2019) is equipped with a
research electron linear accelerator (linac) with the capacity to achieve the required ultra-high dose per pulse
needed for FLASH research. The first main tasks of PTB within UHDpulse project were to establish a reference
UHPDR electron beam at MELAF, to enable primary and secondary standard developments and to assess a
dosimetry system for precise and accurate detector inter-comparison. In this aim, the research accelerator at
PTB has been optimised to generate a 20 MeV electron reference beam in UHPDR mode.

The characterisation of the PTB reference UHPDR electron beam was carried out in parallel with the
development of Monte Carlo model of the research accelerator. The in-vacuum electron beam, i.e. in the linac
beamline, was characterised in the aim to generate a Monte Carlo model of the research linac. The model was
used to further optimise the beam setup by modelling different source-surface distance (SSD), collimation and
scattering plates.

For the characterisation of the beam in a water phantom, a diamond detector prototype was used. A
prototype detector has been used rather than a commercially available diamond detector since saturation effect
has been observed in UHPDR electron beam (Di Martino et al 2020). The prototype was specifically designed for
UHPDR beam applications and had shown several advantages over the use of ion chambers or radiochromic
films. Its response is linear in the desired range of dose per pulse (DPP), no correction factor for ion
recombination effect is required and no conversion from depth ionization curve to a depth dose curve is needed.
The diamond detector also has the advantage that the analysis of the data is simple and can be done in real-time.
In addition, the diamond detector does not require additional equipment for signal reading contrarily to films.

This investigation aims to present the results of the optimisation and characterisation of the PTB’s UHPDR
electron beam and the results of a long-term beam stability study. This paper will also present the Monte Carlo
model of the beamline built for the project along with its validation.

2. Material and methods

2.1. PTB research linear accelerator facility and equipments

The PTB MELAF is equipped with a custom-built research linear accelerator (linac) for fundamental dosimetry
research. The linac can accelerate electrons to produce pulsed electron beams of nearly monoenergetic energies
in a continuous range between 0.5 MeV up to 50 MeV with a spectrum width smaller than 0.05 MeV. The
research linac facility consists of four rooms schematically shown in figure 1. One room is dedicated to the
accelerating and energy separation components of the linac. Two rooms are dedicated for dosimetry
experiments setups, one for low energy experiments (0.5-10) MeV and one for high energy experiments
(10-50) MeV. The linac setting and output monitoring are done in a control room properly shielded for
radiation safety.

For this project, the linac settings has been optimized to reach UHPDR with a 20 MeV electron beam. The
beam pulse repetition frequency used was 5 Hz, and the pulse duration is 2.5 yis. More details of the research
accelerator can be found in Schiiller et al (2019). The in-vacuum beam, i.e. the electron beam travelling in the
vacuum pipe of the beamline shown in figure 2, has been characterised in terms of beam energy and transverse
shape. The energy fluence spectrum has been measured using a magnet spectrometer (figures 2(B) and (D))
(Renner et al 2014). The in-vacuum beam spatial shape was measured using two NEC beam profile monitors
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Experimental room 1

High energy
10 to 50 MeV

Low energy
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Figure 1. Schematic of the research linear accelerator of the MELAF facility at PTB. The dashed lines represent the room separation
(not on scale). The following components are found in the accelerating room; (A) electron gun, (B) low energy bending magnet, (C)
high energy bending magnet and (D) water-cooled movable jaws. The details of the high energy beamline labelled as (E) is shown in
figure 2.
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Figure 2. Pictures and schema of the PTB research linac high energy beamline, exit window and scattering plate. (A) Close-up picture
of the linac 100 zzm copper exit window. (B) Picture of the high energy beamline. (C) Picture of an aluminium scattering plate
mounted on the exit window flange. (D) Schematic drawing of the high energy beamline. The distances indicated are up to the exit
window.

(BPM80 monitors, National Electrostatics Corp., USA), labelled as profiler #2 and #3 in figures 2(B) and (D).
The in-vacuum beam characterised has been used as input parameters for the Monte Carlo model.

The research linac is equipped with an in-flange integrating current transformer (ICT) (Bergoz, turns ratio
50:1) (Schiiller er al 2017) as shown in figures 2(B) and (D) for beam monitoring. For separation of a
monoenergetic beam and to bend the beam in the direction of the high energy beamline section (in experimental
room 1, figure 1), the linac is equip with a high energy bending magnet. The electron beam exits the beamline
vacuum pipe through a 100 zm thick copper window. For additional scattering, metal plates can be mounted on
the exit window flange as shown in figure 2(C).

An important beam parameter for UHPDR electron beam dosimetry investigation is the DPP. To vary the
DPP with the research linac, it is possible to change the accelerating settings (electron gun high voltage and RF
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Figure 3. Schema of the linac vacuum beamline and the electron beam profile with an overlaid representation of the source simulated
by EGSnrc Monte Carlo.

power), however, this could potentially change the beam characteristics (i.e. position of the beam axis, size and
energy). The research linac is also equipped with a pair of water-cooled movable jaws positioned after the
bending magnet (figure 1(D)). The jaws are moving and blocking the beam in the horizontal direction to create
an adjustable slit width. The jaw position is measured using a potentiometer and the position coordinates are
reinitiated every day by closing the slit. The jaws position, slit width, also vary the electron fluence which directly
impacts the DPP, while minimally influencing the beam characteristics. To validate this assumption, the impact
of the slit width on the beam characteristic was also investigated in the presented work.

2.2. Monte Carlo

Two Monte Carlo models of the beam have been developed using EGSnrc software toolkit, release v2020
(Kawrakow et al 2000), and FLUKA (Battistoni et al 2016). The Monte Carlo models were developed based on the
energy fluence spectrum measured with the magnet spectrometer and the transverse profiles, horizontal and
vertical, measured with the profilers #2 and #3. Both Monte Carlo models have been developed independently,
the EGSnrc model was developed at PTB and the FLUKA model at the Central Office of Measures (GUM,
Poland). PTB had provided the in-vacuum beamline characterisation of the research linac to GUM without
further information about the EGSnrc model. The results obtained with the two Monte Carlo beam models
have been compared to each other and to the relative measurement in water, which will be described below.

The EGSnrc was used to simulate lateral beam profiles in the beamline, in water and depth dose curves.
Particles have been tracked down to a kinetic energy of 5 keV and no variance reduction was used. The EGSnrc
beam source model was developed to match the measured in-vacuum beam FWHM at 0.6 m upstream to the
linac exit window, i.e. to match the dimension at the position of the profiler #3. The beam source model selected
was based on three observations from the measurement. First, the vertical beam profile is larger at profiler #2
than at profiler #3, which indicates that the in-vacuum beam is converging or focusing between the two profiles.
Therefore, the EGSnrc beam source was modelled usingegs _collimated source whichisapoint
source diverging to a target shape. The point source position was simulated to be between the two profilers
according to the measured profile dimension, i.e. at 118 cm from the linac exit window. Secondly, as the
horizontal beam profile is larger than the vertical one, the beam target shape was an ellipse defined at the position
(0,0, 0) to reproduce the different beam shapes measured depending on the slit width. Lastly, since the fluence is
not uniform throughout the profile, a Gaussian angular spread was applied to the simulated diverging point
source.

To validate the shape of the beam source model and to determine the proper ellipse dimensions for each slit
width used in this investigation, a first set of EGSnrc simulations were done using the selected source shape and
was compared to the in-vacuum beam profile measurements. The simulated geometry was a thin air layer,
thickness of 2 mm, subdivided in 1 mm side voxels in transverse direction of the beam at 0.6 m from the
geometry point (0, 0, 0). A thin layer of air was chosen to decrease the simulation time while minimally affecting
the proportionality between energy deposited in the voxels (simulation) and the fluence (value measured with
the profiler). The beam source model is schematically presented in the figure below.

For the simulation of the beam in water, the linac vacuum pipes are not included in the geometry and it starts
at the exit window (defined at the position (0, 0, 0)) to simulate particle interactions in the 100 zzm copper
window. The trajectory of simulated electrons is therefore linear from the initial point source to the targeted
ellipse shape, electron interaction with matter starting at the linac exit window. The beam source model used was
the same as developed with the previously mentioned set of simulations. The water tank was simplified as a single
water cube subdivided in layers of thickness 0.1 cm in depth direction. To obtain lateral dose profiles, the water
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Table 1. List and description of the different electron beam setups
investigated by EGSnrc Monte Carlo simulations.

Setup name SSD (cm) Collimation Scattering plate
SSD50-00 50 None None
SSD50-00c 50 PVCtube None
SSD50-01c 50 PVCtube Al 1 mm plate
SSD70-00 70 None None
SSD90-00 90 None None
SSD90-02 90 None Al.2 mm plate

cube was also subdivided in cylinders with increment of 0.1 cm radius in the orthogonal direction to the
beam axis.

The version 2011-3.0 of FLUKA (Battistoni et al 2016) was used for an independent beam model
comparison. The advanced interface Flair 3.0-1 was used to calculate the absorbed dose in water phantom
positioned at 70 cm from the linac exit window. The electron beam source was simulated as a 20 MeV beam
using the BEAM card module with a Gaussian energy spread. A spatial Gaussian spread was also applied to the
beam source which was simplified as a parallel beam in the FLUKA source model. The PRECISIO standard
defaults set was used to configure the physical transport and interaction parameters of the simulations. The dose
distribution was scored using the USRBIN scoring card in a water phantom of 30 x 30 x 30 cm” positioned at
70 cm from the source. The scoring volumes were voxels of 0.2 x 0.2 x 0.2 cm’. To reach lower statistical
uncertainty, the number of histories was set to 5 x 10® for each simulation with 5 cycles.

2.3. Beam setups

The EGSnrc model has been used to investigate a total of six different possible setups to enable different DPP
ranges and beam sizes in water by using simple scattering plate, a cylindrical tube for collimation and different
SSD position. To investigate the different possible setups, the application cavity was used to simulate depth
dose curve and profile while giving information on the energy fluence spectrum at the water tank entrance
window and at the depth of z,.¢in water. The list of setups investigated is reported in table 1. The DPP range
reach by changing the slit width, between 1 mm up to 20 mm, with an initial reference electron beam with an
SSD of 70 cm was measured using alanine (Anton 2006) in the aim to estimate the absolute DPP range that could
be achieved with different slit width for each setup investigated.

The collimation system investigated is a cylindrical PVC tube and is illustrated in figure 4. The tube’s inner
diameter is 5.0 cm. As the tube would need to be aligned over the linac exit flange, which has an outer diameter of
6.5 cm, the tube was selected to have an outer diameter of 7.5 cm. The tube was cut at the proper length to create
a SSD of 50 cm between the linac exit window and the water tank entrance window once it was installed (water
tank window touching the tip of the tube). PMMA and metal were discarded as material for the collimation tube
since PMMA has shown to have poor radiation resistance when used in UHPDR and metal would have
potentially created radiation safety issues. PVC was selected since it was available at a low cost in the desired
dimension and easy to machine.

The scattering plates simulated were uniform plate of 1 mm or 2 mm thick made 0f 99.99% pure aluminium.
This material was selected for its low atomic number, which is convenient for radiation protection (lower risk/
level of activation). The scattering plate, when used, has been mounted to the beam line exit window stainless
steel flange to ensure a perpendicular interception by the electron beam, shown in figure 2. The flange provided a
reproducible distance of 7.6 mm between the copper exit window and the scattering plate.

2.4. Relative dose measurement in water
The relative dose measurement in water have been performed in a water tank installed on a translation table as
illustrated in figure 4. The distance between the entrance window of the water tank and the beamline exit
window, i.e. the SSD, was measured using a laser range finder (& 3.0 mm, Bosch, Gerlingen Germany). The
water tank used is made of 1 cm thick PMMA (30 x 30 x 30 cm®) walls. The entrance window is a 0.776 cm
thick polycarbonate plate since PMMA has shown to accumulate radiation damage quickly in UHPDR electron
beam. The scaling factor use to convert the entrance water tank window in equivalent water depth was the
density of clear polycarbonate, 1.20 g-cm >, as reccommended by code of practice (Andreo et al 2000). The water
tank is equipped with a motorized precise XYZ positioning system to position the dosimeter and can be adapted
to accommodate different detectors.

The relative dosimetry measurement has been performed using a diamond detector prototype (B1). The
prototype used in this investigation is a diamond Schottky diode detector designed for UHPDR beam
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Figure 4. Picture of the experimental setup at a SSD of 50 cm using a PVC tube collimator with an aluminium scattering plate of 1 mm
thick placed against the linac exit flange (at 0.76 cm from the exit window, not visible) and the water tank used at the PTB research
accelerator during this investigation.

applications at the Rome Tor Vergata University in collaboration with PTW Freiburg (Kranzer et al 2022). The
diamond prototype has a smaller series resistance and active volume to decrease DPP dose response dependency
and to avoid saturation effect. The sensitive volume of the detector is a synthetic single crystal diamond whose
active volume is 1.0 pm thick and a 0.7 mm diameter. It is waterproof and the measuring point is at a water
equivalent depth of 1 mm below its top surface.

The DPP response of the diamond detector prototype has been characterised against the in-flange ICT
monitoring system which has been calibrated by means of alanine (Bourgouin et al 2020). This characterisation
will be presented in a second paper. The conclusion of this investigation was that the linear response range of this
diamond detector prototype is up to about 2.5 Gy per pulse. For the non-linear dose response range, a correction
factor based on the diamond detector signal and the expected response from alanine absolute dose measurement
was evaluated. The maximum deviation was estimated to be less than 5% in the range of DPP in the presented
investigation.

The advantages of using such a diamond detector prototype for the relative measurements reported in the
present study are: a small sensitive volume in directions orthogonal and parallel to the beam axis, the capability
for real-time measurements and a linear response up to 2.5 Gy per pulse. Another advantage is that the water to
diamond stopping power ratio can be assumed as constant in good approximation for the energy range
investigated here. Therefore, percentage depth dose curves can be directly obtained from the relative depth
measurement if the absolute DPP throughout the depth remains in the linear dose response range of the
detector. Other influencing effects on the depth dose measurement, such as the effective point of measurement
or delta rays, can be neglected as the sensitive volume of the diamond is small.

The beam characterisation of the six beam setups evaluated by EGSnrc Monte Carlo simulation were
compared to relative dose measurement in water. For each setup, a depth dose curve, and two beam profiles,
horizontal and vertical, at z,.were measured using the diamond detector prototype. These measurements were
performed using slit width of 4 mm to ensure a linear dose response of the detector throughout the profile and
depth measurement curve for most investigated setups while keeping linac setting constant. For beams where
the signal exceeded the linear dose response range of the diamond (SSD50-00 and SSD50-00¢), the
measurements were corrected as mentioned earlier. The DPP depends on the beam setups and varies between
0.3 Gy per pulse (SSD90-02) up to 5.0 Gy per pulse (SSD50-00c).

The profiles and depth dose curve were acquired while the linac was running continuously. The profiles were
taken in a radius of 6.0 cm radius from the beam centre by steps of 1.0 cm and 0.5 cm in the 1.0 cm radius (23
lateral position measured). For the depth dose curve, measurements were carried out from 0.1 cm of the water
tank entrance window up to 10 cm depth (11.03 cm depth of equivalent water depth). A total of 20 depths were
measured. For each profile position and depth, 10 points of measurements were taken for an acquisition time of
10.0 s (5 pulses averaging) which led to an average statistical uncertainty of better than 0.05% at z,¢at the beam
centre. The scanning time for a profile was 5 min and 4 min for a depth dose curve.
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Figure 5. The normalised energy fluence spectrum of the high-energy electron beam optimized for the PTB research in UHPDR pulse
mode. The normalized energy fluence spectrum measured is represented by the squares and the line is the Gaussian best fit.

After validating the results obtained by simulation, two beams setup were selected as UHPDR electron beam
reference for the long-term beam stability study. For this study, a measurement procedure with the diamond
detector prototype was developed to evaluate and monitor the: beam centre position, depth of Rs and beam
size. The impact of the slit width on the beam centre position and beam size was also monitor during the stability
study. The measurement procedure was as following: the diamond detector prototype B1 was installed and
positioned in the water tank and moved in the horizontal and vertical direction (orthogonal to the beam) to a
fixed position marked by the laser system installed in the experimental room. For the positioning of the detector
depth in water, the outer surface of the detector was moved against the inner surface of the water tank
polycarbonate window. A depth dose curve and an initial horizontal and vertical profile at z,.; were measured
with the slit width of 4 mm. The diamond was re-centred according to the centres of the measured lateral beam
profiles and a second profile was taken for validation. The beam profile in both directions were taken for slit
width of 12 mm and 20 mm to evaluate the change in beam size and beam centre position due to slit width.

2.5. In-water beam characterisation formalism

The electron beams were characterised in terms of beam size, beam quality specifier (Rsy) and flatness. The beam
size is defined as the full width at half maximum (FWHM), i.e. the distance between the points at which the dose
amounts to 50% of the maximum dose in horizontal and vertical directions, orthogonal to the beam direction.
The beam quality specifier in UHPDR electron beam is the same as defined in conventional code of practice, Rs,
which is the depth on the beam axis where the absorbed dose is equal to 50% of the maximum dose. The flatness
of the beam, i.e. the maximum deviation in the lateral beam profile compared to the central dose, was evaluated
within a field size of 1.5 cm radius. The reference depth for absorbed dose measurements, z,., is also defined as in
conventional code of practice (Almond et al 1999, Andreo et al 2000):

Zret = 0.6 -+ Rsg — 0.1 cm.

3. Results and discussion

3.1. In-vacuum beam characterisation

The normalised energy fluence spectrum reported in figure 5 has been measured by the magnet spectrometer.
The measurement has been performed for the highest possible fluence (beam current of 230 nC), i.e. with fully
opened slit. The measured energy fluence spectrum was approximated by a Gaussian shape for the EGSnrc
simulation. According to these results, it was decided to model the source energy distribution as a Gaussian
function, with a mean energy of 20.006 MeV and a standard deviation 0f 0.047 MeV. As the energy fluence
spectrum was assumed to be constant up to the slit position (linac accelerating settings constant) and since
Monte Carlo calculation had shown no significant difference in the results between a monoenergetic beam of 20
MeV and the selected source energy distribution model, it was decided to use the same energy fluence spectrum
for all slit width simulated.

The in-vacuum electron beam profiles have been measured using NEC beam profile monitors (profiler)
closest to the exit window; number #2 (2.0 m upstream from the exit window) and #3 (0.6 m upstream from
the exit window) as illustrated in figure 2. The beam profiles measurements have been done for slit width
between 0 and 20 mm by steps of 4 mm and for a fully opened slit (about 48 mm). The measurements and
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Figure 6. Measured and simulated in-vacuum electron beam profiles. Horizontal profiles (upper plots) and vertical profiles (lower
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measurements at the profiler #2, the coloured solid lines are the measurements at the profiler #3, and the dashed lines is the in-
vacuum beam profiles generated by EGSnrc simulation at the position of profiler #3.

Table 2. Measured dimension of the electron beam in the vacuum beamline of the PTB research

accelerator.
Vertical axis Horizontal axis

Slit width (mm)

Beam size (mm) Beam size (mm)

Profiler #2 Profiler #3 Profiler #2 Profiler #3
FWHM FWHM FWHM FWHM

4 6.0 4.1 5.5 4.3
12 6.2 4.4 7.6 9.0
20 6.2 4.2 9.7 13

EGSnrc beam source profiles in-vacuum are shown in figure 6. For clarity purposes, only the results for slit
width of 4 mm, 12 mm and 20 mm are shown. The measured beam size and positions are listed in table 2.

Asillustrated in figure 6, the vertical beam profiles measured for different slit width are very similar, while
the horizontal profiles are found to be changing significantly with the slit width. As the linacslit’s jaws are
moving and blocking the beam in the horizontal direction, it was therefore expected to observe a change in the
beam horizontal profile and a stable shape in the vertical direction.

3.2. UHPDR electron beam characterization in water

In the aim to validate the EGSnrc beam source model presented in the above section and the beam setup as
listed in table 1, measurements of depth dose curves and beam profiles have been carried out in water. The
results of the simulation and measurement of the beam setups for linac slit width of 4 mm are shown in figure 7.
In table 3, the results of the simulation are presented. The values in backet are the difference between the
simulation and the measurement. The difference between the reference depth, z,., of the beam setup SSD70-00
(see reference in table 1) was less than 1 mm between the EGSnrc and FLUKA simulation and within 0.5 mm of
the measured value. The profile flatness was measured to be 9.3% within 1.5 cm radius of the lateral beam centre
at z.rand was found to be 9.4% and 8.9% from EGSnrc and FLUKA simulations respectively. The FWHM of
lateral profiles was measured to be 8.04 cm and were found to be 8.23 cm and 8.04 cm from EGSnrc and
FLUKA respectively.
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Figure 7. Simulated and measured lateral beam profiles and depth dose curves of the setups listed in table 1 separated into four
separate plots for clarity. (A) and (C) are the lateral beam profile at depth of z,.¢. Due to symmetry, only half of the profiles are shown.
(B) and (D) show the percentage depth dose curves.

Table 3. Expected beam characteristic of the simulated setups for the reference electron UHPDR beam at PTB facility. These beams have
been simulated using EGSnrc cavity application with the beam model source for linac slit width of 4 mm. The expected dose range have
been calculated based on initial absolute dosimetry of the beam setup SSD70-00 using Alanine. The number in bracket is the difference
between the measured and simulated value. The energy spectra have been simulated using EGSnrc cavity application. The detailed
description of the investigated setups is reported in table 1.

Setup SSD50-00  SSD50-00c  SSD50-0lc  SSD70-00 SSD90-00  SSD90-02
Dose range (Gy per [1.7,12] [2.0,15] [1.0,7.3] [0.90,6.7] [0.56,4.2] [0.13,1.0]
pulse)
Rso (mm) 74.5(—0.9)  70.6(—0.4)  69.8(—0.9) 79.2(—0.5) 81.2(—1.0)  78.6(—0.8)
Zref(MmM) 43.7(=0.5) 41.4(—0.2)  40.9(—0.5) 46.5(—0.3) 47.7(=0.6)  46.2(—0.5)
Rys (mm) 32.2(0.3) 33.6(0.4) 34.2(0.7) 42.0(1.1) 49.9(0.7) 55.4(—0.4)
Flatness at depth z.¢ 17(0.4)% 14(0.6)% 8.0(—0.2)%  9.4(—0.04)%  5.9(0.00)%  1.5(—0.05)%
FWHM atz;(mm)  60(—1) 49(~2) 53(—2) 82(—2) 103(-2) 208(1)
Energy at tank Spectral peak 19.9 19.8 19.5 19.8 19.8 19.0
surface (MeV)
Average 19.7 18.6 17.1 19.6 19.5 18.4
Energy at Spectral peak 11.8 12.2 11.6 11.2 10.9 10.2
Zeer(MeV)
Average 9.2 9.2 8.3 8.5 8.2 7.6

From the EGSnrc simulation and measurement results shown in figure 7, the beam setup SSD70-00 and
SSD90-02 were identified as the most suitable beam for stability study of the UHPDR electron beam. The
combined use of two setups enables a wider range of DPP, from about 0.13 Gy up to 6.7 Gy and relatively flat
beam. These setups are also very simple and quick to install and mostly within the linear dose response range of
the B1 detector. In addition, it was found that the collimated beam was not practical as its installation required
multiple iterations of profile measurements and positioning verifications to ensure that the tube is well aligned
with the electron beam.

Another practical advantage of using these two beam setups is the very similar reference depth for both
selected beams, 46.5 mm (SSD70-00) and 46.2 mm (SSD90-02), a difference of 0.3 mm. Although the average
energy at the water tank window of the beam is smaller for the setup SSD90-02 as listed in table 3, the beam size
also impacts the depth of Rso and thus z,.r. The difference between the reference depth for both setups have been
measured to be 0.4(2) mm, consistent with the value obtained by simulation. From the simulation, it was
decided to establish the reference depth at 46.5 cm in water for both beam setups.
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Table 4. Characterization of the impact of the linac slit width on the horizontal beam size and relative dose
deposited at the reference measurement point, normalized to dose measured with a slit width of 4 mm for the
beam setup SSD70-00.

FWHM horizontal (mm) Normalized signal

Slit width Zer(£0.1 mm) MC Meas. (£0.4) MC (£0.6%) Meas. (£0.3%)
1mm 46.6 81.9 79.6 1.009 1.008

4 mm 46.6 82.4 79.9 1 1

8§ mm 46.6 82.5 80.6 0.994 0.985

12mm 46.7 82.6 80.4 0.988 0.981

16 mm 46.6 83.7 80.9 0.968 0.976

20 mm 46.7 84.5 81.0 0.956 0.972

Due to the flattening free setup of both selected reference electron beams, a volume averaging effect in the
radial direction is expected during measurement for detectors with different radius in the orthogonal direction
of the beam. To estimate the influence of the radial non-uniformities of the beam profile, Monte Carlo
simulations have been performed in water. The scoring volumes simulated were 1.0 mm thick water disks
centred at the depth of z,.¢ with radius between 1.0 mm up to 10.0 mm. The simulated dose deposited was
normalized to the smallest disk radius size to estimate the beam radial volume averaging correction factor. To
compare the simulated correction factor results with measurement, a Gaussian fit was performed on the
measured profile. From this Gaussian fit, it was possible to calculate the expected correction factor for the same
range of sensitive (scoring) volume. The results of the values simulated and estimated from beam lateral profile
measurements are shown in figure 8 along with a quadratic fit. The correction factor was estimated to be smaller
than 1.0010(10) for sensitive volumes with radius smaller than 1.6 mm and 5.0 mm in the orthogonal direction
of the beam for the setup SSD70-00 and SSD90-02 respectively. This correction should be therefore taken into
consideration for future dosimetric investigation using the beam setup SSD70-00.

As shown in in figure 6, the in-vacuum horizontal beam profile can change significantly with the slit width.
To investigate the impact of the horizontal beam size at the beam exit window on the dose in water, the beam
profile in water at z,.c was simulated using EGSnrc and compared to measurement using the diamond detector
prototype B1 for the setup SSD70-00, the results are shown in table 4. For the beam setup SSD70-00, the change
in slit width results in a variation of the measured FWHM of the profile in water of 1.4 mm, while the in-vacuum
horizontal beam size at profiler #3 increase by about 9 mm between slit width of 4 mm and 20 mm. The smaller
change in water was expected due to electron scattering in water.

The variation of the beam size, due to the variation of the slit width, doesn’t have a significant impact on the
depth of z,.r. However, although the beam size changed by less than 1.5 mm, measurement show a change of
3.6(4)% in the normalized signal at reference measurement point. Therefore, a non-linear relationship is to be
expected between the ICT monitoring signal, proportional to the in-vacuum beam fluence, and the dose
deposited in water from varying the slit width. This effect is considered to be due to the change in the divergence
of the beam in the beamline. This effect was also measured for the beam setup SSD90-02 and the change in the
normalized signal to the in-beamline currant was 0.81(5)%.

The EGSnrc simulation study of the impact of the slit width predicted a 2.6 mm change in the beam size,
1.2 mm larger than the value obtained by the measurement. Also, a 5.3(8)% signal variation at the centre of the
beam is expected from Monte Carlo calculation a difference of 1.7(9)% with the value calculated from
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Figure 9. Comparison between the in-vacuum beam profile measured with the profiler #3 in February and May 2021. The panels, (A)
and (B) are the profiles measured when using a4 mm slit width setting, (C) and (D); 12 mm, and (E) and (F); 20 mm.

measurement. It should be noted that the EGSnrc only includes the impact of the beam size at the window and
does not include the beam centre translation which was also observed and will be discussed below. These results
highlight the limitation in the EGSnrc beam source model.

The ratio of the diamond prototype B1 signal measurement, normalized to the ICT signal for slit width
of 4 mm, for both beam setups was measured to be 0.139(2). This ratio between the two beam setups is partly
explained by the difference in the SSD used, a decrease of 40% in dose deposited, and the presence of the 2 mm
aluminium scattering plate which significantly increases the divergence of the beam. From EGSnrc simulation,
aratio of 0.145 was expected. The 5% difference could be explained by the difference in the beam size in water at
zorSimulated compared to the one measured as shown in table 4. This difference is not observed for setup
SSD90-02 as the beam size is considerably wider, FWHM of about 208 mm, compared to the setup SSD70-00,
FWHM of about 80 mm.

3.3. Beam stability and monitoring

The stability of the beam setup and linac output was investigated for 6 weeks on the two selected beam setups
SSD70-00 and SSD90-02. The measurements were performed between April and June 2021 on 17 days. These
measurements were compared to measurement carried out four months earlier, in February and March 2021,
which the EGSnrc model was based and presented in earlier sections.

3.3.1. In beamline
The in-vacuum electron beam profile characteristics are presented in figures 9 and 10. In figure 9, a comparison
is reported between the beam profiles measured with slit width of 4 mm, 12 mm and 20 mm in February and
May 2021. In figure 10, the measured in-vacuum electron beam FWHM and centre position are reported. The
results presented for the month of May 2021 in figure 10 are the average value measured throughout that month
and the error bar represent the maximum and minimum value measured during the linac stability investigation.
As shown in figures 9 and 10, the most significant change observed in the in-vacuum beam characteristics
between the measurement carried out in February and May 2021 is the central position of the horizontal profile.
This was expected as the steerer magnet settings for central positioning of the in-vacuum beam were reoptimized
to centre the beam in April 2021. As shown in figure 10, the change of this setting had a minor impact, smaller
than 0.6 mm, on the other in-vacuum beam characteristics.

3.3.2. In water stability measurement

The following paragraphs will present the result of the beam stability study in water carried out by using the
diamond detector prototype (B1). For the setup SSD70-00, the z..¢ was evaluated, on average over the 17 days of
measurement perform between April and June 2021, to be at a depth 0f 45.8 mm and the standard deviation was
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Figure 10. In-vacuum beam profile characteristics measured in February and in May 2021, in horizontal and vertical direction as a
function of the slit width. The beam size (FWHM) is reported in the upper plots (A) and (C), while the beam centre position is reported
in the lower ones (B) and (D). The presented data for February represent a single day of measurement while the data presented for May
2021 is the average over all the measurement carried out during the month. The error bars are the lower and higher measurement

Table 5. Beam size (FWHM) and centre position in water as measured by the diamond B1 during the investigation in May 2021.

SSD70-00 SSD90-02
Slit width Horizontal Vertical Horizontal Vertical
Beam centre position, relative to room laser (mm) 4 —2.0(4) 0.6(5) —2.8(3) —0.5(4)
Beam centre position, relative to slit width 4 mm (mm) 4 0.1(1) 0.0(1) 0.2(2) 0.0(4)
12 0.0(3) 0.02) 0.2(3) 0.13)
20 ~1.0(4) 0.1(1) ~0.9(5) 0.1(1)
FWHM (mm) 4 80.0(3) 80.3(3) 208.6(3) 208.3(3)
12 80.3(3) 80.1(4) 209.3(5) 208.8(4)
20 81.0(3) 80.4(3) 210.2(4) 209.4(5)
Flatness over 3 cm @ (%) 4 90.4(1) 90.4(1) 98.49(4) 98.49(4)
12 90.9(1) 90.8(1) 98.50(4) 98.50(5)
20 91.3(1) 91.2(1) 98.51(4) 98.50(4)

measured to be 0.1 mm. This measurement is consistent with the measurement performed in February 2021.
The measured z,.¢for the setup at SS90-02 was 45.4 mm with a standard deviation of 0.05 mm, also consistent
with previous measurement. The consistency between measurement of z,.¢between February to June 2021
indicated a stability in beam energy and size. The largest deviation of the z,.;measured during the 17 days of
measurement was 0.3 mm, therefore, depth positioning uncertainty can be considered nonsignificant for
UHPDR electron beam measurement at PTB. For consistency in the measurement, the z..;was kept at 46.5 mm

for both setups, i.e. the value obtained by EGSnrc Monte Carlo simulation.

The result of the beam monitoring, lateral beam size and centre position, is presented in table 5 for both
setups, SSD70-00 and SSD90-02, for different slit width (4 mm, 12 mm and 20 mm). The first line is the beam
centre evaluated when the diamond was positioned following the room laser system. The centre position
presented in the second line of table 5 is relative to the beam centre when the slit width is 4 mm. These values are
evaluated once the coordinates of the water tank motorized precise XYZ positioning system have been
reinitiated following the beam centre measured, which are presented in the first line of table 5. The number in
brackets indicated the standard deviation measured during the 6 weeks of beam stability study.

As shown in first line of table 5, the beam centre evaluated when the diamond is centred with the laser system
is consistent between the two setups. The beam centres while the slit width are at 12 and 20 mm, relative to
position 4 mm, is as it was expected from the in-vacuum beam measurement shown in figure 10. The beam
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centre for slit width 12 mm is unchanged, buta 1 mm difference is observed for the slit width 20 mm. The
measurement of the beam sizes presented in table 5 is consistent with the measurement done in March 2021
within the observed standard deviation (number in brackets). In the case of the measured vertical beam, due to
the scattering in water, although the beam size remains stable at the linac beamline, the vertical profile in water
slightly changes as well. The change in beam size is consistent for both studied setups.

3.4.Results summary

The EGSnrc Monte Carlo beam source has been modelized as 20 MeV electron beam with a Gaussian energy
distribution with a sigma 0f 0.047 MeV following the measurement using magnet spectrometer. Based on the
transverse beam shape characterisation in the linac beamline, the beam source was modelled as a diverging point
source at 118 cm from the 100 ym copper exit window with a target ellipse shape. The EGSnrc Monte Carlo
simulation of the beam size, flatness and depth dose curve in water of six different beam setups have shown to be
consistent with relative measurement using a diamond detector prototype within 2 mm for the beam size
(FWHM), 0.6% for the flatness and 1.0 mm for the depth dose curve (calculated Rsp).

From simulations and measurement in water, two beam setups were selected as reference beam; one ata SSD
of 70 cm and one at a SSD of 90 cm in combination with a 2 mm thick aluminium scattering plate. These two
beam setups enable an expected range of DPP between 0.13 Gy up to 6.7 Gy and the beam profile FWHM are
respectively about 8.0 cm and 20.8 cm. As both beam setups are not using any flattening filter, the lateral
averaging effect were calculated and was found to be smaller than 1.0036(10) for sensitive volume radius smaller
than 1.0 cm in the beam setup SSD90-02. As the beam setup SSD70-00 as a smaller beam profile size, the
correction can reach a value of 1.0247(10) for sensitive volume radius of 1.0 cm.

The stability of the linac in-vacuum beam and the two selected beam setups as reference beams have been
monitored for 6 weeks. The in-vacuum beam size and central position has shown to be stable within 0.4 mm.
The beam profile and depth dose curve were measured to be stable at the sub-millimetric level.

For each beam setups, the DPP is varied by changing the width of the slit created by a pair of water-cooled
jaws positionned right after the bending magnet of the research linac. By changing the slit width, it is possible to
change the in-vacuum beam currant. However, the in-vacuum beam characterisation has shown that it also
impacts the beam size by 8.7 mm. The effect of changing the slit width has shown to have an impact of less than
1.5 mm on the beam size for both reference beam setups. However, as the divergence of the beam changes in the
beamline, the relationship between in-beamline currant (monitoring ICT signal) and the dose deposited at the
reference point is no longer linear. From Monte Carlo simulation and measurement, the deviation from
linearity was evaluated to be up to 3.9(1)% for the reference beam SSD70-00 and up to 0.81(5)% for the reference
beam SSD90-02.

4, Conclusion

In this investigation, the PTB research linac in-vacuum electron beam characterisation based on two NEC beam
profile monitors and magnet spectrometer has been presented. These measurements have been used as an input
for the development of EGSnrc and FLUKA Monte Carlo models of the beam source from the research
accelerator at PTB. The models have been used to simulate in water measurement and were compared to the
results obtained by using a diamond detector prototype designed for UHDR applications. The comparison has
shown that the precision of the Monte Carlo models is in good agreement for beam size and depth dose and
within 1% for the beam flatness.

The EGSnrc model has been used to simulate a total of six different electron beam setups using different
SSDs, scattering plates and collimation system. The six setups have been characterised in water using the
diamond detector prototype. From this investigation, two setups have been identified as suitable for delivering
reference UHPDR electron beams for future PTB research in the scope of the UHDpulse project. The two
selected reference beams were obtained at a SSD of 70 cm and ata SSD of 90 cm in combination with a2 mm
thick aluminium scattering plate positioned at the exit window of the beam line, respectively. The two beams are
quick and simple to install and enable an overall DPP range from 0.13 Gy up to 6.7 Gy. From the Monte Carlo
investigation, it was estimated that a DPP up to 15 Gy could be achieved using an SSD of 50 cmandaPVC
collimator, however, the beam flatness would be not better than 14% within 1.5 cm radius in the centre of
the beam.

During the investigation, the stability of the beam/research accelerator setting was studied. The electron
beams generated by the research linac have shown to be stable during the four-months length of this
investigation. The diamond detector prototype used in the present investigation has shown to be a promising
tool for relative dosimetry in UHPDR electron beams. The real time detector response is characterised by a good
spatial resolution, due to the small sensitive volume of the detector.
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