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Abstract

The Development of an Electrochemical Biosensor to Detect and

Measure Autophagy Flux

K. H. Jacobs

Department of Electrical and Electronic Engineering
Stellenbosch University

Thesis: MEng (Electronic Engineering)

December 2022

Autophagy is a cellular process, which a cell undergoes self-degradation to remove 
unwanted and dysfunctional cellular material. The autophagic process is asso-
ciated with various diseases such as cancers, neurodegenerative, and infectious 
diseases, as well as longevity and health. The protein LC3-II is the most common 
biomarker used to detect the autophagic process. LC3-II is directly related to the 
formation of autophagosomes, a double-membraned vesicle that contains cellular 
material for degradation, therefore the change in the concentration of LC3-II is 
a good estimate of autophagy flux. A label-free electrochemical DNA biosensor 
is developed to measure the concentration of the DNA that encodes the protein 
LC3-II. Through covalent immobilization of thiol modified ssDNA probes onto 
a planar gold electrode, a self-assembled monolayer of ssDNA probes is formed, 
which acts as the integrated transducer and recognition layer. The ssDNA targets 
are detected through the hybridization reaction of complementary ssDNA targets 
and ssDNA probes. A low cost potentiostat is developed to apply square-wave 
voltammetry to the sensor, which is submerged in an electrolyte solution of potas-
sium ferrocyanide in potassium chloride. The hybridization reaction results in 
a change in the electrical properties of the sensor which is exploited to measure 
the concentration of the ssDNA targets. The results indicated that the decreas-
ing peak current measured by the biosensor is directly related to the increasing 
concentration of the ssDNA targets.

ii

Stellenbosch University https://scholar.sun.ac.za



Uittreksel

Die Ontwikkeling van ’n Elektrochemiese Biosensor om

Outofagie Vloed waar te neem en te meet
(“The Development of an Electrochemical Biosensor to Detect and Measure Autophagy Flux”)

K. H. Jacobs

Departement Elektries en Elektronies Ingenieurswese
Universiteit van Stellenbosch

Tesis: MScIng (Elektroniese Ingenieurswese)

Desember 2022

Outofagie is ’n sellulêre proses waar selle selfdegradasie ondergaan om onge-
wenste en disfunksionele sellulêre materiaal te verwyder. Die outofagiese proses 
word geassosieer met kanker, neurodegeneratiewe, aansteeklike siektes, sowel 
as langlewendheid en gesondheid. Die proteïen LC3-II is die mees algemene 
biomerker wat gebruik word om die outofagiese proses op te spoor. LC3-II is 
direk verwant aan die vorming van outofagosome, ’n dubbelmembraan vesikel 
wat sellulêre materiaal vir degradasie bevat en daarom is die verandering in die 
konsentrasie van LC3-II ’n goeie skatting van outofagie vloed. ’n Etiketvrye elek-
trochemiese DNS biosensor word ontwikkel wat die konsentrasie van die DNS 
wat die proteïen LC3-II kodeer, meet. Deur kovalente immobilisasie van thiol-
gemodifiseerde ssDNS-probes op ’n plat goue elektrode, is ’n self-saamgestelde 
monolaag van ssDNS-probes gevorm, wat dien as die geïntegreerde omsetter en 
herkenningslaag. Die ssDNS-teikens word opgespoor deur die hibridisasiereaksie 
van komplementêre ssDNS-teikens en ssDNS-probes. ’n Laekoste potensiostaat 
word ontwikkel om vierkantgolfvoltammetrie op die sensor toe te pas, wat in ’n 
elektrolietoplossing van kaliumferrosianied in kaliumchloried lê. Die hibridisasie-
reaksie verander die elektriese eienskappe van die sensor. Die dalende piekstroom 
gemeet deur die biosensor hou direk verband met die toenemende konsentrasie 
van die ssDNS-teikens.
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Chapter 1

Introduction

This chapter provides the relevant background that encouraged this study. It
discusses the real-life application of autophagy to the health of human-beings.
The aims and objectives are set in order to complete the project. The scope of the
project is discussed as well as the limitations to the project, followed by a summary
of the subsequent chapters in this thesis.

1.1 Background

Noncommunicable diseases (NCDs) are one of the leading causes of death through-
out the globe. In 2016, NCDs killed around 41 million people, which accounted
for 71% of all deaths [1]. NCDs are a medical condition, which by definition is
non-infectious. They are chronic diseases that result from behavioral, environmen-
tal, physiological and genetic factors. They are of slow progression and may result
in sudden death. NCDs include cancers, diabetes, neurodegenerative-, chronic
respiratory- and cardiovascular diseases [1]. They are one of the biggest challenges
facing the 21st century due to their devastating public health, economic, and social
impact [2]. Low and middle income countries are disproportionately affected by
NCDs, and these countries account for more than 31.4 million of all NCDs deaths.

In 2020, there were almost 10 million deaths due to cancer and an estimated
19.3 million new diagnoses globally. Female breast cancer is the most commonly
diagnosed, with 2.3 million new cases. Other common cancers are stomach,
prostate, colorectal, and lung. Cancer is the leading hurdle to increase life ex-
pectancy around the globe [3]. The most common neurodegenerative diseases are
Parkinson’s and Alzheimer’s. The prevalence of these diseases increase with age,
therefore it is expected that the amount of cases will increase as the life expectancy
increases in many countries [4]. Alzheimer’s goes largely unnoticed as the disease

1
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CHAPTER 1. INTRODUCTION 2

begins 20 years or more before the onset of symptoms, with the disease causing
small changes in the brain that are not easy to detect. Alzheimer’s causes com-
plications such as pneumonia, which is found to be the leading cause of death
amongst elderly infected with the disease. The long duration of these diseases
before death places a large burden on family and public health, as a lot of time is
spent on dependence from health care systems [5].

Early detection and diagnosis of cancer increases the chance for successful
treatment and survival. Delays in diagnosis introduce more problems during treat-
ment and excessively higher treatment costs. Early diagnoses have contributed
to a 2 % decrease in premature mortality between 2000 and 2015, but low and
middle income countries only had a 5 % decrease in deaths due to the lack of
affordable and easily accessible cancer detection methods [6]. Early detection of
neurodegenerative diseases are important for the development of new drugs and
measures to slow down or prevent further deterioration. The current method of
diagnosing Alzheimer’s is to monitor the mental decline of a patient, which at this
time means the disease has already caused severe brain damage. Biomarkers have
gained interest in detecting Alzheimer’s before the onset of symptoms [7].

In the 1950s, Christian de Duve, Chairman of the Laboratory of Physiology
Chemistry at the University of Louvain discovered a new cellular organelle, which
de Duve named "lysosomes". This led to the term "autophagy" being defined "as a
phenomenon during which cells fuse protein-containing vesicles with lysosomes,
leading to the decomposition of cellular protein" [8]. Autophagy was discovered
as an essential cellular and metabolic process, which involves the selective or
non-selective degradation of cell to rid the cell of unwanted and dysfunctional cel-
lular components. There is evidence that autophagy dysfunction associated with
deletion or mutation of autophagy-related genes (Atg) is linked to neurodegenera-
tive diseases and tumorgenesis [8]. Autophagy is linked to Alzheimer’s through
misfolded protein accumulation that are the cause of neuronal death [9]. Tumors
use the autophagy pathway to survive under stressed metabolic conditions such
as chemotherapy or radiotherapy [10]. Autophagy activation and inhibition are
both contributors in tumor development via different pathways [8].

Autophagy has also been linked to longevity and general health. Caloric
restrictions, while having maintained sufficient nutrient levels, induce autophagy,
which can increase longevity of various animal species [11]. Therefore autophagy
flux has the potential to be a trustworthy indicator of general health.
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1.2 Research aims and objectives

The aim of this project is to develop a low cost biosensor to detect and mea-
sure autophagy flux. This will be done through the development of a prototype
electrochemical DNA biosensor. The biosensor is designed to measure different
concentrations of DNA that encodes LC3-II, which is a biomarker for autophagy
flux. This study hopes to contribute to the ongoing research into autophagy and
its relation to general health and diseases that affect millions of people daily. The
aims and objectives are to:

• Identify the biosensor type and sensing method for detection of the analyte.

• Identify the immobilization technique of the recognition element and confirm
binding of the recognition element to the transducer.

• Identify the mechanism of interaction between the recognition element and
the analyte and confirm successful interaction.

• Design and develop a low cost measurement system for the sensing tech-
nique.

• Validate and test the measurement system.

1.3 Project scope

The scope of the project includes:

• Research on the various studies on autophagy, nucleic acids, and biosensors.

• Sourcing of all materials and reagents.

• The design of the entire biosensor including the type of detection method,
recognition element, transducer, and potentiostat used.

• Implementation and testing of the immobilization and hybridization strategy.

• Design, manufacturing, and testing of a prototype potentiostat.

The scope of the project is limited to the development and testing of the
sensor using only single-stranded DNA (ssDNA) probes and complementary
ssDNA targets. Design and testing of the sensor using messenger-RNA (mRNA)
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is excluded due to resource and time limitations. ssDNA is used as the proof-of-
concept for an mRNA biosensor. Immobilization and hybridization techniques
can be adapted for use on mRNA in future studies.

Excluded is the manufacturing of the transducer (electrode) that is used in
the biosensor. Screen-printed electrodes (SPEs) are purchased from DropSens to
reduce the time taken in the development and testing of the electrodes, as well as
to eliminate manufacturing faults in the biosensor that may lead to errors in the
results.

The design of DNA primers are not included in the scope of the project, as well
as the synthesis and polymerase chain reaction (PCR) amplification of the DNA.
The DNA primers are purchased from WhiteSci, synthesis and amplification are
performed by the Physiology Department at Stellenbosch University.

The optimization of the immobilization and hybridization strategy will not
be addressed in this project. This includes ensuring the optimal orientation of
the immobilized DNA probes, the surface density of the DNA probes, as well
as the ideal chemical conditions of the DNA samples. Determining the optimal
hybridization time, temperature, and chemical conditions of the hybridization
procedure are also excluded from the scope of the project.

1.4 Thesis Outline

Chapter One is the introduction to the project. This includes the background that
motivated the project, aims and objectives necessary to complete the project
successfully, as well as the scope and limitations of the project.

Chapter Two is the literature study of the project. The literature covered serves
as important information on all topics in the design and development of the
biosensor. The literature includes background on autophagy, biosensors, and
immobilization techniques.

Chapter Three is dedicated to the design and development of the DNA sensor.
This includes the decisions made behind the electrode chosen, the electrolyte
solution, detection method and quantification of the analyte’s concentration.

Chapter Four describes the development of a low cost potentiostat. The design of
the potentiostat includes the software created to apply square-wave voltam-
metry (SWV) to the cell.
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Chapter Five discusses the results of the various tests that are applied to the
sensor and the potentiostat to validate the working of the biosensor.

Chapter Six critically evaluates the design choices and results. The project aims
and objectives are analyzed against the final prototype to determine whether
or not they were met. It discusses the applicability of the biosensor to the
intended application, and makes some suggestions for future research and
improvements.
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Chapter 2

Literature review

An in-depth literature study is done on the topics that are necessary to complete the
project. The topics discussed include the definition of autophagy, its application in
biological sciences, and its molecular machinery in the autophagic process. The
study also links autophagy to the development of biosensors, the history of biosen-
sors, the different types of biosensors, and the various immobilization techniques
that are used to detect biomarkers that indicate the presence of autophagy.

2.1 Autophagy

Autophagy is a powerful cellular process that involves the self-degradation of a
cell to remove unwanted cellular material. The term autophagy is ancient greek
for "self-eating". The term was first coined in 1963 by Belgian biochemist and
cytologist Christian De Duve. The term is used to define the existence of single and
or double-membraned intracellular vesicles which hold pieces of the organelles
and cytoplasms throughout the different stages of disintegration of the vesicles
[12]. Autophagy is a highly regulated process that involves the removal of regions
of the cytosol within double-membrane-bound compartments that then mature
and age into their cytoplasmic contents [13]. The most commonly studied type
of autophagy is macro-autophagy. Macro-autophagy differs from other types of
autophagy as the selected matter for degradation is first encapsulated within the
autophagosome before being recruited to the lysosomes for digestion [11].

When autophagy was discovered, the question arose: "why would the cell
digest its own components?" A simple hypothesis was formed, that autophagy
plays the role of a cellular disposal-recycling system. Since the discovery, the
purpose of autophagy has expanded, it is understood that autophagy not only
clears the cell of intracellular aged and or misfolded proteins, unwanted micro-

6
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organisms, and damaged organelle, but autophagy is also an adaptive response
to the metabolic system for provision of energy and nutrients when different
types of stresses arise [14]. Defective autophagy is linked to a range of human
pathophysiologies. These include pathogen infections, cancers, neurodegeneration,
immune responses, and even development and ageing [14]. There is an hypothesis
that the degradation of cytosolic structures by autophagy might play a role in
removing intracellular pathogens from cells. This comes from observations of
electron-microscopy (EM) studies of intracellular bacteria and viruses within multi-
vesicular bodies. An unexplained phenomenon in autophagy has peaked interest
among researchers, this is the hepatic purging seen in chimpanzees infected
with hepatitis-B. It is shown that 75% of hepatic cells in chimpanzees have viral
proteins after 10 weeks since infection. The number of viral proteins decreased to
0 (virus-free) after 20 weeks in the absence of cell death. This suggests there are
antimicrobial mechanisms that get rid of viral proteins in hepatic cells that do not
result in the degradation by the immune system of infected hepatic cells, therefore
concluding that autophagy has also both antibacterial and antiviral functions [13].

The process of autophagy is found to have remained unchanged throughout
evolution from yeast to mammals [15]. The genetic screening in yeast has led
to the identification of 32 different autophagy-related genes. A number of the
identified genes are found in mammals, slime mould, worms, plants, and flies
[16].

2.2 Application of autophagy

The machinery of autophagy and autophagy itself are important for many parts of
a cell’s function and ultimately the development of organisms. Evidence indicates
that there are changes that occur in autophagy in the presence of various human
diseases [14]. Examples of the new-found research include the discovery that the
human gene, a phylogenetic protein, named beclin 1 is important for autophagy.
Beclin 1 is a homologue of the yeast gene Atg6, and is shown to be a tumor
suppressing gene. The discovery was made by Levine’s laboratory. Beclin 1 was at
first sequestered as a B-cell lymphoma 2 (Bcl-2) interacting protein. Autophagy is
inhibited due to a reduction in beclin 1 associated hVps34 PtdIns3K activity when
beclin 1 binds to the anti-apoptotic protein Bcl-2. Excessive apoptosis causes cell
atrophy, while insufficient amounts of apoptosis causes uncontrollable rapid cell
production. Beclin1 monoallelic deletion on chromosome locus 17q21 is shown to
be present in 40-75% of human breast, prostate and ovarian cancers. Mice with
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heterozygous loss of beclin 1, and Atg4C show an increase in the speed of tumor
development. Reasons why autophagy plays a role in tumor cell survival and
suppression are illustrated in Figure 2.1. Stressed autophagy-defective tumor cells
acquire an increasing number of p62/sequestosome 1, reactive oxygen species
(ROS), damaged mitochondria, and protein masses. The accumulation can be the
cause of tumorigenesis, DNA harm and oncogene. In apoptosis-defective cells,
autophagy prevents the death of the cells from necrosis, which is a process that
promotes the growth of tumors and exacerbates local inflammation. Autophagy
has also been linked to an increase in tumor cells, by promoting tumor cell survival
under certain conditions (hypoxia and low nutrients) during metabolic stresses in
the tumor environment. Pharmacological slowing down of autophagy is shown to
promote tumor regression by increasing the cytotoxicity of cancer chemotherapy
agents [14].

Figure 2.1: Roles of apoptosis and autophagy in tumor formation. Reprinted from "Eaten alive: A
history of macro-autophagy" [14]

Other studies have shown that there is a close relationship between neurode-
generative diseases and autophagy. A study performed with mice using neuronal-
specific knockouts of Atg7 or Atg5 showed that constant yield of soluble, cytosolic
proteins is controlled by basal autophagy for the prevention of abnormal neuropro-
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tein growth that may be the cause of neurodegeneration symptoms. Autophagy
receptors, p62 and NBR1, are shown through autophagy to be content receptors
which deliver misfolded protein masses, as well as possibly detrimental organelles
for clearing in Drosophila, as well as mammals [14]. Rubinsztein’s laboratory
showed that specific aggregate-prone proteins undergoing degradation are af-
fected by autophagy. These proteins are involved in Huntington’s disease, a
genetic disease that is the cause of nerve cells to undergo degeneration in the brain.
In fly and mice models it is shown that activation of autophagy by the constraint of
target of rapamycin (TOR) reduces the growth of mutant Huntington aggregates,
therefore protecting against neurodegeneration.

In 2004 two separate groups, the laboratories of Deretic and Colombo, and
Yoshimor’s group, released studies indicating that autophagy is an essential de-
fence mechanism against specific bacterial pathogens, including Streptococcus
pyogenes, which results in diseases such as tonsillitis and pharyngitis, and my-
cobacterium tuberculosis, which 1.5 million people died from in 2020. Other
studies later showed that autophagy does indeed interact with invading micro-
organisms. Randow’s laboratory showed that another human autophagy receptor,
NDP52, is able to detect ubiquiton-coated Salmonella enterica and redirects the
bacteria through binding to microtubule-associated protein (LC3) into autophago-
somes. Kurata’s group, in collaboration with Yoshimori’s laboratory, proved that
intracellular pattern-recognition receptor (PRGR-LE) delivers unwanted Listeria
monocytogenes to the autophagy-mediated defence system in Drosophila. Au-
tophagy is not only linked to bacteria, but also to viruses. Studies in mice show
that beclin1 protects mice against alphavirus replication and encephalitis. The
reduction in autophagy is shown to be important for viruses to evade the immune
system and cause disease [14].

Autophagy is also linked to ageing and longevity. Studies from Bergamini’s
laboratory show that autophagy functionality diminishes with ageing in rodents,
as well as the chief functional cells of the liver. Ageing cells are different to normal
cells as they progressively accumulate damaged organelles and proteins. Further
studies confirm that autophagy plays a role in increasing longevity. One study
observed that an increased basal level of autophagy and autophagy activity during
cellular growth, increases the lifespan of flies, while flies with Atg7 deficiency
have short lifespans [14]. A phylogenetically maintained NAD-dependent histone
deacetylase, named sirtuin 1, was found and identified in a screening for genes
that specifically lengthen the replicative lifecycle in yeast. Transgenic expression
of sirtuin 1 induces autophagy in mammalian cells and Caenorhabditis elegans
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(C. elegans). The pharmacological restriction of sirtuin 1 prevents activation
of autophagy [11]. Attempts to increase longevity and to decrease autophagy
function with maturing cells include the use of an anti-lipolytic drug that imitates
the positive response of caloric restriction [14]. Rapamycin is one of the best
characterized pharmacological autophagy inducers, it restricts target of rapamycin
complex 1 (TORC1) and therefore is shown to extend life in all studied organisms.
A polyphenol that is found in red wine named resveratrol is shown to extend the
lifespan of flies, worms and yeast. Studies on mice have shown that resveratrol also
prolongs their life if they are held on a high calorie diet. A polyamine spermidine
is shown to also extend life of flies, worms, and yeast in a autophagy manner. A
diet rich in physiologically relevant polyamines also prolongs the life of mice [11].

Autophagy has also been found in a response to starvation. Caloric restriction
is currently the only treatment known to inhibit ageing by preventing the decline of
autophagy related activities, which is beneficial to ageing cells. Dauer formation in
C. elegans, a non-pathogenic, non-infectious, non-hazardous, and non-parasitic or-
ganism, requires functional beclin 1 genes. In order for Dictyostelium discoideum,
commonly referred to as slime mould, to survive during the starvation of nitrogen,
it requires functional homologues of yeast ATG5 and ATG7. It is also found that
prevention of organisms, such as Arabidopsis (small flowering plants) and C.
elegans, from premature senescence, wild-type autophagy genes are required [13].

2.3 Basic autophagy machinery

There are different kinds of autophagy: micro-autophagy, macro-autophagy, and
chaperone-mediated autophagy. They all allow the increase in proteolytic break
down of cytosolic parts at the lysosome. In macro-autophagy the cytoplasmic
contents is delivered through the autophagosome, a double membrane-bound
vesicle to the lysosome, the vesicle binds with the lysosome to form an autolyso-
some. In micro-autophagy, the cytosolic parts are delivered directly by the lyso-
some through the invagination of the lysosomal membrane. Micro- and macro-
autophagy are processes that are able to envelop large molecular and cellular
material through selective and non-selective mechanisms. In chaperone-mediated
autophagy, the targeted proteins are delivered with chaperone proteins across the
lysosomal membrane. These complex protein pairs are identified by the lysosomal
membrane receptor, which results in the unfolding and degradation of the protein
[16].
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Figure 2.2: The autophagic process. Reprinted from "Frontiers in Cell and Developmental Biology"
[17]

The autophagy process, seen in Figure 2.2, can be seen as recycling of dam-
aged and unwanted organelles to create usable by-products that can be re-used
for building macro-molecules. In summary, the autophagic process starts with
an isolation membrane, the phagophore. The phagophore increases in size to
envelop intracellular contents of organelles, ribosomes, and protein masses. The
phagophore with all its contents then matures through merging with the lysosome,
which allows for the breakdown of the phagophore matter by lysosomal acid
proteases. Then lysosomal permeases and delivers by-products and amino acids
from the process out of the cytoplasm for recycling [16]. There are five key stages
to autophagy [16]:

1. Phagophore nucleation or formation.

2. Atg5-12 conjugation and interaction with Atg16L, and the multimerization
at the phagophore.

3. LC3 processing and entering into the expanding membrane of the phagophore.

4. The engulfing of targets for degradation.

5. Merging of the lysosome with the autophagosome for breakdown by lysoso-
mal proteases.

2.3.1 Phagophore formation

The formation of a phagophore is generally found in mammalians near the ER-
mitrochondria contact sites in the presence of specific cytosolic membrane struc-
tures [12]. Phagophore possibly even forms from the nuclear envelope under con-
trolled conditions. In yeast, phagophore is formed by the regulating acquirement
of transmembrane protein Atg9. The protein may increase lipid accumulation to
expand the phagophore. Energy sensing TOR kinase that phosphorylates Atg13 is
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used to regulate the step. The regulation prevents the phagophore from interacting
with Atg1 and preventing the initial step in autophagy that is sensitive to nutrient
availability and the growth factor. Vesicular protein sorting 34 (Vps34), is involved
discriminatorily in autophagy when grouped with regulatory proteins and beclin
1. It generates phosphatidyl inositol trisphosphate (PI3P), which is important in
the elongation of the phagophore and the acquisition of other Atg proteins for the
phagophore [16].

2.3.2 Atg5-12 conjugation

Atg7 performs similar to an E1 ubiquitin activating enzyme. The protein activates
Atg12 in an ATP-dependent method through the attachment to its carboxyterminal
glycine residue. The activated protein Atg12 is then transferred to Atg10, which
increases the covalent strength of the covalent bond of Atg12 to lysine 130 of Atg5.
The conjugation of Atg5-12 in pairs with Atg16L dimers to form a multi-metric
Atg5-Atg12-Atg16L complex. The complex is associated with the expansion of
the phagophore. The complexes are believed to introduce a curvature into the
expanding phagophore by acquiring the processed LC3B-II. When the autophago-
somes are formed, the complex dissociates from the membrane, therefore the
Atg5-Atg12-Atg16L complex is an insignificant biomarker for autophagy [16].

2.3.3 LC3 processing

The protein LC3 is an important marker in the measurement of autophagy. The
processing and synthesis of LC3 increases during the autophagic process. A protein
that is encoded by the mammalian homologue of Atg8, LC3, is conveyed in most
cells as a cytosolic protein. Upon the gene activation of autophagy, the protein is
proteolytically cleaved by Atg4. Atg4 is a cysteine protease that generates LC3B-I.
Atg4-dependent cleavage exposes carboxyterminal glycine. The exposed glycine
is activated by the E1-like Atg7 in a related processes by Atg7 on Atg12. Once the
LC3B-I is activated, it is then transferred to Atg3 before phosphatidylethanolamine
(PE) is conjugated to the exposed glycine in order to generate LC3B-II. Atg5-12
is essential for the acquirement and integration of LC3B-II into the expanding
phagophore. LC3B-II can be found on the external and internal surfaces of the
autophagosome. LC3B-II plays its part in the hemifusion of membranes and in the
selection of the content for degradation [16].
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2.3.4 Target selection for degradation

Throughout the study of autophagy it is understood that during the autophagy
process, the autophagosome engulfs matter randomly. Electron micrographs have
shown on numerous accounts that the contents of autophagosomes varies. There
are studies emerging that indicate that the phagophore membrane has the potential
to selectively interact with different matter, such as organelles and protein masses.
There are proposals that LC3B-II acts at the phagophore as a receptor. LC3B-II
interacts with specific molecules on the target matter before engulfing the target to
selectively choose which targets are to be degraded [16].

2.3.5 Merging of the autophagosome and the lysosome

After the targets are engulfed in the autophagosome, the autophagosome is then
fused with the dedicated endosomal compartment (lysosome) to form autolyso-
some. Studies suggest that before autolysosome formation, the autophagosome
fuses with early and late endosomes, which delivers parts of the membrane-
merging machinery and lowers the autophagosome pH. Lysosomal acid proteases
occurs to break down the engulfed material once the autolysosome is formed.
The fusion of the lysosome with the autophagosome is sometimes blocked by
microtubule poisons such as nocadazole, therefore the cytoskeleton plays an es-
sential role in the formation of autolysosome. Proteases B and D found within the
lysosome are required for the turnover of autophagosomes for the maturation of
the autolysosome [16].

2.4 Autophagy flux

Macro- and micro-autophagy as well as CMA take place at baseline levels. There-
fore they contribute to preserving homeostasis of cells by avoiding the accumula-
tion of cytotoxic elements from normal cellular functionality. The different types
of autophagy all follow similar processes, during which autophagy elements are
detected and isolated from the cytoplasmic milieu, and then delivered to lyso-
somes for degradation. The rate at which autophagy elements are degraded by the
lysosomes is known as "autophagy flux". The increase or decrease in the degrada-
tion activity is proportional to the increase or decrease in the rate of degradation
[18]. Autophagy flux is a good indicator of the efficiency of autophagy responses.
To summarize, "autophagy flux is the rate at which the molecular machinery for
autophagy identifies, segregates, and disposes of its substrates (through lysosomal
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degradation)"[12].

Cytosolic is the proteolytically processed form of LC3-I. Upon the formation of
the phagophore, the cytosolic is lipidated to form LC3-phosphatidylethanolamine
(LC3-II). LC3-II is specifically taken up to the phagophore membrane. Through-
out the growth process of the autophagosome, LC3-II situated within the au-
tophagosome remains present until the completion of the autophagosome, while
LC3-II situated on the outer surface of the autophagosome is removed through
de-conjugation. The level of LC3-II is directly related to the autophagosome num-
ber. LC3-II is used to detect autophagy flux. However, it only reveals whether
autophagy flux is taking place or not, it does not quantify autophagy flux as a rate.
A theoretical approach to define autophagy flux is suggested [18].

Figure 2.3: Defining autophagy flux through the autophagic pathway. Reprinted from "Defining
and measuring autophagosome flux - concept and reality" [18]

The pathway through the autophagic process is distinguished between the
flow of material and the flux, which is the rate of flow at steady state as shown in
Figure 2.3. Along the pathway, various entities enter and exit the pathway; these
entities are the phagophore (P), autophagosome (A), lysosome (L), autolysosome
(AL), and Amino Acids (AA). Each process along the pathway has a particular
rate, v, which is quantified as the number of entities processed per cell per unit
time. The number of entities processed per unit time is defined as n. The rate of
change of the different entities is defined by a set of differential equations:

dnP

dt
= −v1,

dnA

dt
= −v1 − v2,

dnL

dt
= −v2,

dnAL

dt
= −v2 − v3,

dnAA

dt
= −v3 − v4

(2.1)
At steady state the rate of change of the entities A, AL, and AA are zero:

dnA

dt
=

dnAL

dt
=

dnAA

dt
= 0 (2.2)
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Therefore the rate of change of each process in the pathway is equal to a steady-
state flux, J:

v1 = v2 = v3 = v4 = J (2.3)

2.5 Biosensors

Quantification of biological elements and processes are essential in the medical and
biotechnology fields. Transferring the information provided from these elements
and processes into a readable signal to be processed requires the use of biosensors
[19]. Biosensors detect and quantify the presence and concentration of a biological
analyte [20]. Biosensors are used in the monitoring of diseases, the discovery of
drug substances, the detection of pollutants, dangerous micro-organisms that are
the cause of various diseases, as well as biomarkers that are indicators of disease
in a body [21].

Figure 2.4: Schematic of a biosensor. Reprinted from "Essays in Biochemistry" [21]

Biosensors are constituted of a biological receptor that functions as a recogni-
tion layer/entity for the analyte, in conjunction with a transducer, which converts
the signal generated from the interaction of the recognition entity and analyte into
a signal that is easily detected and measured as shown in Figure 2.4. Typical bio-
logical receptors are tissue, living cells, enzymes, antibodies or antigens [20]. The
recognition entity detects chemical compounds through several different detection
methods that employ thermal, optical or electrical signals [22]. The International
Union of Pure and Applied Chemistry (IUPAC) defines a biosensor as "a device
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that uses specific biochemical reactions mediated by isolated enzymes, immuno-
systems, tissues, organelles or whole cells to detect chemical compounds usually
by electrical, thermal or optical signals" [22]. Biosensors are usually sorted based
on either their biological receptors to detect the analyte of interest (e.g enzyme
sensors or aptamer-based sensors), their transducer type to convert the signal of
interest (e.g electrochemical sensors or optical sensors) or according to their final
applications (e.g clinical sensors) [20].

2.6 Historical background of biosensors

The first documented concept of a biosensor is in 1906 when M. Cremer showed
that the concentration of an acid in a liquid corresponds to a proportional electric
voltage within the fluid that is separated by a glass membrane. The first electrode
developed for pH measurements was introduced in 1922 by W. S. Hughes, only
a few years after Søren Sørenson developed the concept of pH for expressing
hydrogen ion concentrations in the year 1909. Between the years of 1909 and
1922, more developments on biosensors were taking place, for example, Griffon
and Nelson demonstrated the process of immobilizing the enzyme, invertase, on
charcoal and aluminium hydroxide substrates [21]. Otto Warburg is thought as
"the father of enzymatic analysis". In the 1930s he developed an optical test to
detect Nicotinamide adenine dinucleotide (NADH) at 340 nm. The development of
this test facilitated the method to detect dehydrogenases and their substrates [23].
The earliest known application of a biosensor was when Dr. C. Clark designed
an "enzyme electrode" for the measurement of the concentration of glucose. The
enzyme glucose oxidase (GOD) was used in the measurement [22]. Enzyme
biosensors use the method of immobilization through adsorption of enzymes
through the strong binding of covalent and ionic bonding, as well as van der
Waals forces [24]. In 1974, Bengt Daniellson and Klaus Mosbach introduced the
idea of thermal transducers, and coined the term "enzyme thermistors" or "enzyme
probes". The technology evolved in 1975 when C. Divies proposed that bacteria
can be used as a biological element to form microbial sensors to measure alcohol
[23]. In 1975, Yellow Spring Instruments developed the first commercial biosensor,
a blood glucose analyzer named YSI 23006 by employing Dr. C. Clark’s invention
[21]. In 1977, the term "biosensor" was coined by Karl Camman [23].

Research groups and laboratories around the globe entered the biosensor re-
search field. In 1975 in the German Democratic Republic (GDR), otherwise known
as East Germany, Frieder Scheller developed an amperometric glucose sensor and
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other biosensors that relied on the reactions between sensors and enzymes. In
Lithuania, Juozas Kulys conducted research on mediated enzyme sensors enga-
ging organic metals and dehydrogenases almost simultaneously. Studies showing
that enzymes are able to communicate directly with electrodes were introduced
by Scheller’s group in Berlin and Ilya Berezin’s group at Moscow State University.
The studies showed that the current generated by the electrochemical change of
the active site can be increased by the regeneration of the enzyme, while it is in
conjunction with the substrate target. In 1983, Masuo Aizawa and Isao Karube in
Japan began integrating different transducers with various recognition elements
[23].

The historical development of biosensors in different timelines between 1906
and 1999 is summarized in Table 2.1.

Table 2.1: Summary of biosensor development between 1906 and 1999

Year Biosensor development
1906 Observation of electric voltage between fluid separation by glass [21]
1909 Søren Sørenson developed the concept of pH [21]
1956 Dr. C. Clark designed an "enzyme electrode" [21]
1970 Ion-sensitive field-effect transistor (ISFET) by Bergveld [25]
1975 Fibre-optic biosensor for carbon dioxide and oxygen detection by Lub-

bers and Opitz [26]
1975 Commercial glucose detection biosensor by Yellow Spring Instruments

[21]
1975 Microbe-based immunosensor by Suzuki et al. [27]
1982 Glucose detection by Fibre-optic biosensor by Schultz [28]
1983 Surface plasmon resonance (SPR) immunosensor by Liedberg et al. [29]
1984 Mediated amperometric biosensor: ferrocene used with glucose oxidase

for glucose detection [30]
1999 Development of first nano-biosensor by Poncharal et al. [31]

Advancements in the field of optics and communications were due to the first
optical biosensor. Previous fiber optic sensors were chemical sensors. Introduc-
tion of biological recognition molecules increased sensitivity and specificity of
biosensors [23]. The advancement of electronic technology enabled the miniatur-
ization of sensors, therefore introducing point of care (POC) biosensors for glucose
monitoring. POC biosensors have been a fundamental element in early recogni-
tion of potential life-threatening diseases [22]. The field of biosensors have since
evolved to include new technologies such as nano-materials as transducers and
bio-recognition elements for biosensing, field-effect transistors (FET), genetic code
based sensors, fiber-optic based biosensors, and phone-based optical detectors
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with increased efficiency and scalability [22].

2.7 Biosensor characteristics

Every biosensor has certain dynamic and static characteristics. The performance
of a biosensor is dependent on the optimization of these characteristics. Some of
these are selectivity, reproducibility, stability, sensitivity, and resolution [21].

Selectivity is the ability of the biological receptor/recognition element to only
detect the analyte in the presence of other biological elements and contaminants
within the sample. To increase the selectivity of a biosensor, it is important to
consider the type of biological receptor used. Reproducibility is the ability to
produce the same results for duplicated sets of experiments, and is dependent
on the accuracy as well as the precision of the electronics and transducer in
the biosensor. Accuracy reflects how close the mean value of the results, from
duplicated experiments, is to a known value, while precision reflects the ability to
provide similar results from duplicated experiments.

In biosensors that require an extended period of incubation steps, the role of
stability is essential. Stability relates to the "degree of susceptibility to ambient
disturbances in the biosensor’s system". Biosensors with a low stability are at
risk of drifts in the output signal, which cause errors in the concentration of the
analyte measured, which affects the accuracy and precision. Other factors that
influence the stability of a biosensor is the temperature sensitivity of electronics,
the response from the transducers, the affinity of a the biological receptor to
interact with the analyte of interest, and the ability of the biological receptor to
degrade over time. Sensitivity, also referred to as the limit of detection (LOD),
is the minimum concentration of the analyte that the biosensor can measure.
Biosensors require good resolution. Resolution of a biosensor is defined as the
smallest change in the analyte’s concentration that can induce a change in the
output signal measured [21].

2.8 Types of biosensors

Biosensors are generally classified into two main groups: direct label-free detec-
tion biosensors, and indirect label-based/labelled detection biosensors. Direct
label-free detection biosensors depend on a biological receptor that allows for
a biological interaction to be directly measured. Indirect label-based biosensors
depend on secondary elements as a catalyst for measurements. The secondary
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element can be enzymes, fluorescent tags, etc. Each of the two groups have se-
veral detection methods for the biological interactions taking place such as optical,
electrochemical or mechanical transducers [22].

2.8.1 Direct label-free detection biosensors

Since direct label-free detection biosensors rely on the specific interaction of the
biological interaction, no catalytic label is required. Recognition elements such
as enzymes, DNA probes or antibodies are usually used in these biosensors. The
detection of the signal induced by the biological interaction typically relies on
physical changes that occur. These include changes in the properties of either
its electrical, mechanical or optical state. The most common types of detection
method for direct label-free biosensors are optical biosensors [22].

2.8.2 Indirect labeled/label-based detection biosensors

Indirect label-based detection biosensors utilize a second recognition element
bound to the analyte to generate signals for detection. Labeling or catalytic ele-
ments like enzymes are used. Fluorescently tagged DNA, RNA, antibodies, and
enzyme alkaline phosphatase are commonly used to enhance the detection of a
sandwich complex. Electrochemical transducers translate the detected chemical
signal into a readable electrical signal. One kind of indirect label-based detec-
tion biosensor uses electrochemical transducers (electrochemical biosensors) to
measure the reduction or oxidation of an electro-active chemical compound on
the secondary recognition element. Other types of indirect label-based detection
biosensors include amperometric devices (detection of ions in a solution, based on
the changes in electric current generated, when the analyte goes through a redox
reaction by either reduction or oxidation). Optical fluorescence is also commonly
used as indirect biosensors. The detection of the fluorescence of the secondary
recognition element happens via charged-coupled devices, photomultiplier tubes,
photodiodes, fluorescent microscopy, and spectrofluometric analysis [22].

2.8.3 Enzyme biosensor

Enzyme biosensors are devised on biological recognition. The operation of enzyme
biosensors are through the ability of enzymes to mobilize a biochemical reaction,
whilst remaining stable under the biosensor’s operating conditions [32]. They are
built on immobilization methods. Immobilization is defined as the technique of
fixing cells, organelles, DNA or other enzymes and proteins onto a solid support
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system in order to maintain stability [33]. Enzymes are immobilized through
adsorption by strong binding forces of covalent and ionic bonding, and van
der Waals forces. Minooxidases, oxidoreductases, peroxidases, and polyphenol
oxidases are the commonly utilized enzymes [24].

Amperometric enzyme biosensors, based on the production of current from an
applied potential to a two-electrode system, are robust, and easy to miniaturize for
POC devices. However, amperometric biosensors are vulnerable to the interference
of chemicals in the analyte sample. These interferences are due to electrochemical
interactions as well as the presence of cells, macromolecules, and proteins. The
performance of the biosensor is subject to the influence of pathological conditions
on the enzyme activity. The interference can be avoided by pre-treatment. The
repeated use of amperometric biosensors results in fouling of the transducers [32].

Amperometric biosensors are commonly classified into three groups according
to the generation of the biosensor. These are first, second, and third generation
biosensors. They are divided according to the type of electron transfer method
used for measuring the biochemical reaction [32].

First generation biosensors, also named mediator-less amperometric biosensors,
rely on the electrical current response when analytes or products from the reaction
of enzymes diffuse onto the transducer surface through an immobilization process.
Enzymes typically used in first generation biosensors belong to two classes, oxi-
dases and dehydrogenases enzymes. These enzymes require co-enzymes during
the catalyst reaction. The enzymes need to be able to be regenerated for further
catalytic reactions. First generation biosensors are known to be highly sensitive
with low response times of usually 1 s. However, they often require pre-treatment
of electrodes to produce a reproducible sensor surface [32].

Second generation biosensors, also named mediator amperometric biosensors,
use mediators, which act as oxidizing agents for electron carriers. The use of
mediators allow the biosensors to operate at low potentials, while avoiding the
interference of molecules. Commonly used mediators are ferrocene and ferri-
cyanide. Other mediators also used are inorganic redox ions, methylene blue,
and phenazines. Mediators have to remain stable during the reaction, while not
taking part in the electron transfer themselves. The mediators used must have a
redox potential that is lower than the other electroactive substances in the sample.
Improvements on second generation biosensors are through the replacement of
oxygen with an electron receptor which can carry electrons to the transducer from
the center of the redox enzyme. An advantage of second generation biosensors
is the additional option of adding the mediators either to the sample or through
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immobilization on the electrode. It is essential that the mediator is entrapped
close to the enzyme when immobilized. If the mediator is lost, the exact time
during the reaction should be recorded in order to characterize the biosensor’s
performance through the course of the reaction. Second generation biosensors
using immobilized mediators are not used as often due to low stability [32].

Third generation biosensors work on bio-electrocatalysis, which employs a
electron transfer between a transducer and the enzyme. There are three parts in a
third generation biosensor. These are the enzyme, which acts as the recognition
element. The second element is a nano-scale wiring element or a redox polymer to
ensure signal generation. The third element is the transducer/electrode. Using a
redox polymer as a means to bind the electrode to the center of the sensing enzyme
increases the performance of the biosensor. Third generation biosensors are the
least used of the three types of enzyme biosensors. However, third generation
biosensors are more likely to have short response times, and they are less likely to
be dependent on the concentration of oxygen [32].

2.8.4 Electrochemical biosensors

Electrochemical biosensors are capable of providing semi-quantitative and quan-
titative results by measuring the electrical properties of the interaction of the
biological recognition element and the analyte. The biosensor is classified ac-
cording to the electrochemical transduction method. The transducer is usually a
chemically modified electrode [34]. The biological recognition elements in elec-
trochemical biosensors are typically enzymes, nucleic acids, antibodies, cells, and
micro-organisms. The bioelectrochemistry and electrophysiological reactions at
the electrode are typically amperometric, potentiometric, impedimetric or voltam-
metric [19]. Electrochemical biosensors are advantageous over other biosensor
types due to the the low cost, construction ease, ability for miniaturization, and
portability. It can also be interfaced with other types of detection methods to
increase performance [20].
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Figure 2.5: Schematic of a three-electrode electrochemical system. Reprinted from "ChemTexts"
[35]

In electrochemical biosensors, the reactions take place at the electrode’s surface,
therefore the role of the electrodes are important in the biosensor’s performance.
The material of the chosen electrode, the modification of its surface, and the
dimensions of the electrode influence the sensitivity of the biosensor. Typically a
three-electrode system is used in electrochemical biosensors, namely a reference
(RE), counter/auxiliary (CE), and working electrode (WE) as shown in Figure 2.5.
The RE is kept as far as possible away from the reaction site to maintain a stable,
low potential. It is typically made from silver/silver-chloride (Ag/AgCl). The WE
is where the electrochemical reaction takes place, therefore it is also known as the
redox or sensing electrode. The CE creates a connection the electrolyte solution in
order to apply a current to the WE. The electrodes in the three-electrode system
should be chemically stable, while also being conductive, therefore gold, carbon,
or platinum are typically used [19].

2.8.4.1 Amperometric

In amperometric biosensors a constant potential is applied between the CE and
WE, and the generated current is measured. The current is produced from the
reduction and oxidation of the electroactive components (recognition element,
analyte, or electrolyte) at the WE [20]. The peak current measured in amperometry
is directly proportional to the analyte’s concentration. In amperometry, mediated
electrochemistry is typically used for electrochemical reactions at the working
electrode [19].
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2.8.4.2 Potentiometric

In potentiometry the ion activity in the electrochemical reaction is measured. The
resulted measurement is used to determine the accumulated charge potential at
the WE with respect to the potential of the RE in an electrochemical cell with no
current. In potentiometry, the concentration isn’t measured by its proportionality
to the current. The concentration is determined by its relation to the potential
dictated by the Nernst equation,

Ecell = E0 − (
RT
nF

)lnQ (2.4)

where Ecell represents the zero current cell potential, E0 represents the cell potential
under standard conditions, R represents the universal gas constant, T represents
the temperature, n being the number of electrons transferred in a single reaction,
F represents the Faraday constant, and Q is the reaction quotient. Typically used
electrodes are pH, ion, or gas selective electrodes [20].

2.8.4.3 Impedimetric

Impedimetric biosensors use electrochemical impedance spectroscopy (EIS). In EIS,
a sinusoidal wave, with a small amplitude, as a function of frequency is applied
to the system. The electrochemical capacitance and resistance of materials in
response to changes to the surface properties are measured. There are two types of
EIS techniques. The first is the measurement of the change in impedance due to the
binding of the analyte to the recognition element, which is attached to the surface
of the electrode. The second is the measurement of the change in impedance due
to the detection of metabolites produced by the growth of bacterial cells. EIS is
mostly used in applications where the interaction of the recognition element with
the analyte plays a vital role. After the recognition element is immobilized onto
the transducer the surface layer is then characterized by using an equivalent circuit
that is used to curve-fit experimental data. The characterization of the surface
layer is used to determine the electrical parameters that induce the impedance
change [20].

2.8.4.4 Voltammetric

In voltammetric biosensors the potential is scanned over a set potential range, and
the generated current and potential are then measured. The resulted current can
be plotted against the potential, where the position of the peak current against
the potential corresponds to a specific measured analyte, while the peak height
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of the current is proportional to the measured analyte’s concentration. Voltam-
metry is advantageous as it is able to detect the presence of multiple analytes,
which have different characteristics that result in different peak current positions.
Voltammetry is a sensitive technique due to the low background signal presence
[20]. Voltammetric techniques include cyclic, fast cyclic, AC, normal pulse, linear
sweep, square wave, and differential pulse voltammetry. The excitation signals for
a few of the voltammetric techniques are shown in Figure 2.6.

Figure 2.6: Voltammetric excitation signals

2.8.5 DNA biosensor

Nucleic acids have an extensive range of biological, chemical, and physical proper-
ties that are highly advantageous in biosensors [36]. DNA biosensors are essential
in forensics, biomedical research, food control, and environmental monitoring
[37]. In DNA biosensors, oligonucleotides are used as the sensing elements. The
oligonucleotides have a fragment or known base sequence of DNA or RNA. They
are based on the highly specific binding between the biological elements and its
complementary strands of RNA or DNA, known as hybridization. DNA biosen-
sors are of interest due to its capability to gather sequence-specific information in
a more simple, cost-effective and quicker way than other biosensing techniques.
DNA is advantageous over antibodies and enzymes, because nucleic acid recogni-
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tion layers are able to be synthesized and regenerated for repeated use. To increase
the specificity and sensitivity of DNA biosensors it can be combined with PCR
methods [36].

2.8.5.1 DNA hybridization biosensors

DNA hybridization biosensors are based on the complementary pairing of ssDNA
and RNA. The recognition layer is made up of short ssDNA that are able to form
double-stranded DNA (dsDNA) through duplex formation with its complemen-
tary target ssDNA. The recognition layer is associated with the transducer to
translate the hybridization activity into a physical and measurable signal. Short
ssDNA, typically between 20 - 40 base pairs, are immobilized onto an electrode.
The immobilization step has to be done in such a way that the ssDNA probes are
able to retain their properties, being stable, reactive, and accessible to the analyte,
while being orientated in an optimal position [37].

When the ssDNA probes are immobilized onto the electrode an electrical
signal is produced. This signal changes when the analyte binds to the probe to
form dsDNA. When designing the ssDNA probes used in DNA hybridization
biosensors there are multiple points to consider. The probe has to hybridize
selectively and specifically with the target sequence, the probe should not be self-
complementary, and should not hybridize with non-target nucleic acid sequences.
Experimental conditions such as the hybridization incubation time, ionic strength,
and temperature have to be controlled. Hybridization-based biosensors are highly
selective, sensitive, and low cost [37] [36].

2.8.5.2 Aptamer-DNA biosensors

Aptamers are a type of nucleic acid molecule. Aptamers are short synthetic
single stranded oligonucleotides that are designed to bind specifically to various
types of targets like cells, tissues, nucleic acids and proteins [38]. They are cost-
effective and small, which offer convenience and flexibility in their structural
design. This has led aptamer-DNA biosensors to be highly sensitive and selective,
which can be further improved by combining aptamers with nanomaterials [37].
Aptamers used in aptamer-DNA biosensors are screened through Systematic
Evolution of Ligands by Exponential Enrichment (SELEX) [36]. It is the most
popular aptamer biosensor system. First introduced in 1990, SELEX was used
as an in-vitro selection tool to find new types of aptamers/nucleic acid ligands.
There are multiple steps in SELEX: target molecules are incubated with random
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sequence pools, the oligonucleotides are separated and bound oligonucleotides
are eluted, then the amplification of bound aptamers through PCR [37].

2.8.5.3 Electrochemical DNA biosensors

The detection method plays an important role in the design of DNA biosensors,
and electrochemical DNA biosensors are the most commonly used detection
method due to their high sensitivity and quick response times [36]. Electrochemical
DNA biosensors work on the principle that the biological reaction between the
DNA recognition element and the analyte consumes or produces electrons and
ions. The movement of these electrons and ions results in a current or potential
that can be measured. The signal generated between the transducer, recognition
element, and analyte can be converted into a measurable electric signal that is
indicative to the analyte’s concentration [37].

2.9 DNA immobilization

Immobilization is a technique used in biosensors to bind enzymes, antibodies, and
nucleic acids to the surface of the transducer to form an integrated recognition
layer. Immobilization of these elements results in the reduction of mobility and
loss of these elements. The manner in which DNAs are immobilized determines
the property of a microarray. The type of immobilization strategy used is based
on the physiochemical properties of the DNA, as well as the surface to which the
DNA will be immobilized on. DNA for immobilization can be made base by base
on the support or they can be pre-synthesized and then bounded to the surface. In
immobilization it is important to minimize non-specific binding of the DNA and
to maintain its stability in order to ensure high sensitivity and reactivity [39]. The
most commonly used immobilization strategies are covalent bonding, physical
adsorption, and avidin/streptavidin-biotin interaction as shown in Figure 2.7.
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Figure 2.7: DNA immobilization strategies. Reprinted from "Sensors (Switzerland)" [39]

2.9.1 Adsorption

Adsorption is considered to be the simplest immobilization technique. In ad-
sorption, enzymes are physically attached to the support material. Adsorption
occurs through the non-specific binding of van der Waals forces, hydrophobic
interactions, and hydrogen bonding. These forces are weak and therefore do not
change the native structure of DNA or enzymes. Adsorption also occurs through
ionic bonding through salt-linkages [40]. Sulfides (R-S-R), disulfides (R-S-S-R), and
thiols (R-SH) have a strong affinity to adsorb onto noble metal surfaces like copper,
platinum, silver, and gold. These sulfur groups form a well orientated and ordered
molecular layer, which is called a self-assembled monolayer (SAM) [41]. Physical
adsorption is done by soaking the support, which is commonly an electrode, in a
solution containing the enzymes or DNA, and allowing the adsorption during the
incubation time. Another method to adsorb a recognition element to a transducer
is to allow the solution containing the recognition element to dry on the transducer
surface, then rinsing the transducer to remove unbound elements [40].

In the physical adsorption of nucleic acids, modification of the nucleic acid is
not required. Immobilization can simply occur through ionic bonding of the nega-
tively charged groups on the DNA and the positively charged surface. Therefore
immobilized DNA are randomly orientated, because each molecule on the DNA
can form many binding contacts. High background signals due to non-specific
binding can result in false positive detection [39]. Physical adsorption is done
through very weak bonds, therefore this technique is prone to leaching of enzymes
or DNAs. Leaching is made more prone when the system is exposed to high reac-
tant, concentrations, and ionic strengths. The weak bonds also allow enzymes and
DNA to be removed from the support using gentle techniques. This does make it
more attractive as decayed DNA can be removed and reloaded. This technique
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has a higher commercial potential due to its low cost, simple implementation, and
relatively chemical-free binding [40].

2.9.2 Covalent bonding

Covalent bonding is one of the most common irreversible immobilization tech-
niques. Covalent bonding results in strong binding, good stability, and flexibility,
which prevents desorption of DNA from the surface it is immobilized onto. DNA
immobilization through covalent bonding is typically performed through DNA
modifications. DNA is synthesized with a group of thiols (S-H) at the 5’ or 3’ end
of the DNA, known as modified or thiolated DNA. The modification binds to the
metal surface or a functional group introduced on the electrode surface [42]. This
technique allows control over the orientation of the immobilized DNA, therefore
making it more accessible for hybridization. It also allows for fine-tuning of the
DNA’s conformational and electrical properties. At negative electrode potentials,
DNA attached to gold via an alkanethiol linker at its 5’ end results in an upright
orientation, while if it is tethered at its 3’ end, it is titled at 33 degrees [43]. Covalent
bonding is beneficial over adsorption, as it leads to very high specific binding of
DNA to a support [42].

Chemisorption is typically used to covalently immobilize thiolated DNA to
gold to form a SAM of DNA probes on a gold electrode. Thiol groups have a
strong affinity to bind to gold and other metals to form a covalent bond of Au-
S. The Au-S bond is typically used in biosensors due its high binding strength,
high stability, ease of preparation, and the ability to reproduce the monolayer.
Thiol modifications can be synthesized at the 3’ end of DNA via thiol-modified
contracted pore glass (CPG), at the 5’ end using thiol phosphoroamidite, and
onto the backbone of DNA via phosphoroamidite chemistry. Different types of
thiols are available for DNA modification including Oxa 6-S-s, Dithiol Serinol,
3’ Thiol modifier, and a 5’ modifier (C6 S-S). Thiol modifications are typically
manufactured with a protective disulfide bond. To ensure binding of the thiolated
DNA to a metal surface, chemical reduction of the modification is required [42].

A simple chemisorption technique is to pipette the required amount of thio-
lated DNA probes onto the gold surface followed by an incubation period of 24
hrs to form a strong Au-S bond, followed by washing of the gold surface in TE
buffer to remove unbound DNA probes. Other studies suggest washing the modi-
fied DNA electrode with mercaptohexanol (MCH) solution to reduce the amount
of non-specific binding of the DNA to gold, as well as to control the density of
the SAM formed by placing a spacer between each DNA strand to increase the
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efficiency of hybridization. MCH treatment is performed by soaking the DNA
modified electrode after immobilization in 1 mM MCH for 30 mins at room tem-
perature. MCH incubation time affects the formation of the SAM [42]. Maximum
hybridization efficiency does not occur at maximum DNA probe density, because
closely packed DNA cannot undergo hybridization due to electrostatic interactions
or steric hindrance. Tightly packed SAMs result in high signal to background
noise as well as non-specific interactions between the complementary pairs of
DNA [39].

To increase the amount of immobilized DNA probes, gold nanoparticles
(AuNPs) are used. Any type of working electrode can be functionalized with
AuNPs films that will act as the immobilization site for DNA probes. Studies
have functionalized AuNPs through chemical linkers. Combinations of AuNPs
with other nano-composites offer increased amplification of the electrochemical
signal, therefore ultra-sensitive electrochemical DNA biosensors are likely to be
introduced in the future [42].

2.9.3 Avidin/streptavidin-biotin interaction

Another non-covalent immobilization technique is based on the formation of
avidin/streptavidin-biotin interaction. Biotin molecules, with a molecular weight
of 2.44 g/mol, have a high affinity to interact with avidin/streptavidin. This
affinity is almost as high as the affinity of covalent bonding. The interaction
has strong resistance to high and low temperatures, changes in pH, denatured
detergents, as well as organic solvents. Therefore avidin/streptavidin-biotin is
highly stable [42].

A benefit of avidin/streptavidin over other molecules is that a large tetrameric
protein has the ability to offer four binding sites of the biotin molecule. These
interactions are used to immobilize DNA onto solid surfaces. DNA probes are
modified at either their 5’ or 3’ end with a biotin molecule, called biotinylated
DNA, and then subsequently exposed to the avidin/streptavidin functionalized
surface [42].

Various methods are used for avidin/streptavidin functionalization onto a
surface for immobilization of biotinylated DNA. The most widely used functional-
ization method is EDC/NHS coupling reaction between avidin/streptavidin and
the activated carboxyl group. Studies described the activation of the SAM of mer-
captoacetic acid (MPA) modified gold surface. Activation is done by submerging
the modified electrode in a solution of 30 mM EDC/NHS for 2 hrs, then soaking
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of the electrode in 200 µg/mL avidin solution. This conjugates the avidin onto the
surface before the immobilization step. Other methods include the functionaliza-
tion of avidin and carbon nanotubes using EDC/NHC coupling reaction. Other
strategies use a biotin/avidin/biotin sandwich, where the biotin molecule is first
immobilized onto the surface of a transducer. This step prepares the avidin layer
for biotinylated DNA immobilization. The avidin layer acts as a connection site
between the biotinylated DNA and the biotin modified electrode. This is possible
because avidin can prepare four binding sites for biotin [42].

2.10 Summary

This chapter introduces autophagy, and defines it as a molecular process that
causes the self-degradation of a cell to remove dysfunctional or unwanted cellular
material. Autophagy is shown to be linked to various human diseases, including
cancer and neurodegenerative diseases. It is linked to ageing, longevity, and is also
an adaptive response to metabolic stress. Therefore autophagy is a good indicator
of overall wellness. The basic autophagy machinery is explained and the process is
summarized into five key stages. From the autophagic process, LC3 is shown to be
an important biomarker to detect autophagy. From literature it is found that there
is no current measurement of autophagy as rate, hence a theoretical approach to
define autophagy flux as a rate is investigated.

Biosensors are introduced as a method to detect and measure autophagy. The
general mechanism of a biosensor is explained, followed by a brief history of the
development of biosensors over the years. Selectivity, stability, sensitivity, and
resolution are shown to be important characteristics of any biosensor. In this
chapter a biosensor is classified into two types: Direct label-free and indirect label-
based biosensors. Different types of biosensors are explored including enzyme,
electrochemical and DNA biosensors. The chapter concludes with a review of
the three most common DNA immobilization techniques: adsorption, covalent
bonding, and avidin/streptavidin-biotin interaction.
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Chapter 3

Design and development of sensor

This chapter discusses the design and development process of the DNA sensor,
which includes the type of biosensor to develop, the detection method to use,
and the biomarker to detect. The biomarker used to detect autophagy flux is the
LC3-II protein. A biosensor that can detect the genetic code of LC3-II is proposed.
Therefore the analyte chosen is mRNA that encodes the protein LC3-II. To simplify
the design of the biosensor, the complementary DNA (cDNA) of mRNA that
encodes LC3-II is used at the analyte.

3.1 Biosensor overview

A label-free electrochemical DNA biosensor is proposed to detect LC3-II. To detect
the analyte electrochemically, the ssDNA targets are hybridized with a recognition
layer. The recognition layer is made from ssDNA probes complementary to the
analyte, that are immobilized onto a transducer to form a SAM. The transducer
chosen is SPEs that have planar gold as its WE and CE, and silver as its RE. The
analyte is detected by performing SWV on the system and measuring the resulting
faradaic current generated from the redox interaction between the analyte, recog-
nition layer, transducer, and a supporting electrolyte solution. SWV is performed
using a designed potentiostat that is tested against a commercially available po-
tentiostat, the Palmsens 4. The three main processes of the biosensor is shown
in Figure 3.1. Namely the hybridization of the ssDNA targets with the ssDNA
probes, the immobilization of the ssDNA probes to gold, and the electrochemical
detection of the DNAs.

31
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Figure 3.1: Overview of biosensor prototype

3.2 Biosensor type

There are various types of biosensors that can be developed to detect LC3-II. These
include impedimetric, potentiometric, and optical detection methods. To detect
autophagy using mRNA that encodes LC3-II as the biomarker, it is decided that
the prototype will utilize ssDNA as a replacement for mRNA. RNA contains ribose
sugar molecules instead of the sugar molecules without hydroxyl modifications of
deoxyribose as in DNA. This structural difference in the sugar molecule makes
RNA more reactive than DNA and therefore less stable than DNA. RNA is not
stable in alkaline conditions [44]. It has a short life span due to it being prone
to ribonuclease (RNase). RNase is a class of hydrolytic enzymes that catalyzes
the degradation of RNA molecules into small components [45]. To obtain ssDNA
for the biosensor, RNA is reverse transcribed into cDNA and amplified to the
desirable amount [46]. cDNA is the direct complement of mRNA, they contain the
entire nucleotide sequence of the corresponding mRNA [47].

Once it is decided that the biosensor will be detecting DNA, the next step is to
decide if the biosensor will be a direct label-free biosensor or an indirect labeled
biosensor. Indirect labeled biosensors require an additional recognition element
that binds to the analyte to generate a signal, however direct label-free biosensors
rely on the direct interaction between the recognition layer and the analyte. Label-
free biosensors utilize the intrinsic properties of the analyte. Labeled biosensors
are more cost- and labor- intensive. It is decided that the biosensor will be label-
free due the cost advantages and the simplicity of the principle behind label-
free biosensors. The direct interaction between the recognition layer and the
analyte is the hybridization reaction between ssDNA probes, that are immobilized
onto the transducer to form a SAM, and the ssDNA targets. The hybridization
reaction results in a redox reaction that is easily detected through electrochemical
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studies. Electrochemical detection methods in biosensors have advantages over
other biosensors due to the ease at which it can interface with normal electronic
read-out and processing devices, the robustness of the detection method, easy
miniaturization for POC development, and the good detection limits especially
for small analytes [19]. To understand the complex interactions of the biosensor,
such as the type of interactions that result in measurable currents, it is decided to
keep the biosensor as simple as possible. The biosensor to detect autophagy flux
is therefore decided to be a direct label-free electrochemical biosensor.

3.3 Electrolyte solution

Signal detection of the analyte is increased by the surface interaction between an
electrode/recognition layer/analyte, as well as the incorporation of an electrolyte
solution. Potassium ferrocyanide ([Fe(CN)6]4-/3-) is chosen as the electrolyte
solution due to the potential of the anions. Potassium ferrocyanide has negatively
charged ions, which electrostatically repel DNA since DNA has negatively charged
phosphate backbones. The electrostatic repulsion aids the detection of DNA in the
electrolyte solution. The interaction of potassium ferrocyanide with the transducer
is a redox reaction. Oxidation of the electrolyte is as follows:

[Fe(CN)6]
4- 
 [Fe(CN)6]

3- + e- (3.1)

A supporting electrolyte is required in electrochemical cells to maintain ionic
strength of the electrolyte solution. Potassium Chloride (KCl) is chosen as the
background electrolyte solution due its high concentration of salt that increases
the solution’s conductivity.

3.4 Transducer

In the proposed DNA sensor, a transducer is required to convert the interaction
of the recognition element and the analyte into a measurable signal for data
analysis. The recognition layer is formed through the immobilization process
described in Section 3.5. Immobilization is achieved through the interaction of a
thiol molecule that covalently bonds to gold. The thiol is linked to the ssDNA to
form a modified ssDNA called ssDNA probes. The interaction of the recognition
layer and the analyte is through hybridization, which is discussed in detail in
Section 3.6. Hybridization causes a redox reaction that results in a faradaic current.
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Therefore, the transduction method is electrochemical, converting the signal from
the biochemical event into an electrical one.

Transducers in electrochemical biosensors have a two- or three-electrode con-
figuration. Two-electrode transducers are typically interdigitated electrodes (IDEs)
and three-electrode transducers are typically SPEs. SPEs are advantageous over
IDEs because they are inexpensive, disposable, and do not require polishing be-
fore use. The disposable manner of SPEs reduce cross-contamination between
measurements, which is a serious problem in sensitive DNA biosensors [20]. The
high affinity of the recognition layer to bind to gold, and the disposable nature
of the SPEs resulted in the decision to use SPEs with gold as the WE and CE, and
silver as the RE. Gold is also inert and the formation of crystal structures that
are well-defined greatly influence the formation of the recognition layer [41]. A
working electrode with a diameter of 4 mm is chosen to allow a larger surface area
for the recognition layer to form. The ceramic substrate has the dimensions 33 ×
10 × 0.5 mm as shown in Figure 3.2. SPEs are purchased from Metrohm DropSens
[48].

Figure 3.2: Transducer: Gold WE screen printed electrode

3.5 Recognition layer - Immobilization

After the decision to use gold SPEs as the transducer for the biosensor, the recog-
nition layer for the biosensor is characterized. The detection of ssDNA targets
requires hybridization of the target ssDNA with a complementary pair of ssDNA.
Therefore, the recognition layer is made up of ssDNA probes with which the target
ssDNA can hybridize with. For the ssDNA probes to form the recognition layer,
they are immobilized onto the SPE to form a SAM. The SAM is only formed onto
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the working electrode, which acts as the recognition layer. The sequence of the
ssDNA probes is:

Thiol-C6-GACGGCTTCCTGTACATGGTTT

DNA’s four nucleobases easily adsorb onto gold, with adsorption energy
ranked adenine > cytosine > guanine > thymine >> phosphate [49]. Various im-
mobilization techniques are studied. The immobilization technique of covalent
bonding is chosen for the design of the biosensor. Covalent bonding of the ssDNA
probes to gold provides good vertical orientation of the ssDNA probes, which in-
creases hybridization efficiency. Covalent bonding demonstrates high stability and
binding strength between the ssDNA probes and gold, which prevents desorption
of the ssDNA probes [42]. In order to covalently bond ssDNA probes to gold, an
alkanethiol (thiol) linker between the ssDNA probes and gold is required. Thiol
groups have a strong affinity to bind with gold surfaces. The ssDNA probes are
therefore synthesized with a C6 Thiol tethered at the 5’ end of the ssDNA probes
as shown in Figure 3.3. Thiols lead to a high amount of specific binding of ssDNA
probes to gold, and therefore reduce the amount of non-specific binding through
the four nucleobases.

Figure 3.3: DNA tethered with a C6-thiol

The formation of the SAM is done through a three step process: The diffusion-
controlled physisorption, then chemisorption of the molecules, and lastly crys-
tallization. Gold’s physisorbed state is highly disordered. The only interaction
accounting for the adsorption during this stage is van der Waals interactions.
During the chemisorption stage, the hydrosulphide head group loses a mercaptan
hydrogen atom and then bonds with three gold atoms. This interaction forms a
strong covalent bond between the gold and the hydrosulphide head group. The
crystallization process follows the alignment of the molecules on the gold’s surface
in a parallel manner through electrostatic, steric, repellent, and van der Waals
forces. The alignment of molecules results in a highly orientated and ordered
molecular layer [41]. The structure of a thiol monolayer consists of three parts,
a hydrosulphide head group, a molecular backbone, and the end group. The
structure of the thiol monolayer is shown in Figure 3.4.
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Figure 3.4: Structure of thiol monolayer

After an electrolyte solution of potassium ferrocyanide in potassium chloride is
prepared, the ssDNA probes are prepared for immobilization. The synthesis of the
ssDNA probes are prepared beforehand in TE pH 8.0 buffer. Two sets of samples
of ssDNA probes are prepared: a control sample in which only the ssDNA probes
are present in the solution, and a test sample in which the ssDNA probes are mixed
with Tris (2-carboxyethyl) phosphine hydrochloride (TCEP) in the solution. TCEP
is a potent, thiol-free reducing agent, it is stable and soluble in many aqueous
solutions at any pH [50]. The thiol-modified ssDNA probes are not supplied with
a free thiol at it’s 5’ end. The thiol is capped with a protective disulfide bond [49].
The test samples of ssDNA probes are treated with TCEP to reduce the disulfide
bond on the thiol modified ssDNA probes. The reduction of the disulfide bond
exposes the thiol, which allows the ssDNA to covalently bind to gold. TCEP is
added to the ssDNA probes solution by the ratio of 1:100, TCEP to DNA. The
immobilization of the ssDNA probes are performed according to the following
steps:

1. 0.01, 0.1, 1, and 10 µM of ssDNA probes are prepared as test samples in TE
buffer.

2. 0.01, 0.1, 1, and 10 µM of ssDNA probes are prepared as control samples in
TE buffer.

3. Pipette 15 µL of each concentration of each sample onto the three-electrode
system of the SPE.

4. Repeat the pipetting of the ssDNA probe samples for a set of two repeated
samples.

5. Incubate the SPEs in a wet chamber at room temperature for 24 hrs.
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6. Throughly rinse the SPEs with DI water.

7. Dry the SPEs at room temperature before analysis.

Through the process above well organized and orientated SAMs consisting
of ssDNA probes are formed, each SAM has a different concentration of ssDNA
probes. The formation of the SAM as the recognition layer is used to recognize a
signal from the interaction of the analyte and SAM through hybridization in the
next step. Figure 3.5 illustrates the immobilized ssDNA probes on gold to form
the SAM.

 

Gold WE 

Thiol 

DNA probes 

3’ 

5’ 

Figure 3.5: Immobilization of ssDNA probes

3.6 Analyte recognition - Hybridization

Once the transducer and the recognition layer are integrated, the analyte can be
detected and measured. The analyte is a complementary pair of ssDNA to the
ssDNA probes; this ssDNA is referred to as the ssDNA taregts. The sequence of
the ssDNA target is:

FITC-TGGAGTCTTACACAGCCATTGC

Since the biosensor incorporates the use of a recognition layer, solid-phase
hybridization is used as the method of hybridization instead of solution-phase
hybridization. This method is performed by adding ssDNA targets to surface-
tethered oligonucleotides (SAM) [51]. Even though solid-phase hybridization is
more complex, quantification of the SAM before hybridization is essential to detect
target ssDNA. Figure 3.6 illustrates the dsDNA formed when the ssDNA targets
hybridize with the SAM.
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Figure 3.6: Hybridization of ssDNA probes and ssDNA targets

Hybridization changes the overall surface charge of the biosensor from be-
fore hybridization. Negatively charged ions of ferrocyanide are electrostatically
repelled by increased negatively charged dsDNA compared to ssDNA [52]. The re-
duction in ferrocyanide ions reaching the gold surface reduces the redox activities
taking place between ferrocyanide and gold, and hence reduces the faradaic cur-
rent generated. This is the most common method to detect hybridization. Another
mechanism used to indicate hybridization is through binding of complementary
base pairs of both the ssDNA probes and ssDNA targets. By modifying the ssDNA
probes with a thiol linker, the ssDNA probes are anchored to the transducer so that
less free bases adsorb onto the gold surface, therefore allowing for hybridization
through the interaction between the exposed bases of the ssDNA probes and the
ssDNA targets. Free adenine and guanine moieties of ssDNA probes bind selec-
tively with their complementary cytosine and thymine bases of the ssDNA targets
through hydrogen bonds [42]. By the base-pairing, less of the electroactive bases
of guanine and adenine moieties from the ssDNA probes are available to undergo
oxidation [53]. In conclusion, the method of detection of the ssDNA targets are
mostly through the increased repulsion of the ferrocyanide ions from reaching the
electrode surface when dsDNA is formed as well as through the pairing of the
base pairs of complementary ssDNA, therefore reducing the amount of free bases
on the ssDNA probes available for oxidation with the electrode surface.

To detect the target ssDNA, 1 µM of ssDNA probes immobilized onto SPEs
to form SAMs are prepared. Various concentrations of the ssDNA targets are
detected. The use of 1 µM of ssDNA probes as the SAM and the substantially
smaller amount of ssDNA targets is to ensure saturation of the binding between
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the ssDNA targets and the ssDNA probes. The experiment is conducted according
to the following instructions:

1. 0.001, 0.01, 0.1, and 0.5 µM of ssDNA targets are prepared in TE buffer pH
8.0.

2. 15 µL of the ssDNA targets are pipetted onto the SAM modified SPEs

3. The SPEs are incubated in a wet chamber for 60 min.

4. After hybridization, the SPEs are rinsed thoroughly with DI water to remove
un-hybridized strands of ssDNA targets and dried at room temperature
before analysis.

3.7 Detection method - Square wave voltammetry

Since the resulting interactions of the analyte and the recognition layer result in
the generation of faradaic current, the sensing method must be able to read small
currents. SWV is the voltammetric technique that is used to apply a series of
potentials to the transducer and to measure the resulting current.

SWV has several advantages over other techniques, it is highly sensitive, is
able to reject background currents, and has a fast scanning speed [54]. In SWV one
can avoid the necessity to cycle the overall potential in the reverse direction as
required in cyclic voltammetry (CV). Two neighboring pulses imposed at a single
potential step complete a full potential cycle in itself by the oppositely orientated
forward and reverse pulses as shown in Figure 3.7, which drives the SPE in both
the cathodic and anodic direction, while the overall potential remains in a singular
direction [35].
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Figure 3.7: SWV input potential

In SWV the net current, the difference between the corresponding forward
and reverse currents, is used for analysis. While individual forward and reverse
currents do not yield well defined peaks and have a complicated shape, the net
current yields a well-defined peak, which is advantageous in an analytical context,
as it provides easily measurable parameters of peak current, which is directly
related to the concentration of the analyte detected [35]. During voltammetry mea-
surements there is the presence of both capacitive and faradaic currents flowing.
Only faradaic currents are the result of the analyte detected. As the concentration
of the analyte decreases, the faradaic current decreases however the capacitive
current does not change. SWV increases the ratio of faradaic current to capacitive

current
If
Ic [55], therefore increasing the sensitivity of the biosensor.

Electrochemical stability of the SAM is limited to a potential window of -0.6
V to +0.6 V due to structural aspects of thiol-modified ssDNA, the start and end
potentials of the SWV analysis is therefore limited within this potential window
[56]. SWV is performed with the following setting: Start potential of -0.1 V, end
potential of 0.4 V, step size of 0.001 V, amplitude of 0.05 V and frequency of 50
Hz. The analysis of the immobilized and hybridized ssDNA from the previous
sections is as follows:

1. Prepare the electrolyte solution with DI water in 5 ml Eppendorf tubes.

2. Connect the immobilized/hybridized modified SPEs to the potentiostat.

3. Place the SPEs in the Eppendorf tube with the electrolyte solution and allow
saturation for 1 min.
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4. Run SWV on the immersed SPEs for a total of three measurements.

5. Repeat the setup for every SPE sample with an unused electrolyte solution.

3.8 Summary

This chapter presents the methodology behind the development of the sensor.
A brief overview of the biosensor is presented. The three main processes of the
sensor are established as immobilization, hybridization, and the electrochemical
measurement. The biosensor is characterized by its label-free approach to detect
ssDNA as well as the electrochemical detection method.

Potassium ferrocyanide in potassium chloride is chosen as the electrolyte
solution of the electrochemical cell. A transducer to convert a chemical reaction
into an electrical signal is required, therefore a planar gold SPE is chosen as the
transducer. A SAM consisting of ssDNA probes, which are immobilized onto the
transducer is developed, and the structure of the SAM is investigated. The covalent
bonding immobilization procedure is explained and a protocol is developed to
implement the procedure.

The mechanisms which induce a current during the hybridization reaction
between ssDNA probes and ssDNA targets are investigated. The type of hybridiza-
tion procedure is established and a protocol is developed. The chapter concludes
with the method to detect the concentration of the analyte. SWV is chosen as the
electrochemical technique that is applied to the sensor. The applied SWV signal to
the sensor is characterized, and a measurement protocol is established to measure
the concentration of both the immobilized ssDNA probes as well as the hybridized
ssDNA targets.
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Chapter 4

Design and development of
potentiostat

This section describes the design and development process for a prototype poten-
tiostat that interfaces with the sensor. The principle of the potentiostat is to apply
a voltage waveform to the biosensor and record the generated output current
signal. The design of the potentiostat is low cost and easy to replicate compared
to expensive commercially available potentiostats. The potentiostat consists of
a microprocessor (Arduino Uno), a digital to analog converter (DAC), a control
amplifier (U1), a transimpedance amplifier (U2), and the cell. A full schematic of
the prototype design is shown in Figure 4.1.

Figure 4.1: Potentiostat schematic

42
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4.1 Micro-controller

A micro-controller is required to supply the desired signal to the potentiostat, as
well as to process the output current signal generated by the cell. In conjunction
with the external DAC, the micro-controller can generate any desired waveform.
Using the micro-controller’s analog-to-digital converter (ADC), the output current
signal from the cell can be processed. An Arduino Uno R3 is chosen due its low
cost and functionality. The relevant specifications of the Arduino Uno are listed in
Table 4.1 below.

Table 4.1: Micro-controller specifications

Component Specification
Name Arduino Uno Rev 3
Micro-controller ATmega328P
Operating voltage 5V
Digital I/O pins 6
Analog input pins 6
Clock speed 16 MHz
Analog-digital-converter
resolution

10 bit

Digital-analog-converter none

4.1.1 Stair-step wave

The potentiostat is designed to perform SWV. The waveform that is applied to
the cell during SWV is a stair-step waveform. The waveform is formed by the
superposition of a step wave and a stair wave as indicated in Figure 4.2. The
amplitude (A), step, frequency ( f ), scan rate (v), and the start and stop potential
are chosen according to the discussion in Section 3.7.
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Figure 4.2: Superposition of step and stair wave to form stair-step wave

The characteristics of the stair-step wave are:

∆Vo = 2A + 2v∆t (4.1)

∆Ve = 2A (4.2)

∆t =
1

2 f
(4.3)

4.2 Digital to analog converter

An external DAC is interfaced with the Arduino Uno. DAC MCP4922 is a dual
12-bit voltage output DAC that requires an external voltage reference input. The
device is supplied by a 2.7 V - 5.5 V voltage supply, and has a SPI interface with a
29 MHz clock support. It is chosen for its low noise performance and accuracy. The
pin connections of the DAC are listed in Table 4.2. The DAC values are calculated
according to:

DAC =
Vout

Vre f
× 2n

=
Vout

3.3
× 212

(4.4)
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Table 4.2: DAC MPC4922 pin connections

MCP4922 Pin Connection
Vdd Arduino 5 V
NC No connection
CS Arduino SS Pin 10
SCK Arduino SCK Pin 13
SDI Arduino MOSI Pin 11
Vout A Input to Control Amplifier
Vref A Arduino 3.3 V
Vss Ground

4.3 Control amplifier

A control amplifier compares the measured cell voltage with the desired cell
voltage. To adjust the measured cell voltage to the desired cell voltage the control
amplifier drives current into the cell. The control amplifier is designed using an
operational amplifier (op-amp). The desired potential is applied to the positive
input terminal of the op-amp, which is then applied to the CE. The measured
potential of cell at the RE is fed back through the negative potential of the op-amp
as shown in Figure 4.3. TLC2272 dual op-amp is chosen as the op-amp that is
used throughout the potentiostat design. It is chosen because of its high input
impedance and low noise levels, which are suitable for small signals. The op-amp
is powered at the positive power rail with a 5 V potential and grounded at the
negative power rail. A 100 nF bypass capacitor is added to the positive power rail.
This ensures a low impedance ac path to ground over a large frequency range.

Figure 4.3: Control amplifier schematic
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4.4 Transimpedance amplifier

A transimpedance amplifier is a current-to-voltage converter (I/V). Small amounts
of current in the electrolyte solution is converted into a measurable voltage for the
micro-processor to process digitally. The transimpedance amplifier is designed
using a negative feedback op-amp, a resistor, and a capacitor as seen in Figure 4.4.

Figure 4.4: Transimpedance amplifier

The 1 kΩ resistor (R) over the operational amplifier eliminates any DC offset.
Adding the 1 nF capacitor (C) in parallel with the resistor eliminates oscillation
by acting as a RC filter. The input terminals of the transimpedance amplifier is
biased at a potential of 3.5 V by connecting the positive input terminal to a 3.5 V
supply. By biasing the operational amplifier at 3.5 V, the transimpedance amplifier
is able to measure negative potentials. The potentiostat is limited to detect current
according to the potential limit of the ADC. The ADC on the Arduino Uno can
only convert voltages between 0 to 5 V. The current in the cell is determined by
measuring the current across resistor, R, where Icell = I. Therefore the current in
the cell is determined as:

Icell =
Vn − Vout

R
(4.5)

Where according to ideal op-amp characteristics:

Vn = Vp = 3.5 V (4.6)

The current limits are determined by the potential limits of the ADC (Vout(min) and
Vout(max)). Therefore, the minimum and maximum currents the potentiostat can
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measure are:

Icell(min) =
Vn − Vout(max)

R

=
3.5 − 5
1 kΩ

= −1.5 mA

(4.7)

Icell(max) =
Vn − Vout(min)

R

=
3.5 − 0
1 kΩ

= 3.5 mA

(4.8)

4.5 Three-electrode system

The cell is measured with a three-electrode system consisting of a RE, CE, and WE.
A potential is applied to the CE, where the electrochemical reactions are unknown
[35]. The RE is required to be robust and have a constant chemical composition
[35]. It has a constant potential and is used to measure the potential of the cell. The
potential of an electrolyte solution is equal to the potential of the metallic phase of
the RE [35]. Current in the cell only flows between the CE and the WE. The WE
carries information to the potentiostat from the charge transfer across the small
electrolyte-electrode interface. Current in the cell is measured at the WE while the
relative potential of the WE is controlled by the RE [35].

4.6 Spice simulation

Design of the potentiostat is simulated in LTspice to compare the prototype po-
tentiostat to a known theoretical result. A Spice schematic of the potentiostat is
shown in Figure 4.5. The stair-step wave that is generated by the Arduino and
external DAC is simulated using a piecewise linear (PWL) function at voltage
source V1. The electrochemical cell is represented by resistor R1.
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Figure 4.5: Spice simulation of potentiostat

The stair-step wave simulated in Spice using the piecewise linear function is
shown in Figure 4.6. The waveform has a potential ranging from 0 mV to 490 mV, a
step of 10 mV, an amplitude of 50 mV, and a frequency of 50 Hz. The specifications
of the waveform are chosen according to sensor, including the electrode type,
analyte, and electrolyte solution.
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Figure 4.6: Spice output of stair-step wave

4.7 Arduino software

To perform SWV a stair-step wave is applied to the electrochemical cell and the
current is measured using the ADC on the Arduino micro-processor. This is
achieved by the software implemented. The external DAC is designed to interface

Stellenbosch University https://scholar.sun.ac.za



CHAPTER 4. DESIGN AND DEVELOPMENT OF POTENTIOSTAT 49

directly with the serial peripheral interface (SPI) port of the Arduino.

The first step in interfacing the DAC with the Arduino is to include the SPI
library and to set pin 10 on the Arduino as the chip select (CS) pin of the DAC as
indicated in Figure 4.7 [57] .

Figure 4.7: Arduino code DAC library

In the setup of the Arduino micro-processor, Figure 4.8, the CS pin is set as an
output pin on the Arduino. The CS pin is by default an active low pin, therefore it
is set high in the setup. By setting the CS pin high, the peripheral is disconnected
from the SPI bus to prevent any unexpected communication from taking place.
The CS pin must be held low throughout the duration write command. SPI.begin()
initializes the SPI and sets the pin modes for the SPI.

Figure 4.8: Arduino code DAC setup

Function setDac(), Figure 4.9, is called in the program when a value is sent to
the DAC in order to output a potential signal. MCP4922 has two DACs on the
module. The two inputs to the function are the DAC value sent to the DAC and
the chosen DAC channel. SPI function can only transfer 8 bits at a time, but the
value sent to the DAC is 12 bits long. Function setDac() uses masking to separate
the 12 bit value into a primary and secondary byte. dacPrimaryByte contains the 4
bit instructions and the the first 4 MSB of value. dacSecondaryByte contains the 8
LSB of value. Case statements switch between the DAC channels according to the
user’s choice. After the data has been separated into the primary and secondary
bytes, the interrupts are disabled, the CS pin is written low to wake up the selected
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DAC, and the primary byte and secondary byte are consecutively written to the
DAC. The selected DAC is then written high to disable it and the interrupts are
enabled.

Figure 4.9: Arduino code setDac function

dacRegister is a binary number that contains the initial information sent to the
DAC. The 8 bit binary number of dacRegister consists of data bits and instruction
bits, which can be seen in Table 4.3. Zeros in the data bits are place holders for the
data that is sent to the DAC.

Table 4.3: Bit instructions for DAC register

Write command for DAC register
7 (MSB) 6 5 4 3 2 1 1 (LSB)
Ā/B BUF GA SHDN DATA DATA DATA DATA

bit 7 Ā/B: DAC selection bit
0 = Write to DACA
1 = Write to DACB

bit 6 BUF: VREF input buffer control bit
0 = Unbuffered
1 = Buffered

bit 5 GA: Output gain selection bit
0 = 2 x( VOUT =VREF*D/4096 )
1 = 1 x (VOUT =VREF*D/4096 )

bit 4 SHDN: output Shutdown control bit
0 = Shutdown the selected DAC channel
1 = Active mode operation

bit 3-0 DATA: DAC input data bits

Values in the write command correspond to the stair-step wave sent to the DAC
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by using a for loop function, Figure 4.10. The step and amplitude are specified
by the user. Values in the write command are converted to values that the DAC
can read before being sent to the DAC. Frequency is set by specifying the time (in
ms) between the change in the value sent to the DAC. Once the values have been
transferred to the DAC, a function to sample current is called (sampleReverse()
and sampleForward()).

Figure 4.10: Arduino code Loop function

Current sampling for the forward and reverse sampling are similar to one
another and hence, only the reverse current sampling is shown in Figure 4.11.
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Figure 4.11: Arduino code current sampling

Sampling takes place for 0.25% of the time of each step as illustrated in Figure
4.12. Five samples are taken using ADC. The average of the five samples are then
converted to voltages and the current is calculated.

 

Forward sample 

Reverse sample 

Figure 4.12: Current sampling of forward and reverse currents

4.8 Summary

This chapter explored the development process of the potentiostat, which can be
used to apply SWV to the sensor in order to measure the analyte’s concentration.
A schematic of the entire potentiostat is presented, which consists of a micro-
controller, DAC, control amplifier, cell, and a transimpedance amplifier.

An Arduino Uno integrated with an external MCP4922 DAC is designed to
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apply a stair-step wave signal through the control amplifier to the cell. The
control amplifier is developed to maintain the desired signal applied to the cell
by comparing the actual cell potential with the desired applied potential. The
resulted current generated in the cell is converted to a voltage using the developed
transimpedance amplifier. A Spice simulation of the developed potentiostat is
designed in order to compare the theoretical working of the potentiostat to the
experimental results. The chapter concludes with a detailed explanation of the
Arduino code developed. The code is designed to apply the desired signal to the
cell and to the sample the measured voltage from the transimpedance amplifier.
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Chapter 5

Results

This section discusses the results from the development of an electrochemical
DNA sensor. Fluorescent microscopy, Scanning electron microscopy (SEM), and
electrochemical studies were conducted to verify the immobilization of the ssDNA
probes and the hybridization of the ssDNA targets. Electrochemical studies were
conducted using an integrated setup. The setup consisted of a potentiostat, an
electrode with a transducer surface, an electrolyte, and the analyte. The potentio-
stat, Palmsens 4, is used to perform SWV and CV on the sensor. The results of the
various tests conducted on the low-cost potentiostat are also discussed.

5.1 Concentration of background electrolyte

10mM of potassium ferrocyanide is used as the electrolyte solution. Potassium
chloride is chosen as the background electrolyte. The electrolyte solutions are
made up with DI water in 5 ml Eppendorf tubes. To exclude any extraneous
variables, such as bacteria contamination, a freshly made batch of electrolyte
solution is prepared before every experiment. Before any electrochemical analysis
is performed, the electrode is submerged in the electrolyte solution for 1 min and
three consecutive measurements are taken. The average of the three measurements
are used for comparative studies. This procedure is used for all electrochemical
measurements that follow.

Various concentrations of the background electrolyte are tested to determine
which combination of the electrolyte solution yields the strongest signal. The
square wave voltamograms for concentrations of 0.1, 0.5, 1, 3, 5, 10, 50, and 100
mM potassium chloride in 10 mM of potassium ferrocyanide are plotted in Figure
5.1. From the square wave voltammograms it is observed that as the concentration
of the background electrolyte increases, the peak current generated through SWV
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increases proportionally. Concentrations above 10 mM of potassium chloride
yield higher current peaks, therefore the recommended electrolyte solution of
100 mM potassium chloride in 10 mM potassium ferrocyanide is used for the
electrochemical sensor.
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Figure 5.1: Peak current (mA) vs. background electrolyte concentration (mM)

Figure 5.2 show the approximately linear relationship between the peak current
measured and the concentration of the background electrolyte when added to the
electrolyte solution.
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Figure 5.2: Peak current (mA) vs. background electrolyte concentration (mM) (a) Logarithmic plot
(b) Linear plot

A CV measurement, Figure 5.3, is performed on the electrolyte solution of 10
mM potassium ferrocyanide and 100 mM potassium chloride. The results indicate
that the redox reaction the solution undergoes is reversible as shown by the perfect
duck-shape of the voltammogram, with a peak-to-peak separation value (∆Ep) of
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99.92 mV for every scan shown in Table 5.1.
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Figure 5.3: Cyclic voltammogram of electrolyte solution

Table 5.1: Peak currents (mA) and potentials (mV) of cyclic voltammogram

Scan Ipc (mA) Epc (mV) Ipa (mA) Epa (mV) ∆Ep (mV)
1 0.22339 249.65 -0.16176 149.73 99.92
2 0.20922 239.65 -017152 139.73 99.92
3 0.21447 259.65 -0.16673 159.73 99.92
4 0.21182 259.65 -0.16884 159.73 99.92
5 0.21094 259.65 -0.16973 159.73 99.92
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5.2 Square wave voltammetry calibration curve

To determine a change in concentration of the analyte of interest, a calibration
curve is required to compare the unknown peak currents of the square wave
voltammogram to a known peak current. The calibration curve is determined by
submerging a blank electrode into the chosen electrolyte solution and performing
SWV on the system. The calibration curve is the subsequent voltammogram
that shows the peak current generated when a analyte of concentration 0 mM of
DNA per volume is added to the sensor. When the sensor is used to measure the
concentration of an analyte, any change in the peak current from the calibration
curve is proportional to the concentration of the analyte. The average peak current
of the blank electrode is 1.1 mA at 0.18 V as shown in Figure 5.4 (b). From the
individual measurements, Figure 5.4(a), sensor 1 has a peak current of 1.08 mA,
sensor 2 peak current is 1.09 mA and sensor 3 is 1.11 mA. The average peak current
of 1.1 mA has a standard deviation of 0.016 mA and a margin of error of 0.009 mA.
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Figure 5.4: Calibration curve of DNA sensor (a) Individual peak currents (b) Mean peak current

5.2.0.1 External reference electrode

Silver and gold are both noble metals and have a high affinity to bind to thiols,
hence the use of modified ssDNA probes. It is important in electrochemical studies
for the RE to maintain a constant potential. The potential binding of the ssDNA
probes to the RE may change the resistance of the electrode. Therefore, the use
of an external RE eliminates the unwanted binding of the ssDNA probes to the
SPE’s RE. Figure 5.5 compares the peak current of the calibration curve between
the system when the SPE’s own RE is used, and when an external RE is used. A 5
cm long piece of silver wire is used as the external RE. The external RE is placed
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as close as possible to the WE to minimize the resistance to the system. By using
the external RE, the peak current is reduced by 11.55% to 0.97 mA from 1.1 mA.
The change in the peak current is due to the different resistive characteristics of
the electrodes, such as surface finishes, and surface areas.
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Figure 5.5: Calibration curve of various reference electrodes

5.2.0.2 Mercaptohexanol treatment

Unlike dsDNA, ssDNA’s bases are exposed; among the exposed bases guanine
and adenine moieties have been shown to be the most electroactive bases. These
bases easily oxidize and adsorb onto gold surfaces [42]. MCH is used to prevent
non-specific binding of ssDNA probes and target ssDNA, as well controlling the
density of immobilized ssDNA probes by placing a spacer between the ssDNA
probes and gold. Figure 5.6 shows the effect of treating the blank electrode with
MCH before performing SWV. The electrodes are submerged in 1 mM of MCH for
1 hr. The MCH solution is made up with DI water. The SPEs are then thoroughly
rinsed with DI water and dried at room temperature before the electrochemical
measurements are taken. After the MCH treatment, the peak current decreased
by 11.79% from 1.1 mA to 0.96 mA. Due to MCH acting as a blocking agent, the
negatively charged MCH molecules repel the negatively charged [Fe(CN)6]4-/3-

ions and thus reducing the peak current measured.
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Figure 5.6: Calibration curve post MCH treatment

5.2.0.3 Ultrasonic treatment

To remove any debris from the SPEs they are placed in a beaker with ethanol
and placed in the ultrasonic cleaner for 10 mins on a low temperature and high
frequency. Figure 5.7 shows what occurs when the electrodes are ultrasonically
treated in ethanol. The peak current decreases by 4.68% from 1.1 mA to 1.05 mA.
The small change in the peak current can be due to the removal of unwanted
contaminants on the electrode surface and thus giving way for more [Fe(CN)6]4-/3-

ions to bind to the electrode surface.
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Figure 5.7: Calibration curve post ultrasonic treatment
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5.2.1 Frequency

Various frequencies of the signal applied to sensor are tested in SWV. It is observed
that the peak current increases as the frequency is increased as shown in Figure
5.8. Increasing the frequency increases the scan rate, which reduces the accuracy
of each measurement, therefore only frequencies up until 50 Hz are tested.
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Figure 5.8: Peak currents (mA) of various frequencies

The repeatability of three different frequencies, 25 Hz, 35 Hz, and 50 Hz are
tested. It is observed in Figure 5.9 that 50 Hz yields the most repeatable results.
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Figure 5.9: Repeatability of frequency (a) 25 Hz (b) 35 Hz (c) 50 Hz
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5.2.2 Platinum auxiliary electrode

A comparison test is conducted between a SPE with gold as its CE and a SPE with
platinum as its CE. Using a blank electrode submerged in the chosen electrolyte,
SWV measurements are conducted on both electrodes. The average voltammetric
peak currents are plotted and compared in Figure 5.10(b). Gold yields a higher
peak current. It is expected that by loading the blank electrodes with DNA, the
measured peak currents will decrease indicating binding is taking place. Therefore,
it is beneficial to have a calibration curve with a high peak current in order to see
the change more clearly.
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Figure 5.10: Calibration curve of various auxiliary electrodes (a) Platinum auxiliary electrode (b)
Comparison of platinum and gold
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5.3 ssDNA probe immobilization

An important step in the development of the DNA sensor is generating a recogni-
tion layer integrated with a transducer to detect the analyte. This section discusses
the results from developing the SAM on the transducer through the immobiliza-
tion of ssDNA probes on a gold SPE. Electrochemical and imaging techniques are
used to confirm the development of the SAM. Concentrations of 0.01, 0.1, 1, and
10 µM of ssDNA probes are tested.

5.3.1 ssDNA probe concentration

Figure 5.11 shows the relationship between the peak current of a square wave
voltammogram and the concentration of ssDNA probes immobilized onto a gold
SPE. As the concentration of the ssDNA probes increase from 0.01 µM to 10 µM
the peak current decreases. Each curve represents the average of three individual
measurements taken. Two sensors immobilized with the same concentration of
ssDNA probes are used to establish the working of the sensor.
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Figure 5.11: Change in peak current (mA) vs. change in DNA probes concentration (µM) (a) Sensor
1 (b) Sensor 2

The peak currents from the immobilization of the ssDNA probes are sum-
marized in Table 5.2. The change in the concentration of the ssDNA probes are
detected from the change in the peak current measured from the calibration curve
of the blank sample. The results indicate that as the concentration of the ssDNA
probes increase, the peak current decreases proportionally. There is a 57.6% de-
crease in peak current from the calibrated curve of the blank sample when the
smallest concentration of 0.01 µM ssDNA probes are immobilized onto the SPE.
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The decrease from the calibration curve increases with concentration to a 77.2%
reduction in peak current when 10 µM of ssDNA probes are immobilized onto the
SPE.

Table 5.2: Peak current of various ssDNA probes concentration

DNA probes
(uM)

Sensor 1
(mA)

Sensor 2
(mA)

Average (mA) Percentage
decrease (%)

Blank 1.09 1.09 1.09
0.01 0.56 0.37 0.46 57.6
0.1 0.40 0.32 0.36 66.7
1 0.43 0.28 0.36 67.3
10 0.38 0.17 0.25 77.2

5.3.2 TCEP

The thiol-modified ssDNA probes are not supplied with a free thiol at its 5’ end.
TCEP is used to break down the disulfide bond and expose the free thiol. The use
of TCEP to increase covalent bonding of the DNA probes to gold is tested. TCEP is
used as the test samples in the immobilization of ssDNA probes. Solutions without
TCEP are used as the control samples. As shown in Figure 5.12, by incorporating
TCEP into the ssDNA probes solution there is a decrease in the peak current,
indicating an increase in binding between the ssDNA probes and the gold WE
of the SPE. From the experiment it is shown that by adding TCEP to the ssDNA
probes solution results in the decrease of the peak current by an average of 19.4
% compared to the control samples without TCEP. The peak current is inversely
proportional to the binding that takes place, therefore TCEP increases binding by
19.4%.
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Figure 5.12: The influence of TCEP on immobilization of DNA probes

The change in peak current of each concentration of ssDNA probes are shown
in Table 5.3. The results show the percental decrease in peak current between
each control and test sample. The average of the percentage decrease between
the control and the test samples are calculated from the table. The decrease in the
peak current of the control samples, DNA samples without TCEP, is due to the
non-specific binding of the exposed bases of the DNA and the disulfide bonds to
the gold through adsorption [49].

Table 5.3: Decrease in peak current of test samples (TCEP) from control samples (without TCEP)

DNA probes (µM) Sensor 1 (%) Sensor 2 (%) Mean (%)
0.01 18.35 7.49 12.92
0.1 25.85 13.18 19.52
1 -14.33 30.90 8.29
10 18.10 55.70 36.9

5.3.3 Repeatability of immobilization

To test the reproducibility of the sensor the repeatability of the immobilization
step is determined. 1 µM of ssDNA probes are immobilized onto eight separate
SPEs. Each of the SPEs are separately tested in a fresh batch of electrolyte solution
under the same conditions. Square wave voltammograms of the test and control
samples are shown in Figure 5.13. The mean peak current of the test samples is
0.63 mA with a standard deviation of 0.121 mA. The mean peak current of the
control samples is 0.59 mA with a standard deviation of 0.131 mA. Comparing the
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standard deviation of the test and controls it is shown that the test samples are
more repeatable than the control samples.
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Figure 5.13: Voltammograms (a) 1 µM DNA probes (test samples) (b) 1 µM DNA probes (control
samples)

5.3.4 Fluorescent microscopy

To investigate the binding of ssDNA probes to the gold surface through immo-
bilization, fluorescent microscopy tests are done on the SPEs immobilized with
ssDNA probes. Different nucleic acid stains are used for the experiment, these
stains include GelRed, SybrSafe, GelStar, SmartGlow, and SybrGold. To ensure
saturation of the stain onto the ssDNA probes, a dilution of 1:100 is used for all
stains except the SMartGlow loading dye, which is diluted 1:5. The stains are
prepared in TE buffer. 20 µL of the stain solution are pipetted onto the electrodes
immobilized with ssDNA probes and incubated for 15 mins before thoroughly
rinsed with DI water. The stains are light sensitive, therefore the experiment is
performed in a dimly lit room. The fluorescent imaging is done with the Carl Zeiss
Confocal LSM 780 Elyra PS1 with SR-SIM and PALM/dSTORM super-resolution
platforms for multiple colour analysis. The experiment requires the use of many
electrodes due to the many different stains tested and the multitude of samples
that are repeatedly cleaned and re-used in the experiment. Therefore, it is decided
to use IDEs for this experiment to investigate binding of the the ssDNA probes to
the gold instead of single-use SPEs. The IDEs are reusable by removing the stain
and immobilized probes in a UVO cleaner between experiments.

The experiment compares the immobilized test samples with the control sam-
ples, blank samples, and the test samples treated with MCH. The results of all
samples stained with SmartGLow are shown in Figure 5.14. It is expected that

Stellenbosch University https://scholar.sun.ac.za



CHAPTER 5. RESULTS 66

a high amount of brightly lit spots on the face of the electrode should show on
the test sample and test sample treated with MCH, with slightly less spots on
the control sample and none on the blank sample. However, the results from the
experiment show little difference between the samples with all the stains tested.
The brightly lit spots on the control sample in Figure 5.14 (b) and the test sam-
ple treated with MCH in Figure5.14(c) are contaminants and not related to the
immobilized ssDNA probes.

(a) (b)

(c) (d)

Figure 5.14: Fluorescent microscopy (a) Blank SPE sample (b) Immobilized DNA control sample (c)
Immobilized DNA washed in MCH sample (d) Immobilized DNA test sample

5.3.5 Scanning electron microscopy

SEM surface imaging is another technique used to investigate binding of the
ssDNA probes to the gold electrode surface. The Zeiss MERLIN SEM unit is used
to take images. For this experiment the SPEs are used. IDEs are not suitable for
this experiment due to the poor conductivity of the glass substrate, which result in
low resolution imaging and electrostatic charging on the surface. SEM images of
blank SPE samples, blank SPEs washed in a TE buffer samples, ssDNA probe test
and control samples, and target ssDNA test and control samples are taken and
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compared. There is no difference in the samples studied as shown in Figure 5.15.
Reasons for the lack of evidence on the binding of DNA to gold can be due to the
level of conductivity DNA has and the size of the DNA to be detected. ssDNA
has an average theoretical width of 0.9 nm [58] and the Zeiss MERLIN SEM has a
resolution of 0.8 nm @15kV, while the images were taken at a scale of 20 µm. At
the time of the experiment, the limit of zoom was set to 20µm, which is unsuitable
to detect the extremely small DNA particles.

(a) (b)

(c) (d)

(e) (f)

Figure 5.15: SEM imaging (a) Blank SPE (b) Blank SPE washed in TE buffer (c) Immobilized
DNA control sample (d) Immobilized DNA test sample (e) Hybridized DNA control sample (f)
Hybridized DNA test sample

To further explore DNA binding to gold through immobilization, energy dis-
persive x-ray analysis (EDX) analysis is performed on the SPEs. High levels of the
element Fe (iron) are found on the surface of the gold as shown in Figure 5.16. It is
assumed that these contaminants are present after thoroughly rinsing used SPEs
in DI water after they are submerged in the electrolyte solution for electrochemical
detection. The unsuccessful rinsing of the used SPEs, which results in the presence
of Fe contaminants, is undesirable for repeated electrochemical activation of the
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SPEs because during SWV, the migration of the Fe ions to the gold surface of the
SPE is directly related to the peak current generated.

(a) (b)

Figure 5.16: EDX analysis (a) Presence of contaminant (b) Elemental composition
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5.4 Target DNA hybridization

Hybridization is the main principle of the DNA sensor. ssDNA probes immo-
bilized on the transducer form a SAM. The SAM allows for the recognition of
the ssDNA targets by the formation of dsDNA through the hybridization of the
ssDNA probes and the ssDNA targets. The voltammograms in Figure 5.17 show
the change in the measured peak current when various concentrations of ssDNA
targets are hybridized with 1 µM of ssDNA probes immobilized onto a gold SPE.
Small concentrations of ssDNA targets starting at 0.001 µM are tested up until 0.5
µM. The experiment is repeated on three separate sensors. Each curve represents
the average of three individual measurements for each concentration.
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Figure 5.17: Hybdrization of target DNA (a) Sensor 1 (b) Sensor 2 (c) Sensor 3

The results from Figure 5.17 indicate a trend that, as the concentration of
the ssDNA targets increases, the peak current of the square wave voltammogram
decreases. This is used as the method of detection for the DNA sensors. The change
in current is also an indication of the successful hybridization of the ssDNA targets
to the immobilized ssDNA probes. Free guanine and adenine moieties on the
ssDNA probes interact with thymine and cytosine bases of the ssDNA targets
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through the hybridization process. The hybridization process results in less free
guanine and adenine moieties of the ssDNA probes to undergo redox activities.
The increase in the negative charge resulting from the formation of the dsDNA
repel more Fe ions away from the electrode. These activities cause a reduction in
the peak current [42].
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Figure 5.18: Peak current of target DNA concentration

Table 5.4: Change in peak current of target DNA from 1 µM monolayer

Target DNA
(uM)

Control
(mA)

Sensor 1
(mA)

Sensor 2
(mA)

Sensor 3
(mA)

Mean de-
crease (%)

1 Probe 0.7602 0.7138 0.7101 0.6873
0.001 0.7758 0.7094 0.7263 0.7482 -3.51
0.01 0.7792 0.692 0.7176 0.7261 -1.22
0.1 0.7454 0.6732 0.7089 0.6462 3.83
0.5 0.674 0.7401 0.6403 0.6082 5.88

Figure 5.18 and Table 5.4 compares the peak currents of the square wave
voltammograms between the control samples and the test samples when the SPEs
are loaded with increasing concentrations of the ssDNA targets. It is concluded
that the control sample generally generates a larger peak current, indicating that
less hybridization takes place due to the absence of ssDNA probes to hybridize
with.

When the sensor is loaded with 0.001 µM of ssDNA targets, there is an average
increase of 3.51% in the peak current among the three test samples instead of a
decrease from the base peak current of the 1 µM of ssDNA probes. The increase
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in the peak current after hybridization of 0.001 µM ssDNA targets with the 1 µM
of ssDNA probes is an indication of the detection limit. The peak current has a
tendency to increase after every SWV sweep as shown in Section 5.5. Therefore,
0.001 µM of ssDNA targets are too small to detect and causes a decrease in the
peak current after SWV. When 0.01 µM of ssDNA targets are hybridized with the
ssDNA probes, there is 1.22% increase instead of a decrease in the peak current
for the same reasons there is an increase in the 0.001 µM of ssDNA targets. When
0.1 µM of ssDNA targets are hybridized with the ssDNA probes there is 3.83%
decrease from the peak current of the 1µM ssDNA probes. The change in the
peak current from an increase to a decrease as the concentration of the ssDNA
targets increases is an indication that the sensor is able to detect ssDNA targets
with a concentration of 0.1 µM or higher. When 0.5 µM of ssDNA targets are
hybridized with the ssDNA probes, there is 5.88% decrease from the peak current.
The decrease in the peak current from hybridization is proportional to the increase
in concentration of the ssDNA targets.
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5.5 SWV time dependence

Throughout the design of the DNA sensor, it is observed that the repeatability of
SWV measurements are difficult to achieve. Therefore, the following experiment
investigates the effect repeated electrochemical activation of the SPEs has on the
peak currents generated. Figure 5.19 represents the peak currents of square wave
voltammograms taken at 15 s intervals in the same electrolyte solution without
washing the SPEs after each measurement. It is to be noted that this experiment is
not designed to determine concentration, therefore the difference in concentration
between the different samples are not important, but rather the behaviour of the
peak current over time.
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Figure 5.19: Peak currents (mA) vs time (s) (a) Time 0-4500 s (b) Time 0-185 s

Table 5.5 highlights the important current and time stamps of the curves in
Figure 5.19. The general trend of the curves in Figure 5.19 show an overall increase
in peak current for the first 350 s, the increase is due to the accumulation of
Fe molecules on the SPE as a result of the redox reaction. After saturation of Fe
molecules on the SPE, most of the samples’ peak currents start to reach steady state
after 350 s and in some cases starts to decline. For the first three measurements
under 40 s, there is a decrease in the peak current for all samples except the ssDNA
probes test and control samples. This decrease in peak current can be due to fouling
on the electrode surface, an accumulation of product from the electrochemical
reaction that forms an impermeable layer on the electrode surface. Electrode
fouling can be removed by repeated electrochemical activation. After three cycles
of electrochemical activation, at 30 s there is an increase in peak current due to
Fe molecules reaching the electrode surface. It is assumed that for both the probe
and target ssDNA test samples, the peak current will eventually decrease due to
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over-saturation of the electrode surface with Fe molecules, similar to the other
samples. The reason that saturation takes longer for these test samples is because
DNA has negatively charged phosphate backbones, which repel the negatively
charged Fe molecules, and these test samples have more DNA immobilized onto
the electrodes.

Table 5.5: Key parameters of repeated SPE electrochemical activation

Sample Start peak cur-
rent (mA)

Saturation
peak current
(mA)

End peak cur-
rent (mA)

Saturation time
(s)

Blank 0.94 1.12 0.74 165.55
Probe test 0.97 1.16 1.19 210.70
Probe control 0.74 1.00 0.93 210.7
Target test 0.61 1.09 1.11 1715.72
Target control 0.58 0.98 0.73 331.10

5.6 Potentiostat

This section highlights the results from the development of the potentiostat
through the processes described in Chapter 4 .

5.6.1 Digital to analog converter output waveform

The combination of a stair and step wave to form a stair-step waveform is done
using an Arduino which interfaces with the external DAC. The results of the
desired waveform that is output from the DAC are shown in Figure 5.20. Figure
5.20(a) shows the amplitude of the stair-step wave, which is shown to have an
amplitude of 50 mV as set by the DAC. Figure 5.20(b) shows the desired frequency
of 50 Hz for the stair-step wave. Figure 5.20(c) shows that the DAC can output the
waveform with a step of 10 mV as set by the DAC. Figure 5.20(d) indicates the
start and stop potential of the waveform. The start potential is 0 mV and the stop
potential is 400 mV.

Stellenbosch University https://scholar.sun.ac.za



CHAPTER 5. RESULTS 74

(a) (b)

(c) (d)

Figure 5.20: Oscilloscope screenshots of the stair-step waveform generated (a) Amplitude (b)
Frequency (c) Step size (d) Start and stop potential

5.6.2 Transimpedance amplifier test

5.6.2.1 Biasing of the operational amplifier

A change in biasing voltage that is applied to the op-amp in the transimpedance
amplifier affects the output voltage. Various voltages ranging from 1 V to 3.5 V
are applied to the positive terminal of the op-amp. By applying these voltages to
the positive terminal, the negative terminal is biased to the same potential. Figure
5.21 shows the output voltage recorded.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.21: Oscilloscope screenshots of the transimpedance output with various biased input
voltages (a) 1 V (b) 1.5 V (c) 2 V (d) 3 V (e) 3.3 V (f) 3.5 V

Table 5.6 summarises the results of Figure 5.21. The ADC on the Arduino
can only process positive potentials, therefore when biasing the transistor, it is
important to make sure that the output potential is positive. Lower biased voltages
result in negative output voltages. As the biased voltage increases, the output
voltage increases. At a biased voltage of 3.5 V, the output voltage reaches a positive
voltage of 200 mV for its lower potential. Therefore, a voltage of 3.5 V is chosen as
the biased voltage for the transimpedance amplifier.
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Table 5.6: Transimpedance voltage biasing

Biased voltage Vout max Vout min
1 V 1.4 V -580 mV
1.5 V 1.26 V -560 mV
2 V 1.36 V -560 mV
3 V 1.84 V -400 mV
3.3 V 1.96 V -160 mV
3.5 V 2.04 V 200 mV

5.6.2.2 Current measurement on 3V simplified wave

To test the working of the transimpedance amplifier, a simple 3 V step wave is
applied to the sub-circuit and the results are compared with a Spice simulation.
The sub-circuit only comprises of the transimpedance amplifier and dummy cell
without the control amplifier, DAC, and Arduino. For this test, a simple 1kΩ
precision resistor is used as the dummy cell. The circuit simulated in Spice is
shown in Figure 5.22.

R1

1k
V1

PULSE(0 3 0 1n 1n 0.01 0.02)

C2

1n
R2

1k

U1

TLC2272

C3

100n

V2

5

V3

3.5

Vn Vout

.tran 0 500ms 1ms startup .include TLC2272.cir

Figure 5.22: Spice simulation of 3 V

The voltage Vn of the actual circuit is compared with the Spice simulation in
Figure 5.23. The spice simulation has a lower potential of 2.18 V and an upper
potential of 3.5 V, compared to the actual potential of 2.2 V and 3.52 V. The error
between the upper potential and lower potential is 0.92% and 0.57%.
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Figure 5.23: Transimpedance input Vn (a) Spice model (b) prototype

Voltage Vout of the actual circuit is compared with the Spice simulation in
Figure 5.24. The Spice simulation has a lower potential of 4 V and an upper
potential of 4.36 V, compared to the actual potential of 3.92 V and 4.32 V. The error
is therefore calculated as 2% and 0.92%.
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Figure 5.24: Transimpedance output Vout (a) Spice model (b) prototype

5.6.3 Full circuit current test

The entire circuit is tested with a dummy cell and compared with its corresponding
Spice model and against a working commercial potentiostat. The potentiostat
used in the tests is the Palmsens 4.

5.6.3.1 1 kΩ precision resistor dummy cell

The first test compared the designed potentiostat against its simulated Spice model
when a 1 kΩ precision resistor as the dummy cell. A comparison of the current
through the cell is shown in Figure 5.25. The current in the cell below includes
both the forward and reverse current sampled at the last 25% of the pulse from the
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input waveform. The peak difference between the forward and reverse currents of
the simulated design and the prototype design are respectively 83.5 mV and 130
mV.
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Figure 5.25: Output current of Spice model and prototype design

Figure 5.26 includes the forward and reverse currents of the commercial po-
tentiostat, Palmsens 4. The current measured using the Palmsens 4 is much lower
than that of the simulation and the prototype design as seen in Figure 5.26(a). This
is due to the biased potential of the op-amp of the transimpedance amplifier. The
results from Figure 5.26(a) are from the simulated and prototype design, where
the biased voltage of the op-amp in the transimpedance amplifier is set at 3.5 V. By
biasing the op-amp at 1.2 V, the simulated current matches that of the Palmsens 4
as shown in Figure 5.26(b). Both the Palmsens 4 and the simulated design have
a peak difference between the forward and reverse current of 200 mV. It can be
assumed that biasing the prototype at 1.2 V will change the measured current
through the 1 kΩ resistor to match that of the commercial potentiostat text1.

1Due to time-constraints, analysis of the data was done away from the experimental setup.
Therefore, it was only later found that changing the biased voltage will improve the working of
the potentiostat
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Figure 5.26: Output current (a) Spice and prototype model biased at 3.5 V (b) Spice model biased
at 1.2 V

Figure 5.27 shows the current measured in the 1kΩ dummy cell when a ne-
gative and positive voltage sweep is applied to the cell. The figure compares the
Spice simulation and the prototype design. The figure indicates that the prototype
follows the simulated results closely. By applying both a positive and negative
voltage sweep to the cell, a peak current is able to be measured. Further calibration
of the prototype is recommended to reduce the error between the prototype and
the Spice simulation.
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Figure 5.27: Output current when a positive and negative voltage sweep is applied

5.6.3.2 Randles circuit dummy cell

To further investigate the working of the prototype design beyond the 1kΩ pre-
cision resistor as a dummy cell, the prototype is tested on a Randles equivalent
circuit. A Randles circuit is one of the most common cell models used in electro-
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chemistry and electrochemical impedance spectroscopy. It consists of an active
electrolyte resistance in series with a parallel combination of an double-layer
capacitor and an impedance of a faradaic reaction [59].
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Figure 5.28: Output current with Randles circuit dummy cell (a) Uncalibrated prototype (b)
Calibrated prototype

Figure 5.28 compares the prototype design to the simulated model when a stair-
step wave is applied to a Randles equivalent dummy cell. Figure 5.28(a) shows
the uncalibrated prototype compared to the Spice simulation. The uncalibrated
prototype’s measured current and the simulated current are non-identical. By
calibrating the ADC measured values on the prototype design as shown in Figure
5.28(b), the measured current more accurately fits that of the simulated current.
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Figure 5.29: Output current (a) Uncalibrated prototype, (b) Calibrated prototype

Figure 5.29 compares the output current of the prototype and a commercial
potentiostat. The measured current from the prototype is not identical to the
forward and reverse currents of the commercial potentiostat. By calibrating the
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ADC values that is measured in the prototype design, the measured current follows
the current measured using the commercial potentiostat.
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Figure 5.30: Output current of Spice simulation and commercial potentiostat

Figure 5.30 compares the output current of the commercial potentiostat to that
of the Spice simulation when the biased voltage of the transimpedance amplifier
is adjusted from 3.5 V to 1.2 V. By adjusting the biased voltage it is shown that
the proposed design works as well as a commercial potentiostat. The difference
between the forward and reverse currents of both the commercial potentiostat and
the Spice simulation is 10 µA.

5.7 Summary

The first experiment investigated various concentrations of the electrolyte solution,
the results indicate that 10 mM potassium ferrocyanide in 100 mM potassium
chloride is the optimal concentration. The relationship between the peak current of
the square wave voltammogram is found to be proportional to the concentration
of the background electrolyte (potassium chloride). The cyclic voltammogram
indicated that the redox reaction of the electrolyte solution is reversible.

A calibration curve is established for the biosensor by averaging multiple
square wave voltammograms of the blank gold SPE in the electrolyte solution. The
calibration curve has a peak current of 1.1 mA. The calibration curve is investigated
under various circumstances. These include using an external reference electrode,
treating the electrode with MCH, pre-treating the electrode with an ultrasonic
treatment, changing the frequency of the applied stair-step wave, and using a
platinum auxiliary electrode. The results indicate that using an external reference
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electrode, treating the electrode with MCH or an ultrasonic cleaning decreases the
peak current. A frequency of 50 Hz is chosen due its increased peak current. A
comparison between gold and platinum as the auxiliary electrode show that gold
yields a higher peak current.

The peak currents of square wave voltammograms are investigated when a
gold electrode is immobilized with different concentrations of ssDNA probes.
DNA solutions with TCEP are compared against a control sample, which is DNA
solutions without TCEP. The results indicate a proportional relationship between
the peak current and the concentration of the immobilized ssDNA probes. As
the concentration of the immobilized ssDNA probes increase, the peak current
decreases. TCEP is shown to increase the repeatability of the immobilized ssDNA
probes and to increase binding of ssDNA probes to gold during the immobilization
procedure. To further investigate binding, fluorescent microscopy, SEM, and EDX
analysis is performed on the immobilized DNA on gold. The results from the
visual analysis do not confirm binding.

The detection of the analyte (ssDNA targets) is done by comparing the peak
currents of the square wave voltammograms of various concentrations of ssDNA
targets to 1 µM of immobilized ssDNA probes. The results indicate that there is
a proportional relationship between the concentration of the ssDNA targets and
the peak current. As the concentration increases the peak current decreases. A
LOD of 0.1 µM of ssDNA targets is seen. Concentrations smaller than the LOD
are unable to be detected. The reason is investigated by performing multiple SWV
measurements on the same electrode over 4500 s. The results indicate that repeated
activation of an electrode increases the amount of electrode fouling, which reduces
accuracy.

The potentiostat is tested and the results indicate that it is able to apply SWV
to the sensor and sample the resulting current. Oscilloscope readings on the
output of the DAC show that the measured applied stair-step wave matches the
desired wave. The biased voltage of 3.5 V of the transimpedance amplifier is
shown to result in a positive output voltage, which is required for the ADC. The
Spice simulation of the transimpedance amplifier is compared to the experimental
setup. An error between the output voltage, Vout, is found to be 2% and 0.92%
for the lower and upper potential limit. A full circuit test is conducted using a
1 kΩ precision resistor, and a Randles circuit as the dummy cell. The results are
compared against a commercial potentiostat and the Spice simulation. It is found
that by changing the biased voltage to 1.2 V increases the accuracy of the forward
and reverse currents compared to the commercial potentiostat. Calibration of the
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ADC is also found to increase the accuracy.

The results from the experiments performed on the sensor and the potentiostat
indicate the successful development of an electrochemical biosensor to measure
the concentration of ssDNA.
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Discussion

6.1 Introduction

NCDs burden society and particularly low- and middle-income countries, as they
often go undetected and undiagnosed. Around 41 million people die every year
from NCDs. Early detection of diseases such as cancers and neurodegenerative
diseases can save lives and lessen the dependence on health care systems, societies,
friends, and families. Autophagy flux provides an important measure to detect
these diseases and monitor their progression. Autophagy flux is also a useful tool
to monitor the general health of not only patients suffering from diseases, but also
everyone else. Autophagy flux may be a good indicator of health which generally
fluctuates with changing exercise programs, diet, and sleep. However, there is no
technology on the commercial market to date that can monitor autophagy flux and
not only indicate whether the autophagic process is taking place. The development
of low cost biosensors is the key to rectify the disproportionate access to diagnostic
systems in low-and middle-income countries. Autophagy related biomarkers such
as LC3-II offer new methods to detect certain autophagy related diseases such as
Alzheimer’s disease, breast cancer, as well as monitoring overall general health.

6.2 Overview of the project

In this study an electrochemical DNA biosensor is developed to detect and measure
autophagy flux. cDNA of mRNA that encodes LC3-II is used in the sensor instead
of mRNA. ssDNA probes are immobilized through covalent bonding onto a gold
SPE to act as a recognition layer for the target. The ssDNA probes are designed
to be complementary to the ssDNA targets. The analyte (ssDNA targets) are
detected and measured when they hybridize with ssDNA probes. Using SWV, the

84

Stellenbosch University https://scholar.sun.ac.za



CHAPTER 6. DISCUSSION 85

concentration of the ssDNA targets are measured directly from the peak current
generated in SWV.

The simple implementation of immobilization of the ssDNA probes results
in a measured peak current that decreases as the concentration of the ssDNA
probes increases. When the target ssDNA hybridizes with the immobilized ssDNA
probes, there is a further reduction in the peak current measured. This is in line
with previous studies, which utilized the hybridization reaction to measure an
analyte. One study used a SAM of thiolated DNA probes as sequence-specific
electrochemical sexually transmitted disease sensor to detect target opa gene for
detection of Gonorrhoea [60]. Another study which designed a selective electro-
chemical biosensor to diagnose breast cancer also implemented a SAM of thiolated
ssDNA immobilized onto a gold electrode [61]. Although both studies character-
ized the biosensor using differential pulse voltammetry (DPV), the increased target
concentration resulted in a decrease in peak current against the applied potential.
Incorporating TCEP in the DNA solution resulted in a dramatic change in the peak
current measured through SWV by increasing the amount of immobilized ssDNA
probes through the specific binding of Au-S. This is consistent with literature [62].

A surprising finding in this study that is not recorded in this paper is the
effect of MCH on hybridization efficiency. Peak currents generated from SWV of
the sensor that is treated with MCH before the hybridization reaction had little
difference from the sensor that is not treated with MCH. The reason MCH has little
effect on hybridization may be due to the length of the ssDNA probes, which are
short, therefore are stable enough to maintain a good orientation. Thiol modified
DNA are also shown to generate an upright orientation compared to other linkers.
The highly specific interaction of the ssDNA probes with the ssDNA target render
the need for MCH unnecessary.

Gold SPEs are chosen as the transducer due to the strong affinity of thiolated
DNA to bind to gold through the covalent S-H bond. SPEs are disposable and
not intended for repeated use. This placed a limitation on the project. Characteri-
zation of the sensor requires repeated measurements of the immobilization and
hybridization steps to establish a mean peak current for every concentration of
ssDNA probes and ssDNA targets. To ensure that the gold substrate does not take
part in the measurement process, unused SPEs are used for every iteration of the
process. This led to the use of many SPEs, which increased the cost of the project
as well delays in the completion of the project as new SPEs had to be ordered.
Reusable SPEs were not available to use with voltammetric techniques such as
SWV. A three-electrode configuration is required to ensure that the current and
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potential characteristics of the WE is only measured and not the entire cell. A CE
is required to ensure that no current is passed through the RE. Therefore, to save
on the use of SPEs, IDEs are used in the fluorescent microscopy test. The surface
conditions of the gold are similar and no electrochemical measurement is required
for the test.

The project was also limited by the amount of ssDNA targets available. The
volume of the ssDNA target solution only allowed of maximum concentration of
0.5 µM for use in the sensor. This is considerably small compared to the maximum
concentration of 10 µM of ssDNA probes. Therefore, the change in the measured
peak current by hybridization of small concentrations of ssDNA target are small,
but can be increased to a more distinct change by comparing the effects of larger
concentrations of ssDNA targets.

Reproducibility of measurement results were the biggest problem in this study.
This is partly due to the changing environmental conditions within which the
experiment took place, the lack of control in reproducing the same density of
immobilized ssDNA probes, as well as the use of single-use SPEs. For future
studies, the manufacturing of reusable SPEs for voltammetry measurements is
recommended. The project was limited by the small concentration of ssDNA
targets available. Future research should ensure that there is enough volume of a
high concentration of ssDNA targets to understand the range of detection of the
biosensor. The sensitivity of the sensor can be increased by additional steps. To
increase the amount of immobilized ssDNA probes, the transducer surface can
be functionalized with AuNPs. This increases the surface area of the transducer
to allow area for more ssDNA probes to form a SAM with a controlled density.
Sensitivity of the measurement can also be increased by including a redox indicator
to the system. Methylene blue is recommended, as it specifically binds through
intercalation to dsDNA with a stronger affinity than to ssDNA [63]. Incorporating
a redox indicator to the sensor will change the biosensor from a label-free system
to a labeled system.

6.3 Conclusion

This study successfully developed an electrochemical DNA biosensor to detect and
measure autophagy flux. The project met all the objectives set in the introduction.
The biosensor is characterized by its label-free electrochemical technique to detect
and measure DNA concentration. Immobilization through covalent bonding of
the thiol linker synthesized on the 5’ of the DNA is confirmed through the inter-
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pretation of the square wave voltammograms. The measurement technique of the
analyte is chosen as the hybridization reaction of the ssDNA targets and the immo-
bilized ssDNA probes. The successful hybridization is confirmed by the change
in peak current of the square wave voltammograms. A low cost potentiostat is
developed that is able to apply SWV to the sensor to form a complete biosensor.
The working of the potentiostat is successfully tested with various dummy cells
and compared to simulated circuits and a commercial potentiostat. The prototype
biosensor successfully demonstrated through the intrinsic interaction of comple-
mentary ssDNA strands to form dsDNA, the DNA that encodes LC3-II can be
detected. Immobilization of ssDNA increased significantly by using TCEP to
expose the thiol bond on the thiolated probes. The sensor is able to detect small
concentrations of ssDNA targets of 0.5 µM. This project hopes to contribute in the
ongoing research into autophagy flux and its relationship to various diseases and
health. This prototype can be further developed with future research to monitor
realtime changes in autophagy flux that relates to general health.
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A.1 Screen-printed electrode
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A.2 Interdigitated electrode
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A.3 MCP4922

The electrical characteristics of the device is presented in the datasheet that fol-
lows. Other characteristics of the device can be found in the full datasheet at:
https://ww1.microchip.com/downloads/en/devicedoc/22250a.pdf
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A.4 TLC2272

The electrical characteristics of the device is presented in the datasheet that fol-
lows. Other characteristics of the device can be found in the full datasheet at:
https://www.ti.com/product/TLC2272
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B.1 DNA preperation
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