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Abstract 

Low/middle income countries suffer from large deficits in experienced Radiation 

Oncologists, Medical Physicists and Radiation Therapists. Due to these deficits, the 

bottlenecks experienced in the High-dose rate (HDR) cervical brachytherapy 

treatment planning workflow are amplified. Image-guided HDR cervical brachytherapy 

is a complex, labour intensive, manual, time-consuming and expertise driven process. 

Automation in radiotherapy treatment planning, especially in brachytherapy, has the 

potential to substantially reduce the overall planning time however most of these 

algorithms require high level of expertise to develop. The aim of this study is to 

implement the out of the box self-configuring deep neural network package, known as 

No New U-Net (nnU-Net), for the task of automatically delineating the organs at risk 

(OARs) and high-risk clinical target volume (HR CTV) for HDR cervical brachytherapy. 

The computed tomography (CT) scans of 100 previously treated patients were used 

to train and test three different nnU-Net configurations (2D, 3DFR and 3DCasc). The 

performance of the models was evaluated by calculating the Sørensen-Dice similarity 

coefficient, Hausdorff distance (HD), 95th percentile Hausdorff distance, mean surface 

distance (MSD) and precision score for 20 test patients. The dosimetric accuracy 

between the manual and predicted contours was assessed by looking at the various 

dose volume histogram (DVH) parameters and volume differences. Three different 

radiation oncologists (ROs) scored the predicted bladder, rectum and HR CTV 

contours generated by the best performing model. The manual contouring, prediction 

and editing times were recorded.  

The mean DSC, HD, HD95, MSD and precision scores for our best performing model 

(3DFR) were 0.92/7.5 mm/3.0 mm/ 0.8 mm/0.91 for the bladder, 0.84/13.8 mm/5.2 

mm/1.4 mm/0.84 for the rectum and 0.81/8.5 mm/6.0 mm/2.2 mm/0.80 for the HR 

CTV. Mean dose differences (D2cc/90%) and volume differences were 0.08 Gy/1.3 cm3 

for the bladder, 0.02 Gy/0.7 cm3 for the rectum and 0.33 Gy/1.5 cm3 for the HR CTV. 

On average, 65 % of the generated contours were clinically acceptable, 33 % requiring 

minor edits, 2 % required major edits and no contours were rejected. Average manual 

contouring time was 14.0 minutes, while the average prediction and editing times were 

1.6 and 2.1 minutes respectively. Our best performing model (3DFR) provided fast 
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accurate auto generated OARs and HR CTV contours with a large clinical acceptance 

rate. Future work should focus on including larger datasets to eliminate 

inconsistencies, as well as focus on automating the generation of treatment plans. 
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Opsomming 

 

Lae/middel-inkomste lande ly aan groot tekorte in ervare stralingsonkoloë, mediese 

fisici en radioterapeute. Hierdie tekorte lei tot verhoogde werksladings in die 

beplanning van hoë-dosis-tempo (HDT) servikale bragiterapie behandelings. 

Beeldgeleide HDT servikale bragiterapie is 'n komplekse-, arbeidsintensiewe-, 

tydrowende- en kundigheidgedrewe proses. Outomatisering in radioterapie-

behandelingsbeplanning, veral in bragiterapie, het die potensiaal om die algehele 

beplanningstyd aansienlik te verkort, maar die meeste van hierdie algoritmes vereis 

gevorderde kundigheid om te ontwikkel. Die doel van hierdie studie is die 

implimentering van die self-konfigurerende diep neurale netwerk pakket, No New U-

Net (nnU-Net), om die krities belangrike organe (OARs) en hoë-risiko kliniese teiken-

volumes (HR-CTV) outomaties vir HDT servikale bragiterapie te delinieer. 

Drie verskillende nnU-Net-konfigurasies (2D, 3DFR en 3DCasc) is retrospektief op die 

rekenaartomografiese (CT) beelde van 100 behandelde pasiënte opgelei en getoets. 

Die doeltreffendheid van die modelle is evalueer deur die Sørensen-dobbelsteen-

ooreenkomskoëffisiënt (DSC), Hausdorff-afstand (HD), 95ste persentiel Hausdorff-

afstand (HD95), gemiddelde oppervlakafstand (MSD) en presisietelling vir 20 toets-

pasiënte te bereken. Die verskillende dosis-volume-histogram (DVH) parameters en 

volume-verskille is gebruik om die dosimetriese akkuraatheid tussen die hand-

gedelinieerde en voorspelde kontoere te beoordeel. Die beste presterende model se 

voorspelde blaas-, rektum- en HR-CTV-kontoere is daarna deur drie verskillende 

stralingsonkoloë beoordeel. Die totale tydsduur van hand-gedelinieerde kontoere, 

asook die voorspelde- en gewysigde kontoere is aangeteken. 

Die gemiddelde DSC, HD, HD95, MSD en presisietellings vir die beste model (3DFR) 

is 0.92/7.5 mm/3.0 mm/0.8 mm/0.91 vir die blaas, 0.84/13.8 mm/5.2 mm/1.4 mm/0.84 

vir die rektum en 0.81/8.5 mm/6.0 mm/2.2 mm/0.80 vir die HR-CTV. Die gemiddelde 

dosis- (D2cc/90%) en volume-verskille is 0.08 Gy/1.3 cm3 vir die blaas, 0.02 Gy/0.7 cm3 

vir die rektum en 0.33 Gy/1.5 cm3 vir die HR-CTV. Oor die algemeen is 65% van die 

genereerde kontoere klinies aanvaarbaar, terwyl slegs 33% klein veranderinge 

benodig het. Verder, het slegs 2% hiervan groot veranderinge benodig, terwyl geen 

kontoere afgekeur is nie. Die gemiddelde hand-gedelinieerde kontoere het 14.0 
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minute geneem, terwyl die gemiddelde voorspelde kontoere 1.6 minute geneem het. 

Dit het slegs 2.1 minute geneem om die voorspelde kontoere te wysig totdat dit klinies 

aanvaarbaar is. Die beste model (3DFR) het vinnige, akkurate outomaties-

gegenereerde kontoere met 'n groot kliniese aanvaardingskoers verskaf. Groter 

datastelle sal in die toekoms ingesluit word om teenstrydighede uit te skakel en 

outomatiese behandelingsbeplanning sal ook deel vorm van toekomstige navorsing. 
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1. Introduction and Background 

 

1.1 Introduction 

 

Cancer is an ever-growing burden in Africa with the International Atomic Energy 

Agency (IAEA) reporting an estimated 1.06 million new cancer cases per year, with 

this number expected to increase to 2.12 million by 2040.1 In many sub-Saharan 

African (SSA) countries, including South Africa, cervical carcinoma is one of the most 

diagnosed malignancies in women.2 The human papilloma virus (HPV) is the cause of 

most cervical cancers with vaccines in high-income countries being well received 

leading to an already low incidence rate. However, in low/middle income countries, 

incidence rates are higher and due to lack of funding for healthcare, implementation 

of large-scale HPV vaccination programmes are hindered.3 According to the National 

Centre for Communicable Diseases (NCID) national cancer registry, in 2017, 6 600 

new cervical cancer cases were recorded in South Africa alone. This accounted for 

15.85 % of all new cancer cases among women4. In 2018 the World Health 

Organisation (WHO) registered 13 004 new cervical cancer cases, accounting for 12.1 

% of all cancer cases recorded for men and women combined.5 These numbers are 

expected to only increase over the coming years. It is therefore crucial to ensure that 

patients have access to the latest treatment techniques and for professionals to 

continuously improve all aspects of the radiotherapy treatment process. 

 

1.2 Thesis structure 

 

This thesis is divided into five main sections. Section one focuses on the introduction, 

background, and literature with a brief introduction to brachytherapy, calculation of 

dose distribution around a brachytherapy source, followed by a description of 

automation techniques and the application deep learning in radiotherapy. Section two 

outlines the problem statement and study objectives. Section three discusses the 

research methodology as well as brief explanations of the performance metrics used 

to evaluate the accuracy of the automatic contouring models. Section four includes the 
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complete article that has been submitted to the American Association of Physicists in 

Medicine (AAPM) journal of Medical Physics and finally section five concludes with the 

summary of findings and future work. 

 

1.3 HDR Brachytherapy 
 

Brachytherapy (sometimes referred to as curie therapy) is a term used to describe 

radiation therapy in which small, encapsulated radionuclide sources in needles, seeds, 

wires, or catheters are placed directly into or near a tumour. During intracavitary 

brachytherapy, the sources are placed inside body cavities in close proximity to the 

tumour volume using a site-specific applicator. Intracavitary brachytherapy is 

commonly carried out using either low dose rate brachytherapy (dose rate of 0.4-2 

Gy/hr), or a High-dose rate (HDR) brachytherapy afterloader unit (dose rate > 10 

Gy/hr). HDR brachytherapy provides several advantages over LDR brachytherapy, 

such as: reduced treatment time, more flexibility in customizing treatment plans, as 

well as reduced exposure to physicians and staff.6 

 

HDR intracavitary brachytherapy is one of the primary treatment modalities in the fight 

against cervical cancer and is delivered as either a primary or boost treatment option. 

Various applicators are used to hold the sources in an appropriate configuration. 

Cervical applicators commonly consist of a central tube (tandem) and lateral ovoids 

(Figure 1-3-1a), however some institutes such as Tygerberg hospital use Ring and 

Tandem (R-T) applicators (Figure 1-3-1b). Although modern techniques such as 

Intensity Modulated Radiotherapy (IMRT) or Volumetric Modulated Arc Radiotherapy 

(VMAT) are commonly used as External Beam (EB) treatment options, HDR 

brachytherapy remains an irreplaceable curative technique owing to its steep dose 

gradients that offer excellent local control rates while reducing many normal tissue 

complications.7–11 Several studies have shown an increase in survival rates and a 

decrease in recurrence rates when brachytherapy is used as part of a patient’s 

treatment regimen.12–15 
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Figure 1-3-1. Elekta (a) tandem-ovoid applicator and (b) tandem-ring applicator.16 

Over the past two decades, Image-guided (IG) HDR brachytherapy has become the 

recommended gold standard with several guidelines being published by societies such 

as Groupe Europeen de Curetherapie (GEC), the European Society for Radiotherapy 

& Oncology (ESTRO) and the American Brachytherapy Society (ABS).17–21 Two-

dimensional (2D) brachytherapy involves the use of two sets of X-ray images, an 

anterior-posterior and a lateral image, where treatment doses were commonly 

prescribed to a point following the Manchester system or ICRU system. However, the 

lack of spatial/volume information in 2D imaging results in poor localisation of the 

tumour volume and surrounding organs at risk (OARs). This subsequently leads to 

poor local control and increased toxicity compared to more modern three-dimensional 

(3D) IG techniques.22  

 

The use of Computed Tomography (CT) imaging or Magnetic Resonance Imaging 

(MRI) allows health professionals to contour the target and OARs thereby allowing 

one to plan and deliver highly accurate, patient specific brachytherapy treatments.23–

26 In order to ensure high quality IG-HDR brachytherapy treatments, the accurate 

delineation of organs at risk (OARs), such as the bladder and rectum, as well as the 

high-risk clinical target volume (HR-CTV) plays a significant role in the delivery of 

optimal absorbed dose to the tumour area, while at the same time minimizing the dose 

to the normal tissue. 

 

Although IG-HDR brachytherapy comes with great advantages, the treatment planning 

workflow is a labour-intensive, time-consuming process that includes a number of 

manual steps and involves input from a range of professionals; Radiation Oncologists 

(a) (b) 

Stellenbosch University https://scholar.sun.ac.za



4 
 

(ROs), Radiotherapists (RTs) and Medical Physicists (MPs). Several studies have also 

highlighted issues due to inter- and intra- observer variability in organ delineation with 

Hellebust et al and Saarnak et al reporting inter-observer variabilities between 5-8 % 

and 10-11 % respectively.27–31 Not only is inter- and intra- observer variability a 

growing concern, Low- and middle-income countries, such as those in Africa, face 

several other challenges in an attempt to meet the demands for high quality cancer 

treatment. These include and are not limited to equipment, maintenance, high 

workloads as well as huge deficits in experienced ROs, MPs and RTs.32,33 As a result, 

there has been a growing demand internationally to try and automate as much of the 

radiotherapy treatment planning workflow as possible using a range of computer aided 

algorithms. 
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1.4 Dose Distribution (AAPM TG-43) 
 

For one to accurately determine the dose to the target and OARs in HDR 

brachytherapy, it is vital to know what the dose distribution around the source will be. 

The updated AAPM Task Group 43 (TG-43) report provides the basis for determining 

the dose distributions around brachytherapy sources by assuming photon interactions 

only and treating the surrounding medium as water. 34 The dose rate at any point from 

a single finite source can be calculated from the 2D dose rate equation (equation 1) 

given below. 

�̇�(𝑟, 𝜃) =  𝑆𝐾Λ
𝐺(𝑟, 𝜃)

𝐺(𝑟0, 𝜃0)
𝑔(𝑟)𝐹(𝑟, 𝜃)                 (𝐸𝑞. 1. ) 

Where: 

r  is the distance (cm) from the origin to the point of interest P 

θ  is the angle between the radius vector r and the long axis of the source 

θo  defines the source transverse plane and is equal to 𝜋/2 radians 

SK  is the air kerma strength of the source (μGy·m2·h-1) 

𝛬  is the dose rate constant in water 

G(r,θ)  is the geometry function 

g(r)  is the radial dose function 

F(r,θ)  is the anisotropy function 

Figure 1-4-1. Coordinate system for 2D brachytherapy dose-rate calculations. 34   
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1.4.1 Dose Rate Constant 
 

The dose rate constant L is defined as the dose rate to water at a distance r0 on the transverse 

axis, P(r0 = 1 cm,θ0 = 90o), per unit air kerma strength source in water (cGy·U-1·h-1): 

𝛬 =  
𝐷(𝑟0, 𝜃0)

𝑆𝐾
        (𝐸𝑞. 2. ) 

The dose rate constant depends on the radionuclide, source model and the internal source 

design. (1 U = 1 cGy·cm2·h-1). 

 

1.4.2 Geometry Factor 

 

The geometry function, neglects scattering and attenuation but accounts for the variation of 

the relative dose due to the spatial distribution of activity within the source by applying an 

inverse square-law correction based on an approximation of the activity distribution. G(r, θ) 

reduces to 1/r2 for point source approximation and to β/(Lr sinθ) for a line source approximation 

with β and L shown in figure 1-4-1. 

 

1.4.3 Radial Dose Function 
 

The radial dose function g(r) accounts for the effects of attenuation and scatter in water on the 

transverse plane of the source (θ = 𝜋/2), excluding falloff, which is included by the geometry 

function G(r, θ). 

 

1.4.4 Anisotropy Function 
 

The anisotropy function F(r, θ) accounts for the directional dependence of the dose rate 

distribution around the source, including the effects of absorption and scatter within the source 

core and encapsulation material. F(r, θ) is defined as unity on the transfer plane, however, its 

value off the transfer plane decreases:  

(i) as r decreases;  

(ii)  as θ approaches 0º or 180º;  

(iii)  as the source encapsulation thickness increases; and  

(iv)  as the photon energy decreases. 
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1.5 Automation in Radiotherapy 

 

Radiotherapy is a rapidly evolving field with new innovations being developed at an 

ever-increasing rate. A large number of these innovations are being focused on 

automating various steps or processes in radiation oncology. Automation has a wide 

range of uses in radiotherapy with many studies looking at automating clinical 

workflows, quality assurance, chart reviews, treatment planning as well as organ at 

risk and target delineation.35–37 Over the past few years, several techniques have been 

proposed to automate the delineation of OARs and targets in radiotherapy. 

  

1.5.1 Atlas Based Methods 
 

A commonly used approach is Atlas Based (AB) methods which involves deformable 

image registration between the new image and the atlas or reference image. Once 

registration is complete, segmentations from the reference image or atlas are 

transformed onto the new or test image as shown in figure 1-5-1.38–41 As a result, AB 

methods depend largely on the type of algorithm applied and therefore tend to suffer 

from a lack of certainty in deformable registration. Moreover, AB methods are time 

consuming and are plagued by sub-optimal segmentations especially when dealing 

with atypical patients, internal organ motion, bladder filling or the presence of gas in 

anatomical sites such as the rectum.42–45 Due to the inconsistencies in AB 

segmentation methods, there has been a recent shift towards deep learning (DL) 

automated segmentation techniques with promising results.  

Figure 1-5-1. Example of Atas based segmentation of the liver.46 
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1.5.2 Deep Learning Based Methods 
 

Machine learning (ML) involves the use of algorithms and statistical models to analyse 

and draw inferences from patterns in data with the ability to learn and adapt to imitate 

an intelligent human process. ML algorithms can be trained to do a large variety of 

tasks via either supervised, unsupervised or semi-supervised learning. Supervised 

learning involves data, where each training input example has a unique corresponding 

label or output ground truth, as in the case of the cat/dog binary classification task 

seen in figure 1-5-2. Unsupervised learning on the other hand, attempts to find the 

desired output from a given unlabelled dataset by identifying patterns in the data 

through repetitive processes such as clustering or grouping. 

 

1.5.2.1 Linear and Logistic Regression 

 

The simplest form of machine learning is linear regression, where one would like to 

determine the line of best fit (y =mx +c) for a given set of x values. This is achieved by 

incrementally adjusting the weights, in this case the gradient (m) and y-intercept (c), 

until the sum of the squared differences between the actual value and linear fit value 

(called the cost function), for all given values of x, is minimized.  

The same concept can be applied to an image classification task, where each pixel in 

an image is known as a feature (xi) and can be used to train a model to classify whether 

a specific image falls into one of the given classes. For example, the binary 

classification of whether an image is a dog or cat (figure 1-3.), could have a single 

layer trial function such as that given in equation 3. 

 

𝑦𝑝 = 𝑎𝑥1 + 𝑏𝑥2 + 𝑐𝑥3 + 𝑑𝑥4 + 𝑒𝑥5 + 𝑓𝑥6 + 𝑔𝑥7 + ℎ𝑥8 + 𝑗𝑥9 + 𝑘          (𝐸𝑞. 3. ) 
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Figure 1-5-2. Example of binary image classifier. 

One would then try to find the best weights (a, b, c, d, e, f, g, h, j and k) that can 

minimize the difference between the predicted value, yp, and the ground truth value, 

y. However, for a binary classification task such as this, one would use logistic 

regression, where the goal is to minimise the difference in the logarithm of the 

predicted yp and ground truth y (equation 4) by repetitively adjusting the weights, with 

yp taking on a probability between 0 and 1, where a value closer to 1 would indicate a 

cat and a value close to 0 indicating the image is a dog. 

𝐶𝑜𝑠𝑡 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 =  
1

𝑚
∑ −[𝑙𝑜𝑔(𝑦𝑝(𝑥𝑖)) + (𝑦𝑖)𝑙𝑜𝑔(1 − 𝑦𝑝(𝑥𝑖)]

𝑚

𝑖=𝑙

   (𝐸𝑞. 4. )  

1.5.2.2 Deep Learning 

 

DL is a subset of machine learning where models known as neural networks, usually 

comprised of at least three or more layers, attempt to simulate the behaviour of a 

human brain. An example of a 5-layer fully-connected neural network is shown in 

figure1-5-3. The first layer of a neural network is the input layer, followed by a certain 

number of hidden layers (in this case three) where increasing the number of hidden 

layers essentially increases the depth of the neural network hence the term deep 

learning networks. Each hidden layer is comprised of several neurons, where each 

neuron takes in an input, applies a trial function with weights and returns an output, as 
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shown in figure 1-5-4. Each trial function also includes a bias term, b, which is 

analogous to the role of the constant or y-intercept in a linear fit function.  

 

Figure 1-5-3. Example of a 5-layer neural network 47 

The final layer is the output layer, which in the case of the binary classification task 

mentioned earlier, these output nodes would be the two classes (cat or dog). 

Figure 1-5-4. Example of a single neuron. 

 

  

𝑓(∑ 𝑤𝑖𝐼𝑖 + 𝑏)

𝑚

𝑖=1

 

𝐼1 

𝐼2 

𝐼3 

𝑂 

𝑤1 

𝑤2 

𝑤3 

b 
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1.5.2.3 Training Neural Networks 

 

The aim when training a neural network, is to learn the values that the weights and 

biases need to take on to minimise the difference between predicted output and 

ground truth, known as the loss. The training process is iterative and is commonly 

comprised off four steps: forward propagation, loss calculation, backpropagation and 

parameter update. Model parameters (weights and bias) are first randomly initialised 

and then the training input data (analogous to x input of straight line) is passed through 

the network to obtain a prediction, the forward propagation step.  

The predicted output is then compared to the ground truth or label and the loss is 

calculated. There are a wide variety of loss functions that one can use (binary, cross-

entropy, mean squared error, etc) and can be customised to the task at hand. The loss 

information is then backpropagated from the output layer to all the neurons in the 

hidden layer, with neurons receiving a fraction of the total loss based on its relative 

contribution to the original output. 

Once the loss has been backpropagated to all the neurons, all the weights are 

adjusted via a process known as gradient descent. This process uses the derivative 

or gradient of the loss function to change the weights by small increments in a direction 

that aims to reduce the total loss function and in doing so improve accuracy of the 

model. During model training, these steps are continuously repeated until the total loss 

function has been minimised, i.e. a global minimum for the loss function has been 

found. 

 

1.5.2.4 Deep Convolution Neural Networks 

 

Deep convolution neural networks (CNN) are the gold standard for tasks such as 

image recognition, image classification, image segmentation and facial recognition.48 

Two dimensional Images are comprised of arrays with dimensions Height x Width x c, 

where height and width are the number of pixels or image resolution of the image, 

while c is known as channel number which takes on the value 3 for colour images 

(Red, Green, Blue colour channels) and 1 for grayscale images. CNNs contain 
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convolution layers, whereby filters are applied and move across the image in order to 

extract or enhance certain features (figure 1-4-5).  

These filters or kernels are trainable and replace the concept of weights as seen in the 

case of neural networks. Stacking several convolution layers creates a deep CNN 

where one can provide training data comprising of input images and corresponding 

ground truth outputs for the model to incrementally change and learn the filters needed 

to extract the relevant information or to classify each pixel in the input image into a 

given class. This forms the basis of most deep learning CNN based segmentation 

models. 

Figure 1-5-5. Convolution of a 5x5x1 image with a 3x3x1 filter 49 

 

1.5.3 Deep Learning in Radiotherapy 

 

The automated delineation of the organs at risk (OARs) and targets using deep 

convolutional neural networks in EB radiotherapy have been successfully applied to 

cases such as head and neck50, brain metastases51, breast52, rectum53, pelvis54,55 and 

cervix.56,57 DL methods have shown to provide an increase in accuracy, reproducibility, 

and robustness over conventional AB methods. 52,58–61 DL has also been effectively 

applied in various areas of brachytherapy from applicator reconstruction, dose 

calculation, treatment planning as well as organ delineation62. In HDR cervical 

brachytherapy work has been done on automating the reconstruction of applicators 

using deep learning63,64, while a few studies have looked at the automatic 

segmentation of the OARs and targets.64–66 

Image 
kernel/filter Convolved 

Feature 
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The study conducted by Zhang et al, focused on OAR and target delineation as well 

as applicator reconstruction using a 3D convolution neural network based on the novel 

3D-Unet architecture which incorporated residual connections and deep 

supervision.64–66  Mohammadi et al, applied a 2D model architecture combining a 

Residual Network (ResNet) and popular U-Net to create a deeper convolutional neural 

network for segmenting the OARs but failed to look at the delineation of the high-risk 

clinical target volume (HR CTV). 64–66  Another study carried out by Yoganathan et al, 

focused on segmenting the OARs and HR CTV using two different 2D and 2.5D 

models, with one applying a ResNet50 backbone and the second implemented an 

Inception Residual network backbone. 64–66  

These studies however did not look at the clinical acceptability of the predicted 

contours, the effect that an automated system might have on the brachytherapy 

workflow and involved complex deep learning models that require a high level of 

programming, as well as machine learning, knowledge to replicate in one’s own clinical 

department.67 Although there are a number of commercial software tools available to 

tackle automated segmentation in radiotherapy, most of these systems are extremely 

expensive and are not task specific, with application mostly centred around general 

EB radiotherapy treatment sites. 68 The purpose of this study is to train and implement 

the out of the box deep convolution neural network framework known as No New U-

Net (nnU-Net), for the automated delineation of the HR CTV and OARs in HDR cervical 

brachytherapy. This study will also assess the clinical acceptability of the generated 

contours as well as the effect that the automated segmentation system will have on 

the efficiency/timesaving of the brachytherapy workflow in the Department of Radiation 

Oncology at Tygerberg Hospital. 
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1.6 Tygerberg Hospital HDR Cervical Brachytherapy Workflow 

 

In the Department of Radiation Oncology at Tygerberg Hospital, cervical 

brachytherapy patients require a smit tube/sleeve (S-Tube) to be sutured into the 

cervix. Once the S-tube’s position has been verified, the brachytherapy Ring and 

Tandem (R-T) applicator is then carefully placed into the patient via the S-Tube. Once 

the applicator is in place, the patient undergoes a CT planning scan. This CT scan is 

then exported to the Oncentra (Elekta, Stockholm, Sweden, version 4.6) planning 

system where an RO contours out a HR-CTV along with the bladder and rectum. Once 

the patient has been imaged, the patient with applicator in place is carefully moved 

into the brachytherapy suite and the first fraction of the patient’s treatment is delivered. 

Due to the time required for an RO to contour all the necessary organs, every patient’s 

first fraction is treated using a standard plan template. Once target and OAR 

contouring has been completed, an MP creates a patient specific adapted plan which 

is then used for treating the patient’s remaining fractions. 

 

With the possible implementation of an automated contouring system, the aim would 

be to substantially improve the efficiency of the brachytherapy workflow. The first few 

steps are unchanged, however once the applicators have been placed and the 

planning CT sent through, the automated contouring system would theoretically; pull 

in the CT, automatically delineate the required structures, and then send the CT with 

structure set to the planning system. This would allow the MP to create a patient 

specific plan while the patient is being moved across to the brachytherapy suite. The 

RO will then need to only verify that the contours are clinically acceptable, as well as 

approve the treatment plan. The patient will then be able to start their treatment from 

the first fraction on a plan that has been adapted specifically for them. 
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2. Problem Statement and Objectives 

 

2.1 Problem Statement 

 

The contouring stage in the IG-HDR cervical brachytherapy treatment planning 

workflow is a time consuming and labour-intensive process resulting in bottlenecks or 

sub-optimal treatments, that are amplified in resource constraint environments such 

as those in low/middle income countries. 

 

2.2 Central Research Objectives 

 

The central research object is to train various nnU-Net configurations for the automatic 

segmentation of the OARs and HR CTV in IG-HDR cervical brachytherapy. The first 

stage of the study is to collect training data, anonymize the data, pre-process the data 

and configure the nnU-Net pipeline.  

The second stage objective is aimed at training and testing the three nnU-Net 

configurations by evaluating each of the different configuration’s performance against 

the ground truth manual contours using the metrics described in section 3.1.  

The final objective will be to evaluate the clinical acceptability of the generated 

contours, as well as the possible time saving when implementing the automatic 

contouring system into the planning workflow. 
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3. Research Methodology 

 

Place of research: Tygerberg Hospital, Radiation Oncology Division 

Study design: Retrospective study 

Selection of participants: 100 locally advanced cervical cancer patients treated with 

external beam radiotherapy (50 Gy/25 fractions or 46 Gy/23 fractions), followed by 

HDR brachytherapy (25 Gy/5 fractions or 24 Gy/4 fractions) using the ring and tandem 

applicators. All patients were scanned on a Phillips Brilliance Big Bore 16 Slice CT 

scanner. All bladder, rectum and HR CTVs were manually contoured and approved by 

experienced clinical oncologists. 

Exclusion criteria: Patients who were treated with a tandem applicator alone (no ring) 

or who were treated only with external beam radiotherapy. 

Ethics: Ethics approval was obtained from the University of Stellenbosch Health 

Research Ethics Committee (HREC) with project ID 24418 and ethics reference 

number S22/01/013. 

Data Analysis: The anonymised patient data was used to train three different DL 

configurations (models) for the task of automatically contouring the OARs and HR 

CTV. The performance of the different configurations was assessed using the metrics 

defined in section 3.1. The clinical acceptability of the contours was judged by three 

independent ROs using the scoring mechanism shown in table 3-1, and the dosimetric 

impact evaluated based on the cumulative dose volume histogram (DVH) statistics 

between the manual and predicted contours.  

Table 3-1. Scoring mechanism for clinician assessments. 

Rank Evaluation 

1 Reject completely 

2 Major revisions 

3 Minor revisions before clinically acceptable 

4 Clinically acceptable 
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3.1 Performance Metrics 

 

3.1.1 Dice Similarity Coefficient 

 

Dice Similarity Coefficient (DSC) or Sørensen-Dice Coefficient (equation 3) is a 

commonly used metric in medical image segmentation tasks by comparing the output 

from a ML model against a reference/ground truth mask. The DSC can also be used 

to compare two manual volumes drawn by two different users.69 The DSC is a metric 

that indicates the spatial overlap between two regions or in this case medical contours. 

DSC values range between 0 and 1, where 1 indicates complete overlap between the 

two contours. 

𝐷𝑆𝐶 = 2
(|𝐴 ∩ 𝐵|)

(|𝐴| + |𝐵|)
                                (𝐸𝑞. 5. ) 

 

3.1.2 Hausdorff Distance and 95th percentile Hausdorff Distance 

 

The Hausdorff distance (HD) or Pompeiu-Hausdorff distance is a measure of how far 

the surface of two subsets of a metric space are from each other, i.e. how far two 

contour sets are from each other. The Hausdorff distance is the maximum closest 

distance between a set of points of two contours and is defined as: 

𝐻𝐷(𝐴,  𝐵) = 𝑚𝑎𝑥{ℎ(𝐴, 𝐵),  ℎ(𝐵, 𝐴)}       (𝐸𝑞. 6. ) 

Where h(A, B) is given by: 

ℎ(𝐴, 𝐵) =  max
𝑎∈𝐴

{min
𝑏∈𝐵

{𝑑(𝑎, 𝑏}}                  (𝐸𝑞. 7. ) 

The Hausdorff distance as it stands can be an adequate indication of a model’s 

performance, however it is prone to outliers which may not be a true indication of how 

well the model is performing. It has therefore become popular to report the 95th 

percentile Hausdorff distance (HD95), as it eliminates possible outliers and provides 

a better indication of a model’s performance. 
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3.1.3 Mean Surface Distance 

 

The Mean Surface Distance (MSD) is calculated using the surface pixels from two 

contours A and B. For each surface pixel in A, the mean Euclidean distance to the 

surface voxel of B is calculated. The MSD tells us on average, how much the surface 

of the segmentation varies from the ground truth. The MSD is defined as in equation 

8 below, where the mean distance between every surface voxel in A and closest voxel 

in B is calculated. The calculation is repeated for B to A and the average taken. 

𝑀𝑆𝐷(𝐴,  𝐵) =
{𝑚𝑒𝑎𝑛(𝑑(𝐴, 𝐵)) + 𝑚𝑒𝑎𝑛(𝑑(𝐵,  𝐴))}

2
            (𝐸𝑞. 8. ) 

 

3.1.4 Precision Score 

 

The precision score is an indication of the fraction of predictions that are true positives 

(TP) rather than false positives (FP). In other words, the precision score indicates the 

ratio of the number of pixels located on the boundary of a predicted contour, which are 

close enough to the ground truth contour, to the total predicted contour boundary: 

                             𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                 (𝐸𝑞. 9. ) 
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ABSTRACT 

Background: The High-dose rate (HDR) brachytherapy treatment planning workflow 

for cervical cancer is a labour intensive, time consuming and expertise driven process. 

These issues are amplified in low/middle income countries with large deficits in 

experienced healthcare professionals. Automation has the ability to substantially 

reduce bottlenecks in the planning process but often require a high level of expertise 

to develop. 

Purpose: To implement the out of the box self-configuring nnU-Net package for the 

auto-segmentation of the organs at risk (OARs) and high-risk CTV (HR CTV) for Ring-

Tandem (R-T) HDR cervical brachytherapy treatment planning. 

Methods: The computed tomography (CT) scans of 100 previously treated patients 

were used to train and test three different nnU-Net configurations (2D, 3DFR and 

3DCasc). The performance of the models was evaluated by calculating the Sørensen-

Dice similarity coefficient, Hausdorff distance (HD), 95th percentile Hausdorff distance, 

mean surface distance (MSD) and precision score for 20 test patients. The dosimetric 

accuracy between the manual and predicted contours was assessed by looking at the 

various dose volume histogram (DVH) parameters and volume differences. Three 

different radiation oncologists (ROs) scored the predicted bladder, rectum and HR 

CTV contours generated by the best performing model. The manual contouring, 

prediction and editing times were recorded. 

Results: The mean DSC, HD, HD95, MSD and precision scores for our best 

performing model (3DFR) were 0.92/7.5 mm/3.0 mm/ 0.8 mm/0.91 for the bladder, 

0.84/13.8 mm/5.2 mm/1.4 mm/0.84 for the rectum and 0.81/8.5 mm/6.0 mm/2.2 

mm/0.80 for the HR CTV. Mean dose differences (D2cc/90%) and volume differences 

were 0.08 Gy/1.3 cm3 for the bladder, 0.02 Gy/0.7 cm3 for the rectum and 0.33 Gy/1.5 

cm3 for the HR CTV. On average, 65 % of the generated contours were clinically 

acceptable, 33 % requiring minor edits, 2 % required major edits and no contours were 

rejected. Average manual contouring time was 14.0 minutes, while the average 

prediction and editing times were 1.6 and 2.1 minutes respectively. 

Conclusion: Our best performing model (3DFR) provided fast accurate auto 

generated OARs and HR CTV contours with a large clinical acceptance rate.  
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1. INTRODUCTION 

Cervical cancer is an ever-growing burden in Africa with the 2017 National Centre for 

Communicable Diseases (NCID) registry recording approximately 6 600 new cervical 

cancer cases in South Africa alone. This accounted for 15.85 % of all new cancer 

cases among women.1 In 2018 the World Health Organisation (WHO) registered 13 

004 new cervical cancer cases, accounting for 12.1 % of all cancer cases recorded for 

men and women combined.2 These numbers are expected to only increase over the 

coming years. It is therefore crucial to ensure that patients gain access to the latest 

treatment techniques and for health professionals to continuously strive to improve all 

aspects of the radiotherapy treatment process. 

Image guided High Dose Rate (IG-HDR) intracavitary brachytherapy is an 

irreplaceable curative treatment modality for locally advanced cervical cancer. Often 

provided as a primary or boost treatment option, HDR brachytherapy provides steep 

dose gradients that offer excellent local control rates while reducing a number of 

normal tissue complications.3–7 Several studies have shown an increase in survival 

rates and a decrease in recurrence rates when brachytherapy is used as part of a 

patient’s treatment regimen.8–11 Although IG-HDR brachytherapy comes with great 

advantages, the treatment planning workflow as a whole is a labour intensive process 

that includes a number of manual, time consuming steps or processes and involves 

input from a range of professionals; Radiation Oncologists (ROs), Radiotherapists 

(RTs) and Medical Physicists (MPs). While MRI is the gold standard, CT-based IG 

brachytherapy is more cost-effective in a resource-constrained environment with 

limited, or no access to MRI. 

Organ at risk (OAR) and target delineation is an extremely important aspect of IG 

brachytherapy however this step makes up a significant portion of the whole treatment 

planning time and depends largely on the expertise of the RO on duty. Several studies 

have highlighted issues due to inter- and intra- observer variability in organ delineation 

with Hellebust et al and Saarnak et al reporting inter-observer variabilities between 5-

8 % and 10-11 % respectively.12–16 Not only is inter- and intra- observer variability a 

growing concern, low- and middle-income countries, such as those in Africa, face a 

variety of challenges in an attempt to meet the demands for high quality cancer 

treatment. These include and are not limited to equipment, maintenance, high 
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workloads as well as huge deficits in experienced ROs, MPs and RTs. 17,18 A recent 

investigation into the current state of cancer in sub-Saharan Africa (SSA), published 

in the Lancet Oncology journal, found that the shortages of radiotherapy professionals 

is one of the most crucial barriers hindering access to cancer services in SSA, with an 

estimated 211 % increase in workforce required to provide equitable access to 

radiotherapy.19 Computer aided automation has the ability to mitigate the bottlenecks 

experienced throughout the radiotherapy process and to alleviate some of the 

workload on the ROs, MPS and RTs. As a result, there has been a growing demand 

internationally to automate as much of the radiotherapy treatment planning workflow 

as possible. 

Over the past few years, several techniques have been proposed to automate the 

delineation of OARs and targets in radiotherapy. A commonly used approach is Atlas 

Based (AB) methods which involve deformable image registration, where 

segmentations from the reference image or atlas are transformed onto the new or test 

image. 20–23 AB methods suffer from lack of certainty in deformable registration and 

provide sub-optimal segmentations when dealing with atypical patients, organ motion 

and varying levels of bladder and rectum filling.24–26 Due to the inconsistencies in AB 

methods, there has been a worldwide shift towards deep learning (DL) automated 

segmentation techniques, providing an increase in accuracy, reproducibility, and 

robustness.27–30 

The automated delineation of OARs and targets using DL networks in external beam 

(EB) radiotherapy have been successfully applied to cases such as head and neck31, 

brain metastases32, breast28, rectum33, pelvis34,35 and cervix36,37. DL has also been 

effectively applied in various areas of brachytherapy from applicator reconstruction, 

dose calculation, treatment planning as well as organ delineation.38 In IG-HDR cervical 

brachytherapy, work has been done on automating the reconstruction of applicators 

using DL39,40, with a few studies looking at the automatic segmentation of the OARs 

and targets.40–43  

These studies however do not look at the clinical acceptability of the generated 

contours and involve complex deep learning models that require a high level of 

expertise to reproduce or apply in one’s own clinical department. 44 The purpose of 

this study is to train and implement the self-configuring No New U-Net (nnU-Net), 

Stellenbosch University https://scholar.sun.ac.za



23 
 

developed by Isensee et al, for the task of automatically delineating the OARs and 

HR-CTV in IG-HDR cervical brachytherapy.45,46 To the best of our knowledge, this is 

the first CT based study applying the novel nnU-Net to cervical brachytherapy 

segmentation with ring and tandem applicators. This addition is important as 

low/middle income departments experience severe bottlenecks in their planning 

process and may not have the required expertise to design and implement their own 

machine learning models, a task that nnU-Net was designed to tackle. 

 

2. MATERIALS AND METHODS 

2.A. Clinical Dataset 

CT images from 100 locally advanced cervical cancer patients were included in the 

study. All patients were initially treated with external beam radiotherapy (50 Gy/25 

fractions or 46 Gy/23 fractions), followed by HDR brachytherapy (25 Gy/5 fractions or 

24 Gy/4 fractions) using the ring and tandem applicators. All patients were scanned 

on a Phillips Brilliance Big Bore 16 Slice CT scanner. Images were reconstructed with 

a 512 x 512 matrix size and 2- or 3-mm slice thickness. All OARs and HR-CTVs were 

subsequently contoured and approved by a clinical oncologist, based on the IBS-GEC 

ESTRO-ABS recommendations.47 

To maintain patient anonymity, all patient data was completely anonymised.  The pixel 

data from each patient’s CT was extracted from the DICOM files and converted into a 

three-dimensional (3D) NIFTI file format. The contour information was also extracted 

from the DICOM structure file and used to create 3D multi-class segmentation masks 

of the OARs and HR-CTVs and saved in NIFTI file format. The 100 patients included 

in the study, were then split 80 patients for training/validation and 20 patients for 

testing. The 80 patients were then further split into 64 for training and 16 for validation. 

2.B. nnU-Net 

Deep learning-based segmentation models tend to be task specific, with any slight 

adjustment in architecture, training parameters or data, leading to significant drops in 

performance. Therefore, one often requires a high level of expertise to design a robust 

network architecture, optimize the data augmentation, determine the appropriate pre-

processing or post-processing, and select the ideal training parameters to obtain a 
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model best suited for the segmentation task at hand.44 This process is especially 

cumbersome when dealing with 3D medical images, where image size, imaging 

modality, voxel size and class imbalance vary substantially resulting in poor transfer 

of a configuration from one dataset to another. 

As a solution, Isensee et al, developed a self-configuring method for deep learning-

based image segmentation specific to bio-medical imaging. The result is a completely 

automated deep learning segmentation pipeline, allowing any user with minimal 

programming knowledge the ability to set up and train their very own segmentation 

models.45,46 At its heart, nnU-Net is based on the U-Net architecture, developed by the 

computer science department of the University of Freiburg for biomedical image 

segmentation.48 Isensee et al, have found that a well-trained U-Net has the potential 

to beat or at the very least match any task specific segmentation model, leading them 

to develop their segmentation pipeline known as No New U-Net or nnU-Net. This self-

configuring segmentation pipeline was proven to outperform extremely task specific 

model architectures in several international biomedical auto-segmentation 

competitions on 23 different publicly available datasets.46 

Once a dataset has been provided, in the correct format, nnU-Net steps in and carries 

out several configuration processes based on the dataset fingerprint. These include 

but are not limited to the pre-processing (sampling, batch size, patch size, etc), 

network topology, training, and post-processing. A summary depicting how the nnU-

Net segmentation pipeline operates as well as certain design and configuration 

choices, such as learning rate scheduler and loss function is shown in Fig. 1. nnU-Net 

provides three different trainable U-Net configurations: a two-dimensional (2D) U-Net, 

3D full resolution U-Net (3DFR) and a 3D cascade U-Net (3DCasc) where the first part 

is trained on low resolution images followed by refining the segmentation maps at full 

resolution.  

nnU-Net allows the user to train all configurations using five-fold cross-validation, and 

once completed, nnU-Net can empirically determine the best performing configuration 

or ensemble of configurations for the specific task. A main concern with running 

ensembles is the significantly high prediction times that can lead to impractical clinical 

application. For this study, all configurations were trained using five-fold cross-

validation, where the best single fold configuration was determined independently 
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using the performance metrics defined in section 2.C, as well as visual inspection of 

the predicted contours. 

 

FIG.  1. nnU-Net automated segmentation pipeline46 

2.C. Performance Metrics 

The performance of the three generated models (2D, 3DFR and 3DCasc) were 

assessed using the 20 test patients. The predicted and manual contours were 

compared quantitatively using the Dice Similarity Coefficient (DSC), Hausdorff 

Distance (HD), 95 percentile Hausdorff Distance (HD95), Mean Surface Distance 

(MSD) and Precision Score. Where the DSC focuses on the geometric overlap 
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between the predicted and manual contours, while the HD, HD95 and MSD evaluate 

the boundary similarity between the manual and predicted segmentations. 

 

2.D. Dosimetric Evaluation 

All brachytherapy plans were generated using the Oncentra (Elekta, Stockholm, 

Sweden, version 4.6) treatment planning system according to the OAR dose 

constraints and HR-CTV prescribed dose recommended by the American 

Brachytherapy Society (ABS)49 and GEC-ESTRO50–52 guidelines. Assuming α/β = 10, 

a prescribed dose (EB + brachy) of D90 > 80 GyEQD2 for the HR-CTV and assuming an 

α/β = 3, the maximum dose (D2cc) to the bladder and rectum (EB + brachy) of 90 

GyEQD2 and 75 GyEQD2 respectively. To evaluate the dosimetric differences between 

the manual contours and predicted contours, the predicted segmentations were 

imported into the planning system and the original dose distribution was overlaid and 

cumulative dose volume histograms (DVHs) generated. The Dosimetric discrepancies 

of D90% for HR-CTV and D2cc for the OARS were evaluated and compared with the 

DVH statistics generated from the manual contours. 

2.E. Clinician Assessment 

Performance and dosimetric evaluation provided a good indication of a model’s 

accuracy, however these metrics alone were not sufficient and required input from 

clinicians to properly assess the clinical acceptability of the generated patient 

contours. The OARs and HR-CTVs from each of the 20 test patients were evaluated 

independently by three different ROs, scoring each patient’s bladder, rectum, and HR-

CTV on a scale of 1 to 4 where; 1 indicates reject completely, 2 major revisions, 3 

minor revisions before clinically acceptable and 4 indicating clinically acceptable as is. 

Contours scored with a 4, also included ones where ROs would have preferred some 

small adjustments but were not necessary for the contours to be deemed clinically 

acceptable. For any contours scoring a 3 or lower, the ROs indicated the time required 

to adjust the contours to the level of clinical acceptability. These times, along with the 

model prediction times were compared to the average time taken for ROs to manually 

contour all the OARs and HR-CTV. 
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3. RESULTS 

3.A. Model Comparisons 

The mean ± standard deviation of the performance metrics (DSC, HD, HD95, MSD 

and precision) between the manual contours and predicted contours of the best 

performing fold for each of the three generated nnU-Net configurations (2D, 3DFR and 

3DCasc), using the 20 test patients, are given in Table I. The best performing 

configurations were 3DFR and 3DCasc with the mean DSC over all OARs and HR-

CTVs for both configurations having a value of 0.85. The mean HD, HD95 and MSD 

values for the 3DFR and 3DCasc configurations over all OARs and HR-CTVs were 

approximately 9.9/10.1 mm, 4.8/4.9 mm and 1.48/1.54 mm respectively. 

TABLE I. Mean DSCs, MSDs (mm), HDs (in mm) and HD95s (in mm) between the manual and predicted 

contours for all three configurations. 

Contour Model DSC HD (mm) HD95 (mm) MSD (mm) Precision 

Bladder 

2D  0.87 ± 0.05 18.44 ± 0.91 5.71 ± 3.26 1.53 ± 0.77 0.86 ± 0.08 

3DFR 0.92 ± 0.04 7.52 ± 3.13 3.00 ± 1.09 0.84 ± 0.30 0.91 ± 0.05 

3DCasc 0.91 ± 0.04 8.39 ± 3.49 3.26 ± 1.06 0.94 ± 0.33 0.91 ± 0.05 

Rectum 

2D 0.80 ± 0.05 15.48 ± 5.55 6.17 ± 2.25 1.68 ± 0.52 0.78 ± 0.05 

3DFR 0.84 ± 0.04 13.78 ± 4.62 5.25 ± 1.78 1.36 ± 0.43 0.84 ± 0.04 

3DCasc 0.84 ± 0.04 13.48 ± 3.86 5.36 ±1.65 1.39 ± 0.41 0.83 ± 0.04 

HR CTV 

2D 0.78 ± 0.06 11.69 ± 3.22 6.66 ± 2.03 2.64 ±0.92 0.77 ± 0.11 

3DFR 0.81 ± 0.05 8.48 ± 1.78 6.03 ± 2.01 2.23 ± 0.75 0.80 ± 0.09 

3DCasc 0.81 ± 0.05 8.71 ± 2.04 6.14 ± 2.01 2.30 ± 0.72 0.80 ± 0.09 

 

The predicted contours from all three configurations were also visually inspected and 

the 3DFR configuration was found to provide slightly better predictions when it came 

to the larger bladder volumes. 
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3.B. Performance Results 

The overall boxplots of the DSC, HD, HD95, MSD and precision scores for each 

structure of the 3DFR configuration is shown in Fig 2. Almost all predicted contours 

had performance metrics that were distributed within a certain range, with only a single 

low DSC and high MSD outlier in the boxplots for the bladder contours. Examples 

comparing the manual contours to those predicted by the 3DFR nnU-Net configuration 

are shown in Fig 3. 
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(e) 

(a) 

(c) 

(b) 

(d) 

FIG.  2. Box plots showing the performance metrics of the bladder, rectum, and HR CTV for the 3DFR nnU-Net 
configuration. (a) DSC, (b) precision score, (c) HD, (d) HD95 and (e) the MSD 
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FIG.  3.Examples showing comparisons between manual and predicted contours. Blue = predicted bladder, Yellow 
= ground truth bladder, Purple = predicted rectum, Green = ground truth rectum, Red = predicted HR CTV, and 
Light Blue = ground truth HR CTV. 

3.C. Dosimetric Evaluation 

The dosimetric accuracy of the 3DFR nnU-Net predictions was investigated by looking 

at the DVH parameter D2cc for the OARs and D90% for the HR CTV, as well the total 

volume (in cm3 or cc) of the OARs and HR CTVs. Boxplots showing the DVH 

parameters and volumes of all 20 test patients for the manual and predicted contours 

are given in Fig 4. The dose differences for the DVH parameters (D2cc/D90) for each 

test patient is shown in Fig 5. The mean dose and volume differences over all OARs 

and HR CTVs was 0.1 ± 1.2 Gy and 1.1 ± 7.1 cm3 respectively. 
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FIG.  4. (a) DVH parameters and (b) volumes for the ground truth and predicted contours. GT = Ground Truth and 

P = Predicted. 

A summary of the mean ± standard deviation of the DVH parameters and volumes for 

the manual and predicted contours are shown in Table II, along with the mean ± 

standard deviation of the DVH dose parameters and volume differences. 

TABLE II. Results of the dosimetric and volume comparison of the bladder, rectum, and HR CTV for the manual 

and predicted contours. All values reported as mean ± standard deviation. 

 
 

Manual Predicted Mean Change 

Contour 
D2cc/D90 

(Gy) 
vol (cm3) 

D2cc/D90 
(Gy) 

vol (cm3) 
∆D2cc/90% 

(Gy) 
∆vol (cm3) 

Bladder 5.2 ± 1.5 108.6 ± 45.7 5.1 ± 1.8 107.4 ± 47.5 0.08 ± 1.14 1.3 ± 7.3 

Rectum 4.9 ± 1.0 53.0 ± 16.8 4.9 ± 1.6 52.3 ± 14.5 0.02 ± 1.17 0.7 ± 6.2 

HR CTV 7.1 ± 1.2 45.6 ± 12.8 6.8 ± 1.2 44.1 ± 8.9 0.33 ± 1.33 1.5 ± 8.0 

 

(a) (b) 

FIG.  5. Plot of the dose difference in the DVH parameters. D2cc for OARs and D90 for the HR CTV. 
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3.D. Clinician Reviews 

The average scores from all three of the ROs reviews of the predicted bladder, rectum 

and HR CTVs for all 20 test patients are shown in Fig 6. Overall, OARs and HR CTV 

combined, 65 % of the predicted contours were suitable for clinical use while 33 % 

required minor adjustments before being clinically accepted, the remaining 2 % 

required major revisions and 0 % were rejected completely. A summary of the average 

review scores for the bladder rectum and HR CTV is given in table III. 

 

FIG.  6. Average RO reviews of the predicted bladder, rectum, and HR CTV contours for all 20 test patients. 

 

TABLE III. Summary of the average RO review scores for the predicted contours of the bladder, rectum, and HR 
CTV for the 20 test patients. 

Contour Accept Minor edits Major edits Reject 

Bladder 95 % (19) 5 % (1) 0 % (0) 0 % (0) 

Rectum 55 % (11) 40 % (8) 5 % (1) 0 % (0) 

HR CTV 45 % (9) 55 % (11) 0 % (0) 0 % (0) 
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For patient contours that scored a 3 or lower, the ROs recorded the time needed to 

make the necessary corrections to the contours. The mean editing time, along with the 

mean manual contouring time and model prediction time (for a single 3DFR fold) are 

given in table IV. The mean time taken for the auto-contouring system to delineate the 

OARs and HR CTV is substantially less than the mean manual contouring time. 

 

TABLE IV. Results of manual contouring time, model prediction time and editing times. All values reported as 
mean ± standard deviation. 

 Manual Prediction Edits 

Times (min) 14.0 ± 3.3 1.607 ± 0.004 2.1 ± 1.0 

 

4. DISCUSSION 

With only a few lines of code, we successfully implemented the self-configuring nnU-

Net for the automatic segmentation of the OARs and HR CTV in HDR cervical 

brachytherapy. Three nnU-Net configurations were trained (2D, 3DFR and 3DCasc) 

with a total of 64 training CTs and 16 validation CTs. All three configurations were 

tested on the remaining 20 CT scans, where the 3DFR and 3DCasc models provided 

substantially better performance with the 3DFR providing better generalisation over 

the larger bladder volumes when inspected visually. We demonstrated that the nnU-

Net can produce clinically acceptable contours for both the OARs and HR CTV, with 

significant time saving possible when applying the automatic contouring system. 

4.A. Quantitative Results 

All three nnU-Net configurations were assessed using the performance metrics 

described in section 2.C with 3DFR and 3DCasc models significantly outperforming 

the 2D model (p < 0.002, using student T-test) over all OAR and HR CTV contours 

combined (Table I). There were no statistical differences between the 3DFR and 

3DCasc models (p >0.863, using student T-test), however after visual inspection the 

3DFR model provided slightly better generalisation when it came to larger bladder 

volumes. The 3DFR model predicted bladder, rectum, and HR CTV contours with 

mean DSC/HD95/MSDs of 0.92/3.0 mm/0.8 mm, 0.84/5.4 mm/1.4 mm and 0.81/6.0 

mm/2.2 mm respectively. Among all the contours, it was found that the bladder 
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provided the highest DSC and precision scores, as well as the lowest distance metrics 

(HD, HD95 and MSD). A comparison of the 3DFR model performance metrics to those 

found in previous work is shown in table V. 

TABLE V. Comparison of performance metric between the current study and previous work. 

Studies HR CTV Bladder Rectum 

Zhang et al.40 
Method: DSD-UNet 

DSC: 83 ± 4 % 
HD: 8.1 ± 2.3 mm 

DSC: 87 ± 3 % 
HD: 12.1 ± 4.0 mm 

DSC: 82 ± 5 % 
HD: 9.2 ± 4.6 mm 

Wong et al.41 
DSC: 71 % 
HD95: 9.32 mm 

DSC: 92 % 
HD95: 3.5 mm 

DSC: 76 % 
HD95: 18.4 mm 
(rectum + sigmoid) 

Mohammadi et al.42 
Method: 2D ResU-Net  

DSC: 96 ± 4 % 
HD95: 2.3 ± 3.4 mm 

DSC: 97 ± 2 % 
HD95: 1.4 ± 1.4 mm 

Yoganathan et al.43 
2.5D-InRN 

DSC: 85 ± 6 % 

HD95: 4.9 ± 2.2 mm 
DSC: 90 ± 5 % 
HD95: 6.3 ± 3.4 mm 

DSC: 76 ± 7 % 

HD95: 8.2 ± 4.1 mm 

Current Study 
3DFR nnU-Net 

DSC: 81 ± 5 % 
HD: 8.5 ± 2.5 mm 
HD95: 6.0 ± 2.0 mm 

DSC: 92 ± 4 % 
HD: 7.5 ± 3.1 mm 
HD95: 3.0 ± 1.1 mm 

DSC: 84 ± 4 % 
HD: 13.8 ± 4.6 mm 
HD95: 5.2 ± 1.8 mm 

 

The performance of the 3DFR nnU-Net configuration compared well to work done in 

previous studies, where complex model architectures were designed specific to the 

task of HDR cervical brachytherapy contouring. 3DFR managed to outperform two of 

the studies when it came to bladder and rectum contouring, beaten only by the 2D 

ResU-Net by Mohammadi et al.42 However, this study did not look at the segmentation 

of the HR CTV, included a larger dataset and contained CT scans where strict bladder 

and rectal filling protocols were followed, a limitation of this study. Comparing the 

results of this study with various other works is challenging as each study used 

different datasets to train and generate the DSC/HD values seen in Table V. The 

current work provided HR CTV contour performance comparable to those found in 

other studies. 

4.B. Dosimetric Accuracy 

Dosimetric evaluation between the predicted and manual contours was carried out for 

all 20 test patients. There were no statistically significant differences in the mean 

D2cc/D90% or volumes for the bladder, rectum, and HR CTV (all p > 0.8). The largest 
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mean change in DVH parameter was for the HR CTV, with a mean change in D90% of 

0.33 Gy and mean change in volume of 1.5 cm3. The mean change in D2cc and volume 

for the bladder and rectum (Table II) showed better accuracy than those found in other 

studies, where Mohammadi et al42 had mean changes in D2cc/volume of -0.5 Gy/34 

cm3 and 0.3 Gy/17 cm3 for the bladder and rectum respectively. The largest difference 

in D2cc of -4.5 Gy (Fig 5.) was observed for a rectum contour of a single test patient, 

this test patient coincides with the lowest DSC value (0.77) and one of the highest HD 

values (20 mm) obtained for the predicted rectum contours. 

4.C. Clinical acceptability 

There was an average acceptance rate 65 % over all the OARs and HR CTVs for the 

20 test patients, with an average acceptance rate of 95 % (19 patients) and 55 %(11 

patients) for the bladder and rectum respectively. Forty percent (8 patients) of the 

rectum and 55 % (11 patients) of the HR CTV cases required very minor revisions 

before being clinically acceptable. Most of the minor revisions for the rectum were the 

superior border of the rectum, where the model struggled slightly with distinguishing 

the rectum from sections of the bowel or sigmoid (see section A4 of supplementary 

material). The minor revisions for the HR CTV were a combination of either incomplete 

contours at the superior borders or at the inferior border, where too much of the ring 

was included in the contour. Based on the average scores for the bladder, minor 

revisions were only required for one patient, where the model failed to accurately 

determine the bladder wall edge.  

The average time taken for ROs to manually contour out the OARs and HR CTV was 

around 14 minutes, while the average model prediction time was 1.6 minutes and 

average editing time of approximately 2.1 minutes (for those that required minor 

revisions before being clinically acceptable). The results show that application of the 

auto-contouring system, on average, has the capability to substantially reduce the 

overall required contouring time thereby allowing for a more efficient planning workflow 

by alleviating the bottleneck experienced at the contouring stage. 

This study faced several limitations such as small dataset size, no consistent bladder 

or rectum preparation and no contrast agent. Over and above these limitations, this 

study was also hindered by inter observer variations in the manual contours, used for 

training, as well as inter observer variations between the three ROs scoring the 
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generated contours. In addition, it is acknowledged that CT-based brachytherapy 

contours are inferior in accuracy to MRI-based contours. 

5. CONCLUSION 

We have demonstrated that with only a few lines of code and relatively small patient 

dataset, one can develop an accurate and robust auto-segmentation model that 

provides clinically acceptable contours of the OARs and HR CTV in T-R HDR cervical 

brachytherapy, with no significant dose difference between manual and predicted 

contours. We have shown that an auto-contouring system can significantly reduce the 

required contouring time thereby providing a more efficient planning workflow. This is 

ideally suited to a resource-constrained oncology department using CT-based image 

guided brachytherapy. 
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5. Conclusions 

 

The primary overall objective of this study was to develop, train and implement a deep 

convolution neural network for the automatic delineation of the OARs and HR CTV in 

IG-HDR cervical brachytherapy, in an attempt to acquire fast accurate contours that 

can substantially reduce the overall contouring time in the treatment planning process. 

 

5.1 Summary of findings 
 

Prior to this study, work had been done on developing highly specialised deep learning 

algorithms for the automatic segmentation of the various structures in HDR cervical 

brachytherapy. These previous studies however did not analyse the clinical 

acceptability of the generated contours or possible time saving when implementing an 

auto contouring system. On top of this, previous studies involved complex model 

architectures that would require a high level of programming and machine learning 

knowledge in order to replicate in one’s own department. 

This study managed to train and evaluate three nnU-Net configurations, 3DFR, 

3DCasc and 2D, that were all capable of producing quality OAR and HR CTV contours. 

Using the metrics described in section 3.1 as well as visual inspection, 3DFR was 

found to be the best performing model. Comparison with previous studies showed that 

the 3DFR model managed to outperform a number of the previous studies when it 

came to delineation of the bladder and rectum, with comparable results for the HR 

CTV. 

The dosimetric evaluation between the generated contours and those manually 

contoured by the ROs, showed no significant statistical differences. The clinical 

acceptability of the predicted contours was assessed by three independent ROs, 

where a large percentage of the test cases were found to be clinically acceptable, with 

only a small fraction requiring minor edits and only one test patient rectum contour 

requiring major edits (see Appendix D). The prediction and editing times, when 

compared to the manual contouring times, showed that with the addition of an 

automatic contouring system one will be able to substantially reduce the required 
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contouring time thereby reducing the number of bottlenecks experienced in the IG-

HDR cervical brachytherapy workflow.  

5.2 Future Work 
 

This study faced several limitations such as small dataset size, no consistent bladder 

or rectum preparation and no contrast agent. Over and above these pitfalls, this study 

also experienced limitations due to inter observer variability in the ground truth 

contours, as well as in the clinical assessments of the generated contours. With focus 

on reducing these limitations, one should re-train the nnU-Net configurations with a 

substantially larger dataset that would help to reduce the impact of inconsistencies in 

OAR preparation and manual contouring. 

This study focused primarily on a single time-consuming step in the cervical 

brachytherapy treatment planning workflow. Another significant contribution to 

bottlenecks in the planning process is the generation of patient specific treatment 

plans, where planning times can vary substantially depending on the experience of the 

MP doing the planning. Automatic plan generation, using DL, along with an auto 

contouring system, has the potential to substantially reduce the overall planning time. 
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7. Appendices 
 

7.1 Appendix A: Performance 2D nnU-Net configuration 
 

Table 7-1. Performance Metrics for the bladder of all 20 test patients for the best performing 2D U-Net configuration. 

Test Pt DSC HD 
(mm) 

HD95 
(mm) 

MSD 
(mm) 

Precision 

1 0.91 6.27 2.88 0.97 0.96 

2 0.79 23.11 16.24 3.71 0.88 

3 0.93 20.12 2.49 0.76 0.93 

4 0.92 6.00 2.49 0.80 0.97 

5 0.87 15.43 5.69 1.64 0.92 

6 0.92 5.59 2.61 0.80 0.96 

7 0.87 13.42 4.67 1.41 0.95 

8 0.74 22.46 9.76 2.87 0.90 

9 0.91 25.13 6.62 1.48 0.95 

10 0.86 30.94 5.61 1.58 0.92 

11 0.84 40.48 6.92 1.90 0.93 

12 0.91 10.23 4.88 1.26 0.94 

13 0.85 10.00 5.06 1.40 0.93 

14 0.94 6.85 3.24 0.75 0.95 

15 0.91 35.65 6.94 1.65 0.93 

16 0.90 9.22 4.53 1.08 0.95 

17 0.91 25.29 2.49 0.83 0.95 

18 0.87 35.27 5.43 1.48 0.93 

19 0.80 14.34 9.10 2.67 0.91 

20 0.82 13.02 6.61 1.58 0.92 
 

Table 7-2. Performance Metrics for the rectum of all 20 test patients for the best performing 2D U-Net configuration. 

Test Pt DSC HD 
(mm) 

HD95 
(mm) 

MSD 
(mm) 

Precision 

1 0.80 10.05 5.44 1.58 0.87 

2 0.84 18.79 3.90 1.25 0.89 

3 0.80 16.71 5.19 1.34 0.81 

4 0.72 27.00 8.66 2.26 0.84 

5 0.87 9.25 4.59 1.41 0.91 

6 0.82 11.71 6.00 1.64 0.86 

7 0.84 14.83 4.09 1.26 0.90 

8 0.81 11.51 4.82 1.62 0.88 

9 0.85 13.12 4.64 1.40 0.88 

10 0.81 10.47 5.36 1.48 0.83 

11 0.70 22.56 12.62 2.99 0.79 
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12 0.79 9.15 4.84 1.38 0.81 

13 0.86 9.95 4.22 1.12 0.89 

14 0.82 18.75 5.62 1.50 0.85 

15 0.76 19.15 9.19 2.45 0.71 

16 0.84 11.18 5.00 1.25 0.87 

17 0.84 17.94 6.98 1.50 0.76 

18 0.72 26.84 8.29 2.48 0.80 

19 0.84 12.84 5.06 1.35 0.86 

20 0.74 17.83 8.96 2.33 0.73 
 

Table 7-3. Performance Metrics for the HR CTV of all 20 test patients for the best performing 2D U-Net 

configuration. 

Test Pt DSC HD 
(mm) 

HD95 
(mm) 

MSD 
(mm) 

Precision 

1 0.78 12.88 7.60 3.16 0.93 

2 0.72 12.95 9.64 3.54 0.90 

3 0.83 6.83 4.44 1.59 0.93 

4 0.82 12.39 5.00 2.00 0.94 

5 0.81 9.37 6.08 2.47 0.94 

6 0.83 6.96 3.46 1.46 0.95 

7 0.83 10.74 4.12 1.79 0.93 

8 0.66 12.62 10.22 4.02 0.91 

9 0.79 11.04 5.63 2.48 0.94 

10 0.71 12.39 8.90 3.70 0.90 

11 0.67 18.75 9.26 4.38 0.90 

12 0.69 15.30 9.48 4.11 0.86 

13 0.83 11.46 5.53 1.90 0.93 

14 0.74 13.30 8.03 3.00 0.89 

15 0.77 16.88 7.01 2.67 0.89 

16 0.78 10.92 6.59 2.49 0.94 

17 0.85 6.08 4.59 1.64 0.94 

18 0.76 11.46 6.24 2.14 0.94 

19 0.81 13.28 6.42 2.57 0.94 

20 0.84 8.24 5.01 1.60 0.92 
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7.2 Appendix B: Performance of 3DCasc nnU-Net configuration 
 

Table 7-4. Performance Metrics for the bladder of all 20 test patients for the best performing 3DCasc U-Net 

configuration. 

Test Pt DSC HD 
(mm) 

HD95 
(mm) 

MSD 
(mm) 

Precision 

1 0.93 4.88 2.11 0.70 0.98 

2 0.94 11.30 3.23 0.97 0.98 

3 0.94 6.03 2.70 0.75 0.97 

4 0.94 4.96 2.09 0.68 0.97 

5 0.91 15.31 4.07 1.06 0.96 

6 0.95 4.39 1.98 0.47 0.97 

7 0.89 12.62 4.15 1.24 0.96 

8 0.78 12.51 5.64 1.96 0.94 

9 0.93 11.35 4.23 1.00 0.96 

10 0.90 7.87 3.11 1.01 0.94 

11 0.89 6.61 3.17 0.97 0.97 

12 0.95 6.61 2.86 0.78 0.97 

13 0.88 7.23 3.70 0.97 0.96 

14 0.95 6.31 2.49 0.56 0.97 

15 0.92 15.05 4.96 1.34 0.92 

16 0.89 10.82 4.84 1.23 0.96 

17 0.92 6.16 2.40 0.75 0.95 

18 0.91 5.33 2.78 0.89 0.95 

19 0.94 6.00 2.38 0.77 0.97 

20 0.92 6.55 2.38 0.66 0.95 

 

Table 7-5. Performance Metrics for the rectum of all 20 test patients for the best performing 3DCasc configuration. 

Test Pt DSC HD 
(mm) 

HD95 
(mm) 

MSD 
(mm) 

Precision 

1 0.85 12.27 5.95 1.40 0.90 

2 0.86 8.34 4.25 1.21 0.89 

3 0.85 10.41 3.68 0.98 0.85 

4 0.76 17.51 6.77 1.70 0.88 

5 0.90 12.87 3.67 1.14 0.93 

6 0.87 12.54 5.53 1.26 0.88 

7 0.85 14.83 4.40 1.23 0.89 

8 0.80 11.30 4.97 1.63 0.85 

9 0.86 18.36 6.03 1.51 0.90 

10 0.81 11.18 6.28 1.68 0.84 

11 0.84 15.61 7.09 1.38 0.89 

12 0.86 7.67 3.78 0.95 0.86 

13 0.89 8.90 3.02 0.84 0.92 

14 0.83 15.70 5.68 1.48 0.85 
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15 0.76 20.12 9.96 2.60 0.74 

16 0.87 8.00 3.09 0.83 0.90 

17 0.89 17.38 5.12 1.15 0.87 

18 0.79 19.62 6.76 1.91 0.86 

19 0.83 12.84 6.19 1.55 0.87 

20 0.84 14.12 5.06 1.43 0.83 

 

Table 7-6. Performance Metrics for the HR CTV of all 20 test patients for the best performing 3DCasc configuration. 

Test Pt DSC HD 
(mm) 

HD95 
(mm) 

MSD 
(mm) 

Precision 

1 0.80 8.00 8.00 3.11 0.93 

2 0.79 10.78 9.03 2.72 0.93 

3 0.79 8.52 6.07 2.08 0.91 

4 0.88 5.67 3.48 1.23 0.97 

5 0.81 8.00 5.80 2.32 0.94 

6 0.81 6.03 4.06 1.74 0.95 

7 0.84 6.00 4.00 1.86 0.96 

8 0.67 13.21 11.27 4.03 0.93 

9 0.84 9.85 5.66 1.98 0.95 

10 0.75 8.74 8.00 3.38 0.91 

11 0.77 8.44 6.00 2.95 0.93 

12 0.77 11.22 8.90 3.16 0.88 

13 0.83 8.15 4.37 2.14 0.96 

14 0.85 9.37 6.19 1.73 0.92 

15 0.76 9.85 6.06 2.40 0.92 

16 0.87 9.85 4.44 1.34 0.95 

17 0.84 6.08 5.19 1.86 0.93 

18 0.75 11.56 5.58 2.27 0.94 

19 0.86 6.85 4.23 1.83 0.95 

20 0.82 8.12 6.44 1.94 0.91 
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7.3 Appendix C: Performance of 3DFR nnU-Net configuration 
 

Table 7-7. Performance Metrics for the bladder of all 20 test patients for the best performing 3DFR U-Net 

configuration. 

Test Pt DSC HD 
(mm) 

HD95 
(mm) 

MSD 
(mm) 

Precision 

1 0.93 4.49 2.11 0.69 0.98 

2 0.94 11.63 3.36 1.06 0.97 

3 0.95 5.67 2.11 0.56 0.98 

4 0.94 4.86 2.00 0.65 0.97 

5 0.93 7.67 2.51 0.82 0.97 

6 0.95 4.39 1.98 0.47 0.97 

7 0.89 13.39 4.59 1.33 0.96 

8 0.78 9.09 5.43 1.90 0.94 

9 0.93 10.57 3.89 0.93 0.96 

10 0.90 8.52 3.68 1.01 0.94 

11 0.89 7.92 3.60 0.98 0.96 

12 0.95 6.31 2.78 0.74 0.96 

13 0.88 7.09 4.01 1.00 0.97 

14 0.95 6.31 2.47 0.57 0.96 

15 0.92 15.21 4.84 1.25 0.93 

16 0.89 10.57 4.80 1.20 0.96 

17 0.93 8.00 2.11 0.65 0.97 

18 0.91 5.26 2.68 0.93 0.94 

19 0.95 4.39 2.09 0.55 0.98 

20 0.92 7.11 2.38 0.71 0.95 

 

Table 7-8. Performance Metrics for the rectum of all 20 test patients for the best performing 3DFR configuration. 

Test Pt DSC HD 
(mm) 

HD95 
(mm) 

MSD 
(mm) 

Precision 

1 0.85 9.76 4.84 1.29 0.91 

2 0.86 7.88 4.12 1.25 0.89 

3 0.87 8.83 3.00 0.85 0.87 

4 0.77 20.14 6.86 1.65 0.88 

5 0.87 17.22 7.22 1.62 0.91 

6 0.90 13.97 4.63 0.97 0.90 

7 0.86 11.38 3.48 1.02 0.89 

8 0.81 11.60 5.96 1.66 0.86 

9 0.86 17.43 6.01 1.49 0.88 

10 0.80 10.59 6.24 1.74 0.84 

11 0.83 18.89 9.00 1.60 0.87 

12 0.86 9.15 4.11 0.94 0.85 

13 0.89 12.51 3.93 0.93 0.90 

14 0.83 14.51 5.09 1.45 0.84 
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15 0.77 21.05 7.84 2.42 0.75 

16 0.88 6.00 3.46 0.80 0.91 

17 0.89 16.01 4.67 1.08 0.85 

18 0.78 20.41 7.02 1.99 0.85 

19 0.83 13.28 6.84 1.59 0.86 

20 0.84 15.28 5.04 1.37 0.84 

 

Table 7-9. Performance Metrics for the HR CTV of all 20 test patients for the best performing 3DFR configuration. 

Test Pt DSC HD 
(mm) 

HD95 
(mm) 

MSD 
(mm) 

Precision 

1 0.82 10.00 7.87 2.71 0.94 

2 0.78 11.75 9.26 2.86 0.91 

3 0.81 8.12 5.02 1.78 0.92 

4 0.89 4.05 2.18 1.02 0.98 

5 0.80 6.68 6.00 2.68 0.95 

6 0.84 5.36 3.76 1.46 0.96 

7 0.87 4.56 3.48 1.42 0.97 

8 0.68 12.04 10.41 3.97 0.93 

9 0.81 11.29 6.85 2.36 0.94 

10 0.75 8.24 8.00 3.22 0.91 

11 0.76 9.09 6.16 2.91 0.94 

12 0.75 12.35 9.79 3.44 0.87 

13 0.83 7.67 4.25 2.25 0.96 

14 0.85 8.24 6.16 1.61 0.91 

15 0.78 11.12 6.25 2.22 0.93 

16 0.87 9.42 4.19 1.34 0.96 

17 0.86 6.31 5.22 1.62 0.94 

18 0.74 11.83 5.59 2.40 0.93 

19 0.85 7.42 6.00 2.01 0.95 

20 0.81 8.29 6.80 2.00 0.91 
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7.4 Appendix D: Example of Major revisions 
 

 

Figure 7-4-1. The single test patient that required major revisions on the rectum contour, where green = ground 

truth and purple = predicted. 
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