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Abstract

DC-AC inverters are important in the shift towards renewable energy as they are used to
integrate solar and wind power systems with the electrical grid. Inverters influence the
power quality and stability of the grid. Inverter-based generation need to adhere to certain
power quality and technical requirements. Accurate inverter models and parameters are,
therefore, required for the analysis, design and simulation of inverters in grid studies.

In this project, a methodology for estimating inverter model parameters is presented.
Various inverter models exist. In this project electromagnetic transient models of inverters
are used, as it is allows for the most accurate representation of inverters. Parameter
estimation studies are applied to inverters to populate the electromagnetic models with
accurate model parameters.

This project makes use of excitation signals to perturb inverters to aid inverter modelling
and parameter estimation of inverter parameters. A wideband pseudo-random impulse
sequence source is applied to an inverter to characterize the output impedance of the
inverter. The pseudo-random impulse sequence signal is a wideband excitation signal
that is suitable for system identification and can be used in high-power, high-voltage
environments, such as inverter systems. The output impedance of the inverter contains
information about the inverter’s filter parameters, as well as the control-loop parameters
and can subsequently be of great value during parameter estimation studies. The output
impedance, as well as the output voltage and current of the inverter are used during
parameter estimation to estimate the inverter’s filter and controller parameters.

The proposed inverter parameter estimation methodology is first evaluated through two
simulation case studies. Parameter estimation is performed on a single-phase, stand-alone
inverter with output voltage control to obtain five filter and controller parameters as
a first case study. As another case study, seven filter and controller parameters of a
single-phase, grid-connected, current-controlled inverter are estimated. An experimental
approach is then adopted to estimate five controller parameters for a practical single-phase,
stand-alone, current-controlled inverter. The output impedance frequency response of a
practical half-bridge inverter is also investigated and non-linearities present in the output
impedance are identified.

During this project the output impedance of inverters are characterized in a practically
implementable way. This project accurately estimated parameters of inverters in situ to
aid accurate inverter modelling.
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Uittreksel

GS-WS wisselrigters is toenemend belangrik in die skuif vanaf nie-hernubare na hernubare
energiebronne, omdat dit gebruik word om wind- en sonplase te integreer met die elektriese
netwerk. Wisselrigters beïnvloed die kwaliteit en stabiliteit van die netwerk. Wisselrigter
gebaseerde generasie moet tot seker drywing kwaliteite en tegniese vereistes voldoen.
Analise, ontwerp en simulasie van wisselrigters is belangrik vir netwerk studies.

In hierdie projek word ’n metode om wisselrigters se parameters te bekom vir akkurate
modellering voorgestel. Verskeie modellering tegnieke bestaan vir wisselrigters, in hierdie
projek word elektromagnetiese modelle gebruik, omdat dit die mees akkurate voorstelling
van ’n wisselrigter is. Parameter bepalings studies word aangewend to wisselrigters om die
elektromagnetiese modelle met akkurate parameters te populeer.

Hierdie projek maak gebruik van breëband seine om wisselrigter modellering te verbeter.
In hierdie projek word ’n pseudo-lukrake impuls volgorde bron gebruik om ’n wisselrigter se
uittree impedansie te karakteriseer. Die pseudo-lukrake impuls volgorde is ’n opwekkingsein
wat onlangs voorgestel is. Dit kan in hoë drywing, hoë spanning omgewings gebruik word.
Die pseudo-lukrake impuls volgorde is ’n breëband sein wat oor die vermoë beskik om ’n
breë frekwensie band op te wek. ’n Wisselrigter se uittree impedansie kan gekarakteriseer
word deur ’n pseudo-lukrake impuls volgorde sein aan te wend om die wiselrigter oor
’n wye frekwensie band op te wek. Die uittree impedansie bevat inligting rakende die
wisselrigter se filter en beheerder parameters en kan gevolglik doeltreffend gebruik word in
parameter bepalings studies. Deur die uittree impedansie, spanning en stroom te gebruik
kan die wisselrigter se parameters bepaal word.

In hierdie projek word verskeie wisselrigters uitleggings ondersoek. Die uittree impedan-
sie van die wisselrigters word gevind en gebruik in parameter bepaling studies. Parameter
bepaling word toegepas op ’n enkelfase wisselrigter wat die uittree spanning oor ’n alleen-
staande las reguleer om vyf beheer en filter parameters te bepaal. Vir ’n ander gevalle
studie word sewe beheer en filter parameters van ’n enkelfase, netwerk gekoppelde, stroom
beheerde wisselrigter bepaal. ’n Simulink model vir ’n praktiese enkelfase, alleenstaande,
stroom beheerde wisselrigter word ook afgelei en die vyf beheer parameters van die wissel-
rigter word bepaal deur gebruik te maak van praktiese metings. Die uittree impedansie
van ’n half-brug wisselrigter word ook ondersoek.

In hierdie projek word die uittree impedansie van wisselrigters op ’n prakties behaalbare
wyse gevind. Die projek kry dit reg om die parameters van wisselrigters wat aangeskakel
is te bepaal.
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Chapter 1

Introduction

1.1. Introduction
This thesis focuses on applying system identification and parameter estimation methodolo-
gies on single-phase inverters to aid in accurate inverter modelling. Inverter modelling
is essential for power system analysis, for instance, in stability studies, grid integration
studies and for simulation purposes [1].

This chapter gives an overview of the project. The project motivation and description
section describes the importance of inverter modelling as well as the application of system
identification and parameter estimation methodologies on inverters, to obtain inverter
parameters. This chapter also explains the objectives of the project and gives a brief
layout of the thesis.

1.2. Project Motivation and Description
Inverters are power electronic devices that make use of switching and filtering to convert
DC power to AC power. Although the application of inverters are not limited to renewable
energy, increased deployment of Voltage Source Inverters (VSIs) are mainly due to the
recent development in Renewable Energy Sources (RESs). Inverters are, within the
renewable energy sector, used to convert the DC power that is generated by solar panels
to AC power to enable integration with the utility grid. Inverters are also utilized in
doubly-fed induction and variable-speed synchronous generators that are commonly used
in wind turbines. Inverters are used in both residential renewable energy applications and
on industrial and utility scale renewable power plants.

The stability of the power system as well as the power quality of the grid is influenced
by the rapid increase of inverters within the power system. The impact of inverters on
the grid is the subject of several studies [2–5]. Inverter-based generation need to adhere
to specific requirements for network integration purposes. These standards address the
quality of power delivered by the inverter-based generation [6, 7], as well as technical
requirements to maintain safe and functional grid operation [8].

Modelling of inverters is increasingly important within this context [9–13]. The circuit
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topologies, control mechanisms and corresponding parameters of inverters are essential for
studying, analysing and simulating the electrical utility grid. Customarily, no information
regarding the circuit topology and control strategy of inverters are available, as these
are protected by the manufacturer [14]. This effectively prohibits system designers and
customers to model VSIs in distributed utility networks.

Different inverter modelling approaches exist in literature [15–19]. These can be
categorised as parametric and black-box modelling approaches. A parametric modelling
approach requires detailed knowledge regarding the operation of the inverter, including its
parameters [20]. On the other hand, a black-box model relates the input and output of
the inverter by means of a mathematical model and no internal knowledge of the inverter
is required [21–27].

Information regarding the low-pass filter topology and filter parameters, the control-
loop topology and controller parameters and the non-linearities within the control-loop of
an inverter is not necessarily available or accessible for commercial inverters to implement
a parametric model [14]. If a priori information regarding the switching circuit and
filter topologies is not available, it may be determined by visually inspecting the inverter,
if the topology or housing allows for inspection. The modulation and control loop are
normally controlled digitally. This makes access to the control topology and controller
parameters difficult, and parametric inverter modelling without a priori information
virtually impossible.

If the inverter model topology, modulation scheme and non-linearities are known, filter
and control-loop parameters are required. System identification and parameter estimation
methodologies can be applied to determine or verify these parameters.

System identification and parameter estimation methodologies typically involve per-
turbation of the Device Under Test (DUT) using a suitable excitation signal [28]. The
response of the DUT as well as its input signals are used to characterize the system. The
excitation signal requires suitable time- and frequency domain characteristics to ensure
sufficient perturbation of the target system.

The Pseudo-Random Impulse Sequence (PRIS) is a wideband excitation signal consist-
ing of a deterministic series of bipolar impulse waveforms [28]. The signal characteristics
can easily be manipulated to suit the system identification experiment. The PRIS source
topology is, furthermore, suitable for application in high-voltage, high-power system
identification applications [28].

Using the PRIS source to perturb the AC output side of the voltage source inverter
allows for practically viable in situ measurements. The inverter is able to operate at nominal
voltage and current whilst being perturbed, allowing continuous conversion of power.
Furthermore, it allows the parameters being estimated and the system under investigation
to be determined more accurately due to the inverter operating at almost normal operating
conditions with regards to its fundamental frequency voltage and current [29].
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Time-domain output waveforms as well as frequency responses can be used during
system identification. By using a wideband perturbation source, such as the PRIS, the
device under test is excited over a wide frequency band. Subsequently, frequency responses
are obtained and can be used during system identification.

This project presents a parametric methodology to characterize and model single-phase
inverters. The approach uses a wideband perturbation signal, the PRIS signal, to perturb
the AC output of an inverter. The output impedance of an inverter is characterized and
subsequently used to determine the filter and controller parameters.

1.3. Project Objectives
As mentioned, this project applies system identification and parameter estimation studies
on single-phase voltage source inverters. This section expands on the objectives of the
project. The research objectives are:

• Investigate the use of a customizable pseudo-random impulse sequence excitation
source for in situ perturbation of an inverter : Perturbation is applied during system
identification. Whilst perturbing an inverter, perturbation is required to be sufficient
to excite all relevant dynamic modes of the system, yet allow the inverter to operate
at its nominal values. This project specifically investigates the suitability of PRIS
perturbations for voltage source inverters. PRIS perturbation is applied to an inverter,
without damaging any inverter components or causing non-linear behaviour.

• Characterize the output impedance frequency response of an inverter : Using the
wideband PRIS signal, the voltage source inverter is excited over a wide frequency
range. Its output impedance frequency response is subsequently estimated.

• Model a single-phase inverter : A voltage source inverter is modelled in simulation.
An appropriate parametric model is chosen for the voltage source inverter. This
model is validated by comparing it to an experimental inverter.

• Perform system identification and parameter estimation studies on a single-phase
voltage source inverter : System identification and parameter estimation are performed
on single-phase inverters to obtain model parameters and accurate model outputs.

1.4. Thesis Structure
This thesis consists of 6 chapters, with the following content:

• Chapter 1: The project overview is presented in chapter 1. A high-level description
of the project is provided. Furthermore, the rationale and applicability of the project
are discussed. Research objectives are presented.
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• Chapter 2: In chapter 2, a literature review is conducted on the most applicable
aspects of the project. Spectral estimation techniques that will be used to characterize
the frequency response of inverters are discussed. Wideband excitation signals
used to characterize power system equipment are presented. Parameter estimation
methodologies and system identification studies implemented on inverters found in
literature are discussed.

• Chapter 3: Chapter 3 explains the design of the PRIS source used in this investi-
gation. The implementation of the Pseudo-Random Binary Sequence (PRBS) on
a Field Programmable Gate Array (FPGA) to control the switching of the PRIS
source is discussed. Other hardware choices are presented.

• Chapter 4: In chapter 4 two case studies are presented. Two single-phase, full-
bridge, feedback-controlled inverters are perturbed and parameter estimation is
applied to determine the parameters. The inverters under investigation are idealized,
as it makes use of perfect switching, no DC-link capacitor, assumes a stiff DC source
and has no deadtime.

• Chapter 5: In chapter 5 a practical full-bridge, feedback-controlled, single-phase
voltage source inverter is investigated. The inverter is modelled in Simulink. The
model is used to perform parameter estimation on a practical inverter using wideband
perturbation.

• Chapter 6: Chapter 6 discusses the results obtained in this project, presents
conclusions and expands on the limitations of this project and possible solutions for
these limitations.

• Appendix A: In Appendix A, a practical open-loop half-bridge inverter is inves-
tigated. The inverter is perturbed experimentally to obtain its output impedance.
Various non-linear characteristics are described.
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Chapter 2

Literature Review

2.1. Overview
This literature study is divided into six sections. The concept of system identification of
power system equipment is introduced, along with system identification studies applied
to inverters that is found in literature. Appropriate inverter models are discussed. The
parameter estimation process is introduced, including optimization algorithms and objec-
tive functions applicable to this project. Perturbation and its use in frequency-domain
estimation are explained. Spectral estimation techniques that are used in this investigation
are discussed.

2.2. System Identification of Power System Equipment

2.2.1. Overview of System Identification of Power System Equipment

Accurate models are required for power system equipment, such as transformers, motors,
generators and inverters, to aid accurate power system analysis and design [30,31]. System
identification aims to construct an accurate mathematical model of power system equipment
using measured data [28].

Model parameters may depend on specific operating conditions or change over time due
to ageing. Accurate model parameters are thus also important for condition monitoring [32].

System identification studies of power system equipment frequently make use of
excitation signals to perturb the target device. These excitation signals are chosen
according to their frequency- and time-domain characteristics. The measured input and
output signals are subsequently used to populate models using parameter estimation
methodologies [28].

Spectral estimation can be used to extract frequency-domain data from measured
signals to subsequently use during parameter estimation methodologies [33]. Alternatively,
time-domain data can also be used. Various optimization algorithms and techniques exist
that can be used during parameter estimation.
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2.2.2. System Identification of Voltage Source Inverters

System identification studies applied to voltage source inverters have generally aimed
at either populating a parametric model of an inverter, or modelling the inverter as a
black-box.

2.2.2.1. Parametric System Identification of Voltage Source Inverters

Various system identification studies in literature aimed to find the parameters of para-
metric inverter models [34–37], using different perturbation methods and optimization
algorithms. These system identification studies perturbed the DC voltage reference [34],
introduced a three-phase short-circuit fault [35], disturbed the DC voltage and reactive
power references [36] and varied the DC voltage magnitude [37]. All of these studies
investigated three-phase systems. Table. 2.1 summarizes these parameter estimation
studies. The perturbation techniques used are as follows:

• DC voltage reference perturbation: Chang et al. [34] performed a parameter
estimation study on a photovoltaic inverter. The authors focused on obtaining
parameters used in the control-loop of the VSI. The inverter included a DC-DC
converter connected to the input, operating as a Maximum Power Point Tracker
(MPPT). The DC voltage reference of the inverter was perturbed and a damped
least square method was used to estimate the parameters. Four controller gains were
estimated, of which the greatest error was 27%. The design of a specific VSI may
prohibit the possibility of accessing the reference signal as was done in this study.

• Three-phase short-circuit fault and disturbing the DC voltage reference:
Zhongqian et al. [35] introduced a three-phase short-circuit fault and disturbed
the DC voltage reference of an inverter as perturbation. Thereafter, a two-step
identification method was used to obtain 4 controller gains and the filter inductor
value of a three-phase VSI with errors below 20.5%. To obtain accurate model
parameters, in situ parameter estimation of a VSI operating under normal conditions
is required. Introducing a three-phase short-circuit fault in the VSI may lead to
non-linear distortion in the inverter that may prohibit the controller gains and filter
parameters to be accurately estimated.

• DC voltage and reactive power references disturbance: By disturbing the
reference DC voltage and reference reactive power and also using a damped least-
squares optimization method, four control loop gains and the filter inductor of a
three-phase VSI were estimated by Shen et al. [36] with a maximum error of 5.6%.

• Varying DC voltage: Dong et al. [37] varied the DC voltage and employed a
particle swarm optimization method to estimate eight controller gains within 2%
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error.

• Introducing voltage and current transients: Jiayu et al. [38] perturbed the
inverter by varying sunlight intensity, causing voltage and current to fluctuate. A
least squares optimization algorithm was employed to solve for eight controller and
filter parameters.

TABLE 2.1: Summary of the parametric parameter estimations studies found in
literature.
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Parameter Identification of
Controller for Photovoltaic
Inverter Based on L-M Method [34]

Sinusoidal sweep of DC
voltage reference Frequency Damped Least

Squares Controller 35 No

Two-step method for identifying photovoltaic
grid-connected inverter controller parameters
based on the adaptive differential evolu-
tion algorithm [35]

Three-phase fault and DC
voltage reference varied to
introduce change in real power

Time Direct Evolution Filter and
Controller 20.50 Yes

d-q axis decoupling
parameter identification strategy for the
grid-connected inverter of photovoltaic
generation system [36]

DC voltage reference
and reference reactive
power varied

Time Damped Least
Squares

Filter and
Controller 5.60 No

Parameter identification of grid-connected
photovoltaic inverter based on adaptive -
improved GPSO algorithm [37]

Sunlight intensity and
temperature varied to
change output current

Time Particle Swarm Controller 0.97 No

Modelling of Photovoltaic Grid Connected
Generation System Based on Parameter
Identification Method [38]

Sunlight intensity varied
to introduce transients in
voltages and currents

Time Least Squares Controller x No

2.2.2.2. Critical Discussion of Perturbation Methods used in System Identification
Studies

In this project it is assumed that the internal reference signals of the inverter are not
accessible during system identification studies. Inverters are generally controlled by a
discrete controller. The reference signals are implemented within the controller and are
not accessible except by the inverter manufacturer. This means that from the mentioned
studies only Dong et al. [37] and Jiayu et al. [38] applied practically implementable
perturbation strategies to the inverter.

The DC input to the inverter can be perturbed by either using an excitation signal or
by increasing or decreasing the DC voltage, mimicking a change in irradiation supplied
to photovoltaic panels [37, 38]. Some inverters determine the reference output power and
subsequent reference currents and voltages required to produce this power based on the
DC input. In these cases the DC side could be perturbed by introducing a step-change in
the DC voltage or current, subsequently changing the amplitude of the reference signals.
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As an alternative to perturbing the DC input side of the inverter, the AC output side
can be perturbed. The switching circuit of an inverter produces a modulation voltage.
The modulated voltage is filtered by a low-pass filter to filter high-frequency harmonics.
Amongst others, the output current and voltage are continuously measured by the digital
controller, and could be used to generate the PWM signal supplied to the full-bridge,
based on the reference signal supplied to the control loop. Perturbing the controlled output
voltage and current would thus perturb not only the time-domain output waveforms, but
also the control-loop, if the perturbation technique is sufficient.

In this work, inverters are perturbed at the AC output side by a PRIS perturbation
source. The PRIS source is suitable for high-power, high-voltage environments, and can
be designed to perturb the AC output of the inverter whilst online.

2.2.2.3. Black-Box System Identification of Voltage Source Inverters

Due to the aforementioned challenges associated with obtaining a parametric model for a
commercial VSI [14], studies have also focused on obtaining a black-box model of the VSI.
This method was first implemented on DC-DC converters [39–42] and was later extended
to VSIs [21–27]. The input to output signals are related with dynamic systems, such as
the input admittance, back current gain, audiosusceptibility and output impedance [21],
or using non-linear models. Black-box modelling of inverters might be more realistic with
regards to the lack of available parametric models of inverters. System identification
studies using black-box modelling approaches found in literature include the following:

• Valdivia et al. [21] implemented a three-input three-output network to characterize a
three-phase voltage source inverter. The dynamic models included in the three-input
three-output network included the output impedance, input admittance, back-
current gain and audiosusceptibility. The dynamic models were either a transfer
function model, Wiener model or polytopic model, described in the DQ domain. For
perturbation, output current steps in both the D and Q axis were introduced by a
resistive and capacitive load reduction. Furthermore, the DC voltage is stepped by
including either a resistor or diodes in series with the input of the inverter and then
short-circuiting this resistive or diode network. A method to decouple the unwanted
effects of perturbation from the resultant dynamic models were also introduced.
The study included experimental results and good correlation between the obtained
model and practical measurements were obtained. The results are specific for a
specific operating point, i.e. a small-signal model was obtained. Some of the dymanic
systems were assumed to be linear, neglecting deadtime.

• The previous methodology was also extended to a large signal black-box model by
Guarderas et al. [26]. In this paper, small-signal models were combined using
weighting functions to model an inverter at multiple operating points. The input
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voltage, output voltage, fundamental output frequency as well as the real and reactive
power reference are passed to the black-box model. The outputs of the model are
the output current and input current. This work was originally published in 2017
and later extended to a journal in 2020.

• A Hammerstein-Wiener black-box model was implemented by Abdelsamad et al. [23].
The harmonics of the grid voltage are distorted as perturbation. The investigation
focused on the harmonics produced by the inverter.

• Neural Networks were employed by Stender et al. [22] to obtain a black-box model
for an inverter and induction machine arrangement.

• Ala et al. [27] obtained a black-box model to describe the output current of a 700
W SMA inverter if the grid voltage is known. A transfer function was obtained to
describe the current to voltage relationship.

• Patcharaprakiti et al. [43] compared various models of inverters. This included a
Autoregressive with Exogenous (ARX) model, a Box-Jenkins (BJ) model, an Output
Error (OE) model, an Autoregressive Moving Average with Exogenous (ARMAX)
model, a Non-linear Autoregressive with Exogenous (NARX) model, a Hammerstein-
Wiener model, a Hammerstein model and a Wiener model. The study found that a
Hammerstein-Wiener model is most accurate. The inverter operated in steady-state.

2.3. Voltage Source Inverter Modelling
The inverters investigated in this project are primarily feedback-controlled, single-phase
inverters. These inverters typically consists of a switching circuit, low-pass filter, modula-
tion scheme and a control system, as shown in the block diagram in Fig. 2.1. The inverter
is supplied with a DC source. The inverter converts the DC power to AC power to supply
a load or the grid.

Switching  
Circuit Filter Load/GridDC-Source

Modulation Control 
Loop

Inverter

Figure 2.1: Block diagram of a typical voltage source inverter.
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To obtain an accurate Electromagnetic Transient (EMT) or parametric model of a
single-phase inverter, the following information of an inverter arrangement are typically
required:

• DC source voltage and current input: This could be solar panels, batteries, a wind-
turbine with its output connected to a AC-DC converter or a DC-DC converter.

• Switching circuit topology: The switching circuit of a single-phase inverter is typically
a half- or full-bridge switching circuit consisting of IGBTs or MOSFETs.

• Pulse-width modulation scheme: Different Pulse-Width Modulation (PWM) schemes
could be incorporated to control the switching circuit. The modulation scheme
generates logic signals to control the switching circuit based on a control signal.

• Low-pass filter topology and parameters: A low-pass filter is usually used to filter the
modulated voltage created by the switching to a smooth sinusoidal output.

• Control loop topology and parameters - Although an inverter can operate as an
open-loop system, it is generally required to output a specific voltage and/or current
to interface with the grid or load. Feedback control is implemented to maintain
certain voltage and current levels. In Fig. 2.2 the continuous plant is controlled by
comparing the output signal to a reference signal. The error is fed into the controller.
The output of the controller allows the actuator to control the plant and in the case
of the inverter, the control signal will be used to control the switches with a PWM
scheme.

Digital Controller Actuator Plant

Sensor

Control System

Error Signal
Output

Feedback Signal

Reference Input

-

+

Figure 2.2: Adapted block diagram of the high-level digital control system design
[44].

• Non-linearities of the controls: Non-linear constraints are added in the control loop
for internal and external protection as well as network integration compliance.

• Load/grid characteristics: The inverter converts DC power to AC power and dis-
patches the AC power to a load or into the grid.

Parameter estimation studies aim to populate models of power system equipment with
accurate parameter values. Various inverter modelling methodologies and techniques exist.
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An applicable model needs to be populated for specific power system studies [45]. Some of
the different inverter models are:

• Electromagnetic transient model: An Electromagnetic Transient (EMT) model
of an inverter, models the inverter as a detailed power electronic device, including
all circuitry and digital control into the model [20]. EMT models of inverters are
the most accurate way of modelling an inverter, as it is a direct representation of
its internal structure. EMT models, however, can only be simulated in software
environments, such as Simulink, PLECS, LTspice, etc [46]. EMT models could be
computationally complex to execute for inverters. EMT models are used in this
project, due to the accuracy of the model.

• Average model: Inverters contain non-linear elements that can be modelled as
continuous elements using an average modelling approach [47]. The continuous
element aims to model the average behaviour of the non-linear element. Average
models thus do not include all the information about the system, but only its average
representation. Models of systems that contain complex switching can be executed
much faster by using an average model. Guha et al. [48] implemented an average
model for a three-phase voltage source inverter to investigate grid-stability. During
this project the average model is used to approximate the output impedance of the
inverter.

• Thévenin/Norton equivalent model: Inverters could also be modelled as a
Thévenin or Norton equivalent [49–53]. A Norton equivalent is especially applicable,
as a grid-connected inverter injects current into the grid, while maintaining the grid
voltage at the point of coupling. However, a Thévenin or Norton equivalent does not
inherently contain switching information, making the model less accurate. Fig. 2.3
shows a Thévenin equivalent inverter connected to the grid, where both the grid and
the inverter consists of a Thévenin voltage source and a series output impedance.

VT H,inverter(f)
Zo,inverter(f)

Io(f)

VT H,grid(f)
Zo,grid(f)

Inverter Model Grid Network Model

Figure 2.3: The Thévenin representation of an inverter connected to the grid.

• Black-box model: Black-box models describes the input-output characteristics of an
inverter without any knowledge of the inverter topology, control loop and modulation
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scheme. Several black-box models of inverters have been implemented [21–27,43],
and are described in more detail in section 2.2.2.3.

• Dynamic phasor model: Periodic waveforms can be described by the Fourier series.
During transients, these waveforms are not entirely periodic. In dynamic phasor
models the Fourier coefficients are time-variant, as opposed to the time-invariant
Fourier coefficients of a normal Fourier series. Dynamic phasor models are thus more
suitable to describe the modulation schemes in voltage source inverters [54–58].

• Switching-function-based model: Another mathematical model used to describe
inverters aim at describing the switching events of the switching bridge [59–61].
Each state of the switch are given a logical high or low and the relationship between
circuit elements, the modulation schemes and the switching functions are derived.

2.3.1. Voltage Source Inverter Output Impedance Frequency
Response

2.3.1.1. Application of Inverter Output Impedance Frequency Response in Power
System Analysis

The characterization of the output impedance frequency response of an inverter is important
for power system analysis [62]. The output impedance of inverters is required when
investigating the stability of inverters and determining the harmonic contributions of an
integrated network.

2.3.1.1.1 Stability of Inverters

Grid-connected inverters are prone to instability. If the grid to which it is connected has
a high impedance, the current control loop of the inverter can become unstable, causing
instability complications and continuous harmonic resonances [63]. Various methods exist
to analyze the stability criteria of grid-connected inverters. Most of these methodologies
rely on using the impedance frequency response of the inverter and the grid to determine
the stability of the interconnected system [64–67]. The output impedance of the inverter
inherently contains information regarding the control loop, i.e. the control loop manifests
within the output impedance. Therefore, the control loop can be adjusted to manipulate
the output impedance of the inverter [68].

2.3.1.1.2 Harmonic Emissions of Inverter Based Generation

A mixture of Renewable Power Plants (RPPs) and residential inverter systems are increas-
ingly integrated with the utility grid. The inverter systems that feed power into the grid
are required to adhere to certain power quality regulations. Various factors are considered
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when determining the quality of power supplied, amongst others voltage fluctuations,
high-frequency current and voltage harmonics as well as voltage and current unbalances [8].
Harmonic current and voltage emissions can be caused by various power plants or loads
connected to the grid. To determine the source of emissions, obtaining the magnitude
of the output impedance of inverter-based RPPs at specific frequencies, |Zhc|, is vital to
determine the source of dominant harmonic emissions [69]. The accumulation of measured
voltage-current RMS values of harmonic emissions at the point of coupling on the locus of
the grid impedance magnitude at a specific frequency, |Zh|, implies that the RPP is the
source of emission and vice versa. Fig. 2.4 displays this approach.

Figure 2.4: The measured RMS voltage-current harmonics are compared to the
impedance loci of the inverter based plant and the grid to determine the dominant
source of harmonics [69].

2.3.1.2. Determining the Output Impedance of a Voltage Source Inverter

The output impedance of an inverter has been characterized using various different
approaches in literature.

• Average model: Yoon et al. [64] made use of the average switching model to
obtain an analytical expression of the output impedance of an voltage source inverter.
Fig. 2.5a displays the single-phase representation of the DUT, while Fig. 2.5b shows
the magnitude and phase plots of the average switching model output admittance.
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(a) The circuit topology of the inverter alongside its average
switching model [64].

(b) Magnitude and phase plots
of the output admittance [64].

• Differential impedance spectroscopy: Rogalla et al. [70] used differential
impedance spectroscopy to determine Thévenin equivalent circuits of an inverter.
Two different frequency bins were excited during separate measurements. The
measurements are then used to cancel out the internal voltage of the device under
test.

• Perturbation: Output or AC side perturbations of a three-phase inverter were
used to analytically describe the output impedance of the voltage source inverter by
Cespedes [67]. Analytical expressions were verified with an experimental arrangement
that made use of a frequency response analyzer to obtain measurements. The
methodology made use of sequence networks.

2.4. Parameter Estimation

2.4.1. Overview

Typically, during the parameter estimation process a mathematical or simulated model
is populated with the correct parameters of a measured system. The parameters are
estimated by iteratively minimizing the error between the outputs of the model and target
system using a suitable optimization algorithm [71]. Time-domain and frequency-domain
information of the measured signals can be used during parameter estimation [33].

A block diagram of the parameter estimation process using frequency-domain data
is presented in Fig. 2.6. The same input signal, x(t), is applied to the system and the
model of the system. The objective function is subsequently calculated by comparing the
measured frequency responses of the actual system, YS(ω), with the frequency responses of
the model, YM(ω). The optimisation algorithm iteratively updates the model parameters
such that the objective function is minimized and the model and system outputs are the
same [72].

14

Stellenbosch University https://scholar.sun.ac.za



System

Model

Objective Function, Optimization
Algorithm

+

-

Transfer Function
Estimate

Transfer Function
Estimate

Input
Perturbation

Signal

Figure 2.6: Frequency-domain parameter estimation process [72].

A block diagram of the parameter estimation process using time-domain data is shown
in Fig. 2.7. Instead of the frequency-domain output being compared in the objective
function, the time-domain signals of the actual system, yS(t), and of the model, yM (t) are
compared.

System

Model

Optimization
Algorithm

+

-

Input
Perturbation

Signal

Objective Function, 

Figure 2.7: Time-domain parameter estimation process [72].

The time- and frequency-domain estimation processes could also be combined by
including both time- and frequency-domain information in the objective function.

2.4.2. Objective Function

During parameter estimation an objective function is minimized by the optimization
algorithm. The optimization algorithm iteratively changes the parameters of the model.
Each set of parameters causes the output of the model to change. For each output an
objective function value is calculated to measure its similarity with respect to the output
of the system based on the error between the model and the system.

The estimated output of the model, YM , and the true output of the system, YS, are
passed to the objective function. The outputs, YS and YM , could be a time-domain signal
or frequency-domain response of length R. Various different cost functions exist. The
objective functions used in this project include:

• Pearson Correlation: Pearson correlation, ρ(YM , YS), can be calculated as [73]
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ρ(YM , YS) = 1
R − 1

R∑
r=1

(YS − µS

σS

)(YM − µM

σM

), (2.1)

where σS and σM are standard deviations of the system and model respectively and
µS and µM are the means of the system and model outputs [73]. Correlation is a
metric that describes the linear dependence between two signals [74, 75].

• Mean Absolute Error (MAE): The MAE objective function sums the absolute
error between the system and model outputs and averages it with respect to the
number of samples, R [76]:

MAE(YS, YM) = 1
R

R∑
r=1

|YS − YM | (2.2)

• Mean Squared Error (MSE): The MSE objective function sums the squared
error between the system and model outputs and averages it with respect to the
number of samples, R [77]:

MSE(YS, YM) = 1
R

R∑
r=1

(YS − YM)2 (2.3)

• Root Mean Squared Error (RMSE): The RMSE objective function obtains the
square root of the squared error between the system and model outputs which is
averaged with respect to the number of samples, R [78]:

RMSE(YS, YM) =

√√√√ 1
R

R∑
r=1

(YS − YM)2 (2.4)

2.4.3. Optimization Algorithms

The optimization algorithm iteratively updates the parameters of the model in order to
minimize the difference in the estimated and true outputs. An optimization algorithm
should effectively search through a large search space, without converging to a local minima
to obtain the global minimum of an objective function.

Various different optimization algorithms exist. The following optimization algorithms
are utilized in this investigation:

• Grey wolf optimization: The Grey Wolf Optimization (GWO) algorithm is a meta-
heuristic optimization method mimicking the collaborative hunting methodology of
grey wolves. Making use of an hierarchical structure, the algorithm mimics how grey
wolves hunt, encircle and finally attack their prey [79,80].
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• Pattern search optimization: Pattern search iteratively evaluates the objective
function along the dimensions of the parameters. If the objective function value is
decreased at a certain point the algorithm creates a new mesh. If no better objective
function value is achieved the mesh shrinks [81, 82].

• Surrogate optimization: The surrogate optimization algorithm evaluates a number
of points and use these points to approximate a function that it uses to obtain the
minimum. This algorithm is not computationally expensive and does not have
stopping criteria [83,84].

• Genetic algorithm: The Genetic Algorithm (GA) makes use of a random and
brute force approach to obtain the global minima. The GA creates a random initial
population inside the upper and lower bounds. Subsequent sequences of populations
are created by using the individuals from previous generations. Individuals undergo
selection, mutation and crossover to obtain a solution that minimizes the objective
function. Individuals can mutate with random changes to its parameters or crossover
with other promising individuals to form a new generation [85–87].

• Particle swarm: Particle Swarm Optimization (PSO) creates a population of points
in the search space, these points are also called particles. These particles move with
a specified velocity to a possible minimum to improve their position. The swarm of
particles move to the best neighbour and to the best neighbourhood with specific
velocities, allowing the swarm to zoom in on the best region over time [88,89].

2.4.4. Observability

Observability implies that a unique parameter set exists for a system, i.e. a different
combination of parameter values will not be able to produce the same output for a specific
input. The observability of a system can be determined using a linear state-space model
of the system. If the input, x(t), and output, y(t), of a system can be used to determine
the initial states of the system, the system is observable [90].

2.5. Perturbation Signals used for System Identification

2.5.1. Overview

During system identification and parameter estimation studies, perturbation is often
applied to the device or system under test. Non-parametric frequency-domain techniques
require that the system under test is perturbed using an external excitation [91]. This could
be accomplished by passive perturbation or an excitation signal [92]. During perturbation
the response of the system is captured and used to determine the characteristics of the
Device Under Test (DUT) [28]. Perturbation could be mechanical, e.g. increasing the speed
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of rotation of a wind turbine, in which case the wind turbine or some system connected to
it is the DUT [32]. Perturbation could also be electrical, e.g. changing the load connected
to a generator to cause a change in the demand current, in which case the generator is the
DUT [93].

Perturbation using an excitation signal is a commonly-used approach of perturbation
for power system equipment. Various perturbation signals exist. These include, but
are not limited, to the stepped-sine signal, swept-sine/chirp signal, multi-sine signal,
random burst signal, impulse excitation signal, pseudo-random noise signal, periodic noise
signal, pseudo-random binary sequence, discrete-interval binary sequence and random
noise signal [94].

Different types of linear and non-linear systems require different suitable excitation
signals [95]. Care must be taken that the voltage and current ratings of the DUT is not
exceeded by the perturbation technique. The perturbation technique must also be able to
excite all the dynamic modes of the device under test [28].

In case of in situ or online perturbation, the DUT is operating continuously while
perturbation is applied. In situ perturbations are important if the DUT exhibits device
specific nature and dependency on the operating point, as is the case with inverters.
Careful considerations is required to choose a perturbation technique that is capable of in
situ measurements for high-power, high-voltage power system equipment [29].

2.5.2. Wideband Excitation Signals

2.5.2.1. Overview

Power system equipment are designed to operate at the fundamental frequency. The ever
increasing penetration of renewable energy sources in the utility grid has caused an increase
in the higher-frequency harmonics injected into the utility grid [72]. Models of power
system equipment, subsequently, need to be accurate over a large range of frequencies [96].

Wideband frequency responses have been used in parameter estimation studies [97–100].
Frequency responses are typically less noisy than time-domain signals, aiding optimization
algorithms to find the global minima [101]. While a pure sinusoidal signal concentrates its
voltage and current at its fundamental frequency, a wide frequency band can be excited
using wideband perturbation signals [94].

2.5.2.2. Swept-Sine Signal

The frequency of a swept-sine signal change with time. The power is distributed over a
wide frequency band, as the signal sweeps through all these frequencies. The swept-sine
signal can be implemented in practice by making use of an operational-amplifier. A
limitation of such a perturbation source is that the bandwidth of the signal is limited by
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the specifications of the operational amplifier [102].
The swept sine signal starts with an initial frequency, f1, and ends with a final frequency,
f2. The signal sweeps between these two frequencies over some period, Tp. The signal,
f(t), can be described as

f(t) = sin[(αt + β)t], (2.5)

within some period, 0 ≤ t ≤ Tp, where α = 2π(f2−f1)
Tp

and β = 2πf1 [28].
A swept-sine signal requires a long measurement time for sufficient frequency resolution.

A practical swept-sine source requires infinite different signal levels to produce a continuous
amplitude range. For these reasons, practical implementation of a swept-sine signal is
difficult [103].

2.5.2.3. Pseudo-Random Binary Sequence (PRBS)

A Pseudo Random Binary Sequence (PRBS) is a binary sequence that is generated
deterministicly. Its characteristics approximate a random sequence as its logic state at a
discrete time appears to be independent of any previous state. The logic state changes at
multiples of the clock frequency, fclk [104,105].

A PRBS can be practically implemented with logic circuits. A Linear Feedback Shift
Register (LFSR), together with XOR gates that feed outputs from specific bits in the
LFSR back to the input of the LFSR can be used to generate a PRBS. The order, m, of
the PRBS refers to the number of bits used in the LFSR. A PRBS can be described by a
polynomial that describes which bits in the LFSR is fed back via the XOR gates. The
total number of bits in a PRBS period is equal to 2m − 1. Table 2.2 shows possible PRBS
polynomials [106]. Shift registers are practically implemented using flip-flops.

TABLE 2.2: A table of possible PRBS polynomials [106].
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The PRBS signal has been applied to numerous power system equipment system
identification studies, including the following:

• Synchronous generators [32]

• Batteries [107]

• Converter systems [103]

• Transformers [97]

• DC Systems [108]

• Automatic Voltage Regulators [109]

2.5.2.4. Pseudo-Random Impulse Sequence (PRIS)

The Pseudo-Random Impulse Sequence (PRIS) signal is a wideband excitation signal
developed by Mwaniki [94]. Fig. 2.8 shows a practical PRIS source, implemented by
supplying a H-bridge with a DC voltage and controlling the gating signals of the switches
with a PRBS signal. A series RLC circuit is used as filter to create the impulses. The
clock frequency of the PRBS gating signal, PRBS order and the series RLC circuit can
be configured to manipulate the spectral characteristics of the PRIS signal. The PRIS
source topology is suitable for application in high-voltage, high-power system identification
applications, as the capacitor allows protection of the source from excess voltages [94].

−
+VDC iP RIS(t)

R L C

PRIS Source Device Under Test

Device Under Test+
-vP RBS(t)

Figure 2.8: Pseudo-random impulse sequence test arrangement to perturb a device
under test.

Fig. 2.9 displays a PRIS current consisting of bipolar impulses, enveloped by the PRBS
voltage that is supplied as gating signal to the H-bridge.

20

Stellenbosch University https://scholar.sun.ac.za



0 0.5 1 1.5 2 2.5 3 3.5 4

Time (s) 10-3

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

P
R

IS
 C

u
rr

e
n

t

-6

-4

-2

0

2

4

6

U
n

ip
o

la
r 

P
R

B
S

 V
o

lt
a

g
e

 (
V

)

PRIS

PRBS

Figure 2.9: Bipolar pseudo-random impulse sequence current and unipolar pseudo-
random binary sequence voltage waveforms [72].

An ideal bipolar PRIS can be mathematically described in the time-domain as [94]

fB
P RIS(t) =

((N+1)/2)−1∑
i=0,2,4

fi(t − ti)fp,ti,ti+1(t) −
((N+1)/2)∑

i=1,3,5
fi(t − ti)fp,ti,ti+1(t), (2.6)

where

fp,ti,ti+1(t) = u(t − ti) − u(t − ti+1). (2.7)

The logic state of the PRBS source change at multiples of the clock frequency. The
time instances at which it changes are pseudo-random. Time instances ti and ti+1 indicates
the ith and (i + 1)th change in state [94].

A bipolar PRIS can be mathematically described in the frequency-domain as [28]

FP RIS(ω) =
((N+1)/2)−1∑

i=0,2,4

Aτ1τ2( 1
τ1

+ jω) − Bτ1τ2( 1
τ2

+ jω)
(1 + jωτ1)(1 + jωτ2)

−
((N+1)/2)∑

i=1,3,5

Aτ1τ2( 1
τ1

+ jω) − Bτ1τ2( 1
τ2

+ jω)
(1 + jωτ1)(1 + jωτ2)

,

(2.8)

where

A = U [e−jωti − e
ti
τ2

−ti+1( 1
τ2

+jω)], (2.9)

and
B = U [e−jωti − e

ti
τ2

−ti+1( 1
τ1

+jω)]. (2.10)

The suitability of the PRIS source in high-power applications is due to the possibility
of lower power ratings of the source, as compared to a PRBS source. Fig. 2.10 compares
the power losses in the series resistor used in a PRBS and PRIS source. The power losses
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in the PRBS source is 10 times more than the power losses in the PRIS source in this
case [94].

Figure 2.10: Power losses in the resistor of a PRBS and PRIS source [94].

PRIS perturbations has been applied in various system identification studies of power
system equipment, including the following:

• Grid Impedance [110]

• Transformers [99,100]

• Capacitive Voltage Transformers [72,98]

2.6. Spectral Estimation
Wideband perturbation signals, such as the Pseudo-Random Binary Sequence (PRBS),
Pseudo-Random Impulse Sequence (PRIS) and swept-sine signals, excite its target system
over a wide frequency bandwidth. This allows the broadband frequency response of the
system to be obtained to model power system equipment over this wide frequency band.
The input and output signals are captured as time-domain signals and the associated
frequency responses are subsequently extracted using spectral estimation.

A time-domain signal or the relationship between time-domain signals can be described
with various different approaches in the frequency-domain. These include, but are not
limited to the Fourier transform, Fourier series, fast Fourier transform, discrete Fourier
transform, energy spectral density and power spectral density.

2.6.1. Power Spectral Density

A Power Spectral Density (PSD) describes the power contained in a time-domain signal
over some frequency range [111–113]. The magnitude of the power is normalized with
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regards to the frequency resolution or frequency bin size. A PSD is commonly used
to describe wideband signals, whereas sinusoidal signals are rather described using the
autopower function.

The autocorrelation function, Rxx(τ), of a time-domain real power signal, x(t), is
described by [111]

Rxx(τ) = lim
T−→∞

1
T

∫ ∞

−∞
x(t)x(t + τ)dτ. (2.11)

Using (2.11) the PSD, Pxx(f), can be calculated as [111]

Pxx(f) =
∫ ∞

−∞
Rxx(τ)e−j2πfτ dτ. (2.12)

Various estimators can be used to determine the PSD. These estimators can be
implemented numerically. Parametric estimators assume that the time-domain signal is
a stationary process and include autoregressive models, Yule-Walker estimators, Burg
estimators and maximum likelihood estimators. Examples of non-parametric estimators
are the periodogram, Bartlett’s method, Welch’s method, multitaper, singular spectrum
analysis and the critical filter theory [111–113].

Various non-parametric estimators, such as Bartlett’s method, Welch’s method, multita-
per and the Blackman-Tukey method are variations of the periodogram. The periodogram
makes use of (2.12). Welch’s method, on the other hand, segments the input signal
into different windows that overlap and determines the average periodogram of these
windows [114,115].

Different types of windows, such as the Hanning, Flattop, Tukey, Blackman, Kaiser and
Hamming window, can be used to window the signal. Windowing the signal is necessary
to reduce leakage, but does introduce bias [116,117]. When windowing a signal, a trade-off
exists between the bias introduced and the reduction of variance in the estimated frequency
response.

2.6.2. Cross Power Spectral Density

The Cross Power Spectral Density (CPSD) compares the power between two signals [118,
119]. The cross-correlation function, Rxy(τ), of two real power signals, x(t) and y(t), can
be calculated as [118]

Rxy(τ) = lim
T−→∞

1
T

∫ ∞

−∞
x(t)y(t − τ)dτ = Ryx(−τ). (2.13)

The cross-correlation function, (2.13), could subsequently be used to obtain the CPSD,
Pxy(f), of these two time-domain signals with the use of [118]

Pxy(f) =
∫ ∞

−∞
Rxy(τ)e−j2πfτ dτ. (2.14)
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The CPSD can be calculated using the same spectral estimators used to determine a
PSD, as discussed in section 2.6.1.

2.6.3. Transfer Function or Frequency Response

The PSDs and CPSD of the input, x(t), and output, y(t), time-domain signals of a linear
time invariant system could be used to estimate the transfer function of the system, i.e.
the frequency response of the Single-Input Single-Output (SISO) system [120].

Two approximations for the transfer function exist [121,122]. The first estimate uses
the CPSD, Pyx(f), of the two signals and the PSD of the input signal, Pxx(f) [120]:

H1(f) = Pyx(f)
Pxx(f) (2.15)

The transfer function could also be estimated using the CPSD, Pxy(f), of the two
signals and the PSD of the output signal, Pyy(f) [120]:

H2(f) = Pyy(f)
Pxy(f) (2.16)

H1(f) and H2(f) are estimations of the transfer function, and should be equal. However,
if noise exists on the input and/or output signals and the spectral estimator makes use
of windowing, the estimates will differ. The H1 estimator assumes no noise exists on the
input signal, whereas the H2 operator assumes no noise exists on the output signal. If
noise does exist on the input or output signal, some error would exist in the estimated
frequency response [123]. The transfer function can also be calculated using the same
spectral estimators used to determine a PSD, as discussed in section 2.6.1.
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Chapter 3

Design and Analysis of the
Pseudo-Random Impulse Sequence
Perturbation Source

3.1. Overview
In this project, a Pseudo-Random Impulse Sequence (PRIS) source is used to perturb
voltage source inverters during system identification studies. This chapter discusses the
generation of a Pseudo-Random Binary Sequence (PRBS) gating signal used in a PRIS
source and the design of the PRIS source.

The PRBS gating signal is generated by integrating multiple software components and
utilizing a Field Programmable Gate Array (FPGA). The hardware design of the PRIS
source is discussed, including its switching topology, RLC filter and any additional circuitry.
Measurement equipment used during experimental results is also discussed in this chapter.
The PRIS source was designed and developed based on the proposed methodology from
Mwaniki et al. [94].

Fig. 3.1 presents the circuit topology of a PRIS source [28]. It consists of a PRBS
generator that controls the switching of a H-bridge. The H-bridge is supplied by a DC
voltage source, VDC , and the output of the H-bridge is filtered by a RLC filter before it is
connected to the Point of Common Coupling (PCC) to perturb a target system.

−
+VDC

Rpris Lpris
Cpris PCC

H-BridgePRBS Generator RLC Filter

VP RBS

+

-

Figure 3.1: Circuit configuration of a pseudo-random impulse sequence source.
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3.2. Pseudo-Random Binary Sequence Design and
Generation

3.2.1. Overview

The H-bridge of the PRIS source is controlled using a PRBS gating signal. A require-
ment of the PRIS source is a user-controllable PRBS generator to customize the PRBS
characteristics and thus also the time- and frequency-domain characteristics of the PRIS
source, enhancing controllability of the PRIS source. A FPGA is used to generate the
PRBS signal.

A Graphical User Interface (GUI) is developed in Python to allow the user to input
variables such as the clock frequency, PRBS order and length and the number of PRBS
periods. This information is processed in Python. A PRBS sequence consisting of low
and high logic states is created and written to a VHDL file which can be loaded onto
the FPGA. The VHDL code executes the PRBS sequence and displays it on the FPGA
output pins. A Tool Command Language (TCL) is used to synthesize the VHDL file and
upload the required files to the FPGA. Fig. 3.2 illustrates this process.

 
 
 
 
 
 
 

Batch File 

Altera Quartus 

Command Line 

Python 

Graphical User
Interface 

(tkinter Library)

Generate PRBS 
(decida Library)

Update VHDL
Code 

(os Module) 

Execute Batch
File  

(os Module) 

VHDL Code

TCL Commands Code Loaded
onto FPGA 

PRBS order, PRBS length, Clock Frequency 
Amount of Repetitions, File Locations

User

Figure 3.2: Block diagram illustrating the process of generating a pseudo-random
binary sequence on a field programmable gate array.
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3.2.2. Software used to Generate the Pseudo-Random Binary
Sequence

3.2.2.1. Python Firmware Integration

Python is an interactive software language that can be used to integrate various software
applications and systems [124]. It has a wide range of available libraries, aiding easy
adaption of existing code to user-specific applications. During the generation of a PRBS
sequence for this project, Python is used to execute most of the firmware programming.
The following components of the PRBS generator are implemented using Python:

• Graphical user interface: Making use of the tkinter library [125], a GUI is created
for user-friendly customization of a PRBS sequence. The GUI is used to obtain
user inputs. These inputs are used to create a custom PRBS sequence. The user is
required to provide the GUI with the PRBS order, PRBS length, clock frequency
and the number of times the PRBS signal is repeated. This allows the PRIS source
to be easily reconfigured for different applications. The programming of the GUI
is aided with the use of Python Automatic GUI Generator (PAGE). Fig. B.1 in
appendix B shows a screenshot of the GUI.

• PRBS generation: The Python library, Decida, has a class called Pattern that is
used to generate a PRBS bit pattern for a given length and order.

• Updating VHDL code and uploading it to the FPGA: Using the os module in Python,
the command-line can be accessed. Subsequently, VHDL code can be altered via the
command-line and TCL commands for the Altera Quartus software can be used.

3.2.2.2. Programming of the Field Programmable Gate Array

VHDL code is uploaded onto the FPGA. A timer is used to iteratively loop through the
PRBS array consisting of logical lows and highs and make the corresponding GPIO pins low
and high to output the PRBS on the appropriate FPGA General Purpose Input/Output
(GPIO) pins. Additionally, an enable as well as a gating signal is implemented. The
enable signal is high for the duration the FPGA is outputting a PRBS sequence. The
gating signal is high for one PRBS clock period as soon as a PRBS sequence starts or
starts repeating to allow future integration with a triggered measurement or perturbation
technique. Fig. 3.3 presents a simulated example of a PRBS4 that is repeated twice
with the required corresponding enabling and gating signals. The clock frequency is
fclk = 10kHz.
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Figure 3.3: A PRBS4 signal that repeats and the enable and gating signals that
needs to be implemented on the FPGA.

3.2.2.3. Using Quartus Tool Command Language to Synthesize and Build Code on
Field Programmable Gate Array

The Quartus II software can be controlled and used via the command line. This is useful,
as the command line can be controlled from a Python script using the os library, an
operating system interface, from Python. TCL commands are available for Quartus II.
TCL commands are used by running a batch file from Python. The contents of the batch
file are presented in appendix C.

3.2.3. Hardware Implementation of Pseudo-Random Binary Sequence
on a Field Programmable Gate Array Development Board

A Field Programmable Gate Array (FPGA) development board is used to generate the
desired PRBS gating signal. A FPGA has an array of programmable logic blocks that
can build a circuit using logic gates [126]. A FPGA is favoured to a microcontroller
for the design of the high-frequency PRBS signal. An FPGA is more expensive than a
microcontroller, its software is more complex to programme and it has little compatibility
over different software and hardware configurations. However, the flexibility that re-
programmable hardware allows, makes it superior with regards to performance. It has an
higher processing speed and its rise and fall times are shorter. Since the only use of the
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FPGA will be to control the gate driver, it is more suitable for application in a PRBS
generator than a microcontroller.

Terasic, Digilent and Xilinx are some of the predominant FPGA development board
manufacturers. Terasic uses Intel FPGAs. These FPGAs can be programmed using the
Quartus Software [127]. The DE0 Nano development board, using a Altera Cyclone IV
FPGA, is chosen for this project due to its size and its compatibility with the user-friendly
Quartus II software.

A push-button is connected to a GPIO pin to allow the user to start a PRBS sequence
manually. A high GPIO pin output is 3.3V. The clock frequency of the PRBS generated
by the FPGA can be up to 50 MHz. Additionally, fault signals from the IGBT drivers
used in the PRIS source are connected to the FPGA. As soon as a fault occur, the FPGA
will stop producing a PRBS signal.

3.2.4. PRBS Generation Experimental Results

The designed PRBS generator is tested experimentally. The PRBS voltage used to control
the IGBTs are measured and presented in Fig. 3.4. A PRBS4, as defined in Table 2.2,
is generated at a clock frequency of 10 kHz, repeating indefinitely. The measured low
and high logic states of the PRBS change at multiples of the clock frequency and at
pseudo-random instances. The shape of the PRBS4 compares well with the simulated
PRBS4 in Fig. 3.3.

Figure 3.4: Oscilloscope measurement of a repeating PRBS4 sequence voltage with
a 10kHz clock frequency.
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3.3. Pseudo-Random Impulse Sequence Source Design
and Generation

3.3.1. Practical Pseudo-Random Impulse Sequence Source System
Overview

Fig. 3.1 illustrates the circuit topology of the constructed PRIS source. The PRBS
generator, each leg of the H-bridge and the RLC filter are soldered onto individual Printed
Circuit Board (PCB) cards. These PCB cards are housed in a KM6-II subrack and can
slot into the subrack using rails. The PCB cards are connected with either 64 or 16 pin
DIN connectors to a PCB that is fixed to the backplate of the subrack. A DC voltage
power supply that powers the FPGA as well as the IGBT drivers used in the H-Bridge
also slots into the subrack and is connected to the backplate. A 220 VRMS AC supply is
connected to the back of the subrack to power this DC voltage power supply. Appropriate
connections between different PCB cards are made on the PCB on the backplate. Also
connected to the backplate is the external DC voltage supplying the H-bridge, VDC in
Fig. 3.1. Fig. D.1 in appendix D shows the practical PRIS source. The PRIS source
can withstand a maximum voltage of approximately 1.6 kV at the PCC and a maximum
current of approximately 25 A.

3.3.2. H-Bridge Design

In designing the H-bridge section of the PRIS source, two FF225R17ME4 IGBT modules
are used. Each module contains two IGBTs, i.e. one leg of the H-bridge. These IGBTs
have a maximum collector-emitter voltage, Vce, of 1.7kV and nominal collector current
of 225 A. FF225R17ME4 gate drivers are mounted on top of each IGBT module. These
opto-coupled drivers allow for easy and safe implementation of the H-bridge. The IGBT
modules are set to be operated in H-bridge mode. Complimentary signals are sent from
the FPGA to the two separate drivers. One driver is controlled by a PRBS sequence,
while the other is controlled by the inverted PRBS sequence. Deadtime is implemented
within the IGBT drivers to prevent a short-circuit. Each IGBT module is soldered to
an individual PCB card that slots into the backplate of the subrack. The IGBT drivers
are connected to the PCB on the backplate with a 20 way twisted ribbon cable to allow
connection with the FPGA.

3.3.3. RLC Filter Design

The series RLC branch used in the PRIS source is soldered onto an individual PCB
card that slots into the PCB on the backplate of the subrack. The RLC component
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values and power ratings depend on the system under test and can be configured to suit
the application. These passive elements are used to control the time-constants of the
PRIS waveform, hence controlling the time- and frequency-domain characteristics of the
perturbation signal.

3.3.4. DC Voltage Source Supplying H-Bridge of PRIS Source

The DC voltage source supplying the H-bridge of the PRIS source is connected to the
PCB on the backplate of the subrack. An analogue source is preferred to a digitally
controlled source, as a digitally controlled source tends to switch between constant voltage
and constant current modes when used to power an in situ PRIS source. This is unwanted,
as the PRIS source is designed using a constant voltage source, not a constant current
source. The size of the voltage depend on the application. The DC voltage that supplies
the PRIS source can be varied to increase or decrease perturbation energy.

3.3.5. DC Voltage Source Supplying IGBT Driver and FPGA

5V and 15 V DC supplies are required to power the FPGA and IGBT drivers respectively.
These voltage rails are supplied by a Bivolt Pk60B DC power supply card that can slot
into the subrack and connects to the PCB on the backplate.

3.3.6. Field Programmable Gate Array Printed Circuit Board Card

The Altera DE0 Nano FPGA development board that generates the PRBS signal is placed
on a PCB card that slots into the PCB on the backplate of the subrack. Additional
circuitry for the GPIO inputs, outputs and a on-button are also implemented on the PCB.

3.3.7. Pseudo-Random Impulse Sequence Source Experimental
Results

The PRIS source is tested experimentally with no device under test as presented in Fig. 3.5.

−
+VDC

Rpris Lpris
Cpris

iP RIS(t)

+ -vR(t)

VP RBS

Figure 3.5: Circuit configuration of a pseudo-random impulse sequence source with
no device under test.
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The RLC filter parameters are chosen as 100Ω, 2.2mH and 1µF respectively to produce
an overdamped response [94]. A PRBS4, as defined in Table 2.2, is used at a clock frequency
of 10 kHz. The oscilloscope measurement of the voltage across Rpris, vR(t), is presented
in Fig. 3.6. The PRIS is programmed to repeat. The PRIS is enveloped by the PRBS4
presented in Fig. 3.3 and the time constants resemble an impulse.

Figure 3.6: Oscilloscope measurement of the pseudo-random impulse sequence
generated using a PRBS4, with a 10kHz clock frequency. The voltage across Rpris,
vR(t), is measured.

3.4. Configuration of the Pseudo-Random Impulse
Sequence Source

The PRBS gating signal and the RLC circuit of the PRIS source can be configured in
order to control the spectral characteristics of the excitation signal as required. In this
section, the selection of the RLC components and PRBS signal are discussed.

During the investigation in this section, the PRIS source with no device under test,
as shown in Fig. 3.5, is simulated in Simulink while examing the current, iP RIS(t) and
the PSD of the current. The PRIS source is constructed using the values summarized in
Table 3.1, except when explicitly stated otherwise.

TABLE 3.1: PRIS source parameters while investigating the configuration of the
PRIS source.

PRBS
Order

Clock
Frequency
fclk

Rpris Lpris Cpris VDC

14 10kHz 100Ω 1mH 1µF 30 V

The power, voltage and current ratings of the device under test, as well as of the
circuit components used to construct the PRIS source should be taken into account when
configuring the PRIS source. The circuit components used to construct the PRIS source
can be used to limit the voltage and current produced by the source.
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3.4.1. Configuration of the PRBS Signal

The PRBS gating signal supplied to the H-bridge of the PRIS source can be configured by
changing its clock frequency and PRBS order. Fig. 3.7 presents the PSD of the current,
iP RIS(t), as a function of the clock frequency, fclk, while the other parameters of the PRIS
source is fixed to the values listed in Table 3.1. As shown in Fig. 3.7, the upper side lobe
of the PSD of iP RIS(t) has a width of fclk. The PSD displays minima at integer multiples
of fclk. The majority of the energy contained in the excitation signal is contained in the
first lobe. The clock frequency of the PRIS source, thus, needs to be chosen to cover the
frequency range of the interest of the device under test.
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Figure 3.7: Power spectral density of iP RIS(t) as a function of fclk.

After the value of fclk is chosen, the PRBS order needs to be chosen. The length of
an PRBS signal with order, m, is 2m − 1. A higher PRBS order corresponds to a longer
PRBS length, and thus increased randomness of the excitation signal. The period of a
PRBS signal, TP RBS, is thus:

TP RBS = 2m − 1
fclk

(3.1)

Therefore, the PRBS order is chosen according to the frequency resolution required
for spectral estimation while aiming to keep in situ measurement times viable, this would
depend on the practical arrangement under test.

3.4.2. Selection of the RLC Circuit Values

3.4.2.1. Selection of the Resistor

Fig. 3.8 shows the time-domain waveform of the current, iP RIS(t), as well as the PSD
of iP RIS(t) as a function of the resistor, Rpris. As the magnitude of Rpris increases, the
amplitude of iP RIS(t) decreases and the magnitude of the PSD also decreases. Increasing
Rpris allows less perturbation energy to reach the device under test. Therefore, intuitively,
it is expected that Rpris should be chosen as small as possible to increase the perturbation
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energy. However, for in situ application of the PRIS source, Rpris, needs to be designed to
protect the rest of the components of the perturbation source and mitigate any voltage
differences between the device under test and the perturbation source and limit the current
within the perturbation source.
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Figure 3.8: (a) Time-domain waveform of iP RIS(t) as a function of Rpris. (b) Power
spectral density of iP RIS(t) as a function of Rpris.

3.4.2.2. Selection of the Inductor

Fig. 3.8 shows the time-domain waveform of the current, iP RIS(t), as well as the PSD
of iP RIS(t) as a function of the inductor, Lpris. The inductor has a limited effect on the
spectral characteristics of the perturbation source. As the inductance increases, the power
contained at frequencies higher than approximately fclk/3 decreases. The inductance can
also be used to limit the current within the perturbation source. Furthermore, if the device
under test controls the current, as in the case of some inverters, the inductance should be
increased to allow slower time constants.
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Figure 3.9: (a) Time-domain waveform of iP RIS(t) as a function of Lpris. (b) Power
spectral density of iP RIS(t) as a function of Lpris.

3.4.2.3. Selection of the Capacitor

Fig. 3.8 shows the time-domain waveform of the current, iP RIS(t), as well as the PSD
of iP RIS(t) as a function of the capacitor, Cpris. As the capacitance is increased, the
time-domain waveform of iP RIS(t) exhibits time-domain characteristics similar to a PRBS
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signal. The PSD also contains increased energy at in the first side lobe. Therefore, the
capacitor should be chosen to allow adequate low frequency perturbation. However, the
capacitor is also used protect the perturbation source by limiting the voltage across the
other components of the PRIS source.
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Figure 3.10: (a) Time-domain waveform of iP RIS(t) as a function of Cpris. (b)
Power spectral density of iP RIS(t) as a function of Cpris.

3.5. Measurement Equipment
A 8-Slot NI cDAQ-9178 chassis is used as a Data Acquisition (DAQ) system. A 4-channel,
16-bit voltage input module, the NI 9223, slots into the chassis. Sampling can be executed
up to a sampling frequency of 1MHz. The DAQ system can be use to record data and
transfer it via a Universal Serial Bus (USB) cable to a Personal Computer (PC) on which
the Data Acquisition Toolbox of MATLAB can be used to process the data.

Three different probes were used during this project to measure voltages and currents,
along with a 100kHz low-pass filter manufactured by Thorlabs to filter out high-frequency
noise found in the measured output waveforms:

• A high-voltage differential probe from PINTECH, the N1000A, with a maximum
voltage of 1400 Vpp and a bandwidth of 40MHz.

• A high-voltage differential probe from GWINSTEK, the GDP-025, with a maximum
voltage of 1000 Vpp and a bandwidth of 100MHz.

• An AC/DC current probe from GWINSTEK, the GCP-1000, with a maximum
current of 70 ADC and a bandwidth of 1MHz.
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Chapter 4

Parameter Estimation of a Full-Bridge
Inverter using a Simulation Approach

4.1. Overview
This chapter focuses on parameter estimation of inverters through simulation. Parameters
of a parametric inverter model are estimated. The equivalent output impedance of the
inverter is characterized by exciting the inverter using PRIS perturbations. The output
impedance is subsequently used in the parameter estimation process. Idealized inverter
topologies, without deadtime, parasitic resistances and a DC link capacitor are investigated
using an electromagnetic transient model in Simulink. In this chapter, two case-studies are
presented. In the first case study a standalone, single-phase, full-bridge inverter with a LC
filter is investigated [128]. The second case study expands the approach to a grid-connected,
single-phase, full-bridge inverter with an LCL filter.

4.2. Case Study 1: Full-Bridge Voltage Source Inverter
with an LC Filter and a Dual-Control Loop

4.2.1. Inverter Topology

Fig. 4.1 shows the circuit configuration of a double-loop, single-phase Voltage Source
Inverter (VSI) [129]. An LC low-pass filter is used to filter the harmonics of the modulated
voltage, vAo(t). A Proportional Integrator (PI) controller, Gc(s), and proportional con-
troller, kPi

, is implemented in the control-loop to regulate the measured inductor current,
iL(t), and output voltage, vo(t). The inverter supplies a resistive load, Rload, with a specific
voltage.
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Figure 4.1: Circuit topology of the dual-loop voltage source inverter used in this
investigation.

The transfer function, Gc(s), of the PI controller, is expressed by

Gc(s) = kpvs + kiv

s
, (4.1)

where s is the Laplace operator. The gains kpv and kiv are used in the PI controller.
Table 4.1 summarizes the controller and filter parameters of the inverter in Fig. 4.1 as
presented by Xu et al. [129]. The DC input voltage to the inverter, Vd, is 600 V, the
fundamental output voltage and current operates at 50 Hz and supplies a resistive load.
The inverter controls the output voltage across the load. Therefore, the impedance of the
load determines the amplitude of the output current and subsequently the output power.
The load is thus chosen as 50 Ω to limit the output current to 2.2 A when supplied with
an output voltage with an amplitude of 110 V. The parasitic resistance of the inductor,
rLf

, is neglected. The inverter has a switching frequency of fsw = 20kHz.

TABLE 4.1: Control-loop and filter parameter values for the circuit shown in
Fig 4.1 [129].

Parameter kPi kpv kiv Cf [µH] Lf [mH]
Value 1 5 100 10 10.1

A sinusoidal reference output voltage, vref(t), with a frequency of 50 Hz and an
amplitude of Vref is supplied to the inverter control-loop. Fig. 4.2 shows the inverter in
operation with two different reference voltages supplied, vref(t) = 50sin(2π50t)V and
vref(t) = 110sin(2π50t)V. The inverter is capable of producing a sinusoidal output
voltage. As seen in Fig. 4.2, some error is present in the output voltage, vo(t), due to the
non-ideal passive components of the low-pass filter and the control-loop not being capable
of adjusting the output voltage appropriately. A non-linear relationship exists between
the reference signal and the output voltage.
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Figure 4.2: Output voltage of the inverter in the time-domain as the reference
signal is varied.

During this investigation the inverter is modelled in Simulink with the use of the PLECS
blockset as an Electromagnetic Transient (EMT) model. The EMT model describes the
various components of the inverter separately. Although it is computationally complex
to run an EMT simulation, the accuracy presented by EMT modelling improves the
parameter estimation procedure.

4.2.2. Mathematical Analysis of a Double-Loop Voltage Source
Inverter

A steady-state average model analysis of the inverter in Fig. 4.1 is conducted. Deadtime,
a DC-link capacitor and non-ideal switching and filtering effects are neglected. The
modulation voltage, vAo(t), is described by

vAo(t) = rLiL(t) + L
diL(t)

dt
+ vo(t). (4.2)

The inductor current, iL(t), is equal to the sum of the capacitor current, iC(t), and the
output current io(t). Equation (4.2) thus becomes

vAo(t) = rLio(t) + rLC
dvo(t)

dt
+ L

dio(t)
dt

+ LC
d2vo(t)

dt2 + vo(t). (4.3)

The Laplace transform of (4.3) yields

VAo(s) = Io(s)(rL + sL) + Vo(s)(srLC + s2LC + 1). (4.4)

The modulation index, ma, is related to the peak amplitude of the fundamental
frequency component of the modulated voltage, V̂ 1

Ao, and the DC input voltage, Vd, by

V̂ 1
Ao = maVd. (4.5)
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The amplitude of the triangular carrier wave used in the PWM generator is equal to
one. A gain, KP W M , is used to scale the output signal from the control-loop, in order to
prevent overmodulation. The modulated voltage, vAo(t), can thus be described in terms of
the control loop as

vAo(t) = kPi
(Gc(t) ∗ (vref (t) − vo(t)) − iL(t))

= kPi
(Gc(t) ∗ (vref (t) − vo(t)) − (C dvo(t)

dt
+ io(t))).

(4.6)

The Laplace transform of (4.6) is defined as

VAo(s) = kPi
((kpvs+kiv

s
(Vref (s) − Vo(s)) − (Io(s) + sCVo(s)))). (4.7)

Equation (4.7) is substituted into (4.4) to obtain

Vo(s) = Vref (s) kPi
kpvs + kPi

kiv

s3LC + s2(rLC + kPi
C) + s(kpvkPi

+ 1) + kPi
kiv

− Io(s) s2L + s(rL + kPi
)

s3LC + s2(rLC + kPi
C) + s(kpvkPi

+ 1) + kPi
kiv

.

(4.8)

Equation (4.8) is written as

Vo(s) = G(s)Vref (s) + Io(s)Zo(s), (4.9)

where
G(s) = kPi

kpvs + kPi
kiv

s3LC + s2(rLC + kPi
C) + s(kpvkPi

+ 1) + kPi
kiv

(4.10)

and
Zo(s) = −(s2L + s(rL + kPi

))
s3LC + s2(rLC + kPi

C) + s(kpvkPi
+ 1) + kPi

kiv

. (4.11)

The combination of G(s)Vref (s) is defined as the Thévenin voltage source:

VT H(s) = G(s)Vref (s) (4.12)

From (4.9), the Thévenin equivalent circuit of the inverter in Fig. 4.1 is derived. Fig. 4.3
displays the Thévenin equivalent circuit.
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Figure 4.3: Thévenin equivalent circuit of the VSI under investigation.

The output impedance of the inverter is represented by Zo(s). As shown in (4.11), the
output impedance, Zo(s), is dependant on the filter parameters as well as the control-loop
parameters. For this reason Zo(s) can be used during parameter estimation to estimate
the controller and filter parameters of the inverter.

The transfer function, Zf (f), is the impedance of the LC filter if the modulated voltage
is approximated as a constant voltage source and is expressed as

Zf (f) = sL

s2LC + 1 . (4.13)

Fig. 4.4 shows the analytical frequency responses Zo(f), G(f) and Zf (f) of the VSI. The
LC filter causes a resonant point around 500 Hz. This resonant point is shifted to higher
frequencies when the filter is included in the closed-loop inverter system. The resonant
point of the frequency responses of Zo(f) and G(f) is between 1kHz and 2kHz.
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Figure 4.4: Magnitude and phase responses of the analytical Zo(f), G(f) and
Zf (f).
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4.2.3. Observability of the Output Impedance, Zo(f)

Zo(f) contains all the filter and controller parameters of the inverter and might be suitable
for use to estimate the filter and controller parameters. The observability of Zo(f) is
thus investigated. The companion canonical state variable form of the output impedance
transfer function is obtained. This yields, amongst others, the state matrix, A,

A =


0 1 0
0 0 1

−9.87 × 1010 −4.94 × 109 −9879.47

 ,
(4.14)

and the output vector, c,

c =
[
0 −9.88 × 108 −1 × 105

]
. (4.15)

The system is observable if the input and output over a finite time interval can be used to
determine the initial state of the system [130]. The matrices, A and c, are used to obtain
the observability matrix, V, of Zo(f) as [130]

V △=


c

cA
...

cAn−1

 =


0 −9.88 × 108 −1 × 10−5

9.87 × 1015 4.94 × 1014 −2.38 × 10−7

32768 9.87 × 1015 4.94 × 1014

 . (4.16)

The transfer function of the equivalent output impedance, Zo(f), is observable, as the
rank, ρ, of the observability matrix, V, is equal to the order of the transfer function, n,

ρ(V ) = 3 = n. (4.17)

4.2.4. Perturbation of a Voltage Source Inverter Using
Pseudo-Random Impulses

A broadband excitation signal is used to perturb the device under test, allowing charac-
terization of the frequency responses of the inverter. In this project, the voltage source
inverter is perturbed with a PRIS perturbation source. The perturbed measurements
are used to obtain the output impedance frequency response of the inverter as a wide
frequency band is excited. As discussed in section 2.2.2.2, the AC output side of the
inverter is readily accessible for perturbation and more suitable than internal reference
signals that would only be accessible in practice within a microcontroller.
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4.2.4.1. Perturbation of the Dual-Loop Voltage Source Inverter using
Pseudo-Random Impulse Sequence Perturbations

Fig. 4.5 presents the perturbation arrangement used during this investigation. A resistive
load, Rload, is supplied by the VSI. The PRIS perturbation source is connected in parallel
to the load.
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Figure 4.5: Dual-loop voltage source inverter with the perturbation source connected
at its AC output.

The circuit implementation of a PRIS source is discussed in chapter 3. An alternative
time-domain modelling technique of a PRIS signal is possible [94]. The block diagram in
Fig. 4.6 illustrates how a bipolar PRIS can be simulated in Simulink using (2.6). This
specific block diagram demonstrates the modelling technique using a PRBS4. When the
PRBS has a positive zero-crossing, the PRIS signal generated is greater than zero. When
a negative zero-crossing is detected, the PRIS signal is less than zero. The impulses are
generated by passing the PRBS signal through two transfer functions, with time-constants
τ1 and τ2 respectively and summing the output signals.

Figure 4.6: Model of a bipolar PRIS signal in Simulink using a PRBS4 [94].

The block diagram model presented in Fig. 4.6 is used with a PRBS14 to generate
a PRIS signal in this chapter, instead of the circuit implementation, to allow easier
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manipulation of the characteristics of the PRIS perturbation signal. Fig. 4.7 illustrates
how the ideal PRIS signal is used in Simulink. The PRIS signal generated as shown
in Fig. 4.6 is passed to a controlled voltage source in Simulink to produce the voltage,
vP RIS(t). A series resistor is connected to the controlled voltage source to allow for in situ
connection with the inverter.

+

-

Figure 4.7: Perturbation source arrangement using a time-domain model of the
PRIS signal.

A PRBS14 with a clock frequency, fclk, of 2500 Hz is used to construct the ideal PRIS
signal. The 2500 Hz clock frequency covers the frequency range of interest, while the
order of the PRBS signal is chosen to allow adequate frequency-domain resolution and
a viable simulation time. The ideal PRIS signal has time constants, τ1 = 0.1 × Tclk and
τ2 = 10 × Tclk respectively [28].

4.2.4.2. Obtaining the Equivalent Output Impedance of the Voltage Source Inverter

The frequency-domain representation of the measured output voltage and current whilst
the inverter is perturbed, vo,p(t) and io,p(t), can be used to determine the measured output
impedance, Zom(f), as the frequencies over a wide band are excited by the PRIS source.
The measured output impedance, Zom(f), is defined as

Zom(f) = Vo,p(f)
Io,p(f) . (4.18)

From (4.9) it is known that (4.18) contains a source, G(f)Vref(f) within its transfer
function. The voltage, Vref (f), is the frequency-domain representation of a 50 Hz reference
voltage sine wave. Fig. 4.8 displays the Laplace-domain representation of a 50 Hz sine
wave with an amplitude of one. The magnitude at 50 Hz rises sharply.
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Figure 4.8: Magnitude and phase response of the Laplace-domain representation of
a 50 Hz sine wave with an amplitude of unity.

The frequency responses of G(f)Vref (f) and Zo(f) are shown in Fig. 4.9. As mentioned
in section 4.2.2, Zo(f) contains the shifted resonant point of the LC filter. The combination
of G(f)Vref (f) also has this shifted resonant point, as well as the sharp rise in magnitude
at 50 Hz, due to the 50 Hz reference sine wave.
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Figure 4.9: Magnitude and phase responses of G(f)Vref (f) and Zo(f).

The equivalent output impedance of the inverter, Zo(f), is thus determined using a
two-measurement approach. The two-measurement approach aims to remove the 50 Hz
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artefact from the measured output impedance, Zom(f). The inverter output voltage and
current is measured whilst it is perturbed, vo,p(t) and io,p(t), and while it is operating under
normal conditions, vo,n(t) and io,n(t). The perturbed output measurements are excited
over a wide frequency band. The normal measurements contain the fundamental frequency
components and harmonics. The fundamental frequency components and harmonics are
also contained in the perturbed measurements. By making use of the two-measurement
approach these harmonics are cancelled out when determining Zo(f). The frequency-
domain representations of the measured time-domain signals, Vo,p(f) and Io,p(f) as well as
Vo,n(f) and Io,n(f) are substituted in (4.9) to obtain

Vo,p(f) = VT H(f) + Zo(f)Io,p(f), (4.19)

and
Vo,n(f) = VT H(f) + Zo(f)Io,n(f). (4.20)

The output impedance can subsequently be formulated by combining (4.19) and (4.20):

Zo(f) = Vo,p(f) − Vo,n(f)
Io,p(f) − Io,n(f) (4.21)

Fig. 4.10 shows the time-domain output current of the inverter under normal conditions
as well as during perturbation. The PRIS perturbations are superimposed on the output
current. The current amplitude is also greater under perturbation, due to the PRIS source
impedance that is in parallel with the load which creates a smaller combined impedance.
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Figure 4.10: Output currents while the inverter is perturbed, io,p(t), and while
under normal operating conditions, io,n(t), respectively.

Welch’s method is utilized to obtain Zo(f) using the measured time-domain waveforms,
io,p(t), io,n(t), vo,p(t) and vo,n(t) and (4.21). Welch’s method is used to obtain frequency
responses as it makes use of averaging to reduce the variance in the estimated frequency
response, whilst providing adequate frequency resolution. Fig. 4.11 compares the estimated
Zo(f) using Welch’s method and the analytical Zo(f) from (4.11). The estimated and
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analytical representations of Zo(f) correspond well, as the frequency responses lie on top
of each other.
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Figure 4.11: Magnitude and phase response of the estimated output impedance,
Zo(f), of the VSI, using the two-measurement approach compared to the magnitude
and phase response of the analytical output impedance.

Fig. 4.12 compares the output impedance obtained by using the two-measurement
approach with the measured output impedance, Zom(f), that is obtained using (4.18). The
50 Hz artefact can clearly be seen in Zom(f). The two-measurement approach removes
this artefact around 50 Hz to produce Zo(f).
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Figure 4.12: Magnitude and phase response of the estimated output impedance,
Zo(f), of the VSI, using the two-measurement approach compared to the magnitude
and phase response of the measured output impedance, Zom(f).

4.2.4.3. Sensitivity Analysis of the Controller and Filter Parameters

The vector, θ, contains the controller and filter parameters of interest:

θ = [kPi
, kpv, kiv, Cf , Lf ] (4.22)

Varying these parameters with values ten times lower and higher than its true value
and observing the effect of these changes on the analytical output impedance frequency
response gives insight in using the output impedance during parameter estimation. The
effect of these changes is also observed in the time-domain. The time-domain sensitivity
analysis is presented in appendix E.

Fig. 4.13a shows the influence of kPi
on Zo(f). Increasing kPi

shifts the resonant
frequency to higher frequencies and reduces its magnitude. Fig. 4.13b shows the frequency
response of the output impedance as a function of kpv. The gain kpv has a similar
influence on the frequency response of the output impedance as kPi

, also shifting the
output impedance to higher frequencies as it is increased.
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Figure 4.13: (a) The magnitude and phase response of Zo(f) as a function of kPi
.

(b) The magnitude and phase response of Zo(f) as a function of kpv.

Fig. 4.14a shows the frequency response of the output impedance as a function of kiv.
The gain kiv only affects frequencies lower than 100 Hz of the frequency response of the
output impedance. As kiv is increased, the magnitude of the output impedance frequency
response in the lower frequency band is reduced. Fig. 4.14b shows the effect of Cf on
the frequency response of the output impedance. Increasing the capacitor, Cf , makes the
resonant point of the output impedance shift to lower frequencies as shown in Fig. 4.14b.
Similar to the capacitor, increasing the inductor, Lf , makes the resonant point of the
output impedance shift to lower frequencies as illustrated in Fig. 4.15. This is due to the
parallel resonant frequency of the LC filter.
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Figure 4.14: (a) The magnitude and phase response of Zo(f) as a function of kiv.
(b) The magnitude and phase response of Zo(f) as a function of Cf .
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Figure 4.15: The magnitude and phase response of Zo(f) as a function of Lf .

4.2.5. Parameter Estimation Methodology

The parameter estimation methodology is presented in Fig. 4.16. The filter and controller
parameters, θ, of the system are estimated. The parameters of the model are iteratively
updated by the optimization algorithm until the output of the model is the same as that
of the target system and the objective function is minimized. The output voltage and
output current of the target system are measured while under perturbation, vo,S,p(t) and
io,S,p(t), as well as vo,M,p(t) and io,M,p(t), and while in normal operation, vo,S,n(t) and
io,S,n(t), as well as vo,M,n(t) and io,M,n(t). The two-measurement approach is used to
determine the output impedance of the model, Zo,M(f), as well as of the target system,
Zo,S(f). The objective function is calculated as a combination of the errors between the
frequency-domain output impedance of the target system and model, as well as the errors
between the output current and voltages of the system and model. The objective function
is calculated with the MSE as well as the scaled correlation coefficient, ρ.
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Figure 4.16: Block diagram of the parameter estimation process.

A three-step methodology is implemented to estimate θ:

• Step 1: Based on prior knowledge of the inverter, the bounds for θ are chosen.
The upper bounds are 100 times larger than the lower bounds. The Grey-Wolf
Optimization algorithm is used to minimize the objective function. In this specific
optimization process, the Grey-Wolf Optimization algorithm proved to arrive at
the global minima whilst being computationally less expensive than the genetic
algorithm and particle swarm optimization. The estimated parameters after the first
step are labelled θ1.

• Step 2: Using the estimated parameters after step 1, θ1, the lower and upper bounds
are reduced to θ1 ÷ 3 and θ1 × 3 respectively. The Grey-Wolf Optimization algorithm
is used again. The parameters, θ2, are estimated in step 2.

• Step 3: Similarly to step 2, the lower and upper bounds are decreased to
θ2 ÷ 2 and θ2 × 2 respectively, using the estimated parameters after step 2,
θ2. The parameters, θ2, are also used as the initial input to the pattern search
algorithm. The pattern search algorithm is used during refinement, as it is
proven to obtain the local minima for an optimization problem more efficiently
than global solvers. The estimated parameters, θ3, are the final estimated parameters.

The parameter estimation process was limited to three steps, as adding more steps might
increase the accuracy of the estimated parameters but will also increase the complexity of
the process and be time-consuming while not really adding significant precision. Table 4.2
describes the bounds set for the estimated parameters in the optimization algorithms used
in steps 1 to 3.
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TABLE 4.2: Bounds set in steps 1-3 for the parameters being estimated.
Step kPi kpv kiv Cf [µF] Lf [mH]

Lower
Bound

Upper
Bound

Lower
Bound

Upper
Bound

Lower
Bound

Upper
Bound

Lower
Bound

Upper
Bound

Lower
Bound

Upper
Bound

1 0.01 10 1 100 10 1000 1.000 100.000 1.010 101.000
2 0.571 5.141 0.974 8.765 19.173 172.56 3.400 30.597 3.316 29.846
3 0.502 2.007 2.650 10.598 35.43 141.72 5.027 20.108 5.285 21.141

Table 4.3 presents the algorithms and objective functions used to estimate θ. A
combination of time- and frequency-domain data are used in the objective function in step
1 and 2. In step 3 only the time-domain data is used.

TABLE 4.3: Algorithms and objective functions used in the three-step parameter
estimation process.

Step Algorithm Objective Function Value, β

1 Grey Wolf
Optimization MSE(vo,S,p(t), vo,M,p(t)) + MSE(Zo,S(f), Zo,M (f))

2 Grey Wolf
Optimization MSE(vo,S,p(t), vo,M,p(t)) × MSE(Zo,S(f), Zo,M (f)) × ρ(Zo,S(f), Zo,M (f))

3 Pattern Search MSE(vo,S,p(t), vo,M,p(t)) + MSE(io,S,p(t), io,M,p(t))

4.2.6. Results

Table 4.4 shows the estimated parameters, θ1, θ2 and θ3 after steps 1 to 3. Although
big errors exist after step 1, the bounds for step 2 can be significantly reduced using the
estimated parameters after step 1, θ1. The accuracy of the estimation is improved in step
2, but a big error still exist in kiv. The final step only makes use of time-domain signals to
reduce this error. After step 3 all parameters are estimated within 5.23% accuracy.

TABLE 4.4: Resultant parameter values for each step in the parameter estimation
process.

Step kPi

kPi

error
[%]

kpv

kpv

error
[%]

kiv

kiv

error
[%]

Cf [µF]
Cf

error
[%]

Lf [mH]
Lf

error
[%]

1 1.714 71.35 2.921 41.57 57.52 42.48 10.199 1.99 9.949 1.50
2 1.004 0.37 5.299 5.98 70.86 29.14 10.054 0.54 10.571 4.66
3 0.951 4.90 5.252 5.04 105.23 5.23 9.997 0.03 10.094 0.06

Fig. 4.17 and Fig. 4.18 compare the output current and output impedance of the
system, using the true parameter values, and the model, using the estimated values. This
is done to validate results in Table 4.4. The frequency responses of the output impedances
and the output currents of the estimated model and target system are similar, indicating
sufficient identification precision.
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Figure 4.17: Magnitude and phase response of the output impedance of the target,
Zo,S(f), and the final estimated model, Zo,M(f).
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Figure 4.18: The perturbed output current of the system, io,S,p(t), and the final
estimated model, io,M,p(t).

4.3. Case Study 2: Single-Phase LCL Filter
Grid-Connected Voltage Source Inverter

4.3.1. Overview

Another single-phase full-bridge voltage source inverter topology is investigated as a case
study. This VSI has the added complexity of a LCL filter and is connected to an AC-source
to simulate a grid-tied inverter.

52

Stellenbosch University https://scholar.sun.ac.za



4.3.2. Characterization of Single-Phase AC-connected LCL Filter
Voltage Source Inverter with Current Feedback

4.3.2.1. Inverter Topology

Fig. 4.19 presents the topology of the VSI under investigation. It contains a LCL filter at
its output, which is connected to an AC voltage source through a series resistor, Rg, and
inductor, Lg, to simulate the grid. The inductor current, iL(t), is fed back to the control
loop, where it is compared to a reference inductor current with a 50 Hz fundamental
frequency, iL,ref (t). This signal is passed through a controller Gc(s) before it is scaled by
the PWM gain, KP W M = 1

Vd
. A full-bridge topology is implemented.

rL

iL(t) Lf

Cf

iC(t)

Lg io(t) PCC Rgrid

igrid(t)

Lgrid

+
−

Gc(s)KP W M

Full Bridge
Inverter
Switches

iL(t)

iL,ref,50Hz

+

-
vAo(t)

+

-

vo(t)

+

-

vgrid(t)

Figure 4.19: Circuit topology of the voltage source inverter used in this investigation.

Fig. 4.20 shows the controller, Gc(s), which consists of the sum of a proportional
controller, kp, and the controller Gpr(s). Only the inductor current, iL(t) is fed into the
control loop.

+
−

+
+

iL(t)

iL,ref (t)
Gpr

kp

Figure 4.20: The controller, Gc(s).

The Laplace representation of the controller Gpr(s) is

Gpr(s) = 2kiωprs

s2 + 2ωprs + wg
2 . (4.23)

Table 4.5 summarizes the parameter values of the voltage source inverter that will be
estimated in this case study. This includes the controller parameters, as well as that of
the filter.
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TABLE 4.5: Parameter values of the grid-connected inverter under investigation.
Parameter kp ki ωpr ωg Cf [µF] Lf [mH] Lg [µ H]
Value 5.4 400 1 314.16 5.3 18 9

4.3.2.2. Mathematical Analysis of Voltage Source Inverter

As seen in Fig. 4.19, the modulation voltage, vAo(t), can be expressed in the Laplace
domain as

VAo(s) = sLfIL(s) + sLgIo(s) + Vo(s), (4.24)

where s = j2πf . The inductor current, IL(s), is the sum of the output current, Io(s),
and the capacitor current, IC(s). This can also be expressed in the Laplace domain as

IL(s) = Ic(s) + Io(s). (4.25)

The capacitor voltage, VC(s) is expressed as

Vc(s) = Ic(s)
sCf

. (4.26)

The capacitor voltage, VC(s) can also be expressed in terms of the output voltage:

Vc(s) = sLgIo(s) + Vo(s) (4.27)

Combining (4.26) and (4.27) results in

Ic(s) = s2CfLgIo(s) + sCfVo(s). (4.28)

Using (4.28) and (4.25), (4.24) can, therefore, be expressed as

VAo(s) = sLf (s2LgCfIo(s) + Vo(s)sCf + Io(s)) + sLgIo(s) + Vo(s). (4.29)
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Focusing on the control loop, VAo(s) can be expressed in the Laplace-domain as

VAo(s) = (kp + Gpr)(Iref (s) − IL(s))

= (kp + Gpr)Iref (s) − (kp + Gpr)(Io(s) + s2LgCfIo(s) + Vo(s)sCf )

= (kp + Gpr)Iref (s) − kpIo(s) − kps2LgCfIo(s) − kpVo(s)sCf

− GprIo(s) − Gprs
2LgCfIo(s) − GprVo(s)sCf .

(4.30)

Combining (4.29) and (4.30) results in

Vo(s)(s2LfCf + 1 + kpsCf + GprsCf )

= Io(s)(−kp − kps2LgCf − Gpr − s2LgCfGpr − s3LfLgCf − sLf − sLg)

+ (kp + Gpr)Iref (s).

(4.31)

The equivalent output impedance of the inverter, Zo(s), can be obtained using (4.31)
if Iref (s) = 0A. The transfer function of the equivalent output impedance of the inverter
in Fig. 4.19 has the form

Zo(s) = Vo(s)
Io(s) |Iref (s)=0A = b0s

5 + b1s
4 + b2s

3 + b3s
2 + b4s + b5

a0s5 + a1s4 + a2s3 + a3s2 + a4s + a5
. (4.32)

Table 4.6 lists the values of the coefficients of the output impedance, Zo(f), from
(4.32).

TABLE 4.6: Coefficients of Zo(s).
Coefficient Value
b0 Cf Lf Lg

b1 Cf Lg(kp + 2Lf ωpr)
b2 Lf + Lg + 2Cf Lgkiωpr + 2Cf Lgkpωpr + 2Cf Lgω2

g

b3 kp + 2Lf ωpr + Cf Lgkpω2
g

b4 2kiωpr + Lf ω2
g + Lgω2

g

b5 kpω2
g

a0 0
a1 Cf Lf

a2 Cf kp + 2Cf Lf ωpr

a3 1 + 2Cf kiωpr + 2Cf kpωpr + Cf Lf ω2
g

a4 2ωpr + Cf kpω2
g

a5 ω2
g

4.3.3. Parameter Estimation of Filter and Controller Parameters

4.3.3.1. Observability of the Controller and Output Admittance

For the transfer function Gpr(s) used in the control loop, the state matrix, A, is determined
as
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A =
 −1.00 314.16
−314.16 −1.00

 , (4.33)

and its output vector, c, as

c =
[
24.00 −0.16

]
. (4.34)

Using A and c, the observability matrix, V is determined as (4.35).

V =
24.00 −0.16
24.40 7853.87

 (4.35)

The rank, ρ, of the observability matrix is not equal to the order, n, of the system:

ρ(V ) = 1 ̸= n = 2 (4.36)

This implies that Gpr(s) is not observable.
Due to the output impedance not being causal, the observability investigation shifts to

the output admittance in the Laplace domain, Yo(s).

Yo(s) = 1
Zo(s)|Iref (s)=0

= a1s
4 + a2s

3 + a3s
2 + a4s + a5

b0s5 + b1s4 + b2s3 + b3s2 + b4s + b5
(4.37)

The state-space representation of the output admittance, Yo(s), in the modal canonical
form is

A =



−302 −20.99 × 109 −6.33 × 1012 −3.00 × 1015 −0.62 × 1018

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0


, (4.38)

b =



1
0
0
0
0


, (4.39)

c =
[
0.11 × 106 29.92 × 106 1.18 × 1012 5.10 × 1012 0.11 × 1018

]
(4.40)

and
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d =
[
17.34 × 10−3

]
. (4.41)

Using the matrix, A, and vector, c, the observability matrix, V can be determined as

V =



433.24 −905.66 × 103 442.08 × 10−3 266.26 × 10−3 1.80
131.13 × 103 62.76 × 106 −109.66 147.66 −419.61
−9.09 × 1012 18.99 × 109 −48.60 × 103 −043.98 × 103 97.72 × 103

−2.75 × 1015 −1.32 × 1018 017.27 × 106 −015.73 × 106 −22.76 × 106

190.80 × 1021 −398.04 × 1018 4.98 × 109 6.67 × 109 5.30 × 109


.

(4.42)
The rank, ρ, of the observability matrix, V, can be determined as

ρ(V) = 2. (4.43)

The output admittance is not observable as the rank of the observability matrix,
ρ(V), is not equal to the highest order of the transfer function, n = 5. Intuitively it is
expected that the output impedance is thus also not observable. Using a brute-force
optimization algorithm such as GA, particle swarm or globalsearch may still allow accurate
determination of the parameter values.

4.3.3.2. Perturbation of a Single-Phase Grid-Tied Voltage Source Inverter with an
LCL filter and Output Impedance Characterization

Small-signal perturbations are produced by a PRIS perturbation source applied to the
AC output side of the inverter, in parallel with the grid. Fig. 4.21 shows the perturbation
arrangement. A PRBS14 is used at a clock frequency, fclk = 2.5kHz, together with time
constants τ1 = 0.1 × Tclk and τ2 = 10 × Tclk.
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Figure 4.21: The voltage source inverter with the perturbation source connected at
its output.

The equivalent output impedance frequency response, Zo(f), of the target inverter is
calculated using the two-measurement approach in simulation. The inverter is operated
under normal conditions, as illustrated in Fig. 4.19, as well as perturbed conditions, as
illustrated in Fig. 4.21. The output voltage and current measurements are substituted in
(4.21) to obtain Zo(f). The estimated output impedance frequency response is presented
in Fig. 4.22. Multiple resonant points exist due to both the LCL filter, as well as the
control loop.
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Figure 4.22: Magnitude and phase response of the estimated Zo(f) using the two-
measurement approach.
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4.3.3.3. Parameter Estimation of the Grid-Connected Voltage Source Inverter in
Simulation

Two logarithmic frequency vectors, between 10 and 2500 Hz and 20500 and 25000 Hz
respectively, with 200 and 100 frequency points each, are used during the parameter
estimation process. These frequency vectors window the resonant points of the output
impedance frequency response. The logarithmic frequency vectors ensure an equitable
spread of information over decades. A two-step parameter estimation approach is followed
where the upper bounds for the parameters are 100 times greater than the lower bounds
in the first step. In the second step the bounds are 2 times higher and lower than the
resultant output of the first step, θ1.

The Genetic Algorithm (GA) is used in the first step, while the second step made use of
the particle swarm optimization algorithm. In the first step, the the Mean Squared Error
(MSE) between the output impedance of the model, Zo,M(f) and the system, Zo,S(f), is
multiplied with the scaled correlation coefficient, ρscaled(Zo,M(f), Zo,S(f)) to obtain an
objective function. The scaled correlation coefficient is defined as [131]

ρscaled(Zo,M(f), Zo,S(f)) = −ρ(Zo,M(f), Zo,S(f)) + 1. (4.44)

In the second step the MSE of the output voltage and current time-domain signals of
the model under perturbation, vo,M,p(t) and io,M,p(t), and the system under perturbation,
vo,S,p(t) and io,S,p(t), are used in the objective function. Table 4.7 summarizes this process.

TABLE 4.7: The optimization algorithm, bounds and objective function used
during the two-step parameter estimation process.

Algorithm Lower
Bound

Upper
Bound

Objective
Function Output

Step 1 GA θ/10 10 × θ
MSE((Zo,M (f), Zo,S(f)))
×ρscaled(Zo,M (f), Zo,S(f)) θ1

Step 2 Particle swarm θ1/2 2 × θ1 MSE(vo,M,p(t),io,M,p(t))+(vo,S,p(t),io,S,p(t)) θ2

The resultant parameters after the first and second step can be seen in Table 4.8. After
step 1 large errors still exist, although the estimated parameters are in the region of the
true parameters. All parameters are estimated accurately after the second step.

TABLE 4.8: Results of Parameter Estimation of Single-Phase Grid-Tied Volt- age
Source Inverter with a LCL filter.

Step kp

kp

error
[%]

ki

ki

error
[%]

ωpr

ωpr

error
[%]

ωg

ωg

error
[%]

Cf

[µF]

Cf

error
[%]

Lf

[mH]

Lf

error
[%]

Lg

[µH]

Lg

error
[%]

1 4.76 11.89 560.60 40.15 0.60 40.29 313.35 0.26 6.27 18.27 15.20 15.54 7.61 15.44
2 5.40 0.02 400.08 0.02 0.99 0.03 314.16 0.00 5.3 0.02 0.018 0.01 9 0.05

To validate the estimated parameters, the output impedance and output voltage of the
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model, populated with the estimated parameters, and the system are compared. Fig. 4.23
shows the output voltage of the system and the model under normal operating conditions.
Fig. 4.24 compares the frequency response of the output impedance of the system, Zo,S(f),
with that of the estimated model, Zo,M (f). Both the frequency and time-domain responses
of the estimated model are good representations of the measured system responses, as the
responses lie on top of each other.
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Figure 4.23: Output voltage of the model after estimation, vo,M,n(t), compared to
the output voltage of the system, vo,S,n(t), under normal operating conditions.
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Figure 4.24: Magnitude and phase response of the output impedance of the model
after parameter estimation is performed, Zo,M (f), compared to the system Zo,S(f).
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Chapter 5

Parameter Estimation of a Full-Bridge
Inverter using an Experimental Approach

5.1. Overview
In this chapter, the parameter estimation methodology introduced in chapter 4 using
a simulation approach is implemented on a practical inverter system. A high-voltage,
single-phase, full-bridge, current-controlled, solar voltage source inverter manufactured by
Texas Instruments [132] is investigated. The inductor current of the inverter is controlled
by a discrete controller. The inverter, therefore, supplies a constant current to a resistive
load connected to the AC output side.

Similar to the methodology discussed in chapter 4, the practical inverter is perturbed
at its AC output side with a PRIS source, in parallel with the load. The output voltage
and current of the inverter are measured while the inverter is operating normally and
while being perturbed. These measurements are used to obtain the output impedance
of the inverter. Obtaining the output impedance with the use of the two-measurement
approach using experimental measurements is discussed.

A Simulink model of the target system is derived. A sensitivity analysis is conducted
on the output impedance frequency response of the inverter model. The experimental
measurements are used to estimate accurate parameters for the Simulink model using
the particle swarm optimization algorithm. The final model is validated by introducing a
stepped voltage response to the system and model and comparing the time-domain output
waveforms.
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5.2. Practical Arrangement: Standalone Inverter System
with a Resistive Load

5.2.1. High-Voltage, Single-Phase, Current-Controlled, Solar Voltage
Source Inverter

5.2.1.1. Inverter Specifications

The inverter under investigation is designed as a reference inverter, allowing users more
control over the inverter than commercial inverters, although the control-loop and controller
parameters can not be modified. A choice was made to operate the inverter in closed-
loop standalone mode as manuals for the inverter under investigation do not recommend
operating the inverter in grid-connected mode [132]. The inverter has the following
specifications:

• Nominal DC Input Voltage: 400 VDC

• Output Power: 600 W

• Closed-loop standalone/closed-loop grid-connected (110VRMS or 220VRMS)/open-
loop standalone operating modes

• Full-bridge switching circuit

• Unipolar-PWM

• LC low-pass filter

• Fundamental frequency of 60 Hz and a Phase Locked Loop (PLL) for grid-connected
operation

The sampling frequency of the Analogue to Digital Converter (ADC), fs, carrier
frequency of the PWM generator, fc and switching frequency, fsw, of the inverter under
investigation are all equal to 19.2kHz:

fs = fc = fsw = 19.2kHz (5.1)

5.2.1.2. Full-Bridge Switching Circuit

The switching circuit of the inverter under investigation consists of a full-bridge containing
IRG4PC30FDPbf IGBT modules from International Rectifier. These IGBTs have a
maximum collector-emitter voltage, VCE,max of 600V , and a maximum collector current, Ic,
of 17 A. The IGBT modules are optically coupled to the control signals from the discrete
controller. Fig. 5.1 shows the full-bridge switching topology that contains four switches,
Q1, Q2, Q3 and Q4. A DC voltage, vDC(t), is provided as an input to the full-bridge.
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A modulation voltage, vAo(t), is produced between the two legs of the switching circuit
during operation.

Q1 Q3

Q2 Q4

+ -vAo(t)

+

-

vDC(t)

Figure 5.1: Full-bridge configuration.

5.2.1.3. Pulse-Width Modulation Scheme Implemented in the Inverter

A hybrid unipolar Pulse-Width Modulation (PWM) scheme is implemented. The mod-
ulation scheme switches one leg of the full-bridge at the grid frequency while the other
leg switches at the carrier frequency. The sign of the output signal from the control-loop
determines the frequency of the switching leg. Fig. 5.2 demonstrates this PWM scheme.

Q1

Q2

Q3

Q4

v

Output 
Signal

Figure 5.2: Hybrid unipolar pulse width modulation scheme implemented in the
inverter under investigation [132].

While the output signal of the control-loop is greater than zero, the logic state of Q3
and Q4 remain 0 and 1 respectively, while Q1 and Q2 switch at the carrier frequency [132].
When the output signal of the control-loop is less than zero, Q1 and Q2 remain 0 and 1
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respectively, while Q3 and Q4 switch at the carrier frequency to produce a modulation
voltage, vAo(t).

5.2.1.4. Low-Pass Output Filter

An LC-filter is used to filter the modulated voltage. The filter consists of two series 2.5mH

inductors and a 1µF capacitor [133]. The parameter values of the LC filter are measured,
as the specified values may differ from the true parameter values due to tolerances and
ageing. These measured parameter values will be used during the parameter estimation
study to configure an accurate model. Using a 4-wire milli-ohm meter, the two inductors
used in the LC-filter are measured to have a parasitic resistance of 0.267Ω and 0.259Ω
respectively. Using an LCR meter, the two filter inductors are measured as 2.514mH and
2.43mH respectively, while the capacitor is measured as 0.949µF .

5.2.1.5. Voltage and Current Sensing

The output voltage of the inverter is fed back to the Analogue to Digital Converter
(ADC) of the microcontroller. The output voltage is scaled down with a resistive divider
and the output is passed through an operational amplifier that acts as a buffer circuit
and low-pass filter. An offset of 1.65 V is added in the operational amplifier circuit.
The control-loop is implemented in software that is loaded onto a microcontroller, the
1.65 V offset is accounted for in the software. The voltage sensing circuit is shown in Fig. 5.3.

- 
 

+

-

+

1.65 V

To ADC

Figure 5.3: The voltage divider and buffer circuit used for voltage sensing [132].

A HNC-03SYB HNC-05SYB Hall current sensor is used to measure the inductor current.
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The current measurement is converted to a voltage that is scaled with a resistive circuit
and passed through a buffer circuit that also operates as a low-pass filter, also with an
offset of 1.65 V.

5.2.1.6. Discrete Controller and Firmware

Fig. 5.4 displays a typical control-loop topology for a grid-connected voltage source inverter.
A dual-loop control system exist with an outer DC voltage loop and inner current loop.
The outer voltage loop controller, Gv(s), controls the DC bus voltage. A reference voltage,
vDC,ref (t) is provided to the control-loop. The inductor current, iL(t), is controlled by the
inner current loop, D(z). The reference current, iref(t), is determined by the output of
the outer voltage loop. A Phase Locked Loop (PLL) synchronizes the output current with
the grid voltage, vo(t). The PLL of the target system consists of a zero crossing detection
circuit, implemented with an operational amplifier circuit. Feedforward linearization of
the output voltage, vo(t), is implemented. The transfer function, Go(s), is defined as:

Go(s) = IL(s)
VAo(s) (5.2)

The current IL(s) is the Laplace-domain representation of the inductor current, iL(t),
while VAo(s) is the Laplace-domain representation of the modulation voltage, vAo(t).

PLL

+
-

+
-

+
+

Figure 5.4: Typical control-loop topology for a grid-connected voltage source
inverter adapted from [132].

The control loop, protection and modulation scheme is implemented in a Piccolo F28035
microcontroller. The microcontroller can be connected to a Graphical User Interface (GUI)
to control operation, i.e. switch the inverter on and off. Two G5LA-14-DC12 relays are
used to connect and disconnect the outputs of the inverter to the load or grid.

The microcontroller makes use of an 12-bit ADC to discretize the sensed signals. After
sampling, the ADC triggers an interrupt. The Interrupt Service Routine (ISR) calculates
the control signals of the outer voltage loop and inner current loop as well as the RMS
values of the sensed signals. Similarly, the zero crossing detection circuit triggers an
interrupt whenever a zero crossing is detected acting as a PLL.
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Various possible control-loops exists for the different modes of operation, i.e. closed-
loop grid-connected, closed-loop standalone or open-loop standalone. In this investigation
the inverter is operated in standalone control-loop mode, without a MPPT connected to
its input. The control topology shown in Fig. 5.4 is thus partially implemented, to exclude
the outer voltage loop and PLL.

The target configuration, i.e. the closed-loop standalone voltage source inverter, consists
of a current control-loop and voltage linearization. Fig. 5.5 shows a block diagram of
a 2P2Z discrete controller, possibly implemented in the current control-loop, D(z). It
consists of two poles and two zeros, implemented as a 2nd order infinite impulse response
filter.

Saturation
block

Figure 5.5: Discrete controller implemented in the Piccolo F28035 microcon-
troller [134].

5.2.2. DC Input Voltage Source

The inverter under investigation is a solar inverter and could be connected to photovoltaic
panels through a Maximum Power Point Tracker (MPPT). During this project the inverter
is supplied directly from a DC source to allow full control of all inputs to the inverter. A
DC voltage of at least 380 V is required at the input of the practical solar inverter under
investigation. The circuit topology that is used to supply this DC voltage is shown in
Fig. 5.6. It consists of a three-phase 185 V AC voltage source connected to a three-phase
variac. The output of the variac is connected to a 88:706, Y − ∆ transformer. The
three-phase AC voltage at the output of the transformer is rectified using a diode-rectifier.
The inverter has a DC-link capacitor of 1200µF .
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Three-Phase AC Source Variac Transformer
Y − ∆ Diode Rectifier

+

-

VDC

Figure 5.6: Circuit topology of the DC voltage source that is used as input to the
solar inverter.

5.2.3. Load Connected to Inverter

Six wire-coiled, high-power resistors are connected in series to the inverter output, denoted
by Rload. The resistors are expected to contain parasitic inductance, Lp. The load is thus
a series RL circuit, described by the transfer function, Zload, defined as

Zload(f) = Rload + j2πfLp. (5.3)

The parameter values of the load will be used during the parameter estimation study
and, therefore, needs to be accurate. To acquire accurate load parameters, Rload and Lp

are first estimated using the experimental magnitude and phase responses of the practical
load. The load parameters are also measured to validate these values.

The load is perturbed with a PRIS source in order to obtain the experimental impedance
frequency response, Zload,exp(f). The frequency response, Zload,exp(f), is used to estimate
the values Rload and Lp to model the load. The estimated values are 20.5Ω and 414µH

respectively. These estimated values are substituted in (5.3) to obtain Zload,est(f).
Using a 4-wire milli-ohm meter, the load is measured to have a resistance of 20.6Ω.

The parasitic inductance is measured as 361µH using a LCR meter. These measured
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values are substituted in (5.3) to obtain Zload,meas(f).
In Fig. 5.7 the measured frequency response of the load, Zload,exp(f), the transfer

function Zload,est(f) and the transfer function Zload,meas(f) are compared. All of the
magnitude and phase responses are similar. From Fig. 5.7 it can be seen that the load is
resistive between 10 Hz and 1kHz and is inductive at frequencies higher than 1kHz.
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Figure 5.7: Magnitude and phase response of the experimental load, Zload,exp(f),
estimated RL representation, Zload,est(f), and the measured RL representation,
Zload,meas(f).

5.2.4. Pseudo-Random Impulse Sequence Perturbation Source

The PRIS source discussed in chapter 3 is used to perturb the practical inverter system.
For each application the DC voltage, clock frequency, PRBS order and RLC values are
chosen appropriately to excite the relevant frequency band of the inverter sufficiently.

5.2.5. Experimental Results under Normal Inverter Operating
Conditions

The output voltage and current of the inverter arrangement is measured while the inverter
is operating under normal conditions in standalone mode. The inverter system should
supply the 20.6Ω resistor connected to the AC output side with a constant RMS current
of 2.62 A. The expected RMS output voltage is thus 54.2 V.

The DC input voltage of the source discussed in section 5.2.2 is measured and displayed
in Fig. 5.8 before and after the inverter is switched on. The input voltage is set to 380 V
prior to switching on the inverter, as this is the minimum DC voltage required to switch
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on the inverter. It is clear that there exists a voltage drop of approximately 40 V when the
inverter is switched on, indicating that the source contains a series impedance. Switching
the inverter on creates noise on the input voltage.

0 0.02 0.04 0.06 0.08 0.1

350

400
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Figure 5.8: DC input voltage, VDC(t), under normal operating conditions before
and after the inverter is switched on.

The experimental output voltage and current without perturbation whilst in normal
operation, vo,n(t) and io,n(t), are shown in Fig. 5.9. The voltage and current has a RMS
value of 53.1V and 2.6A respectively, which is close to the expected voltage and current
values. The voltage and current appears sinusoidal, although switching ripple is clearly
present. A small amount of discontinuity is present at the zero-crossings due to deadtime.
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Figure 5.9: Output current, io,n(t), and voltage, vo,n(t), of the high-voltage, current-
controlled voltage source inverter under investigation under normal operating
conditions.
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5.3. Overview of Perturbation of a Practical Single-Phase
Full-Bridge Inverter

Similar to the discussion in chapter 4, where a PRIS source is used to perturb an inverter
through simulation, the PRIS source is used to perturb the practical inverter under
investigation. A practical PRIS source is used, instead of an ideal PRIS source.

In the inverter under investigation no outer DC voltage loop exists. Therefore, the DC
voltage is not used to determine the reference current signal. Consequently, varying the
DC input voltage would not necessarily be an applicable perturbation methodology, as
discussed in section 2.2.2.2. The AC output side is thus perturbed.

A high-level block digram of the perturbation arrangement is displayed in Fig. 5.10.
The PRIS source is connected in parallel to the load, at the AC output side of the inverter.
The output time-domain waveforms of the inverter are fed to the control-loop. Therefore,
perturbing these controlled output time-domain waveforms would perturb not only the
output waveforms, but also the control-loop. This makes it possible to estimate both the
controller and filter parameters.

−
+VDC Inverter

PRIS
Source

io,p(t)

Zload

+

-
vo,p(t)

Figure 5.10: High-level block diagram of the perturbation arrangement. The PRIS
source is connected to the AC output of the inverter, in parallel with the load.

The PRIS source discussed in chapter 3 is developed and used to perturb the inverter.
A PRBS12 is used with a clock frequency, fclk = 12kHz. The sampling frequency, fs,
of the discrete controller is 19.2kHz, therefore, the discrete controller is operational at
frequencies lower than fs/2 = 9.6kHz. PRIS perturbation with a clock frequency of
12kHz allows excitation of the entire frequency band in which the discrete controller is
operating. A 30 V DC voltage is supplied to the PRIS source, and the RLC filter values
are 100Ω, 4.4mH and 10µF respectively.

The 100Ω resistor value together with the large capacitor allows for better low frequency
perturbations [94]. The large inductor causes a slow change in the current, allowing the
discrete current-controller to work continuously. It is observed that if the DC voltage
is increased to more than 30 V that the output voltage perturbation amplitudes could
become 30% - 60% of the nominal output voltage. The control-loop can cause saturation
if the output voltage and current are too large. To avoid introducing non-linear inverter
behaviour, the DC voltage of the PRIS source is not increased beyond 30 V to limit
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perturbation amplitudes.
The perturbed output current and voltage, io,p(t) and vo,p(t), are displayed on top

of the normal operating current and voltage, io,n(t) and vo,n(t), in Fig. 5.11. The PRIS
perturbations are clearly superimposed on the output waveforms. It can be seen that even
in the perturbed state, the inverter output waveforms correlate well with those from the
non-perturbed inverter.

0 0.02 0.04 0.06 0.08 0.1

-4

-2

0

2

4

6

0 0.02 0.04 0.06 0.08 0.1

-50

0

50

100

Figure 5.11: Time-domain output voltage and current under normal operating
conditions, vo,n(t) and io,n(t), as well as during perturbation, vo,p(t) and io,p(t).

5.4. Estimation of the Output Impedance of the Inverter
using Measured Output Voltage and Current
Waveforms

The two-measurement approach introduced in chapter 4 is also used to estimate the output
impedance of the practical inverter. The two-measurement approach assumes that the
inverter can be described as a Thévenin equivalent, as illustrated in Fig. 4.3. Equation
(4.21) is derived in section 4.2.4.2 and presented here as (5.4). The output current and
voltage of an inverter are measured while the inverter is operating under normal operating
conditions, io,n(t) and vo,n(t), and while the inverter is perturbed with a PRIS source, io,p(t)
and vo,p(t). The frequency-domain representations of the measured time-domain signals,
Io,n(f), Vo,n(f), Io,p(f) and Vo,p(f) are used to obtain the output impedance, Zo(f):

Zo(f) = Vo,p(f) − Vo,n(f)
Io,p(f) − Io,n(f) (5.4)

The two-measurement approach assumes that the time-domain representation of the
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Thévenin source, vT H(t), is synchronized while the inverter is operating normally and
while it is perturbed. The measured signals are recorded at random time instances and
not at t = 0 as in simulation. Therefore, vT H(t) is not inherently synchronized. The
voltage vT H(t) needs to be synchronized manually by only accessing the output voltages
and currents under perturbed and normal conditions.

From chapter 4 the frequency-domain representation of vT H(t), VT H(f), contained
the Laplace transform of the reference voltage, vref(t), as well as a transfer function,
G(f), in the case of a voltage-controlled inverter. In the case of the current-controlling
inverter under investigation the reference current, iref(t), needs to be aligned to allow
synchronization of vT H(t). The signal iref (t) is not accessible as it is implemented in the
microcontroller.

Three different methods are introduced and compared to estimate the output impedance
of the inverter using measured output voltage and current waveforms of the perturbed
inverter as well as the inverter under normal operating conditions. Two of these methods
make use of the two-measurement approach. The methods are as follows:

• Method 1: This method synchronizes the time-domain Thévenin voltage source,
vT H(t), in the perturbed and normal case by aligning the output currents. The
two-measurement approach is then implemented using the aligned time-domain
waveforms. This method makes use of Welch’s estimate to determine (5.4) and is
presented in section 5.4.1.

• Method 2: This method uses the Power Spectral Densities (PSDs) and Cross Power
Spectral Densities (CPSDs) of the measured output voltages and currents in the
two-measurement approach in such a way that no time-alignment of vT H(t) is needed.
The PSDs and CPSDs are calculated using Welch’s estimate. Method 2 is discussed
in section 5.4.2.

• Method 3: In this method the inverter is perturbed at the DC input, in addition
to the AC output perturbations as discussed in section 5.3. The input and output
perturbations are used to model the inverter as a two-port network. This method
does not make use of the two-measurement approach described by (5.4). Method 3
is discussed in section 5.4.3.

5.4.1. Method 1: Estimation of the Output Impedance using
Time-Domain Alignment

To make use of the two-measurement approach, the Thévenin voltage, vT H(t), first needs to
be synchronized under normal and perturbed conditions. It is first proven that the output
currents, io,p(t) and io,n(t), are aligned when vT H(t) is synchronized. The methodology to
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align io,p(t) and io,n(t) is then presented. Finally, the output impedance is obtained using
this method.

To prove that io,p(t) and io,n(t), are aligned when vT H(t) is synchronized, a simulation
approach is adopted. Fig. 5.12 shows the simulated output voltages and currents of the
inverter under investigation while it is operating under normal and perturbed conditions.
In the simulation, the reference current, iref (t), and, therefore, also the Thévenin voltage,
vT H(t), is synchronized for the two scenarios.
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Figure 5.12: Simulated time-domain waveforms of the perturbed and non-perturbed
output voltages and currents, vo,p(t) and io,p(t) as well as vo,n(t) and io,n(t) respec-
tively.

Table 5.1 displays the difference in phase between the simulated output signals in
Fig. 5.12. When iref (t) is aligned, and thus also vT H(t), a negligible 0.298◦ phase difference
occur between the fundamental frequency component of the perturbed and normal output
currents, io,p(t) and io,n(t). This proves that the alignment of the output currents io,p(t)
and io,n(t) synchronizes vT H(t). The output impedance can subsequently be calculated
using (5.4).

TABLE 5.1: The phase differences between the fundamental frequency component
of the simulated perturbed and normal measurements while iref (t) is synchronized

for the perturbed and non-perturbed case.
vo,p(t) and io,p(t) [◦] vo,n(t) and io,n(t) [◦] io,p(t) and io,n(t) [◦] vo,p(t) and vo,n(t) [◦]

3.405 0.378 0.298 4.081

A methodology to align the time-domain signals, io,p(t) and io,n(t), is now introduced.
Unlike in simulation where data can be recorded at t = 0, the practical data starts
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recording at random time instances, as presented in Fig. 5.13, where io,p(t) and io,n(t) is
recorded at random starting points.

0 0.05 0.1 0.15 0.2

-6

-4

-2

0

2

4

Figure 5.13: Currents io,p(t) and io,n(t) measured at different initial starting points.

The flow diagram in Fig. 5.14 illustrates how io,n(t) and io,p(t) are aligned using the
measured waveforms. The current io,n(t) is fixed while io,p(t) is shifted over a fundamental
period, T1 = 1/60 = 0.0167s, in increments of the sampling period, Ts = 1µs, that is used
to measure the current. At each increment, m, the Mean Squared Error (MSE) between
the time-domain waveforms, io,n(t) and the shifted io,p(t), is determined. The number
of increments, M , needed to minimize the MSE between io,n(t) and the shifted io,p(t) is
determined.
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Figure 5.14: Flow-diagram explaining the synchronization of io,n(t) and io,p(t).
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The current io,p(t) is thus shifted by M sampling periods to be aligned with io,n(t).
The voltage vo,p(t) is also shifted by M sampling periods to produce the time-domain
waveforms displayed in Fig. 5.16. From Fig. 5.16 it can be seen that the perturbed and
non-perturbed current waveforms are synchronized.
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Figure 5.15: Shifted perturbed signals as well as the fixed normal measurements.

The small-signal waveforms can subsequently be obtained by taking the difference
between the perturbed and normal current and voltage measurements that has been
aligned. Fig. 5.16 displays the small-signal waveforms. The small-signal waveforms are
not ideal PRIS signals, as the impedance of the inverter and load changes the PRIS
perturbation time-constants.
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Figure 5.16: Small-signal waveforms, io,n(t) − io,p(t) and vo,n(t) − vo,p(t).
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Equation (5.4) is determined using Welch’s estimate of the two-measurement approach
with the aligned output time-domain waveforms:

Zo(f) = Vo,p(f) − Vo,n(f)
Io,p(f) − Io,n(f)

≈ Zo,1(f) ≈ Zo,2(f) = Pyy(f)
Pxy(f) =

P(vo,p(t)−vo,n(t)),(vo,p(t)−vo,n(t))(f)
P(io,p(t)−io,n(t)),(vo,p(t)−vo,n(t))(f)

(5.5)

The H1 and H2 estimators are discussed in section 2.6.3. Although the two estima-
tionsof the output impedance, Zo,1(f) and Zo,2(f) could be used, this project uses Zo,2(f)
throughout, therefore, Zo(f) = Zo,2(f).

The aligned time-domain waveforms of the perturbed practical inverter from Fig. 5.11
are used to obtain Zo(f) between 500 Hz and 10 kHz. Fig. 5.17 presents the output
impedance frequency response, Zo(f), of the inverter. It can be seen that series and
parallel resonant points are present at approximately 1.8kHz and 4kHz respectively.
At frequencies beyond 4kHz the impedance is predominantly capacitive. The output
impedance frequency response at frequencies lower than 500 Hz is dicussed in subsequent
sections.
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Figure 5.17: Magnitude and phase response of the output impedance, Zo(f).

5.4.2. Method 2: Estimation of the Output Impedance using Spectral
Densities

A methodology to determine the output impedance without time-alignment, but instead
using Power Spectral Densities (PSDs) and Cross Power Spectral Densities (CPSDs)
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within the two-measurement approach is now introduced. Equation (5.4) makes use of the
frequency-domain representations of the voltages and currents Vo,p(f), Vo,n(f), Io,p(f) and
Io,n(f). If Y (f) is defined as

Y (f) = Vo,p(f) − Vo,n(f), (5.6)

and X(f) is defined as

X(f) = Io,p(f) − Io,n(f), (5.7)

equation (5.4) becomes

Zo(f) = Y (f)
X(f) . (5.8)

The time-domain representation of (5.6) and (5.7) is y(t) = vo,p(t) − vo,n(t) and
x(t) = io,p(t) − io,n(t) respectively [135].

Two estimations of the transfer function Zo(f) using the CPSDs and PSDs of the
time-domain signals exist [121, 122]. The first estimate uses the CPSD, Pyx(f), of the two
signals, x(t) and y(t), and the PSD, Pxx(f) between the input signal, x(t) [120]:

Zo,1(f) = Pyx(f)
Pxx(f) (5.9)

The transfer function could also be estimated using the CPSD, Pxy(f), between the
two signals and the PSD of the output signal, Pyy(f) [120]:

Zo,2(f) = Pyy(f)
Pxy(f) (5.10)

Equations (5.9) and (5.10) are usually obtained using Welch’s estimate. This approach
uses windowing, as discussed in section 2.6.1, to reduce leakage, the influence of random
noise and variance. If no windowing is used to determine (5.9) and (5.10):

Zo,1(f) = Zo,2(f) (5.11)

Due to windowing while obtaining the PSDs and CPSDs, the two estimates, Zo,1(f)
and Zo,2(f) will not be exactly the same [123], but approximations of each other:

Zo,1(f) ≈ Zo,2(f) (5.12)

Subsequent calculations in this section aim to determine Zo,1(f), although the exact
same methodology could be used to determine Zo,2(f). First the mathematical representa-
tions of the PSD and CPSD are introduced. The PSD, Pxx(f) of a signal, x(t), is defined
as [111]
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Pxx(f) =
∫ ∞

−∞
Rxx(τ)e−j2πfτ dτ, (5.13)

where Rxx(τ) is the autocorrelation function of the signal, x(t). The autocorrelation
function is defined as [111]

Rxx(τ) = lim
T−→∞

1
T

∫ ∞

−∞
x(t)x(t + τ)dτ, (5.14)

or
Rxx(τ) = lim

T−→∞

1
T

∫ ∞

−∞
x(t)x(t − τ)dτ. (5.15)

The autocorrelation function is symmetrical. This implies that [111]

Rxx(τ) = Rxx(−τ). (5.16)

Additionally, the Cross-Power Spectral Density (CPSD), Pxy(f), between two signals,
x(t) and y(t), is defined as [118]

Pxy(f) =
∫ ∞

−∞
Rxy(τ)e−j2πfτ dτ, (5.17)

where Rxy(τ) is the cross-correlation function. The cross-correlation function is defined as
[118]

Rxy(τ) = lim
T−→∞

1
T

∫ ∞

−∞
x(t)y(t − τ)dτ. (5.18)

The cross-correlation function is not symmetrical. Therefore, [118]

Rxy(τ) = Ryx(−τ). (5.19)

The definitions of the PSD and CPSD presented in (5.13) - (5.19) are now used to
estimate the output impedance of the inverter. PSDs and CPSDs are typically obtained
by applying Welch’s estimate to determine (5.13) and (5.17).

The PSD, Pxx(f), and CPSD, Pyx(f), are required to determine (5.9). The autocorre-
lation function, Rxx(f), as referenced in (5.15), is required prior to determining Pxx(f).
The autocorrelation function, Rxx(f), of the signal x(t) = io,p(t) − io,n(t) is given by

Rxx(τ) = lim
T−→∞

1
T

∫ ∞

−∞
x(t)x(t − τ)dτ

= lim
T−→∞

1
T

∫ ∞

−∞
[io,p(t)io,p(t − τ) − io,p(t)io,n(t − τ)

− io,n(t)io,p(t − τ) + io,n(t)io,n(t − τ)]dτ

= Rio,pio,p(τ) − Rio,nio,p(τ) − Rio,pio,n(τ) + Rio,nio,n(τ).

(5.20)
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In (5.20) the autocorrelation function, Rxx(τ), consists of the sum of two autocorrelation
functions, Rio,pio,p(τ) and Rio,nio,n(τ), while two cross-correlation functions, Rio,nio,p(τ)
and Rio,pio,n(τ) are subtracted. Using (5.20) and (5.13) the PSD, Pxx(f), of the signal
x(t) = io,p(t) − io,n(t) is derived as

Pxx(f) =
∫ ∞

−∞
(Rio,pio,p(τ) − Rio,nio,p(τ) − Rio,pio,n(τ) + Rio,nio,n(τ))e−j2πfτ dτ

= Pio,pio,p(f) − Pio,nio,p(f) − Pio,pio,n(f) + Pio,nio,n(f).
(5.21)

After deriving Pxx(f), only Pyx(f) is required to determine Zo,1(f) using (5.9). The
cross-correlation function, Ryx(f) is required to determine Pyx(f). The cross-correlation
function, Ryx(f) of the signals y(t) = vo,p(t) − vo,n(t) and x(t) = io,p(t) − io,n(t) is obtained
using (5.18) and is expressed as

Ryx(τ) = lim
T−→∞

1
T

∫ ∞

−∞
y(t)x(t − τ)dτ

= lim
T−→∞

1
T

∫ ∞

−∞
vo,p(t)io,p(t − τ) − vo,p(t)io,n(t − τ)

− vo,n(t)io,p(t − τ) + vo,n(t)io,n(t − τ)dτ

= Rvo,pio,p(τ) − Rvo,pio,n(τ) − Rvo,nio,p(τ) + Rvo,nio,n(τ).

(5.22)

Using (5.17) and (5.22) the CPSD, Pyx(f), can now be derived as

Pyx(f) = Pvo,pio,p(f) − Pvo,pio,n(f) − Pvo,nio,p(f) + Pvo,nio,n(f). (5.23)

Finally the estimated transfer function, Zo,1(f), is calculated by substituting (5.23)
and (5.21) into (5.9). The output impedance, Zo,1(f), is then expressed as

Zo,1(f) = Pvo,pio,p(f) − Pvo,pio,n(f) − Pvo,nio,p(f) + Pvo,nio,n(f)
Pio,pio,p(f) − Pio,nio,p(f) − Pio,pio,n(f) + Pio,nio,n(f) . (5.24)

The estimated transfer function, Zo,1(f), only consists of PSDs and CPSDs, therefore,
no time-domain alignment is required. The same process can be used to calculate the
estimated transfer function, Zo,2(f) as

Zo,2(f) = Pyy(f)
Pxy(f)

= Pvo,pvo,p(f) − Pvo,nvo,p(f) − Pvo,pvo,n(f) + Pvo,nvo,n(f)
Pvo,pio,p(f) − Pvo,pio,n(f) − Pvo,nio,p(f) + Pvo,nio,n(f) .

(5.25)

Due to windowing Zo,1(f) and Zo,2(f) are not exactly the same, but approximations of
each other:
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Zo(f) ≈ Zo,1(f) ≈ Zo,2(f) (5.26)

Fig. 5.18 compares the output impedance obtained using method 2 to the output
impedance obtained with method 1. The two different approaches to implement the
two-measurement approach produces similar results between 500 Hz and 10kHz, although
method 2 produces more variation in the output impedance magnitude response. No
time-domain alignment is necessary to obtain an accurate output impedance.
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Figure 5.18: Comparison of the magnitude and phase response of the output
impedance, Zo(f), obtained using method 1 and method 2.

5.4.3. Method 3: Estimation of the Output Impedance using Transfer
Function Decoupling

A method to decouple transfer functions was implemented by Cvetkovic et al. [136] on
DC-DC converters. This method has already been expanded to three-phase VSIs [93] in
the DQ-axis. The approach models the inverter as a two-port network, with a DC input
and AC-output. The two-measurement approach used in this project does not assume the
inverter as a two-port network, but rather a Thévenin equivalent, as the source is modelled
together with the inverter and not separated as in the case of a two-port network.

Similar to a single-phase DC-DC converter, the single phase inverter can be described
mathematically as
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Vo(f)
Ii(f)

 =
Go(f) −Zo(f)

Yi(f) Hi(f)

 Vi(f)
Ii(f)

 . (5.27)

Cvetkovic et al. [136] derived (5.27) as a small-signal model by subtracting the DC
operating value. For the single-phase inverter case no DC offset exists, only a fundamental
frequency component and the higher frequency switching harmonics.

The target system is perturbed twice, on the input and on the output side. Using the
notation by Cvetkovic et al. [136], m denotes a measured frequency responses, a ′ denotes
measurements taken from perturbing the input side and a ” from perturbing the output
side. The first set of frequency responses is obtained by perturbing the input side:

Gom = Vo(f)′

Vi(f)′

Yim = Ii(f)′

Vi(f)′ .

(5.28)

Equation (5.27) can subsequently be written as
Vo(f)′

Ii(f)′

 =
Go(f) −Zo(f)

Yi(f) Hi(f)

 Vi(f)′

Ii(f)′

 . (5.29)

Equation (5.29) can be rewritten by substituting (5.28):

Gom(f) = Go(f) − Zo(f)Io(f)′

Vi(f)′

Yim(f) = Yi(f) + Hi(f)Io(f)′

Vi(f)′

(5.30)

For ease of writing Tgm(f) is defined as

Tgm(f) = Io(f)′

Vi(f)′ . (5.31)

Similarly, the output side can be perturbed to obtain

Zom = Vo(f)”
Io(f)”

Him = Ii(f)”
Io(f)” .

(5.32)

Substituting the output perturbations, (5.27) is written as
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Vo(f)”
Ii(f)”

 =
Go(f) −Zo(f)

Yi(f) Hi(f)

 Vi(f)”
Ii(f)”

 . (5.33)

Equation (5.33) becomes

Zom(f) = Go(f)Vi(f)”
Io(f)” − Zo(f)

Him(f) = Yi(f)Vi(f)”
Io(f)” + Hi(f).

(5.34)

Again, for ease of use, Trm(f) is defined:

Trm(f) = Vi(f)”
Io(f)” . (5.35)

Equation (5.30) and (5.34) can be written as

Gom(f)
Yim(f)
Zom(f)
Him(f)

 =


1 0 −Tgm(f) 0
0 1 0 Tgm(f)

Trm(f) 0 −1 0
0 Trm(f) 0 1




Go(f)
Yi(f)
Zo(f)
Hi(f)

 . (5.36)

Using matrix algebra, the decoupled transfer functions are determined as


Go(f)
Yi(f)
Zo(f)
Hi(f)

 = 1
1 − Tgm(f)Trm(f)×


1 0 −Tgm(f) 0
0 1 0 −Tgm(f)

Trm(f) 0 −1 0
0 −Trm(f) 0 1




Gom(f)
Yim(f)
Zom(f)
Him(f)

 .

(5.37)

While method 1 and 2 are discussed using measured data, method 3 requires pertur-
bation of the DC input side and is explained through simulation. Perturbing the input
side of the inverter would be practically difficult to execute, as a 1200 µF capacitor is
used to smooth any ripple in the input. For this reason the DC voltage of the PRIS
source is increased from 30 V for AC output side perturbation to 200 V for DC input side
perturbation to obtain the decoupled output impedance in Fig. 5.19.

In Fig. 5.19 the output impedance, Zo(f), using method 1, and the decoupled output
impedance using method 3 are compared through simulation. All of the impedances are
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similar in this frequency range.
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Figure 5.19: Magnitude and phase response of the output impedance using method
1 and method 3 are compared.

5.4.4. Selection of Output Impedance Estimation Methodology

Three methods are introduced to estimate the output impedance of the inverter. Method 1
align the output currents under normal and perturbed conditions to allow synchronization
of vT H(t). Equation (5.4) is then calculated using Welch’s estimate. During the rest of
the project method 1 is used to estimate the output impedance of the inverter, as it is an
accurate approximation and easy to implement.

Method 2 made use of PSDs and CPSDs to determine (5.4). The windowing of multiple
PSDs and CPSDs are time-consuming and computationally complex to execute. The
output impedance frequency response obtained using method 2 exhibits more variance
than method 1. Method 3 was originally derived for DC-DC converters and does not take
the fundamental frequency component of the inverter into account. Perturbation at the
DC input side of the inverter is also required. For these reasons, method 1 is preferred to
method 2 and 3.

5.5. Perturbation Results of a Practical Single-Phase
Full-Bridge Inverter

In sections 5.3 and 5.4 a practical inverter is perturbed and the output impedance frequency
response of the inverter is subsequently determined. In this section different frequency

83

Stellenbosch University https://scholar.sun.ac.za



bands of the output impedance of the inverter are investigated by varying the PRIS
source parameters. The PRIS source can be controlled by varying the PRBS order, clock
frequency and RLC filter values.

The PRBS order for each clock frequency is chosen such that it allows approximately
equal PRBS periods, regardless of the clock frequency. The time-domain waveforms are
recorded over 30 seconds. During frequency response estimation, these signals are windowed
with 100 rectangular windows with no overlap. The time-domain signals are thus split into
100 sections of 0.33s each, allowing for a frequency resolution of Rf = 100/30 = 3.33Hz.
These windowing parameters are used, as it is observed that it allows for a good trade off
between variance and bias in the output impedance frequency response.

In this section the inverter is perturbed with multiple different PRIS source configura-
tions and clock frequencies, as summarized in Table 5.2.

TABLE 5.2: Summary of PRIS source clock frequencies during experimental
perturbations.

Section PRIS Clock Frequency [kHz]
5.5.1 30
5.5.2 20
5.5.3 1
5.5.4 0.5

5.5.1. Perturbation with a 30kHz PRIS Source

The parameters of the PRIS source whilst perturbing the inverter output with a 30 kHz
clock frequency are listed in Table 5.3. The RLC parameter values cause time-constants
that allows equitable spread of perturbation energy over the frequency range.

TABLE 5.3: PRIS source parameters.

PRBS
Order

Clock
Frequency
fclk

RP RIS LP RIS CP RIS VDC

15 30kHz 100Ω 2.2mH 5µF 30 V

Fig. 5.20 shows the aligned time-domain waveforms of the output voltage and current
under normal and perturbed conditions, vo,n(t), io,n(t), vo,p(t) and io,p(t). The PRIS
perturbations are clearly visible. The current perturbations are smaller than the voltage
perturbations, as the current control-loop responds fast to correct any change in current.
Voltage perturbation amplitudes reach approximately 30% of the fundamental frequency
component of the output voltage, vo,n(t).
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Figure 5.20: Time-domain output voltage and current under normal operating
conditions, vo,n(t) and io,n(t), as well as during perturbation, vo,p(t) and io,p(t).

Fig. 5.21 displays the PSDs of the output currents and voltages under normal and
perturbed conditions from 500 Hz to 30kHz. As the clock frequency of the PRIS source
is 30 kHz, the inverter is only investigated up to 30kHz in the frequency-domain. The
current, io,p(t), is adequately perturbed in this frequency range as more power exist in the
PSD of io,p(t) than the PSD of io,n(t) between 500 Hz and 30kHz. Similar to the currents,
the PSD of vo,p(t) is greater than the PSD of vo,n(t) from 500 Hz to 30kHz, indicating that
the voltage is adequately perturbed over this frequency range.
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Figure 5.21: Power spectral density of the output current and voltage under normal
operating conditions, io,n(t) and vo,n(t), as well as during perturbation, io,p(t) and
vo,p(t).
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Fig. 5.22 shows the frequency response of the output impedance, Zo(f), between 500
Hz and 30 kHz. The impedance is capacitive until it reaches a series resonant point at
approximately 1.8 kHz. From 1.8kHz Zo(f) is inductive until a parallel resonant point is
reached at 4kHz. The series and parallel resonant points are caused by the control-loop
and LC filter. The output impedance is again capacitive from 4kHz. At the switching
frequency, fsw = 19.2kHz, an artefact is present.
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Figure 5.22: Magnitude and phase response of the experimental output impedance,
Zo(f).

The two-measurement approach is not capable of removing the switching artefact
completely. It does, however, reduce the artefact substantially. The two-measurement
approach is derived from the average model of the inverter in chapter 4. The average model
does not take the switching frequency and harmonics into account, only the fundamental
frequency. It is thus expected that if the switching harmonics exhibit non-linear behaviour
that the artefacts are not entirely removed by the two-measurement approach.

The discrete controller is only functional until half the sampling frequency, fs/2 =
9.6kHz. As the sampling frequency is equal to the switching frequency and carrier
frequency,

fs = fsw = fc, (5.38)

the switching artefact does not limit information regarding the control-loop in the
output impedance, Zo(f).
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5.5.2. Perturbation with a 20kHz PRIS Source

The clock frequency of the PRIS source is decreased to 20kHz, to allow more low frequency
perturbations [28]. To allow a similar PRBS period to the 30kHz perturbation case, a
PRBS14 is used. The inductor value is increased. The parameters of the PRIS source while
perturbing the AC output of the inverter with a 20 kHz clock frequency are summarized
in Table 5.4.

TABLE 5.4: PRIS source parameters.

PRBS
Order

Clock
Frequency
fclk

RP RIS LP RIS CP RIS VDC

14 20kHz 100Ω 4.4mH 5µF 30 V

Fig. 5.23 shows the aligned time-domain waveforms of the output voltage and current
under normal and perturbed conditions, vo,n(t), io,n(t), vo,p(t) and io,p(t). Voltage pertur-
bation magnitudes reached approximately 34% of the fundamental frequency component
of vo,n(t).
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Figure 5.23: Time-domain output voltage and current under normal operating
conditions, vo,n(t) and io,n(t), as well as during perturbation, vo,p(t) and io,p(t).

Fig. 5.24 displays the PSDs of the output currents and voltages under normal and
perturbed conditions from 10 Hz to 10kHz. As the clock frequency of the PRIS source
is 20 kHz, the inverter could be investigated up to 20kHz in the frequency-domain. The
region between 10kHz and 30kHz is already investigated when perturbing with a 30kHz
clock frequency in section 5.5.1, therefore, this section focus on lower frequencies. The
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PSDs of the currents, io,n(t) and io,p(t), are similar up to approximately 700 Hz. This
means that the PRIS source did not effect io,p(t) below 700 Hz, and perturbation of the
current is not adequate below 700Hz. The PSDs of the voltages, vo,n(t) and vo,p(t), are
similar up to 300 Hz. The voltage vo,p(t) is thus not adequately perturbed at frequencies
lower than approximately 300 Hz.
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Figure 5.24: Power spectral density of the output current and voltage under normal
operating conditions, io,n(t) and vo,n(t), as well as during perturbation, io,p(t) and
vo,p(t).

Welch’s estimate is used to determine the output impedance using (5.5), as discussed
in section 5.4.1. To use (5.5), both the current, io,p(t), and the voltage, vo,p(t), needs to be
adequately perturbed to obtain the necessary spectral densities.

Fig. 5.25 shows the frequency response of the output impedance, Zo(f), between 700
Hz and 10kHz. Frequencies lower than 700 Hz are not presented, as perturbation is
not adequate in this region. Lowering the clock frequency to 20kHz did not allow for
characterization of any new frequency band of the output impedance of the inverter,
compared to the 30kHz PRIS perturbation. The parallel and series frequency points seen
in Fig. 5.25 are already characterized in Fig. 5.21.
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Figure 5.25: Magnitude and phase response of the experimental output impedance,
Zo(f).

5.5.3. Perturbation with a 1 kHz PRIS Source

To aid perturbation of frequencies lower than 700 Hz the clock frequency is lowered to 1
kHz [94]. The PRBS order is lowered to a PRBS10, to allow comparable PRBS periods
with the 30kHz and 20kHz PRIS source perturbations. The parameters of the PRIS source
are listed in Table 5.5.

TABLE 5.5: PRIS source parameters.

PRBS
Order

Clock
Frequency
fclk

RP RIS LP RIS CP RIS VDC

10 1kHz 100Ω 2.2mH 5µF 30 V

Fig. 5.26 shows the aligned time-domain waveforms of the output voltage and current
under normal and perturbed conditions, vo,n(t), io,n(t), vo,p(t) and io,p(t). The output
voltage impulse perturbations reach around 60% of the nominal output voltage magnitude.
The current perturbations are quickly rectified by the current-control loop.
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Figure 5.26: Time-domain output voltage and current under normal operating
conditions, vo,n(t) and io,n(t), as well as during perturbation, vo,p(t) and io,p(t).

The PSDs of the output currents and voltages under normal and perturbed conditions
are presented in Fig. 5.27. The PSDs are presented between 10Hz and the clock frequency,
fclk = 1kHz. The output current is not sufficiently perturbed below approximately 400 Hz.
Lowering the clock frequency allowed for adequate perturbation from 400 Hz as compared
to the 700 Hz in the 20kHz perturbation case. The output voltage is not perturbed
adequately below approximately 200Hz.
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Figure 5.27: Power spectral density of the output current and voltage under normal
operating conditions, io,n(t) and vo,n(t), as well as during perturbation, io,p(t) and
vo,p(t).
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Fig. 5.28 shows the frequency response of the output impedance, Zo(f), between
400 Hz and 1kHz. Frequencies lower than 400 Hz are not presented, as perturbation is
not adequate in this region. This would lead to an inaccurate estimation of the output
impedance below 400 Hz, as discussed in section 5.5.2. The output impedance, Zo(f),
obtained is capacitive between 400 Hz and 1kHz.
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Figure 5.28: Magnitude and phase response of the experimental output impedance,
Zo(f).

Lowering the clock frequency to 1kHz did allow for characterization of the output
impedance frequency response from 400 Hz to 1kHz. However, this did not substantially
improve perturbation of the inverter and subsequent characterization of Zo(f), as the
30kHz PRIS perturbations already perturbed frequencies as low as 500 Hz. Lower frequency
perturbations are possible by decreasing the clock frequency and increasing the capacitor
of the RLC source.

5.5.4. Perturbation with a 0.5 kHz PRIS Source

The parameters of the PRIS source whilst perturbing the inverter output with a 0.5 kHz
clock frequency are listed in Table 5.6. The capacitor value is increased to 20µF to allow
better low frequency perturbation, along with the decreasing the clock frequency. Two
100Ω resistors are used in parallel to form the 50Ω resistor, to allow the power to be
divided between the two resistors. The size of the inductor is increased to allow slower
time-constants and limit the current through the PRIS source. The DC voltage of the
PRIS source is decreased to avoid output voltage perturbations that are too large.
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TABLE 5.6: PRIS source parameters.

PRBS
Order

Clock
Frequency
fclk

RP RIS LP RIS CP RIS VDC

9 0.5kHz 50 Ω 4.4mH 20µF 20 V

Fig. 5.29 shows aligned time-domain waveforms of the output voltage and current under
normal and perturbed conditions, vo,n(t), io,n(t), vo,p(t) and io,p(t). It is observed that the
output voltage perturbation magnitudes reach approximately 40% of the fundamental
frequency component of the output voltage.
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Figure 5.29: Time-domain output voltage and current under normal operating
conditions, vo,n(t) and io,n(t), as well as during perturbation, vo,p(t) and io,p(t).

The PSDs of the output currents and voltages under normal and perturbed conditions
are presented in Fig. 5.30 between 10 Hz and 500 Hz. The current io,p(t) is not adequately
perturbed below 200 Hz, while the voltage vo,p(t) is not adequately perturbed below 100
Hz. The PSD of io,p(t) is also similar to the PSD of io,n(t) close to the clock frequency of
500 Hz. The current, io,p(t), is thus only adequately perturbed between approximately
200 Hz and 400 Hz.
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Figure 5.30: Power spectral density of the output current and voltage under normal
operating conditions, io,n(t) and vo,n(t), as well as during perturbation, io,p(t) and
vo,p(t).

Fig. 5.31 shows the frequency response of the output impedance, Zo(f), between 200
Hz and 500 Hz. The output impedance is still capacitive. Artefacts are present at odd
multiples of the fundamental frequency, i.e. 60Hz × 5 = 300Hz and 60Hz × 7 = 420Hz.
These artefacts are observed as the harmonics of the inverter are not entirely removed by
the two-measurement approach. The output impedance, Zo(f), decreases substantially
close to 500 Hz, due to lower perturbation energy at the clock frequency, fclk = 500Hz.
The output impedance is thus not accurate between 400 Hz and 500 Hz.
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Figure 5.31: Magnitude and phase response of the experimental output impedance,
Zo(f).

5.5.5. Summary and Discussion of Experimental Perturbations

Characterizing the output impedance at frequencies lower than 200 Hz requires greater
perturbation power at these frequencies. In this investigation, this is not done due to the
following reasons:

• To increase perturbation power, the DC voltage of the PRIS source can be increased.
The output voltage perturbation magnitudes already reaches 30%-60% of the funda-
mental frequency component of the voltage. Therefore, increasing the DC voltage is
not viable, as it may introduce non-linear inverter behaviour of the inverter.

• Increasing the capacitor would allow for lower frequency perturbation. The capacitor
protects the H-bridge, resistor and inductor of the PRIS source by limiting the
voltage across these components. As the capacitor value is increased, the capacitor
voltage decreases, causing the power and current of the resistor and inductor used in
the PRIS source to increase beyond their maximum ratings.

• Decreasing the clock frequency can increase low frequency perturbations. When the
clock frequency is decreased, the RLC parameter values should change appropriately
to keep the time-constants to clock period ratio similar, allowing a similar spread of
energy over the frequency band covered by the clock frequency. This is not viable at
frequencies lower than 200 Hz, as the power, current and voltage ratings of the RLC
circuit increase beyond their maximum ratings.

The lowest frequency of the AC output of the inverter that is adequately perturbed is 200
Hz. At this frequency, the output impedance of the inverter is capacitive, until the first
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series resonant point at approximately 1.8kHz. From 1.8kHz Zo(f) is inductive up to the
parallel resonant point at approximately 4kHz. From 4kHz Zo(f) is once again capacitive.
An artefact remains at the switching frequency, fsw = 19.2kHz. The output impedance is
thus assumed accurate between 200 Hz and 16 kHz. Fig. 5.32 shows the output impedance
of the inverter in this frequency range by concatenating previous results.
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Figure 5.32: The magnitude and phase responses of Zo(f) over the frequency band
that is assumed to be accurately estimated.

5.6. Modelling of the Practical Inverter System
The practical inverter system is modelled in Simulink. Practical measurements will be
used to estimate the parameters of the model during a parameter estimation study in later
sections. To perform an applicable parameter estimation study the model topology that
will be populated is required to be as accurate as possible.

5.6.1. Modelling the Practical Inverter in Simulink

Fig. 5.33 shows the model topology of the inverter under investigation. This inverter is
simulated in Simulink. The inverter consists of a full-bridge switching circuit with a LC
low-pass filter connected to the output of the switching circuit. The filtered output current
and voltage, io(t) and vo(t), supplies a load. The inductor current, iL(t), is scaled by the
gain, ki, and subsequently passed to a 2P2Z current controller, D(z). The output voltage
is scaled by the gain, kv, before it is used to implement feedforward linearization. A gain,
kP W M , is multiplied to the output of the control-loop, before a hybrid unipolar PWM
scheme is used to control the switches.
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Figure 5.33: Final high-voltage, single-phase, full-bridge, current-controlled, solar
voltage source inverter topology.

5.6.1.1. Modelling the Discrete Current Controller

As discussed in section 5.2.1.6, a 2P2Z controller is implemented in the Piccolo microcon-
troller. The equivalent discrete-domain transfer function is

D(z) = Y (z)
X(z) = b2z

−2 + b1z
−1 + b0

1 + a0z−1 + a1z−2 = b0z
2 + b1z

1 + b2

z2 + a0z + a1
. (5.39)

This transfer function neglects the saturation block in the feedback path of the 2P2Z
controller. The current controller is thus modelled in Simulink to include this saturation
block, as shown in Fig. 5.34. The parameter values of the discrete controller are listed in
Table 5.7 as obtained from example code for a grid-connected inverter [132] whereas the
inverter under investigation is a standalone inverter.

TABLE 5.7: Parameter values for the discrete controller, D(z).

b0 b1 b2 a0 a1
Ts

[µs]
0.5253 0.1314 -0.3938 -1.01 0.01 52
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Figure 5.34: Model of the discrete controller in Simulink.

The discrete controller, D(z), can be plotted in the frequency-domain up to fs

2 = 9.6kHz

to adhere to the Nyquist theorem. The equivalent frequency-domain transfer function can
be determined by substituting z = e−j2πf in (5.39) to produce

D(f) = b0(e−j2πf )2 + b1e
−j2πf + b2

(e−j2πf )2 + a0e−j2πf + a1
. (5.40)

Fig. 5.35 shows the discrete controller, D(z), and the frequency-domain representation,
D(f). The frequency-domain transfer function, D(f), is an accurate approximation of
D(z), as D(f) lies on top of D(z).
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Figure 5.35: Magnitude and phase response of the discrete controller, D(z), and
the frequency-domain approximation, D(f), of D(z).

The state-space matrices for the discrete controller, D(z), can be used to determine
the observability of D(z). The state matrix, A, is equal to
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A =
−0.01 1.01

1 0

 . (5.41)

The input vector, b, is

b =
 1

0

 . (5.42)

The output vector, c, is

c =
[
0.1261 0.1368

]
, (5.43)

and the feedthrough constant, d, is

d = 0.5253. (5.44)

The observability matrix, V, for this state-space model can be calculated as

V =
0.1261 0.1368
0.1355 0.1274

 . (5.45)

The rank, ρ, of the observability matrix, V, can be determined as

ρ(V) = 2, (5.46)

and is equal to the order, n, of the state-space model, therefore, the system is observable.
It is important to note that this implies that the discrete controller, D(z), is observable
from its input and output signals. This does not imply that it is observable from the
output impedance of the voltage source inverter, Zo(f), which will be available from the
experimental results to use in parameter estimation.

A sensitivity analysis is conducted on the frequency-domain transfer function of the
discrete controller, D(f). The true value of coefficient, i.e. a0, a1, b0, b1 and b2, are doubled
and halved to determine the effect it has in the frequency-domain. Figure 5.36 displays
the effect of these coefficients of the frequency response on the discrete controller, D(f).
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Figure 5.36: (a) Magnitude and phase response of D(f) as a function of a0. (b)
Magnitude and phase response of D(f) as a function of a1. (c) Magnitude and
phase response of D(f) as a function of b0. (d) Magnitude and phase response of
D(f) as a function of b1. (e) Magnitude and phase response of D(f) as a function
of b2.
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All of the controller coefficients have an effect on the damping of the frequency response
of D(f). The coefficients a1 and b1 have the smallest influence on the frequency response
and a1 specifically only at frequencies lower than 100 Hz. The coefficients a0, b0 and b2

have a damping effect from 10 Hz all the way up until fs

2 Hz.

5.6.1.2. Modelling of the Voltage and Current Sensing Circuits

The voltage and current sensing circuits as well as the ADC are discussed in sections 5.2.1.5
and 5.2.1.6. Fig. 5.37 shows how the current sensing circuit is modelled in Simulink [137].
The high magnitude resistive divider and hall sensor ratio used during current sensing
are modelled as a combined gain, ki = 0.15974. The inductor current is measured with a
current sensor in Simulink with a sampling frequency, fs = 19.2kHz, before it is multiplied
with the gain, ki. The buffer circuit that adds a 1.65 V offset is modelled as a summing
block. The 12-bit ADC is modelled by multiplying the output value of the buffer circuit
by 212 − 1 = 4095. The maximum input to the ADC pin is 3.3 V, therefore, the signal is
divided by 3.3. The value is saved as an 16-bit integer, before it is shifted to produce a
32-bit integer, as in the software. The 1.65 V offset is accounted for in the software by
subtracting 0.5, as the 1.65V is approximately half of the 3.3 V that the ADC pin can
read. The voltage sensing circuit is modelled similarly to the current sensing circuit and
ADC, with the resistive gain, kv = 0.00311, being the only difference.

1.65	V	offset
corrected	in
software

Bits
shifted	in
software
for	12-bit
resolution

Converted
to	32	bit
integer	in
software

Limit	to
maximum	of
12-bits

Saved	as	16	bit
integer	in
software

Buffer
Circuit
with	1.65V
offset

Resistive	
Divider,	

12-bit	
Resolution

1

Qy	=	Qu	<<	12	
Vy	=	Vu	*	2^12	

Ey	=	Eu	1

Figure 5.37: Modelling the current sensing circuit and ADC in Simulink [137].

5.6.1.3. Modelling the Unipolar Pulse Width Modulation Scheme

The PWM scheme implemented in the inverter is discussed in section 5.2.1.3. Fig. 5.38
shows how the hybrid unipolar PWM is implemented in Simulink [137]. The output signal
of the control-loop is multiplied with a gain, KP W M = 1000

VDC
. The sign of this scaled output

signal of the control-loop is obtained by comparing it to zero to determine which switching
leg is switching at the carrier frequency. The other switching leg switches at the grid
frequency. The scaled output signal of the control-loop controls a PWM generator that, in
turn, controls the switching leg that is switching at the carrier frequency. The IGBTs of
the remaining switching leg are provided with a logical high and low. Deadtime is added
to the logical signals passed to the switches.
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Figure 5.38: Modelling the hybrid unipolar PWM in Simulink [137].

Fig. 5.39 shows the corresponding simulated PWM signals that drive the switches, Q1,
Q2, Q3 and Q4 of the full-bridge switching circuit used in Fig. 5.33. The switches Q1 and
Q2 operate complimentary, as well as Q3 and Q4.
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Figure 5.39: Simulated PWM logic state output signals to switches, Q1, Q2, Q3
and Q4.
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5.6.1.4. Modelling Full-Bridge Switching Circuit

The full-bridge switching circuit in Fig. 5.33 is modelled with four IGBTs, each with an
"on" resistance of 0.01 Ω, and "off" resistance of 10 kΩ, a forward voltage drop, Vf = 1.59V

and a feedback diode with a forward voltage drop of 1.4 V .

5.6.2. Modelling the DC Voltage Source

The 400V DC voltage source in Fig. 5.6 consists of a three-phase diode rectifier circuit
supplied with a three-phase transformer as explained in section 5.2.2. It is not possible to
model this DC source topology accurately in Simulink, due to the variablity introduced
with the use of the variac. In this section it is shown that the magnitude of the DC voltage
supplied to the inverter is required to model the inverter accurately, but the impedance of
the DC source is not important.

Fig. 5.40 shows the simulated output impedance of the inverter as a function of the
DC input voltage magnitude, VDC . As the DC input voltage magnitude, VDC , increases,
the resonant points of the simulated output impedance of the inverter shifts to higher
frequencies. The DC voltage magnitude has a significant impact on the simulated output
impedance frequency response of the inverter. It is, therefore, important to accurately
define the input voltage, VDC , in order to simulate the inverter.
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Figure 5.40: (a) Magnitude and phase response of the inverter output impedance,
Zo(f), as a function of VDC obtained through simulation. (b) Output current, io(t),
and voltage, vo(t) as a function of VDC .

To validate the results in Fig. 5.40, the influence of the DC input voltage on the practical
inverter is investigated. Fig. 5.41 shows the frequency response of the output impedance
of the inverter when the DC voltage of the practical inverter is set to VDC = 336V and
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VDC = 401V respectively. Similar to the simulated results, the resonant points of the
frequency response of the output impedance shift towards higher frequencies as VDC is
increased.
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Figure 5.41: Magnitude and phase response of the experimental output impedance,
Zo(f), as a function of VDC .

The influence of the DC voltage magnitude, VDC , on the output impedance frequency
response is explained by examining the relationship between the fundamental frequency
component of the modulated voltage, V̂ 1

Ao, and the DC input voltage, VDC . The fundamental
frequency component of the modulated voltage, V̂ 1

Ao, and the DC input voltage, VDC , are
related by the modulation index, ma:

V̂ 1
Ao = maVDC (5.47)

Equation (5.47) shows that when VDC is lowered, ma increases to keep V̂ 1
Ao constant.

Similarly, when VDC is increased, ma needs to decrease to keep V̂ 1
Ao constant. This is done

by the controller. Therefore, varying the DC voltage has the same effect as changing a
gain at the output of the control-loop.

From the voltage drop present in Fig 5.8 it is clear that a series impedance exists in the
source. It is now shown that this impedance can be neglected when deriving a model for
the inverter. It is assumed that this series impedance can be modelled as a inductor, LDC ,
in series with a resistor, RDC . Figures 5.42 and 5.43 show the simulated output impedance
of the inverter as a function of possible values for RDC and LDC respectively. Changing
the series RDCLDC impedance of the source has a negligible impact on the output voltage,
current and impedance frequency response of the voltage source inverter, as long as the
DC source impedance does not change the DC voltage substantially.
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Figure 5.42: (a) Magnitude and phase response of the output impedance, Zo(f), as
a function of RDC . (b) Output current, io(t), and voltage, vo(t) as a function of
RDC .

10
3

10
2

10
3

-400

-200

0

200

400

600

(a)

0.085 0.09 0.095 0.1 0.105 0.11 0.115 0.12 0.125 0.13

-4

-2

0

2

4

6

0.085 0.09 0.095 0.1 0.105 0.11 0.115 0.12 0.125 0.13

-50

0

50

100

(b)

Figure 5.43: (a) Magnitude and phase response of the output impedance, Zo(f), as
a function of LDC . (b) Output current, io(t), and voltage, vo(t) as a function of
LDC .

As the DC voltage magnitude has a greater influence on the output impedance, voltage
and current of the inverter than the impedance of the DC source, the DC voltage source is
not modelled as a Thévenin equivalent, but as an ideal voltage source with a DC magnitude
equal to the measured DC voltage magnitude after the voltage drop occurs, as displayed
in Fig. 5.44. The DC voltage supplied to the input of the inverter is all that is required
for an accurate model of the inverter.
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Figure 5.44: Modelling the DC voltage source as an ideal voltage source rather
than a Thévenin equivalent.

5.6.3. Final Model of Practical Inverter System

The parameters used to populate the final model topology of the inverter system are
presented in Table. 5.8. The filter and other circuit parameter values are measured in
section 5.2.1. The parameters for the digital controller are found in example code for
the Piccolo microcontroller provided by Texas Instruments of a possible grid-connected
configuration, while the inverter under investigation operates in standalone mode.

TABLE 5.8: Parameter values.

Parameter b0 b1 b2 a0 a1
Ts

[µs]
Lf

[mH]
Cf

[µF ]
rLf

[Ω]
Ci

[µF ]
Value 0.5253 0.1314 -0.3938 -1.01 0.01 52 4.944 9.49 0.526 1200

The final model used in simulation is compared to the practical inverter. Fig. 5.45a
shows the practical output impedance of the measured target system, Zo,S(f), as well as
the simulated output impedance of the model, Zo,M(f), populated with the parameters
in Table 5.8. Fig. 5.45b shows the simulated output voltage and current of the model
under normal operating conditions, vo,M,n(t) and io,M,n(t), as well as the measured output
voltage and current of the system under normal operating conditions, vo,S,n(t) and io,S,n(t).
Although the magnitudes of the frequency responses and the amplitudes of the time-domain
output waveforms of the system and model are not exactly the same, characteristics of the
frequency- and time-domain outputs are comparable. From Fig. 5.45 it is clear that model
exhibits the same amount of modes as the system. Therefore, even if the model presented
is not the exact complete model, it is a good representation of the inverter.

105

Stellenbosch University https://scholar.sun.ac.za



10
3

10
2

10
3

-200

0

200

400

(a)

0.02 0.025 0.03 0.035 0.04 0.045 0.05 0.055 0.06 0.065

-4

-2

0

2

4

6

0.02 0.025 0.03 0.035 0.04 0.045 0.05 0.055 0.06 0.065

-100

-50

0

50

100

(b)

Figure 5.45: (a) Comparison of the magnitude and phase response of the output
impedance of the system, Zo,S(f), and the simulated model, Zo,M(f). (b) Output
current and voltage of the target system, io,S,n(t) and vo,S,n(t), as well as the model,
io,M,n(t) and vo,M,n(t).

The differences between the model and system could be due to the following reasons:

• As there are some uncertainty on how the software is implemented, the controller
parameter values in Table 5.8 which are used to populate the model could be
inaccurate. It is unknown whether the controller parameters used in the model are
the correct values.

• The circuit and control topologies of the inverter are determined by inspection,
investigating all available datasheets, user manuals, software and schematics. The
exact model is not provided by Texas Instruments. It is possible that the model
neglects a part of the real inverter.

• The practical inverter circuit can contain parasitic inductance and resistances that
are not accounted for.

Parameter estimation can be performed to obtain more accurate model parameters.

5.6.4. Sensitivity Analysis of Controller and Filter Parameters on the
Inverter Output Impedance

A simulated sensitivity analysis is performed to determine the effect of the various filter
and controller parameters on the output impedance frequency response of the inverter and
the output voltage and current in the time-domain. Each parameter, a0, a1, b0, b1, b2, Cf

and Lf , are halved and doubled from its true values in simulation to study its effect in the
time- and frequency-domain.
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Fig. 5.46 shows the simulated output impedance of the inverter, as well as the simulated
output voltage and current under normal operating conditions as a function of the controller
coefficient, a0. Halving the coefficient a0 damps the resonant points of Zo(f). The current
and voltage amplitudes are decreased. Doubling a0 causes the inverter to become unstable,
therefore, only the LC filter resonance is observed in the frequency response and no
time-domain waveforms are presented.
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Figure 5.46: (a) Magnitude and phase response of the output impedance, Zo(f), as
a function of a0. (b) Output current, io(t), and voltage, vo(t) as a function of a0.

Fig. 5.47 shows the simulated output impedance of the inverter, as well as the simulated
output voltage and current under normal operating conditions as a function of the controller
coefficient, a1. The coefficient a1 has very little effect on both the time- and frequency
domain outputs of the inverter. Recall from section 5.6.1.1 that a1 only affects frequencies
lower than 50 Hz of the discrete controller. The coefficient a1 has a limited effect on the
amplitudes of the current and voltage outputs.
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Figure 5.47: (a) Magnitude and phase response of the output impedance, Zo(f) as
a function of a1. (b) Output current, io(t), and voltage, vo(t) as a function of a1.

Fig. 5.48 shows the simulated output impedance of the inverter, as well as the simulated
output voltage and current under normal operating conditions as a function of the controller
coefficient, b0. The coefficient b0 has an effect on the damping and location of the first
resonant point and an effect on the damping of the second resonant point. When b0 is
halved the output current amplitude decreases. When b0 is doubled the time-domain
output current and voltage are similar to that of the true value of b0.
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Figure 5.48: (a) Magnitude and phase response of the output impedance, Zo(f), as
a function of b0. (b) Output current, io(t), and voltage, vo(t) as a function of b0.

Fig. 5.49 shows the simulated output impedance of the inverter, as well as the simulated
output voltage and current under normal operating conditions as a function of the controller
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coefficient, b1. The effect of b1 is only observed by the damping of the first resonant point
of the output impedance. The effect on the output current and voltage is negligible.
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Figure 5.49: (a) Magnitude and phase response of the output impedance, Zo(f), as
a function of b1. (b) Output current, io(t), and voltage, vo(t) as a function of b1.

Fig. 5.50 shows the simulated output impedance of the inverter, as well as the simulated
output voltage and current under normal operating conditions as a function of the controller
coefficient, b2. The effect on the output current and voltage is negligible. The coefficient
b2 mainly impacts the damping of the first resonant point of the output impedance. When
b2 is doubled, the inverter becomes unstable, similar to doubling a0.

10
3

10
2

10
3

10
4

10
3

-400

-200

0

200

400

600

(a)

0.085 0.09 0.095 0.1 0.105 0.11 0.115 0.12 0.125 0.13

-4

-2

0

2

4

0.085 0.09 0.095 0.1 0.105 0.11 0.115 0.12 0.125 0.13

-50

0

50

100

(b)

Figure 5.50: (a) Magnitude and phase response of the output impedance, Zo(f), as
a function of b2. (b) Output current, io(t), and voltage, vo(t) as a function of b2.
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Figures 5.51 and 5.52 show the simulated output impedance of the inverter, as well as
the simulated output voltage and current under normal operating conditions as a function
of the filter parameters, Lf and Cf , respectively. Both the inductor and capacitor used in
the low-pass filter influence the location and magnitude of the second resonant point of
the output impedance frequency response as presented in figures 5.51a and 5.52a. The
inductor and capacitor also influence the ripple contained in the time-domain waveforms.
The inductor Lf influences the amplitude of the output current and voltage waveforms.
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Figure 5.51: (a) Magnitude and phase response of the output impedance, Zo(f), as
a function of Lf . (b) Output current, io(t), and voltage, vo(t) as a function of Lf .
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Figure 5.52: (a) Magnitude and phase response of the output impedance, Zo(f), as
a function of Cf . (b) Output current, io(t), and voltage, vo(t) as a function of Cf .
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5.7. Parameter Estimation of Controller Parameters of the
Inverter

Parameter estimation studies aim to populate a model of a target system with parameters to
enable accurate modelling of the target system. The aim of applying parameter estimation
in this chapter is to populate an Electromagnetic Transient (EMT) model of the inverter
in Simulink with estimated controller parameters using the measured data of the practical
inverter system. The Simulink model of the target inverter is discussed in section 5.6 and
the practical inverter measurements in sections 5.3 - 5.5.

Before parameter estimation is conducted on the practical inverter, parameter esti-
mation of the transfer function of the discrete controller and the Simulink model of the
inverter are investigated. The parameter estimation studies conducted in this section are
summarized in Table 5.9.

TABLE 5.9: Summary of the parameter estimation studies conducted in this section.

Section Parameters
Estimated

Model Used during
Parameter Estimation Target System

Time- and Frequency-
Domain Responses
Used in Objective
Function

5.7.1 a0, a1, b0, b1, b2

Analytical transfer function
of discrete controller as
discussed in
section 5.6.1.1

Analytical transfer function
of discrete controller populated with
true parameter values

Transfer function of D(z)

5.7.2 a0, a1, b0, b1, b2

EMT model of inverter
as presented in
section 5.6.

EMT model populated with
parameter values of final model
as presented in section 5.6.3

Estimation of Zo(f)
using method 1,
vo(t), io(t)

5.7.3 a0, a1, b0, b1, b2

EMT model of inverter
as presented in
section 5.6

Measured values of practical
inverter as discussed in sections 5.3
to 5.5

Estimation of Zo(f)
using method 1,
vo(t), io(t)

5.7.1. Parameter Estimation of the Coefficients of the Discrete
Controller using an Analytical Approach

As discussed in sections 5.2.1.6 and 5.6.1.1 a discrete controller, D(z), is implemented in
the current control loop. In this section the analytical Laplace-domain transfer function of
this current controller, D(z), is used to estimate the coefficients of the controller. As the
analytical transfer function is available, various case studies of parameter estimation can
be applied with relative ease and low computational complexity, as compared to using the
Simulink model in a parameter estimation study. These case studies are summarized in
Table 5.10.
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TABLE 5.10: Parameter estimation results of discrete controller using analytical
transfer function.

Errors (%)

Case Frequency Vector Parameters
Estimated

Final
Objective
Function
Value

b0 b1 b2 a0 a1

1 Logarithmic frequency vector between 1 and fs/2 Hz
containing 1000 points b0, b1, b2, a0, a1 0.008223 1.35 3.69 0.52 3.50 353.41

2 Logarithmic frequency vector between 1 and fs/2 Hz
containing 1000 points

b0, b1, b2, a0
Fix a1 = 0 system
and a1 = 0 in model

0.0001887 0.28 0.09 0.34 0.00 N/A

3 Logarithmic frequency vector between 1 and fs/2 Hz
containing 1000 points

b0, b1, b2, a0
Fix a1 = 0.01 system
and a1 = 0 in model

0.00067 0.28 1.08 0.01 0.99 N/A

4 Logarithmic frequency vector between 10 and fs/2 Hz
containing 1000 points

b0, b1, b2, a0
Fix a1 = 0.01 system
and a1 = 0 in model

0.0008277 0.26 1.23 0.01 0.96 N/A

5
Logarithmic frequency vector
between 500 and fs/2 Hz
containing 1000 points

b0, b1, b2, a0
Fix a1 = 0.01 system
and a1 = 0 in model

0.001217 1.49 4.00 0.65 1.32 N/A

The aim of performing parameter estimation on the transfer function is to gain a
better understanding of the controller and the difficulties that might arise when using the
Simulink simulations to perform parameter estimation on measured data. Case 1 is used
as a baseline and all the case studies that follow are iterations of case 1. The differences
between and significance of the case studies that are summarized in Table 5.10 are listed
as follows:

• Case 1: A parameter estimation procedure is applied to estimate all 5 parameters
of the discrete controller. The frequency vector is logarithmicly spaced between
1 Hz and fs/2 = 9.6kHz Hz, where fs is the sampling frequency of the discrete
controller. The particle swarm optimization algorithm is used. The MSE of the
analytical transfer function of the discrete controller in the Laplace domain is used
in the objective function. A 353% error exist in a1. Errors can be seen in the rest of
the parameters, but all within 4%.

• Case 2: It is known that a1 influences frequencies below 100 Hz, based on the
sensitivity analysis conducted in section 5.6.1.1. Therefore, the effect of a1 will
be observed in the fundamental frequency component, i.e. when looking at the
time-domain, which is unavailable when using only the Laplace-domain transfer
function of the discrete controller. Therefore, a1 is fixed to a1 = 0.01 and the other
four parameters are estimated with the idea that a two-step verification could be used
in the future, i.e. step 1: estimate four parameters from frequency domain where
a1 has negligible effect, step 2: estimate a1 from time-domain information. The
remaining four parameters are estimated successfully when using the Laplace-domain
transfer function of the discrete controller.

• Case 3: The coefficient a1 is fixed in the model, a1 = 0, but a1 = 0.01 in the system.
Four parameters are estimated successfully.
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• Case 4: The initial frequency of the frequency vector is increased from 1 Hz to 10
Hz. Four parameters are estimated successfully.

• Case 5: The initial frequency of the frequency vector is increased from 10 Hz to
500 Hz. Four parameters are estimated successfully.

In the parameter estimation methodologies applied to the discrete transfer function of
the controller, the coefficient, a1, is not estimated accurately. Recall from the sensitivity
analysis conducted on the discrete controller in section 5.6.1.1, that a1 only affects low
frequencies. These low frequencies are also influenced by most of the other coefficients of
the discrete transfer function.

From cases 1-5 it is clear that assuming a1 = 0 still allows for accurate estimation of
the other four parameters. It might be possible to estimate a1 using the time-domain
output waveforms, which was not possible when investigating the transfer function of
the discrete controller. It might also be possible that a sufficiently accurate model of the
inverter is obtainable when assuming a1 = 0.01 ≈ 0.

5.7.2. Parameter Estimation of the Coefficients of the Discrete
Controller through a Simulation Approach

The analytical transfer function is used to estimate up to four out of the five controller
coefficients accurately in the previous subsection. However, in practice, the only readily
accessible part of the inverter is assumed to be the AC output, i.e. the output voltage and
current from which the output impedance can be estimated. The focus of the investigation,
therefore, shifts to using these signals to perform parameter estimation with the aim of
obtaining the controller parameters.

The Simulink model discussed in section 5.6 is used as model, while the target system is
the Simulink model populated with the final model parameters, as discussed in section 5.6.3.
The same PRIS source parameters is used as discussed in section 5.3, as summarized in
Table 5.11.

TABLE 5.11: PRIS source parameters.

PRBS
Order

Clock
Frequency
fclk

RP RIS LP RIS CP RIS VDC

12 12kHz 100 Ω 4.4mH 10µF 20 V

The output impedance of the model, Zo,M (f), and the system, Zo,S(f), are determined
between 100 Hz and 10 kHz with 100 frequency points logarithmically spaced. The particle
swarm optimization algorithm is used throughout. A multi-step parameter estimation
approach is adopted:
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• Step 1: The output impedance of the model, Zo,M (f), and the system, Zo,S(f), of
the inverter are estimated between 100 Hz and 10 kHz. Particle swarm optimization
is used to estimate four of the five controller parameters using a MSE objective
function of the output impedance. The effect of a1 on the frequency response of
the output impedance of the inverter is assumed to be negligible, as shown in the
sensitivity analysis performed in section 5.6.1.1. The coefficient a1 is thus fixed
to a1 = 0 in the model, but the true value a1 = 0.01 is used in the system. The
four parameters, b0, b1, b2, a0 are readily estimated within a 1% error. The output
impedance of the model, Zo,M(f), and the system, Zo,S(f), as well as the output
current and voltage of the estimated model and system under normal operating
conditions, io,M,n(t), io,S,n(t), vo,M,n(t) and vo,S,n(t), are compared in Fig. 5.53. These
outputs correspond well while assuming a1 ≈ 0, as the frequency- and time-domain
responses lie on top of each other. This might be a sufficient model of the system,
but another two steps are incorporated to estimate a1 as well.
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Figure 5.53: (a) Magnitude and phase response of the output impedance of the
estimated model, Zo,M(f), and the system, Zo,S(f), after step 1. (b) Time-domain
waveforms of the output currents and voltages of the estimated model and the
system under normal conditions, io,M,n(t), io,S,n(t), vo,M,n(t) and vo,S,n(t), after step
1.

• Step 2: From the sensitivity analysis performed on the analytical transfer function
of the discrete controller in section 5.6.1.1, it is clear that a1 has an influence at
frequencies lower than 100 Hz. The parameter a1 has an influence at the fundamental
frequency. In step 1, four parameters are estimated within 1% error. During step 2
b0 and b2 are fixed to the estimated values in step 1. The remaining three parameters,
including a1, are estimated using the RMS value of the current and the fundamental
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voltage component in an absolute error objective function, as it is known that a1

influence the fundamental frequency component. Fig. 5.54 compares the output
impedance of the model, Zo,M(f), and the system, Zo,S(f), as well as the output
current and voltage of the estimated model and system under normal operating
conditions, io,M,n(t), io,S,n(t), vo,M,n(t) and vo,S,n(t) after step 2. The time-domain
signals and frequency-domain responses remain on top of each other. The estimated
parameter a1 still has a 16.58% error after step 2.
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Figure 5.54: (a) Magnitude and phase response of the output impedance of the
estimated model, Zo,M(f), and the system, Zo,S(f), after step 2. (b) Time-domain
waveforms of the output currents and voltages of the estimated model and the
system under normal conditions, io,M,n(t), io,S,n(t), vo,M,n(t) and vo,S,n(t), after step
2.

• Step 3 : To refine the estimated parameters, all five parameters are estimated in
step 3 using the RMS value of the current in an absolute error objective function.
The initial starting point of the optimization is the estimated parameter values after
step 2. Fig. 5.55 compares the output impedance of the model, Zo,M(f), and the
system, Zo,S(f), as well as the output current and voltage of the estimated model and
system under normal operating conditions, io,M,n(t), io,S,n(t), vo,M,n(t) and vo,S,n(t)
after step 3. The output voltage, current and impedance of the system and model
are similar, as the responses lie on top of each other.
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Figure 5.55: (a) Magnitude and phase response of the output impedance of the
estimated model, Zo,M(f), and the system, Zo,S(f), after step 3. (b) Time-domain
waveforms of the output currents and voltages of the estimated model and the
system under normal conditions, io,M,n(t), io,S,n(t), vo,M,n(t) and vo,S,n(t), after step
3.

The three-step parameter estimation process used in this section is summarized in
Fig. 5.56.

Estimate

  Assume  

using MSE of

Estimate

  Fix 

to values estimated in step 1.
Use MAE of output current RMS

value and fundamental
component of output voltage.

Estimate

with estimated values after step 2
using MAE of output current RMS

value.

Step 1 Step 3Step 2

Figure 5.56: Parameter estimation process.

The resultant parameters after each step, as well as their errors, are presented in
Table 5.12. All 5 controller parameters of the simulated inverter are estimated accurately
using the three-step approach in simulation. In step 1, four parameters are estimated
within 1% error. After step 3 a1 is also estimated within 4%. It is unclear whether it
is necessary to obtain the correct value of coefficient a1, as it has a negligible effect on
the outputs of the inverter and does not influence the model accuracy significantly if the
output current, voltage and impedance are compared.
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TABLE 5.12: Resultant parameters after each step of parameter estimation.
b0 b1 b2 a0 a1

Step Value Error
[%] Value Error

[%] Value Error
[%] Value Error

[%] Value Error
[%]

1 0.528 0.501 0.132 0.704 -0.395 0.213 -1 0.985 N/A N/A
2 N/A N/A 0.132832 1.0907 N/A N/A -1.008 0.165 0.00834 16.58
3 0.530 0.852 0.132 0.159 -0.39597 0.554 -1.009 0.0425 0.00961 3.939

5.7.3. Parameter Estimation of the Coefficients of the Discrete
Controller through an Experimental Approach

In this section the measurements of the practical inverter, the target system, as presented
in sections 5.3 - 5.5 are used to estimate parameters for the Simulink model. A parameter
estimation process similar to the one discussed in section 5.7.2 is implemented. Different
frequency- and time-domain responses are used in the objective function in steps 2 and 3.

The same PRIS source parameters are used as discussed in section 5.3, as summarized
in Table 5.13.

TABLE 5.13: PRIS source parameters.

PRBS
Order

Clock
Frequency
fclk

RP RIS LP RIS CP RIS VDC

12 12kHz 100 Ω 4.4mH 10µF 20 V

The output impedance is determined between 500 Hz and 10 kHz with 100 frequency
points spaced logarithmicly. Particle swarm optimization is used throughout. The three
steps of the parameter estimation approach are described as follows:

• Step 1: In step 1, a1 is assumed a1 = 0. The other four controller parameters
are estimated using Zo,M(f) and Zo,S(f) in a MSE objective function. Fig. 5.57
compares the output impedance of the model, Zo,M(f), and the system, Zo,S(f), as
well as the output current and voltage of the estimated model and system under
normal operating conditions, io,M,n(t), io,S,n(t), vo,M,n(t) and vo,S,n(t) after step 1.
The responses are similar, as the frequency- and time-domain responses lie on top of
each other.
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Figure 5.57: (a) Magnitude and phase response of the output impedance of the
estimated model, Zo,M(f), and the system, Zo,S(f), after step 1. (b) Time-domain
waveforms of the output currents and voltages of the estimated model and the
system under normal conditions, io,M,n(t), io,S,n(t), vo,M,n(t) and vo,S,n(t), after step
1.

• Step 2: In step 2 b0 and b2 are fixed to its estimated parameters of step 1 whilst
the other three coefficients, including a1, are estimated. The absolute error of the
output current magnitude at the fundamental frequency, the absolute error of the
output current RMS value, as well as the MSE of Zo(f) are used in the objective
function. Fig. 5.58 compares the output impedance of the model, Zo,M(f), and the
system, Zo,S(f), as well as the output current and voltage of the estimated model and
system under normal operating conditions, io,M,n(t), io,S,n(t), vo,M,n(t) and vo,S,n(t)
after step 2. The output voltage, current and impedance frequency responses of the
system and the model remain sufficiently similar.

118

Stellenbosch University https://scholar.sun.ac.za



10
3

10
2

10
3

0

100

200

300

(a)

0.035 0.04 0.045 0.05 0.055 0.06 0.065

-4

-2

0

2

4

0.035 0.04 0.045 0.05 0.055 0.06 0.065

-50

0

50

100

(b)

Figure 5.58: (a) Magnitude and phase response of the output impedance of the
estimated model, Zo,M(f), and the system, Zo,S(f), after step 2. (b) Time-domain
waveforms of the output currents and voltages of the estimated model and the
system under normal conditions, io,M,n(t), io,S,n(t), vo,M,n(t) and vo,S,n(t), after step
2.

• Step 3: In the final step of the parameter estimation process all five parameters are
estimated. The absolute error of the output current magnitude at the fundamental
frequency as well as the MSE of Zo(f) are used in the objective function. Fig. 5.59
compares the output impedance of the model, Zo,M(f), and the system, Zo,S(f), as
well as the output current and voltage of the estimated model and system under
normal operating conditions, io,M,n(t), io,S,n(t), vo,M,n(t) and vo,S,n(t) after step 3.
The output voltage, current and impedance frequency response remain sufficiently
similar.
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Figure 5.59: (a) Magnitude and phase response of the output impedance of the
estimated model, Zo,M(f), and the system, Zo,S(f), after step 3. (b) Time-domain
waveforms of the output currents and voltages of the estimated model and the
system under normal conditions, io,M,n(t), io,S,n(t), vo,M,n(t) and vo,S,n(t), after step
3.

The estimated parameters after each step are presented in Table 5.14. After step 1,
only the coefficient b1 changes substantially. The other parameters are refined in step 2
and 3, but do not change substantially. The output time-domain waveforms and output
impedance frequency response of the system and model of the inverter after the first step
are sufficiently similar to suggest that the estimated model after step 1 is a sufficient
representation of the system.

TABLE 5.14: Results for each step of the parameter estimation process.
Step b0 b1 b2 a0 a1

1 0.7393 0.0776 -0.3096 -0.8521 N/A
2 N/A 0.1001 N/A -0.8810 0.0131
3 0.7901 0.1472 -0.3088 -0.8578 0.0139

To validate the estimated parameters, a step response in the output voltage is in-
vestigated. The resistive load is reduced from 20.6 Ω to 10.39 Ω by short circuiting a
resistor. As the inverter is controlling the output current, the voltage supplied at its
output would drop with a decrease in the resistive load, while the current will be restored
by the current-controller. Figures 5.60a and 5.60b displays the step change in the voltage
of the measured system compared to the simulated model. The response of the model is
less damped than the measured system, but the time constants of the steps response seem
similar.
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Figure 5.60: (a) Output current, io(t), and voltage, vo(t), of the system and model
over a fundamental period while a resistive load reduction occurs to introduce a
step in the output voltage. (b) The output current, io(t), and voltage, vo(t), of the
system and model at the time of the step.

By making use of a high-pass filter, all frequencies below 500 Hz are filtered to remove
the fundamental 60 Hz component of the current to measure the time-specifications of the
current during the step-response, as presented in Fig. 5.61. The current is investigated
instead of the voltage, as the inverter is controlling the current.
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Figure 5.61: Filtered step response of the output current, io(t), of the system and
the model.

The time-specifications of the step-response is summarized in Table 5.15. The step-
response of the experimental system and estimated model are sufficiently similar to suggest
that an accurate model is obtained.

121

Stellenbosch University https://scholar.sun.ac.za



TABLE 5.15: Time specifications of the step response produced in the system and
model.

Peak Time [s] 5 % Settling
Time [s]

Overshoot
Amplitude

System 19.9 ×10−6 0.00146 1.0112
Model 19.9 ×10−6 0.00148 1.56434
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Chapter 6

Conclusions and Future Work

6.1. Overview
This chapter summarizes the results obtained during this project and presents conclusions.
A list of possible future work and limitations in this project are discussed.

6.2. Research Conclusions

6.2.1. Investigation of the use of a Customizable Pseudo-Random
Impulse Sequence Excitation Source for In Situ Perturbation of
an Inverter

Excitation signals are used during system identification studies to perturb a target system.
During this project a Pseudo-Random Impulse Sequence (PRIS) source is used to perturb
an inverter in situ at its AC output side. Careful consideration of the PRIS perturbation
arrangement for an inverter are required, as the inverter is not a passive element, but
rather produces a voltage and current at the fundamental frequency as well as at higher
frequency harmonics, inter-harmonics and supra-harmonics.

In this project a practical PRIS source is built and tested. A PRBS generator is
constructed using a FPGA, to control the gating signals of the H-bridge of the PRIS
source. The PRBS generator allows the order, clock frequency and length of the PRBS
gating signal to be configured by the user to control the time- and frequency-domain
characteristics of the PRIS source. The RLC filter values of the PRIS source can also be
changed to control the time- and frequency-domain characteristics of the PRIS source.
The DC voltage that supplies the PRIS source can be varied to increase or decrease
perturbation energy. The PRIS source has a maximum voltage of approximately 1.6 kV at
its PCC and can withstand a maximum current of 25 A and is, thus, suitable for use in
high power environments, such as inverter systems. It is shown that the PRBS generator
and PRIS source operate as expected through experimental verification.

Before applying the PRIS source to a practical inverter, two idealized inverter topologies
are perturbed using an ideal PRIS signal through simulation. The idealized PRIS source
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is applied in situ at the AC output side of the simulated inverters. It is shown that the
inverters are perturbed over a wide frequency band, from as low as 10 Hz to as high as 40
kHz. The inverters are able to operate at nominal current and voltage ratings while being
perturbed by the PRIS source.

The PRIS source is subsequently applied in situ to a practical inverter that supplies
54.2 VRMS and 2.62 ARMS to a load. It is shown that by changing the clock frequency,
PRBS order, DC voltage magnitude and RLC values of the PRIS source, different frequency
bands of the inverter are excited. It is observed that the PRIS source is able to excite the
inverter from 200 Hz up to 30 kHz. The inverter does not display non-linear behaviour
due to perturbation, but continues operating at nominal voltage and current ratings.

The PRIS source is also applied to a practical open-loop half-bridge inverter in
appendix A. It is observed that a 500 Hz clock frequency for the PRIS source, together
with suitable RLC values allow for excitation of the half-bridge inverter at frequencies
between 10 Hz and 150 Hz.

6.2.2. Characterization of Inverter Output Impedance Frequency
Response

In this project, the wideband, small-signal perturbations introduced by the PRIS source
are used to characterize the frequency response of the output impedance of the inverter.
The output impedance of inverters will be used during parameter estimation to estimate
filter and controller parameters, as it is a function of the filter and controller parameters
of the inverter.

The analytical output impedance transfer function, Zo(f), of two different inverter
topologies are derived. The analytical investigation in section 4.2.4.2 indicates that the
measured output impedance, Zom(f), contains a harmonic artefact at the fundamental
frequency. A linear approximation of the output impedance, Zo(f), is subsequently
estimated using a two-measurement approach. The estimated output impedance is obtained
through simulation using perturbed and normal measurements of the inverter. It is shown
that the estimated output impedance corresponds well with the analytical transfer function
and is thus successfully characterized.

The output impedance frequency response of a practical single-phase feedback-controlled
inverter is investigated. It is observed that the experimental measurements of the feedback-
controlled inverter require alignment of the output currents to adhere to the assumptions
made in the two-measurement approach to obtain the output impedance frequency response
of the inverter. A methodology that uses spectral densities to obtain the output impedance
frequency response is introduced. This method would be beneficial in cases where it is not
known which output is continuously compared to a reference signal. It is shown that the
output impedance of the practical inverter can be characterized between 200 Hz and 16
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kHz using PRIS perturbations and the two-measurement approach.
The output impedance of a half-bridge inverter is discussed in appendix A. Obtaining

the experimental output impedance of a half-bridge inverter requires alignment of the
Thévenin voltage source. It is shown that aligning the PWM signals of an open-loop
inverter allowed successful estimation of the output impedance using the two-measurement
approach.

6.2.3. Modelling of a Single-Phase Feedback-Controlled Inverter

An increase in inverter-based generation, due to higher penetration of renewable energy
sources in the grid, gives rise in the need for inverter modelling. Inverter modelling is
essential for grid analysis, design and integration [64–67]. Using electromagnetic transients
models allow for accurate modelling of inverters.

In this project, a electromagnetic transient model of a practical inverter manufactured
by Texas Instruments is obtained. The standalone inverter topology incorporated a
current-controlled loop as well as voltage linearization. All components or subsystems
that the inverter consists of, including the PWM scheme, ADC, control-loop and filter,
are modelled in Simulink. All subsystems are identified through inspection and examining
applicable datasheets and user manuals.

It is shown that although the simulated model of the practical inverter system does not
have the exact same output voltage and current as that of the practical inverter system,
the model and system have a similar number of modes. It is concluded that the differences
between the model and system could be due to inaccurate model parameters or model
topology differences.

6.2.4. System Identification and Parameter Estimation of a
Single-Phase Voltage Source Inverter

To model inverters, the model parameters are required. These model parameters can be
determined using parameter estimation methodologies. During this project the filter and
controller parameters of voltage source inverters are estimated. The output impedance,
characterized by making use of PRIS perturbations, as well as the output current and
voltage of the system and model are compared as a measure of the accuracy of the model.

Parameter estimation of two idealized inverter topologies are investigated through
simulation. Parameters of a standalone dual-loop inverter with three controller gains and
two filter parameters are accurately estimated within 5.23% accuracy using the grey-wolf
optimization algorithm in a three-step optimization approach. As a second case study,
parameter estimation is applied to a grid-connected inverter with an LCL filter. It is
shown that three filter parameters and four controller parameters are determined using
the particle swarm optimization algorithm in a two-step approach within 0.05% accuracy.
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The output impedance of a practical inverter, that is characterized using PRIS pertur-
bations, are used to estimate parameters for the Simulink model of the practical inverter.
The parameter estimation study aims to determine five coefficients used in a discrete
current controller. It is observed that obtaining four of these five parameters allows for an
accurate model, but using a multi-step approach the final parameter is also estimated to
obtain an accurate model. The estimated parameters are validated using a step response
of the output voltage.

6.3. Limitations of this Project and Possible Future Work
Some of the limitations of this project and possible future work to address these limitations
are:

• Low frequency perturbations: One of the PRIS’s characteristics is the lack of low
frequency excitation, this is affected by the PRIS source configuration, but occurs,
in this project, generally at frequencies lower than 500 Hz. The PRBS produces
power at low frequencies, but the RLC filter used in the PRIS source filters the
power at these frequencies. Inverters produce a voltage and current component at
the fundamental frequency, i.e. 50 Hz or 60 Hz. Therefore, the control-loop and filter
are active at the fundamental frequency. However, at these low frequencies the PRIS
source does not always perturb the inverter sufficiently. This could be beneficial, as
the PRIS source has negligible influence on the normal operation of the inverter at
the fundamental frequency. However, this means the PRIS perturbation does not
allow the extraction of all the information of the inverter, for example the output
impedance at the fundamental frequency, which would be helpful during parameter
estimation. If the parameters of the inverter have an influence at high frequencies this
problem is mitigated. In this project, controller gains that predominantly operate at
low frequencies were challenging to estimate.

• Perturbation amplitudes: Various saturation blocks are implemented in a practical
inverter to ensure that maximum current and voltage ratings are not exceeded, or
to comply with the network requirements. Care must be taken that perturbations
do not exceed these limits to ensure that this will not introduce non-linearities.
Furthermore, perturbation magnitudes are important when perturbing the inverter
for adequate signal-to-noise ratios. The in situ perturbation magnitudes required to
produce adequate signal-to-noise ratios could be investigated, similarly to Alenius et
al. [138].

• Inverter modelling: Obtaining and using the correct inverter model is vital for
parameter estimation as well as the applicability of results. Practical inverters make
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use of digital control. These controllers are normally programmed in C or C++
programming languages. It is possible to model software in Simulink as an S-function
model. If a microcontroller of a practical inverter can be modelled as an S-function
in Simulink the accuracy of the model would be greatly improved.

• Single-phase DQ representation: A single-phase DQ representation is possible if
an orthogonal waveform is generated. A DQ representation of the output current
and voltage waveforms of the inverter investigated in chapter 5 were implemented,
but not documented, as the DQ representation had too much noise to be of any use.
Investigating the single-phase DQ-representation can be beneficial when the inverter
is perturbed, as the small-signal model would be easier to obtain.

• Black-box model: Inverters are commonly modelled as a black-box due to the
difficulty of obtaining its circuit and control topologies. The use of PRIS perturbation
to obtain a black-box model during system identification studies can be the subject
of future work.

• Simulation speed: Electromagnetic transient models are computationally complex
to execute. Care can be taken to increase the simulation speed to make parameter
estimation more viable.

• Non-linearities: An inverter response exhibits non-linearities. In this project the
average system models of the inverter were obtained. It is unknown to what extent
these dynamic models represent the inverter accurately.

• Accurate source and load modelling - When an inverter is modelled, the DC
voltage source, its impedance, and the load or grid are included in the simulation.
Accurate modelling of the DC source was challenging in this project. However,
it was discovered that the impedance of the source did not greatly influence the
accuracy of the inverter model. This might not always be the case and accurate
source modelling should be investigated. Furthermore, the load or grid to which
the inverter dispatches power has a large impact on the operation of the inverter.
Although the load or grid does not change the inverter, the control-loop reacts to
the output voltage and current that is also dependant on the load or grid’s voltage,
current and phase angle. This necessitates accurate modelling of the load or grid.
If the load or grid could be modelled accurately over a frequency range, then the
parameters of the inverter could likely be estimated more accurately.

• DC-link capacitor ripple: Various mathematical models of inverters assume a
stiff DC voltage and, therefore, neglect the DC-link capacitor. The voltage across
the DC-link capacitor could contain ripple. This ripple is also dependent on the
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modulation index of the inverter. The true influence of the DC-link capacitor and
the amount of voltage ripple on the output impedance is unknown.

• Three-phase inverter: Only single-phase inverters were investigated in this project.
Single-phase inverters are typically used in residential applications while three-phase
inverters would rather be used on power plants. Extending this investigation to
three-phase inverters could be subject to future work. This adds complexity of
perturbing a three-phase system. Investigating three-phase systems will have a
benefit, in that the DQ representation of the inverters can be investigated that would
greatly reduce the complexity of the small-signal model.

• Generic parameter estimation approaches: During this project, parameter
estimation was conducted on several inverter topologies and control structures. Each
of these inverter topologies required a different parameter estimation approach based
on the sensitivity analysis conducted before parameter estimation is applied. Future
work might investigate a generic parameter estimation process that is capable of
estimating parameters of different topologies.

• Synchronization of time-domain perturbation measurements: When the
inverter AC output side is perturbed in this project, a pseudo-random signal is
superimposed onto a sine wave. The practical inverter investigated displayed small
variations in its fundamental frequency when in operation. Due to this frequency
changing constantly, it is difficult to compare the experimental measurements with
simulation. Synchronization of time-domain waveforms of the experimental system
and model is increasingly difficult if the perturbed output waveforms are compared.
Starting perturbation at the same time in both the model and the system is possible,
but will require the use of hardware, such as zero-crossing detection circuits, to
control the time instance perturbation is applied.
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Appendix A

Output Impedance Frequency Response
of a Practical Half-Bridge Inverter

A.1. Overview
A half-bridge inverter is investigated in this chapter. A practical open-loop half-bridge
inverter is implemented, whereafter its output impedance is determined. Non-linearities
present in the output impedance are investigated.

The practical open-loop half-bridge presented in this chapter operates at output voltages
lower than 30Vp−p and produces less than 2W of power. Investigating the output impedance
of the half-bridge provides valuable information as it contains similar characteristics to
less accessible more sophisticated inverters.

A single-phase half-bridge inverter consists of one switching leg containing two switches,
as shown in Fig. A.1. Two identical DC-link capacitors are used to divide the DC voltage,
Vd. The modulated voltage, vAo(t), therefore, varies between Vd

2 and −Vd

2 . An LC filter is
used to filter high-frequency harmonics from vAo(t) to produce a sinusoidal output voltage,
vo(t).

−
+Vd

iDC(t)
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Figure A.1: Circuit configuration of a half-bridge inverter.
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A.2. Practical Arrangement

A.2.1. System Overview

A practical open-loop half-bridge is constructed using an isolated IGBT half-bridge
converter phase-arm [139]. An LC filter is used to filter higher order harmonics. A DC
power supply with a maximum of 50 V is used as the DC source to the half-bridge inverter.
A 100Ω resistor is used as load.

A.2.2. Pulse Width Modulation Generation

Sinusoidal Pulse-Width Modulation (SPWM) is implemented in the half-bridge inverter.
The maximum carrier frequency, fc, of the phase arm is 5kHz. A triangular carrier wave
of 1kHz is thus used. Deadtime of 10µs is added to the PWM signal, which is 1% of the
carrier period, Tc = 1/fc, to protect the IGBTs from a short-circuit. The inverter operates
as an open-loop system. A FPGA is used to implement the SPWM in VHDL code and
provides the PWM gating signals to the phase arm.

A.2.3. LC Low-Pass Filter

A LC filter with values of approximately L = 2mH and C = 1000µF is implemented, with
a cut-off frequency, fcut, of

fcut = 1
2π

√
LC

= 112.24Hz. (A.1)

The transfer function, Zf (f), is the impedance of the LC filter if the modulated voltage,
vAo(t), is approximated as a constant voltage source and is expressed as

Zf (f) = sL

s2LC + 1 . (A.2)

The impedance, Zf (f), is obtained experimentally with PRIS perturbations. Fig. A.2
compares the experimental, simulated and analytical Zf (f). The analytical and simulated
Zf (f) are very similar. The experimental Zf (f) has a similar shape, but is shifted slightly
to higher frequencies. The difference between these results could be due to the experimental
LC filter parameters being a little bit different from the parameters used in the analytical
and simulated Zf (f).
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Figure A.2: Magnitude and phase response of the analytical, experimental and
simulated filter impedance, Zf (f).

A.2.4. Half-Bridge Switching Circuit

A half-bridge phase arm [139] is utilized in constructing the half-bridge inverter. It is
controlled by a FPGA. The phase arm consists of two 2200 µF DC-link capacitors to split
the DC voltage. Two high-valued resistors are used to aid the equal division of the DC
voltage. Two 1MBH60D-090A IGBTs are driven by a MC33153 IGBT driver. Fig. A.3
displays the circuit topology of the phase-arm.

Figure A.3: Circuit topology of the half-bridge used to construct the inverter [139].
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A.2.5. PRIS source

The PRIS source discussed in chapter 3 is used as perturbation source.

A.2.6. Experimental Results

The practical setup has a DC voltage of 30 V, a carrier frequency of 1kHz, a load of 100
Ω and a modulation index ma = 0.8. The measured PWM signal that drives the top
IGBT is displayed in Fig. A.4. The PWM signal is periodic with a period T = 0.02s. The
measured signal contains a lot of noise.

0 0.01 0.02 0.03 0.04 0.05 0.06

0

1

Figure A.4: Measured PWM gating signal supplied to the top switch of the phase-
arm.

The measured output voltage, vo,n(t), and current, io,n(t), for the half-bridge inverter
arrangement under normal operating conditions are displayed in Fig. A.5. The expected
output voltage is Vd × ma/2 = 30 × 0.8/2 = 12V while the measured output voltage is a
bit less due to a voltage loss in the non-ideal LC filter. Both vo,n(t) and io,n(t) are almost
sinusoidal.
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Figure A.5: Measured output current, io,n(t), and voltage, vo,n(t), of the half-bridge
inverter arrangement.

A.3. Analytical Impedance Transfer Function of the
Half-Bridge Inverter Circuit

The equivalent cicruit while the top switch is conducting and the bottom switch is open,
assuming no resistance in the conducting switch is shown in Fig. A.6.

−
+Vd

Rdc

iDC(t)

Ci

iCi
(t)

Ci

rL Lf

iL(t)

Cf

iCf
(t)

io(t)
+

-

vo(t)

Figure A.6: Circuit configuration of a half-bridge inverter.

The output impedance of the above circuit can be calculated as
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Zo,analytical(s)

= ( 1
( 1

Rdc+ 1
sCi

+ sCi)−1 + rL + sLf

+ sCf )−1

= ( 1
sRdcCi+1

s2RdcCi
2+2sCi

+ rL + sLf

+ sCf )−1

= ( s2RdcCi
2 + 2sCi

s3RdcCi
2Lf + s2RdcCi

2rL + 2s2CiLf + 2sCirL + 1
+ sCf )−1

= s3RdcCi
2Lf + s2RdcCi

2rL + 2s2CiLf + 2sCirL + 1
s4RdcCi

2LfCf + s3RdcCi
2rLCf + 2s3CiLfCf + 2s2CirLCf + sCf + s2RdcCi

2 + 2sCi

.

(A.3)

Equation (A.3) is not the exact analytical output impedance of the average model
of the inverter. It does not take the modulation index that control the switching into
account. An average model would normally assume a stiff DC voltage and therefore
neglect the DC-capacitors. Equation (A.3) is therefore simply the output impedance of
the equivalent circuit of the setup when the top switch is closed and the bottom switch is
open. When the bottom switch is closed and the top switch open, the output impedance of
the equivalent circuit will also be described by (A.3). The magnitude and phase responses
of the impedance, Zo,analytical(s), is shown in Fig. A.7. A series and a parallel resonant
point exist, with lower and higher frequencies exhibiting capacitive characteristics.
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Figure A.7: The magnitude and phase response of the analytical transfer function,
Zo,analytical(s).
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A.4. Output Impedance Frequency Response of a
Practical Half-Bridge Inverter

A.4.1. Output Perturbation of the Half-Bridge Inverter

The half-bridge inverter is experimentally perturbed with a PRIS source in parallel with
the load. The PRIS source is constructed using a PRBS10, a clock frequency, fclk = 500Hz

and a RLC filter of 1kΩ, 47µH and 4µF respectively. These RLC values allow for suitable
time-constants. A sampling frequency of fs = 1MHz is used to record the voltage and
current signals for 30 seconds.

Perturbation is applied to the output of the half-bridge inverter, in parallel with the
load. Fig. A.8 presents the measured current and voltage waveforms of the normal and
perturbed arrangement. The current perturbation can clearly be seen superimposed on
the perturbed output current, io,p(t). The perturbed voltage waveform, vo,p(t), does not
exhibit clear perturbations.
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Figure A.8: The experimental output current and voltage under normal operating
conditions, io,n(t) and vo,n(t), as well as during perturbation, io,p(t) and vo,p(t).

A.4.2. Calculating the Output Impedance of the Half-Bridge Inverter

The two measurement approached as discussed in chapter 4 is utilized to determine the
output impedance of the half-bridge inverter. The two measurement approach cancels
out VT H(f) of the inverter. To do this with experimental measurements of an open-loop
half-bridge inverter, the reference signal of the inverter needs to be aligned for the normal
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and perturbed measurements. As the PWM controlled switches are the actuator of the
reference signal in the open-loop inverter, the two measurements need to be aligned by
aligning the PWM gating signals. The PWM signals measured under normal and perturbed
conditions are aligned in Fig. A.9. Although the measured PWM signals contain random
noise, the signals are able to be aligned.
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0

1

Figure A.9: The aligned PWM signals measured under normal and perturbed
operating conditions.

After the output signals are aligned accordingly, the small-signal PRIS perturbations
can be witnessed by subtracting the normal and perturbed measurements, as shown in
Fig. A.10. The small-signal current perturbations have impulse waveforms, while the
small-signal voltage perturbations exhibit more noise.
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Figure A.10: The small-signal PRIS perturbations observed on the inverter output
current, io,p(t) - io,n(t), and voltage, vo,p(t) - vo,n(t).

Fig. A.11 shows the output impedance frequency response obtained experimentally for
the half-bridge inverter using the two-measurement approach, compared to the analytical
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transfer function as discussed in subsection A.3. These two frequency responses have the
same amount of resonant points. The parallel resonant point is due to the the LC filter,
while the series resonant is due to the inductor of the LC filter and the DC link capacitors.
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Figure A.11: The output impedance, Zo(f), of the experimental half-bridge inverter
compared to the analytical transfer function of the impedance while one switch is
closed and the other open.

A.5. Effects on the Experimental Output Impedance
A dedicated half-bridge inverter was constructed for this investigation, allowing complete
control of its operation. Various influences on the output impedance can therefore be
investigated. Different aspects of the experimental arrangement is varied to witness the
effect of these changes on the output impedance of the inverter.

A.5.1. Effect of the Deadtime

The deadtime implemented to protect the switches from short-circuiting is varied to see
the effect on the output impedance in Fig. A.12. The deadtime applied is varied between
10µs, 20µs and 30 µs. From the results in Fig. A.12 it is shown that the deadtime does not
influence the location or damping of resonant frequency points of the output impedance
frequency response.
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Figure A.12: Magnitude and phase response of the output impedance, Zo(f), whilst
varying the deadtime of the half-bridge inverter.

A.5.2. Effect of the Carrier Frequency

The frequency of the carrier signal, fc, is varied in Fig. A.13. Varying the carrier frequency
influence the magnitude of the second resonant point. When fc = 1kHz, the second
resonant is more damped than at the other carrier frequencies.
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Figure A.13: Magnitude and phase response of the output impedance, Zo(f), whilst
varying the switching frequency of the half-bridge inverter.
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A.5.3. Effect of the Modulation Index

The modulation index, ma, is varied experimentally in Fig. A.14. Varying the modulation
index have some effect on the damping of the resonant points of the output impedance of
the half-bridge inverter.
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Figure A.14: Magnitude and phase response of the output impedance, Zo(f), whilst
varying the modulation index of the half-bridge inverter.

A.5.4. Effect of the DC Voltage Magnitude

The DC voltage magnitude, Vd, is varied experimentally to witness the effect on the output
impedance of the open-loop half-bridge inverter in Fig. A.15. The DC voltage effects the
output impedance frequency response, especially in the region between the two resonant
frequencies.
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Figure A.15: Magnitude and phase response of the output impedance, Zo(f), whilst
varying the DC voltage of the half-bridge inverter.
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Appendix B

Graphical User Interface

A Graphical User Interface (GUI) is developed to obtain user inputs to the PRBS generator.
A screenshot of this GUI is presented in Fig. B.1.

Figure B.1: A screenshot of the GUI interface.
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Appendix C

Programming of the PRBS

TCL commands are used by running a batch file from Python. The TCL commands
synthesize and build the VHDL code on the FPGA. All command line commands starting
with "quartus_" are TCL commands inherit to the Quartus software. The contents of the
batch file are as follows:
cd C: \ a l t e r a \ 13 .0 sp1
PATH=%PATH%;C: \ a l t e r a \1 3. 0 sp1 \ quartus \ bin
quartus_map prbsgen
q u a r t u s _ f i t prbsgen
quartus_asm prbsgen
quartus_sh −−f l o w compile prbsgen
quartus_pgm −c USB−B l a s t e r −a
cd C: \ a l t e r a \ 13 .0 sp1 \ o u t p u t _ f i l e s
quartus_cpf −c prbsgen . s o f prbsgen . j i c −d EPCS64 −s EP4CE22
quartus_pgm −m JTAG −o i p ; prbsgen . j ic @ 1
rem pause

VHDL coding is used to control the FPGA and output a PRBS sequence. The code
below is uploaded to the FPGA:
l i b r a r y IEEE ;
use IEEE . STD_LOGIC_1164 .ALL ;
use IEEE .STD_LOGIC_UNSIGNED. ALL;

e n t i t y prbsgen i s
Port ( CLK : i n STD_LOGIC;

button : i n STD_LOGIC; −− S t a r t i n g Button
PRBS : out STD_LOGIC; −− Must be r o o t e d to GPIO l a t e r , t h i s i s my PRBS
D1_SO1 : i n STD_LOGIC; −− Dri ve r 1 , Fault 1
D1_SO2 : i n STD_LOGIC; −− Dri ve r 1 , Fault 2
D2_SO1 : i n STD_LOGIC; −− Dri ve r 2 , Fault 1
D2_SO2 : i n STD_LOGIC; −− Dri ve r 2 , Fault 2
LED8 : out STD_LOGIC; −− NOT PRBS
LED7 : out STD_LOGIC; −− D2_SO2
LED6 : out STD_LOGIC; −− D2_SO1
LED5 : out STD_LOGIC; −− D1_SO2
LED4 : out STD_LOGIC; −− D1_SO1
LED3 : out STD_LOGIC; −− Enable l i n e
LED2 : out STD_LOGIC; −− Gating s i g n a l
LED1 : out STD_LOGIC; −− Output o f PRBS
GATE_Start_Stop : out STD_LOGIC; −− Gating s i g n a l
NOT_PRBS : out STD_LOGIC; −− NOT prbs
ENABLE : out STD_LOGIC; −− Enable l i n e
D1_SO1_STATE : out STD_LOGIC;
D1_SO2_STATE : out STD_LOGIC;
D2_SO1_STATE : out STD_LOGIC;
D2_SO2_STATE : out STD_LOGIC;
D1_EN : out STD_LOGIC; −−1
D2_EN : out STD_LOGIC; −−2
D1_PRBS : out STD_LOGIC; −−3
D2_PRBS : out STD_LOGIC; −−4
GPIO1 : out STD_LOGIC; −−1.1
GPIO2 : out STD_LOGIC; −−1.2
GPIO3 : out STD_LOGIC;−−1.3
GPIO4 : out STD_LOGIC;−−1.4
GPIO5 : out STD_LOGIC) ;−−1.5

end prbsgen ;
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a r c h i t e c t u r e B e h a v i o r a l o f prbsgen i s
c o n s t a n t N : i n t e g e r := 2 5 4 ; −−Change t h i s l i n e f o r l e n g t h
s i g n a l input : STD_LOGIC_VECTOR(0 to N) := " 1 1 1 1 1 1 1 1 0 0 0 0 " ;
s i g n a l count : i n t e g e r range 0 to 50000000 := 0 ; −−Change t h i s l i n e ? Not e n t i r e l y n e c e s s a r y
s i g n a l max_counter : i n t e g e r := 500000; −−Change t h i s l i n e with max cou nte r
s i g n a l c t r : i n t e g e r range 0 to N := 0 ;
s i g n a l r e p e a t : STD_LOGIC := ’ 0 ’ ; −−Change t h i s l i n e f o r repeat , 0 f o r r e p e a t i n f , 1 f o r

r e p e a t x times
s i g n a l repeat_true : STD_LOGIC := ’ 0 ’ ; −−Change t h i s l i n e f o r repeat , 0 f o r r e p e a t i n f , 1 f o r

r e p e a t x times −−18
s i g n a l r e p e a t _ c t r : i n t e g e r range 0 to 2 := 0 ; −−Change t h i s f o r amount o f r e p e a t s
c o n s t a n t r e p e a t _ t a r g e t : i n t e g e r := 1 ;
s i g n a l loop_ctr : i n t e g e r := 9 9 9 9 ;
s i g n a l output_temp : STD_LOGIC;
s i g n a l gate : i n t e g e r := 1 ;
s i g n a l s t a r t : STD_LOGIC := ’ 0 ’ ;
s i g n a l f i r s t _ s t a r t : STD_LOGIC := ’ 0 ’ ;

begin
p r o c e s s ( button , CLK)

begin

GPIO1 <= ’ 0 ’ ;
GPIO2 <= ’ 0 ’ ;
GPIO3 <= ’ 0 ’ ;
GPIO4 <= ’ 0 ’ ;
GPIO5 <= ’ 0 ’ ;

i f (CLK’ event and CLK = ’ 1 ’ ) then
i f ( button = ’ 0 ’ ) then

s t a r t <= ’ 1 ’ ;
PRBS <= ’ 0 ’ ;
D1_PRBS <= ’ 0 ’ ; −−1
LED1 <= ’ 0 ’ ;
LED8 <= ’ 0 ’ ;
NOT_PRBS <= ’ 0 ’ ;
D2_PRBS <= ’ 0 ’ ; −−2
LED3 <= ’ 0 ’ ;
ENABLE <= ’ 0 ’ ;
D1_EN <= ’ 0 ’ ; −−3
D2_EN <= ’ 0 ’ ; −−4
r e p e a t _ c t r <= 0 ;
c t r <= 0 ;
gate <= 1 ;

end i f ;
i f ( count = max_counter and s t a r t = ’ 1 ’ and ( button = ’ 1 ’ ) )

then
i f ( r e p e a t = ’ 0 ’ ) then

count <= 0 ;
gate <= 0 ;
PRBS <= input ( c t r ) ;
D1_PRBS <= not ( input ( c t r ) ) ; −−8 −−I switched

t h i s
LED3 <= ’ 1 ’ ;
ENABLE <= ’ 1 ’ ;
D1_EN <= ’ 1 ’ ; −−6
D2_EN <= ’ 1 ’ ; −−7
LED1 <= input ( c t r ) ;
LED8 <= not ( input ( c t r ) ) ;
NOT_PRBS <= not ( input ( c t r ) ) ;
D2_PRBS <= input ( c t r ) ; −−5 −−I switched t h i s
c t r <= c t r + 1 ;
i f ( c t r = 0) then

LED2 <= ’ 1 ’ ;
GATE_Start_Stop <= ’ 1 ’ ;

e l s e
LED2 <= ’ 0 ’ ;
GATE_Start_Stop <= ’ 0 ’ ;

END IF ;
i f c t r = N then

c t r <= 0 ;

i f ( repeat_true = ’ 1 ’ ) then
r e p e a t _ c t r <=

r e p e a t _ c t r + 1 ;
i f ( r e p e a t _ c t r >=
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r e p e a t _ t a r g e t )
then

r e p e a t <= ’ 1 ’ ;
end i f ;

end i f ;
end i f ;

e l s e
PRBS <= ’ 0 ’ ;
D1_PRBS <= ’ 0 ’ ; −−9
LED1 <= ’ 0 ’ ;
LED8 <= ’ 0 ’ ;
NOT_PRBS <= ’ 0 ’ ;
D2_PRBS <= ’ 0 ’ ; −−10
LED3 <= ’ 0 ’ ;
ENABLE <= ’ 0 ’ ;
D1_EN <= ’ 0 ’ ; −−11
D2_EN <= ’ 0 ’ ; −−12
s t a r t <= ’ 0 ’ ;
r e p e a t _ c t r <= 0 ;
r e p e a t <= ’ 0 ’ ;
c t r <= 0 ;

end i f ;
e l s e

count <= count + 1 ;
end i f ;

end i f ;
−−end i f ;

end p r o c e s s ;
−− Root led ’ s to f a u l t s s t a t e s
LED4 <= NOT(D1_SO1) ;
LED5 <= NOT(D1_SO2) ;
LED6 <= NOT(D2_SO1) ;
LED7 <= NOT(D2_SO2) ;

−− Root GPIO p i n s to f a u l t s s t a t e s
D1_SO1_state <= NOT(D1_SO1) ;
D1_SO2_STATE <= NOT(D1_SO2) ;
D2_SO1_STATE <= NOT(D2_SO1) ;
D2_SO2_STATE <= NOT(D2_SO2) ;

end B e h a v i o r a l ;
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Appendix D

Practical Equipment

The PRIS source that is designed and built to use for experimental perturbations during
this project is displayed in Fig. D.1.

Figure D.1: The practical pseudo-random impulse sequence source.
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Appendix E

Sensitivity Analysis

E.1. Time-Domain Sensitivity Analysis
Similar to the frequency-domain sensitivity analysis in chapter 4, the influence of the
parameters on the simulated time-domain output voltage, vo(t), is investigated by varying
each parameter between its true value and values 10 times higher and lower than its true
value. The effect of varying parameters in the time-domain is less significant compared to
the effect in the frequency-domain. Parameters kPi

and kpv influence the amplitudes of
vo(t) significantly. The parameter kiv has a small effect on the amplitude and phase of
vo(t), while the filter parameters, Lf and Cf only influences the ripple in vo(t).
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Figure E.1: (a) The output voltage vo(t) as a function of kPi
. (b) The output

voltage vo(t) as a function of kpv.
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Figure E.2: (a) The output voltage vo(t) as a function of kiv. (b) The output
voltage vo(t) as a function of Cf .
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Figure E.3: The output voltage vo(t) as a function of Lf .

Compared to the frequency-domain sensitivity analysis, the effect of varying parameters
does not have a significant effect in the time-domain. The frequency-domain information
is therefore a more appropriate option to use during the parameter estimation process.
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Appendix F

Arrangement of Practical Inverter
System

The practical arrangement used in chapter 5 is shown in Fig. F.1. It consists of a DC
voltage source supplying an inverter. The inverter controls the current through a resistive
load. A PRIS perturbation source is used.

Figure F.1: The experimental arrangement.
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Appendix G

Half-bridge Inverter Practical
Arrangement

The half-bridge phase arm in Fig. G is utilized in appendix A [139]. It is controlled by a
FPGA.
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