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Abstract 
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December 2022 

The integration of data within large complex systems, such as railway 
infrastructure, forms a key component of enabling data-led decision making. Data 
can exist in numerous different data silos, provided by different data sources, with 
different interfaces and encapsulated data properties. The Passenger Rail Agency 
of South Africa (PRASA) currently faces this challenge.  

Research on digital twins (DTs) highlight the integration of data as one of the key 
advantages of DTs. However, very little research has been published on the 
implementation of DTs within railway infrastructure and, in particular, for the 
integration of data.  

Considering the above, this thesis presents the development of a DT system 
technology demonstrator for the integration of data for PRASA’s railway 
infrastructure. This technology demonstrator is evaluated based on a case study 
implementation for PRASA maintenance management in the Western Cape 
province.  

The DT system architecture utilises a layer with various “wrapper” components to 
provide specific interfaces to each of the data sources to be included in the system. 
In addition to the wrapper layer, the DT system architecture utilises a DT 
aggregation hierarchy to store data that represents physical reality, where each 
DT can also provide services that rely purely in the DT's scope of reality. The DT 
hierarchy is complemented with a services network to provide the required 
services that, as dictated by its purpose, integrates information from various DTs 
and, potentially, external sources. The DT system architecture is intended to be 
vendor-neutral and can therefore be broadly implemented. 

The developed DT system promises to be a valuable tool for maintenance 
management, by providing a holistic view of the railway infrastructure. The view 
can be reconfigured to adapt to changing infrastructure, data sources and user 
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needs. Having been tested with diverse data sources and interfaces, complex 
relationships between infrastructural elements, and changing requirements and 
infrastructure, the DT system technology demonstrator can be considered suitable 
for PRASA’s railway infrastructure network, but also for other contexts where a 
similar environment (with regards to data sources and interfaces) is encountered. 

The integration of data through the DT system provides a means through which 
the number of data sources that need to be consulted for decision making, can be 
reduced. At the same time, the DT system provides a platform from which 
additional services can be offered, both now and in the future.  
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Die integrasie van data binne groot komplekse stelsels soos spoorweg-
infrastruktuur, vorm 'n kern element van om data-geleide besluitneming moontlik 
te maak. Data kan in talle verskillende datasilo's, wat deur verskillende databronne 
voorsien word, met verskillende koppelvlakke, en met verskillende data-
eienskappe, bestaan. Die Passasierspooragentskap van Suid-Afrika (Passenger Rail 
Agency of South Africa, PRASA), staar tans hierdie uitdaging in die gesig. 

Navorsing oor digitale tweelinge (DT'e) beklemtoon die integrasie van data as een 
van die belangrikste voordele van DT'e. Baie min navorsing is egter gepubliseer 
oor die implementering van DT'e binne spoorweginfrastruktuur en, in besonder, 
vir die integrasie van data. 

Met inagneming van die bogenoemde, bied hierdie tesis die ontwikkeling van 'n 
tegnologiedemonstrator van 'n DT-stelsel vir die integrasie van data vir PRASA se 
spoorweginfrastruktuur. Hierdie tegnologiedemonstrator word geëvalueer op 
grond van 'n gevallestudie-implementering vir PRASA se instandhoudingsbestuur 
in die Wes-Kaap provinsie. 

Die DT-stelselargitektuur gebruik 'n laag met verskeie "omhulsel"-komponente om 
spesifieke koppelvlakke te verskaf aan elk van die databronne wat in die stelsel 
ingesluit moet word. Saam met die laag omhulsel-komponente, gebruik die 
ontwikkelde DT-stelselargitektuur, 'n samevoegingshiërargie van DT’e om data te 
stoor wat die fisiese werklikheid voor stel, waar elke DT ook dienste lewer wat 
suiwer van die DT se omvang van realiteit afhang. Die DT hierargie word 
gekomplementeer deur 'n dienstenetwerk wat vereiste dienste verskaf wat, 
wanneer daarvoor gevra word, inligting van verskeie DT’e en, potensieel, eksterne 
bronne integreer. Die DT-stelselargitektuur is bedoel om verkoper-neutraal te 
wees en kan dus breedweg geïmplementeer word. 
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Die ontwikkelde DT-stelsel beloof om 'n waardevolle hulpmiddel vir 
instandhoudingsbestuur te wees, deur 'n holistiese siening van die 
spoorweginfrastruktuur te verskaf, wat herkonfigureer kan word om aan te pas by 
veranderende infrastruktuur, databronne en gebruikersbehoeftes. Nadat dit 
getoets is met diverse databronne en koppelvlakke, komplekse verhoudings 
tussen infrastruktuurelemente, en veranderende vereistes en infrastruktuur, kan 
die DT-stelsel tegnologiedemonstrator as geskik beskou word vir PRASA se 
spoorweginfrastruktuurnetwerk, maar ook vir ander kontekste waar 'n 
soortgelyke omgewing (m.b.t. databronne en koppelvlakke) teëgekom word. 

Die integrasie van data deur die DT-stelsel bied 'n manier waardeur die aantal 
databronne wat geraadpleeg moet word vir besluitneming, verminder kan word. 
Terselfdertyd bied die DT-stelsel 'n platform vanwaar addisionele dienste 
aangebied kan word, beide nou en in die toekoms. 
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1 Introduction 

This chapter provides a background on digital twins (DTs) and railway 
infrastructure in South Africa (Section 1.1). This will guide the readers’ 
understanding of the research objectives, presented in Section 1.2. These 
objectives are subsequently motivated in Section 1.3, after which the chapter 
concludes in Section 1.4 with the methodology with which this research has been 
conducted. The methodology is accompanied by an overview of the structure of 
the thesis. 

1.1 Background 

The South African rail transport sector is recovering from a period of financial 
neglect (Japan International Cooperation Agency, 2013; Papatolios, 2021) where 
obsolete facilities and aging rolling stock cause frequent failures, safety problems 
and a generally unreliable service to commuters (Japan International Cooperation 
Agency, 2013). Despite population growth, the World Bank reports a decline of 
68% in passenger trips per annum in South Africa from 2009 to 2019. This situation 
has been exacerbated by widespread theft and damage to assets during the 
national lockdown in 2020. (World Bank, International Finance Corporation and 
Multilateral Investment Guarantee Agency, 2021). In an effort to recover the 
damage, the South African government is investing a sum of roughly R170 billion 
over a period of 10 years into the transport sector (Ngqakamba, 2019) to restore 
and “modernise” the rail infrastructure of the country. 

The management of rail infrastructure in South Africa is governed by two state-
owned enterprises, namely the Passenger Rail Agency of South Africa (PRASA), and 
Transnet SOC Ltd or, more specifically, the Transnet Freight Rail (TFR) division. 
PRASA is responsible for all passenger transport operations other than that of the 
luxurious Blue Train, for which TFR is responsible. TFR is also responsible for all 
freight transport operations via rail in the country. Furthermore, Transnet owns 
and maintains the intercity rail infrastructure, while PRASA owns and maintains 
most of the urban (intracity) rail infrastructure.  

In 2009, PRASA established a research chair in the Department of Industrial 
Engineering at Stellenbosch University, to help solve the complex and pressing 
issues faced by the rail industry. One such issue is the present need to integrate 
and manage the masses of data collected from the infrastructure. In their most 
recent Corporate Plan, PRASA published the need to “Strengthen and secure the 
management of information, documents and records” [emphasis added] (PRASA, 
2021). Addressing this need is a challenge that is exacerbated by the digitisation 
performed by the modernisation program – adding new, different, and often 
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proprietary data acquisition systems to the network. PRASA acknowledges this by 
stating the need to “Shift from silos to the enterprise-wide services model (central 
ICT unit)”  (PRASA, 2021). Single measurement instances can amass data of the 
order of gigabytes, which are not exempt from subsequent manual processing. 
This makes the effective digestion of data an extremely time-consuming process.  

While there are various models and frameworks available for dealing with data 
management and integration, a specific tool that has seen great interest in recent 
years is the concept of a digital twin (DT). Its value for specifically the integration 
of data has seen numerous publications (Fernando et al., 2018; van der Valk et al., 
2020). This study will focus on the development of such DTs. It should be noted 
that, with research on DTs increasing significantly in recent years, the definition of 
DTs has taken on multiple variations (Fuller et al., 2020). The definition used in this 
thesis, will be a combination of the definitions used for DTs in the context of the 
built environment (Johnson et al., 2021), and for road and rail infrastructure 
(Vieira et al., 2022): a DT is seen as a digital representation of a physical entity 
(asset or asset system) that integrates different static and dynamic data, as well 
as different support tools such as physical models, data analytics, simulation, and 
prediction capabilities. This can then be used to generate insights for physical asset 
management decision-making.   

This research considers a DT system, drawing strongly from the DT research of 
Human (2022) and Redelinghuys (2020) who advocated for the use such 
approaches to DT implementation. A DT system is taken to refer to a hierarchy of 
DTs with supporting components, that work together to represent a complex 
physical system for a user.  

Application domains such as healthcare, manufacturing and smart city 
environments (Fuller et al., 2020) has seen extensive DT research, but research on 
the application of DTs to railway infrastructure is still in its infancy (Doubell et al., 
2021). Together with this, very little research has been published to provide 
guidelines and details for DT implementation (Sharma et al., 2020). 

The Mechatronics, Automation and Design Research Group in the Department of 
Mechanical and Mechatronic Engineering at Stellenbosch University has 
conducted several research projects towards the design, development and 
implementation of DTs in recent years (Redelinghuys, Basson and Kruger, 2018; 
Redelinghuys, Kruger and Basson, 2020; Human, Basson and Kruger, 2021; Kruger, 
Human and Basson, 2022). This study forms part of a collective effort from the 
research group towards the implementation and evaluation of DTs for complex 
systems. 
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1.2 Objectives 

With the given background in mind, the research objective of this thesis is: 

To develop a technology demonstrator of a DT system for PRASA railway 
infrastructure, where the infrastructure is in its operational lifecycle phase.  

The technology demonstrator is designed and evaluated with the focus on use 
cases that address PRASA’s needs relating to maintenance management for a 
representative section of their railway infrastructure network. Although the 
design and development focuses on the mentioned use cases, the technology 
demonstrator’s functionality should also illustrate its suitability for the rest of 
PRASA’s railway network.  

The DT system technology demonstrator is not a commercial solution, but should 
demonstrate the ability to facilitate the reconfigurable integration of different 
(possibly even temporary) infrastructural elements’ digital representations, each 
with diverse (and possibly changing) data sources. It should also demonstrate the 
ability to support end users with different data needs. In other words, the 
technology demonstrator is aimed at being able to facilitate the adaptation of the 
DTs within the software system, so as to reflect the changes that occurred to the 
physical system over time (relating to infrastructure elements or data sources 
being added or removed) and provide the user with access to the data so that it 
can be utilised in different ways. 

1.3 Motivation 

Section 1.1, elaborated in Chapter 3, mentions the integration of data as a major 
need for PRASA’s railway infrastructure management. DT literature often refers to 
the integration of data as a major advantage of DTs (Melesse, Di Pasquale and 
Riemma, 2020; Barricelli, Casiraghi and Fogli, 2019). However, as mentioned in 
Section 1.1, there is a current need for literature on the actual implementation of 
DTs.  These two arguments provide the basis for motivating why this research is 
conducted – to provide a tool for PRASA to perform their data integration, and to 
contribute to the literature on the implementation details of DTs.  

A railway infrastructure network is a complex system with numerous components 
and subsystems. At PRASA, these systems are managed largely independently of 
one another. As indicated in the Section 1.1, a system of DTs with software 
services could reflect the reality of the entire railway infrastructure network and, 
by integrating information from various physical subsystems, better support 
decisions required during operation.  
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The value of DTs for integrating data has mostly been discussed conceptually in 
reported literature. This thesis contributes to realising the data integration of DTs 
in practice. By developing a DT system technology demonstrator for PRASA, the 
value of such a system of DTs, particularly in the context of integrating data from 
various sources, can be validated. The implementation would also provide PRASA 
with an indication of the value that they can expect from such a system. 

Maintenance management is, as will be shown in Chapter 3, the main use that 
PRASA has for data from the railway infrastructure (practically all of which is 
currently in its operational lifecycle phase). Effective maintenance management 
processes require data, leading to maintenance management being one of the 
most cited use cases for DTs (Szpytko, Yorlandys and Duarte, 2021). This use case 
is, therefore, a sensible choice to provide PRASA with an indication of the value of 
DT technology for their context. 

With the railway infrastructure finding itself in the middle of a modernisation 
program, it is to be expected that the infrastructure, or at least the data sources 
and management systems, will change or additional elements would be added, 
such as new sensors, new infrastructural inspection services, new signalling 
systems with their corresponding data logging systems, etc. The DT system would 
have to adapt accordingly, to maintain the representation of the physical 
infrastructure network as it exists.  

Given the nature of a DT, it would also be difficult to accurately predict all the 
future use cases that one might have for the system. The reconfigurability of the 
system to its changing context – to be able to provide new and different services 
to the users as their requirements evolve – is therefore a desirable characteristic 
of which the implementation will be explored in this research. This will shed some 
light on how one can develop a DT system to facilitate these types of 
reconfigurations. 

1.4 Methodology and thesis overview 
 

The development of the DT system technology demonstrator is performed in four 
phases, namely: design requirement identification, design, implementation, and 
evaluation through a case study implementation. Recommendations given by the 
design framework of Human (2022) (mentioned upon in Section 2.5) were strongly 
considered throughout this process.  

Subsequent to this introductory chapter, the thesis presents a literature review of 
the research on DT technology for railway infrastructure, as well as 
implementations in industry to date. This provides perspective on the concept of 
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a DT and a DT system, as well as the application and implementation thereof to 
the context of railway infrastructure.  

The needs analysis, reported in Chapter 3, was based on a series of interviews and 
discussions with PRASA infrastructure management and technical staff at the 
regional management office for Western Cape railway infrastructure. The needs 
analysis considered PRASA’s current context in terms of the properties of the 
digital infrastructural data sources (availability, acquisition methodologies, data 
storage and transmission characteristics, etc.), and subsequently also reports the 
expressed and implied stakeholder requirements from stakeholders in this 
context. The expressed and implied requirements provide the basis for the design 
requirements for a DT system in the context of PRASA railway infrastructure 
maintenance management. 

Given the design requirements, a general software architecture for a DT for this 
context is developed in Chapter 4. The architectural development forms the design 
phase of the development of the technology demonstrator, addressing the 
requirements of Chapter 3, within the PRASA railway infrastructure context. The 
architectural development starts from a reference architecture for DT systems, 
presented by Human (2022). This architecture is an extension of the six-layer 
architecture for DTs with aggregation (SLADTA), presented by Redelinghuys, 
Kruger and Basson (2020), and was shown to be suitable to complex systems by 
Human (2022). 

Having established the general software architecture, a specific implementation 
of that architecture is reported in the case study in Chapter 5. The scope of the DT 
system technology demonstrator is first determined, leading to a description of 
the specific implementation architecture and other details. The DT system is then 
evaluated in Chapter 6, based on the case study implementation of the technology 
demonstrator in Chapter 5. The technology demonstrator is subjected to three 
tests in the evaluation, to verify its functionality and evaluate its design. The tests 
use real data obtained from PRASA, but since no real-time data was available from 
the actual infrastructure, the “real-time” nature of the updated data was 
simulated. 

Finally, the thesis concludes in Chapter 6 with a discussion that reflects on the 
objectives set out in Section 1.2. 
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2 Literature review 

This chapter presents the literature review, to establish the research context for 
this study. The literature review is structured to firstly explore the current 
understanding of the concept of a DT – clarifying the concept in the given context 
of railway infrastructure in Section 2.1. The application of DTs within this context 
is then discussed in terms of value presented by DTs within this context (in Section 
2.2). The latter discussion explores the conceptual value, as well the 
implementations of DTs within the context of railway infrastructure.  

This then leads to a brief exploration of literature on the role of DTs to integrate 
data, and how DTs for the integration of data from various sources (specifically 
“data silos”) have been implemented (in Section 2.3). 

Finally, the two DT system reference architectures that influenced the 
development of the DT system presented in this thesis, are presented in Sections 
2.4 and 2.5, respectively. 

2.1 The digital twin concept 

One of the first mentions of the concept of a DT was by Grieves in his presentation 
about product lifecycle management (PLM) in 2002. It was introduced as the 
“Conceptual Ideal for PLM”, with Figure 1, below illustrating the concept 
presented. (Grieves and Vickers, 2017) 
 

 
Figure 1: The conceptual ideal for PLM - a front-runner for the digital twin 
concept (Grieves and Vickers, 2017) 

The concept presented all the elements that would come to be associated with a 
DT: the “real space”, representing the physical entity or “twin”; the “virtual space”, 
containing a virtual (digital) representation of the physical entity in the “real 
space”, as well as data and information flows from the real space to the virtual 
space and back. Information flow is also described from the virtual space to 
“virtual sub-spaces” (Grieves and Vickers, 2017). A more prominent initial use of 
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the concept was by NASA technology roadmaps in 2010 (Shafto et al., 2010), 
where multiple uses of the term can be found. NASA defined a DT as "an integrated 
multi-physics, multiscale, probabilistic simulation of a system that uses the best 
available physical models, sensor updates, fleet history, etc. to mirror the life of 
its flying twin" (Shafto et al., 2010). This definition was used in the context of 
astronautics and aerospace, where the DT referred to a virtual representation of 
satellites – inaccessible for inspection or scenario investigation once launched.  

As the application context of DTs broadened, the initial conceptual ideal of DTs for 
PLM became more feasible, with DTs in different domains emphasizing the 
different roles and functions that it can be used for - from production processes 
and systems in the manufacturing industry (Overton and Brigham, 2017) through 
to product design (Tao et al., 2019). However, almost every publication on DTs 
currently mention the disparate definitions of DTs being used, with the contexts 
and use of the DTs greatly influencing how authors describe and use the term 
(Vieira et al., 2022).  

With DT research growing, the typical application of DTs has been formed by an 
“internet of things” (IoT) perspective (Fuller et al., 2020), with high data velocity 
applications. However, with the move towards “smart infrastructure”, research 
towards the application of DTs in the context of domains such as civil 
infrastructure and facilities management are increasing (Callcut et al., 2021; 
Marocco and Garofolo, 2021; Villa et al., 2021). Railway infrastructure, as will be 
illustrated in Chapter 3, is a good example of this - where measurements are taken 
in periodic intervals that can span up to 6 months between samples.  

However, in the context of civil infrastructure and facilities management, where  
more matured technologies such as Building Information Modelling (BIM) exist, 
the concept and definition of DTs are broadened even further and it becomes 
difficult to distinguish between DTs and technologies such as BIM. Kritzinger, et al. 
(2018) assists with the differentiation of these concepts by presenting the concept 
of a DT, in contrast to what they referred to as the “Digital Shadow” and “Digital 
Model”. Figure 2 below, illustrates the difference as determined by the nature of 
data flow between the physical and digital entities.  

 

Figure 2: Evolution of the digital twin (Tchana, Ducellier and Remy, 2019, as 
adapted from Kritzinger et al., 2018) 
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BIM technology is typically implemented as an example of what can be seen as a 
“Digital Model”. Here the information model (digital entity) is manually updated 
with data entries. Appropriate personnel can then subsequently act upon the data 
in the information model (a “manual” data flow back to the physical entity). A form 
of DT can be created by combining BIM technology with IoT technologies (such as 
wireless sensor networks) that enable automatic data transmission from the 
physical to the digital entity (Marzouk and Abdelaty, 2014; Gao et al., 2021; 
Marocco and Garofolo, 2021). According to Kritzinger, et al. (2018), these would 
be classified as “Digital Shadows”. Further evolution, with automatic data 
transmission back to the physical entity as well, will then result in what can be 
called a “Digital Twin”.   

This definition of automatic data flow from the physical to the digital and back 
corresponds well the original idea as presented by Grieves (2017). However, very 
few definitions of DTs found in literature require this automatic data flow from the 
digital back to the physical. Most literature would define both the “Digital Twin” 
and “Digital Shadow”, as presented by Kritzinger, et al. (2018), as a “Digital Twin” 
(Fuller et al., 2020; Xiaodong et al., 2020). For instance, the integration of BIM with 
IoT technologies are typically considered as “Digital Twins” (Marzouk and 
Abdelaty, 2014; Gao et al., 2021; Kaewunruen, Sresakoolchai and Lin, 2021; 
Marocco and Garofolo, 2021). However, BIM itself is typically not regarded the 
same as DT technology (Boje et al., 2020; Callcut et al., 2021; Villa et al., 2021; Yu 
et al., 2021).  

Among the little research that has been published on the implementation details 
of DTs (Chokshi and McFarlane, 2008; Sharma et al., 2020), different reference 
architectures, paradigms and implementation considerations can be seen. The 
shortage of implementation details for DTs, highlight the possibility of even more 
diverse implementations.  

Finally, it is worth noting that research towards DTs is continuing to increase 
(Fuller et al., 2020), with more than 500 publications having been made on DTs in 
industrial operations by 2019 (Melesse, Di Pasquale and Riemma, 2020). This 
illustrates the increasing interest in the concept.  

2.2 Digital twins in railway infrastructure 

2.2.1 The value of digital twins for railway infrastructure 

Research towards the application of DT technology to rail infrastructure is still in 
its infancy, with limited research on the subject available to date (Doubell et al., 
2021; Vieira et al., 2022). However, the available literature makes a case for the 
value that it can offer (Vieira et al., 2022).  
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Rail infrastructure is considered critical to economic growth (Love et al., 2017). 
With this, it is also considered a complex system (Gurdur Broo and Schooling, 
2021), with diverse data sources (Johnson et al., 2021), stakeholders 
(Kaewunruen, Sresakoolchai and Lin, 2021), and assets (that often also overlap 
with other sectors of activity such as power, telecommunications networks) (Vieira 
et al., 2022). It’s complex nature is also seen in the fact that it is a “system of 
systems” (Gurdur Broo and Schooling, 2021). Adding to this, railway infrastructure 
is also managed by humans, which, according to Vickers and Grieves (2017), adds 
another layer of complexity. However, DTs are conceptually ideally suited to such 
(complex) systems (Vickers and Grieves, 2017).  

Moving from the characteristics to the use of railway infrastructure, it is noted that 
the demand for these networks are increasing, leading to maintenance backlogs 
and a need for increased investment (OECD, 2020). Deficiencies and aging 
infrastructure are also typically seen (OECD, 2019). As mentioned in Section 1.1, 
this is especially true for the South African context. Effective management of these 
issues, as noted by Vieira et al. (2022), require objective data and tools to use that 
accurately assess the cost, risk, and performance of the infrastructure (Costin et 
al., 2018).  

Kaewunruen, Sresakoolchai and Lin (2021) consider the DT as an information 
platform that can improve asset management effectiveness by presenting 
stakeholders with the opportunity to collaborate, co-create, and view the latest 
information. Research presented by Vieira et al. (2022) agrees with this – 
concluding that the application of DTs, in the context of rail and road 
infrastructures, provide a means to address challenges related to sustainability 
and resilience of the infrastructure. This is due to their ability to monitor the 
condition and performance of the infrastructure, and the resulting quality of long-
term decision making that is enabled through DTs (Vieira et al., 2022).  

2.2.2 Application of digital twins within railway infrastructure 

The application of DTs within the railway context is diverse. The following 
discussion highlights the focus and extent to which DTs have been applied to 
railway infrastructure. 

BIM forms an integral component of current literature on the application of DTs. 
Many DT applications within this context consider BIM as the basis for 
constructing DTs, where DTs are formed through the integration of cloud 
computing, BIM, and IoT technologies (Marocco and Garofolo, 2021). The role of 
BIM within the DT context in railway infrastructure is for data visualisation 
(Marzouk and Abdelaty, 2014; Ye et al., 2019), for storing the relevant data 
(Marzouk and Abdelaty, 2014), and for providing services based on the data (such 
as calculating the “energy performance” of the assets) (Love and Matthews, 2019). 
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Marzouk and Abdelaty (2014) consider BIM as a data source, distinct from the DT, 
while other publications use the terms BIM and DT interchangeably (Gao et al., 
2021; Kaewunruen, Sresakoolchai and Lin, 2021). In the latter case, the BIM 
software used, such as Navisworks or Bentley BIM, is responsible for the 
integration of data from the monitored data sources. In all of these cases, BIM is 
considered integral to the DTs themselves. 

Asset management support services are therefore offered to users through BIM, 
but can also be offered to users through software modules that just draw the 
necessary data from a common database. Two examples of the latter  will be 
mentioned for illustration. The first is the high-level systems architecture for smart 
infrastructure proposed by Gurdur Broo and Schooling (2021) where data from 
DTs are shared in a “interoperable data layer” (common database) from where it 
can then be used for various services – enabling “data integration, abstraction, 
analytics, artificial intelligence applications, visualisation and similar functions” 
(Gurdur Broo and Schooling, 2021). As another example, Boschert, Heinrich and 
Rosen (2018) refer to a network of semantically connected elements that form the 
respective DTs. From this foundation, data analytics services that offer physics-
based insights can be implemented using similarity search algorithms (Boschert, 
Heinrich and Rosen, 2018). 

Studies that describe implementations of DTs within railway infrastructure can be 
classified as having done either an actual implementation (Marzouk and Abdelaty, 
2014; Love and Matthews, 2019; Ye et al., 2019; Meixedo et al., 2022) or a 
conceptual implementation (Boschert, Heinrich and Rosen, 2018; Gurdur Broo and 
Schooling, 2021; Jiang et al., 2021). Most of these implementations do not use just 
a single DT, but a system of DTs, with various digital entities, representing the 
corresponding physical entities, and interacting with one another through 
information exchange.  

DT applications are generally centred around maintenance management 
(Kaewunruen, Sresakoolchai and Lin, 2021; Vieira et al., 2022), with specific points 
of interest that can be grouped into three categories: firstly, prognostics and 
health monitoring (including simulation and condition monitoring) (Ye et al., 2019; 
Kochan, 2020; Xiaodong et al., 2020; Ahmadi et al., 2021; Febrianto et al., 2021; 
Kaewunruen, Sresakoolchai and Lin, 2021; Kampczyk and Dybeł, 2021); secondly, 
closed lifecycle management (Boschert, Heinrich and Rosen, 2018; Tchana, 
Ducellier and Remy, 2019; Jiang et al., 2021); and, finally, sustainable smart 
infrastructure (Gurdur Broo and Schooling, 2021). These are naturally all related, 
but the categorisation done above, highlights the focus of the DT applications. 

Finally it should be noted that Vieira et al. (2022) developed an eligibility criterion 
for DTs in the context of railway infrastructure (used in their literature review on 
the subject). Since this is specific to the context of this thesis as well, it will be used 
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in the development of the functional requirements for a DT in Section 3.3. 
Summarising their requirements, DTs should: 

• Serve a specific purpose 

• Provide a digital representation of an entity and its context 

• Automate data acquisition  

• Provide insights, to support asset management decision making, at 
different levels of aggregation (e.g. component level and network level) 

2.2.3 Implementations in industry 

Commercial applications of DTs for railway infrastructure are not exempt from the 
DT definition debate mentioned in Section 2.1. Commercial applications of DTs 
include Royal HaskoningDHV’s DT for ProRail, enabling network analysis and 
simulation on the electrical network (Augusteijn, 2021); the Transpennine Route 
Upgrade (TRU) programme by Network Rail in Great Britain, that utilised a route-
wide DT that provides a central source of information from various stakeholders, 
disciplines and geographical regions (Cockerell, 2022); Siemens’ DT of Singapore’s 
downtown line signalling system that provided simulation capabilities to enable 
the testing and integration of the signalling system before deployment, while also 
aiding in the training signalling operators and other staff (Siemens Mobility, 2020); 
and Almaviva’s DT of the observed state of the infrastructure as observed by visual 
sensors (Mangan, 2020). 

The ambiguity of the DT definition leads to companies offering “DT solutions” 
without the consumers necessarily fully understanding the scope of functionality 
that the DTs can deliver (Callcut et al., 2021). The applications of Siemens and 
Almaviva will be described further, to illustrate how the interpretation of “digital 
twin” can differ in industrial applications. 

One of the relatively recent applications in the rail industry is Siemens’ projects in 
Singapore – to establish the Signalling simulation centre and Rail Enterprise Asset 
Management System (REAMS) for Singapore’s downtown line. These projects 
were implemented so that the DT can aid with faster and more in-depth analyses 
of the network state, enhanced testing (on the DT - without interrupting rail 
operations), increased capability for staff training, and improved operational 
efficiency of the network (Siemens Mobility, 2018, 2020).    

Another example of DT implementation in rail industry, is AlmavivA’s massive DT 
project in Italy. The project entails the creation of a DT for the infrastructure of 
the entire Italian rail network which includes more than 16,000 km of track. The 
DT of the network will contain visual component information obtained through 
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GPS and camera sensors. The DT will be able to provide “back-and-forth feedback 
between the twin and its real-world counterpart” (Mangan, 2020), thereby fitting 
in well with the definition of a DT presented by Kritzinger, et al. (2018). 

These two industrial implementations show how different the implementations of 
a “DT” can be, with the AlmavivA implementation having a greater focus on the 
visual representation, while the Siemens implementation incorporates network 
and asset behaviours. 

2.3 Digital twins to integrate data 

Before a discussion on the integration of data from disparate data sources, it is 
necessary to differentiate between DTs’ ability to integrate from sources that are 
heterogeneous in type (such as temperature, acceleration and GPS data), and their 
ability to integrate data silos (segregated groups of data, stored in multiple 
enterprise applications (Patel and Member, 2019)). Though similar to one another, 
the issue of data silos revolves around the accessibility of the data for various use 
cases, instead of the nature (or degree of heterogeneity) of the data itself. 

DTs claim to be able to integrate both heterogeneous data and data silos 
(Xiaodong et al., 2020; Malakuti, Borrison, et al., 2021), but the distinction is 
generally not made clear in literature. It should be noted, however, that 
integration of data from various sources in general, is one of the most cited 
requirements for DTs in literature (Fernando et al., 2018). 

As discussed by Doubell et al. (2022), the early authors on the concept of the DT 
present organisational data silos as “probably the biggest obstacle to the Digital 
Twin”, since a DT “requires a homogeneous perspective of this information that 
persists across functional boundaries” (Vickers and Grieves, 2017). This 
homogenisation (or integration) of data silos is a general issue, with literature 
offering solutions such semantic profiling (Mazayev, Martins and Correia, 2017),  
Big Data Lakes (Patel and Member, 2019), and mobile data management platforms 
(Brodt et al., 2011). 

The integration of data silos through DTs are often implied, but this is mostly from 
the perspective of DTs as a means to prevent the creation of more data silos in the 
future, such as in Kaewunruen, Sresakoolchai and Lin (2021), and Gurdur Broo and 
Schooling (2021). The alternative, of DTs as a means to integrate existing data 
silos, as implemented by Malakuti, Juhlin, et al. (2021), is rare.  

The data of many industrial systems are already stored and maintained in silos 
(Malakuti, Juhlin, et al., 2021). This is also the case for the context of this study, as 
shown in Chapter 3. The challenge faced by DT implementations in this context, is 
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to avoid creating another (larger) data silo, or a so-called “solution silo” (Malakuti, 
2021; Malakuti, Juhlin, et al., 2021).  

A relatively recent literature review on DTs, by Sharma et al. (2020) suggest that 
one of the barriers to the advancement of the DT applications, is the lack of 
publicly available DT implementation details (Sharma et al., 2020). This led to 
research on the implementation of a cloud-based architecture for DTs, based on 
“a common information meta-model” (Malakuti, 2021; Malakuti, Borrison, et al., 
2021; Malakuti, Juhlin, et al., 2021). Here the DTs essentially provide a single point 
of access, with a known interface (HTTP/REST was used in their case studies) for 
data to which it is connected. This reduces the maximum number of 
communication paths required for m applications (services) and n data sources, 
from m*n (without the DT) to m+n (with the DT). The former requires every 
application to potentially communicate with each data source that it will require 
data from. In the latter case, everything just communicates with the DT. Figure 3 
below, illustrates the latter case. 

 

Figure 3: Role of the Digital Twin, as proposed by Malakuti, Juhlin, et al. (2021) 

The DT implemented by Malakuti, Juhlin, et al. (2021), stores and maps the 
information from the data sources to parameters for which it (the DT) can 
subsequently be queried for. It therefore filters data from the sources, for use in 
other applications.  

The DT implementation was based on Microsoft (MS) Azure services, with 
MongoDB and CosmosDB providing storage to data from the data sources, and 
data processing services being implemented as .NET microservices. Data ingestion 
into the DT, from devices, happens through advanced message queuing protocol 
(AMQP) or message queuing telemetry transport (MQTT) protocols and the Azure 
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IoT Hub service. External to the DT, were applications that execute simulation and 
machine learning (ML) models were implemented as microservices using FastAPI 
(Malakuti, Borrison, et al., 2021). 

2.4 Six-layer architecture for digital twins with 
aggregation 

DT aggregation presents several advantages, such as separation of concerns, 
reconfigurability, scalability (Ciavotta, Bettoni and Izzo, 2018; Lutze, 2019; 
Redelinghuys, 2020), and the ability to present different perspectives of the 
system (Ciavotta, Bettoni and Izzo, 2018; Borangiu et al., 2020; Villalonga et al., 
2021). However, from a recent literature review by Juarez, Botti and Giret (2021) 
only the reference architectures presented by Borangiu et al. (2020) and 
Redelinghuys, Basson and Kruger (2018) can be seen to utilise aggregation. The 
latter architecture is referred to as the “six-layer architecture for DTs with 
aggregation” (SLADTA). A case study, implemented by Human (2022) later verified 
the subsequent suitability of SLADTA to complex systems. This provides 
motivation for using SLADTA in the context of this study. Therefore, this section 
will provide a description of SLADTA, to inform further discussion and use thereof. 

The six-layer architecture for digital twins (SLADT) was developed as a reference 
architecture for DT development within the context of complex manufacturing 
(Redelinghuys, Basson and Kruger, 2018). The architecture is based on different 
“Layers” (1 to 6) from the physical to the digital twin. These layers communicate 
with one another in a bi-directional manner, as illustrated by the connecting lines 
in Figure 4. The layers (numbered 1 to 6), represent the different high-level 
components (or component groups) needed for a DT. SLADTA, illustrated in Figure 
4, provides then a means to integrate and organise information between these 
DTs that adhere to SLADT (Redelinghuys, Kruger and Basson, 2020).  

SLADTA comprises of digital twin instances (DTIs) and aggregates (DTAs), as 
adapted from the definitions of Vickers and Grieves (2017). The DTIs are 
responsible for data acquisition from the sensors and devices on the physical twin 
(Layer 1), via physical twin-specific data sources (Layer 2), through local data 
repositories (Layer 3), to both cloud-based storage (Layer 5) and the user (through 
services (Layer 6) and a dashboard). DTAs aggregate information from different 
DTIs and other DTAs and do not obtain information from the data sources 
themselves. DTAs can therefore be seen to have no Layers 1 and 2 in Figure 4. 
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Figure 4: Connection architecture for SLADTA (Redelinghuys, Kruger and Basson, 
2020) 

Layer 1 in SLADT represents physical devices that can provide or consume signals 
that are exchanged with the local controller (such as sensors or actuators). The 
local controllers (such as a programmable logic controller (PLC)) serve as data 
sources to the DT and constitute Layer 2. Components categorised in Layer 2, may 
also be used to provide some functionality specific to the physical twin (such as 
sending control and actuation signals). Data is then typically communicated from 
here to Layer 3, which is the local data repositories, while Layer 4 is the IoT 
Gateway. The IoT Gateway constitutes custom-developed software that links 
Layers 3 and 5 and serves as the data-to-information conversion layer. It receives 
data, adds context if necessary, and sends the information to the cloud repository 
(Layer 5). Layer 5 stores the information in a long-term database. Layer 6 is 
responsible for providing the user with the required services based on the 
available information contained in the other layers. Layer 6 can connect to 
multiple layers in SLADT to obtain the information. Typical examples of services 
that can be provided here are system monitoring, data visualization, data analysis 
and simulation (Minerva, Lee and Crespi, 2020). 

It is interesting to note that SLADTA exhibits a "fractal nature" – with different DTs 
forming part of one another, with similar internal architectures (SLADT). This 
fractal nature allows for a "separation of concerns" by encapsulating decision-
making in the DT(s) that have access to that information. It also exhibits desirable 
characteristics such as modularity, flexibility, and reconfigurable aggregation. 
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2.5 Reference architecture for digital twins with 
aggregation and services 

Human (2022) developed a “design framework to guide the detailed design of a 
DT aggregation architecture, or a system of DTs, to reflect complex systems” as a 
result of the value seen in DT aggregation (mentioned in Section 2.4). This design 
framework (independent to the domain of application) is intended to guide DT 
system developers to “design a detailed architecture for a DT aggregation 
hierarchy that reflects a complex system within a given domain”. This also 
provides a means through which various software quality attributes, and trade-
offs for DT system design can be considered.   

The design framework uses a general reference architecture (shown in Figure 5) 
proposed by Human (2022) to implement the different design decisions. The 
reference architecture is not limited only to DTs (in an aggregation hierarchy) but 
includes the supporting software components needed to provide services that 
address user needs. These are provided in the form of a services network (SN) and 
management services. Other major supporting components are the gateway 
service (G), and the central user interface (CUI). At the time of the study no 
comparable reference architectures that accommodate DT aggregation with 
services, could be found. 

Human (2022) proposed the use of SLADT for the DTs’ internal architecture, with 
the DT aggregation hierarchy taking the form of SLADTA. The “Data”, “Models” 
and “Services” noted in the DTs in Figure 5 refer to the data capturing performed 
by the DTs, and system modelling and services performed by SLADT’s Layer 6. 

The SN is a set of services distinct from those provided by the DTs in the 
aggregation hierarchy. SN services utilise the information provided by DTs 
(through Layer 6), by other services within the SN, and/or by external data sources 
and services (that do not originate from the physical system, but influences the 
management of the physical system, such as weather services, financial data, or 
equipment inventory). Human (2022) expects the SN to follow a microservices or 
service-orientated architecture (SOA). 

The services within the SN might require orchestration when interacting with one 
another (where multiple functions need to be performed consecutively to achieve 
a certain outcome). This leads to the necessity of an Orchestration service. The 
Orchestration service forms part of the third major grouping, namely management 
services. These services were derived from published research on services in the 
context of distributed computing environments (Ciavotta et al., 2017, 2020; Sanjay 
Gadge and Vijaya Kotwani, 2017; Taibi, Lenarduzzi and Pahl, 2018; Kuhn, Schnicke 
and Oliveira Antonino, 2020).  
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Figure 5: Digital twin system reference architecture proposed by Human (2022) 

The central user interface (CUI) provides the means through which users of the 
system will interact with and obtain services from the respective DT(s) and 
associated service(s). It therefore serves as a flexible dashboard to display data for 
other services (from the SN or DTs). 

The Gateway service (G) is responsible for enabling and directing interactions 
between components in the DT system. The gateway is intended to simplify 
communications, reducing the number of requests made by client components by 
negating the need for service discovery logic. Serving as the central point for all 
interactions, the gateway also enables service interoperability, but presents the 
risk of becoming a communications bottleneck. 

The directory service (DS) provides a central repository for component metadata. 
This service can be queried for discovery information (such as an IP address or 
related messaging topic) about DTs and SN services within the system. DT and 
service components must register themselves when they start up or a log must be 
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manually maintained that provides all the relevant metadata of available 
components in the system. 

The security service (SS) performs all authentication and authorisation 
functionality within the DT system. This reduces the need to implement network 
security in each individual service, as authentication and authorisation services 
can all be delegated to this one, central service. The DT monitoring service (DTM) 
monitors the health and computational load experienced by individual 
components (not necessarily just DTs). The purpose is to ensure maximum 
availability of components within the system.  

Finally, the configuration server (CS) contains start-up and operational 
configuration settings for the DT system components. This allows for “automatic 
deployment and redeployment of digital components and it makes the 
reconfiguration of distributed systems much easier”. 

2.6 Concluding discussion 

The literature review presents a conceptual understanding of DTs in Section 2.1 – 
clarifying the concept in the given context of railway infrastructure where BIM is 
an established technology. BIM itself should be seen as a “Digital Model”. 
However, when combined with IoT technologies (such as wireless sensor 
networks), the combination is seen as a DT, since these would include automatic 
data transmission from the physical entity to its digital representation in the BIM 
application. Even though differences on the definition of DTs abound, its use as a 
digital representation of a physical entity, with automated data flow from the 
former to the latter is often seen in literature. However, the lack of a universally 
agreed-upon definition for DTs is seen to permeate into the different facets of its 
use and design, leading to a wide range of interpretations and applications of the 
concept.  

Section 2.2 highlights that research on the application of DTs to railway 
infrastructure is noted to still be in its infancy. However, the value of DTs for 
railway infrastructure is emphasised throughout current literature on the subject. 
Therefore, authors anticipate an increase in research in this domain. One reason 
for this is that the effective management of infrastructural health issues, caused 
by deficiencies and aging infrastructure, require objective data and tools that can 
accurately assess the cost, risk, and performance of the infrastructure. The 
integration of data through DTs presents a promising possibility of just such a tool. 

DT research in this context generally focuses on the value to be obtained 
(conceptually), rather than the means through which it ought to be implemented. 
This highlights a need for research that elaborates on the implementation of DT 
systems within the context of railway infrastructure, e.g. through case studies. 
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Other than the effective management of infrastructural health issues, potential 
value for DTs in the context of railway infrastructure are seen to be the improved 
sustainability and resilience of the infrastructure, and the opportunity for 
stakeholders to collaborate, co-create, and view the latest information of the 
infrastructure. 

A significant discovery from the literature review is that the application of DTs to 
railway infrastructure generally do not use just a single DT, but rather a system of 
DTs. It is also seen that the application of DTs are generally focused on 
maintenance management. The overlap between DTs and BIM is specifically 
observed in the railway infrastructure context, where BIM forms an integral part 
of nearly all DT literature. BIM is seen as the basis for constructing DTs in this 
context.  

The role of DTs in integrating data from various sources are subsequently 
discussed in Section 2.3, with specific attention to implementations where 
integration occurs between different data silos. The major contributions identified 
in literature on the implementation of DTs for the integration of data silos, utilise 
a common information meta-model. By implementing these, the authors illustrate 
how DTs can remain use-case agnostic by providing services in the form of 
microservices while the DT just maintains the semantics of its data. These 
implementations also show that services such as ML and simulation can be 
implemented as microservices in such a scenario and do not need to be built into 
the DT itself. 

Finally, two vendor-neutral reference architectures for DT systems are presented 
in Sections 2.4 and 2.5. These architectures capitalise on the value of aggregation 
in the context of complex systems (such as railway infrastructure) and have been 
validated through case studies. The latter reference architecture (discussed in 
Section 2.5) expands on SLADTA (Section 2.4) and utilises the idea of implementing 
services as microservices. The latter architecture will provide the basis for the 
development of the DT system presented in this thesis, as discussed in Chapter 4. 
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3 Needs analysis 

This chapter serves to identify the requirements for a DT system in the context of 
PRASA’s railway infrastructure. This is accomplished through a contextual analysis 
in Section 3.1, wherein the infrastructural data and the current use thereof is 
described. This leads to the stakeholder requirements (discussed in Section 3.2), 
from where the design requirements for a DT system is developed in Section 3.3. 

3.1 Contextual analysis 

This section will focus the context within which the case study will be performed 
– the properties and use of PRASA’s railway infrastructure data. The methodology 
with which information for this section was obtained, is first described in Section 
3.1.1, after which a brief explanation of the different infrastructural domains is 
presented in Section 3.1.2, to provide background for the rest of the discussions. 
The infrastructural data that is available to PRASA is then described in Section 
3.1.3, followed by a discussion of how the data is currently being used, in Section 
3.1.4. 

3.1.1 Scope of the analysis 

Most of the information presented in this section was obtained through an 
exploratory analysis that entailed a series of ad-hoc, semi-structured interviews 
and discussions with PRASA infrastructure management and technical staff at 
PRASA’s regional management office for Western Cape railway infrastructure (in 
Salt River, Cape Town). The interviews were conducted during the period of 
September 2021 to November 2021. To honour the confidentiality agreement 
between PRASA and Stellenbosch University, no names are referenced in the 
observations made.  

Information for the signalling systems were obtained from PRASA’s most recent 
specification of required operational capability for their signalling systems, 
specified in July 2019. The signalling system for the Western Cape province is 
currently being replaced by third-party contractors as part of the modernisation 
program. The required operational capability stipulate the general, operational, 
and functional requirements that the newly installed signalling systems should 
adhere to. 

The interviews and study of the relevant documentation were used to determine: 

1. Existing data sources on the network 

2. Data storage and communication of data from these data sources 
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3. Typical use of railway infrastructure data 

It should be noted that the deployment context described in the following sections 
is specifically for the Western Cape context. This context was selected due to the 
ready assistance and accessibility of personnel at the Salt River office, as well as 
the proximity to Stellenbosch University – easing the process of discussions, 
interactions, and inspections considerably. However, differences between 
regions, such as different third-party data providers, different infrastructural 
network layouts, different suppliers of infrastructural components, etc. are not 
considered significant for the purposes of this study. This is due to the fact that 
these differences are accounted for through the requirement of the technology 
demonstrator to enable “reconfigurable integration” of data (stipulated in Section 
1.2). Satisfactory demonstration of the technology demonstrator for the Western 
Cape, would therefore imply that it's functionality can be extended to other 
regions as well by reconfiguring the DT system to incorporate the new region’s 
assets and data sources. Therefore the needs and requirements derived from the 
Western Cape context are used to develop the design requirements for (Section 
3.3) that will guide the implementation of a DT system that will suit other regions 
as well. 

3.1.2 Infrastructural domains 

Railway infrastructure can be divided into five domains, namely electrical, 
signalling, track, civil, and telecommunications infrastructure. However, from the 
perspective of managing the infrastructure, the track and civil infrastructure are 
combined to form the “permanent way” or “perway”. This is also how PRASA’s 
railway infrastructure management division is structured – with Perway, Electrical, 
Signalling and Telecommunications being the names of the different 
infrastructural management departments.  

Main components of the perway infrastructure are the tracks, sleepers, and 
ballast. The electrical infrastructure comprises of the electrical distribution 
network, the substations, and the overhead track equipment (OHTE) that then 
provide power to the trains through the catenary wires. Signalling infrastructure 
includes all the components that are involved with directing railway traffic, such 
as the interlocking system, occupancy detection devices (e.g. axle counters) 
signals, point machines, etc.  

Telecommunication systems specifically refer to the railway telecommunications 
infrastructure, and include the rail-bound fibreoptic communications, station-
bound communications, closed-circuit television, radio, alarm, and similar 
systems. The fibre-optics form the backbone of all communications along the 
railway network - communicating commands within the signalling system and to 
the circuit-breakers in the electrical substations. 
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3.1.3 Infrastructural data sources 

Nearly all PRASA’s data on railway infrastructure is provided by external or third-
party contractors. The provision of the data is, therefore, subject to proprietary 
implementations and agreements between these entities and PRASA. The 
observations made regarding third party data providers in this study, is therefore 
only applicable for providers during the period of September 2021 to November 
2021. 

Section 3.1.4 will describe PRASA’s maintenance management processes in more 
detail. However, for now it is necessary to know that PRASA uses a condition-
based maintenance (CBM) tactic. CBM is performed in all infrastructural domains 
except for the telecommunications infrastructure, which is treated in accordance 
with a run-to-failure (RTF) maintenance tactic. CBM generates data through 
feedback from detailed and routine (surface-level) condition inspections that are 
performed annually and quarterly respectively. Data from these inspections is 
logged onto a custom-developed structured query language (SQL) database called 
Empac. Empac keeps a detailed record of the feedback from past condition 
inspections as well as from corrective (follow-up) work. The purpose of corrective 
work is to restore or repair the condition of the inspected infrastructure when it 
gets below an acceptable threshold. In addition to the feedback from past 
(completed) inspections and corrective work, the planned future inspections and 
corrective work for each asset is also stored on Empac. 

Data from Empac is obtained through a custom-developed software application 
called Hyperion.  Further details regarding the use and interface to Hyperion were 
unavailable at the time of the research. 

3.1.3.1 Perway domain data sources 

Additional to the feedback from condition inspections and corrective work, data 
for the perway infrastructure is currently also recorded though automated 
measurements with a track geometry inspection vehicle (TGIV), and telephonic 
fault reports reported to the Metrorail technical services (MTS). MTS operates 
similar to a call centre – receiving calls and responding to the reported faults, theft 
and vandalism immediately by dispatching available maintenance teams 
telephonically.  

The TGIV is operated by third-party contractors who is generally expected to 
perform quarterly measurements on the tracks. It should be noted that the TGIV 
also records information on the electrical infrastructure domain’s assets 
(discussed in Section 3.1.3.2). The perway-related data from the TGIV include 
information on track geometry, rail wear and ballast profile. Measurements are 
made every 250 mm from Cape Town station on the main railway lines in each 
corridor. The raw data obtained from these measurements are provided to PRASA 
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on a physical, external hard drive in the form of MS Excel or comma-separated 
values (CSV) files within a month after the measurements. This is accompanied by 
more MS Excel files that summarise the key discrepancies and provide use-case 
specific information.  

It should be noted that PRASA engineering staff typically take another 1.5 weeks 
to determine the appropriate response to this data. A list of roughly 100 perway-
related defects per corridor that are furthest outside their respective tolerances 
(as reported by the TGIV data) is compiled. Note that these are not necessarily the 
most urgent defects to be attended to, but rather an inherited method of 
identifying “the worst” defects. As an example of why this is not necessarily the 
most critical, consider a defect that has a lower deviation, but exist in an 
operationally critical area. It should be more urgent to repair the defect that is 
critical to train operations, than it is to repair the other (possibly larger) defects 
that exist in areas where, for example, trains currently do not operate any way. 

Through the course of every day, the staff at MTS take physical note of all the 
reported faults. The faults are then manually recorded in a book (paper-based) 
and subsequently formalised into a MS Excel file that is sent monthly as a report 
to the regional perway maintenance management department. These faults are 
attended to immediately (as will be discussed in Section 3.1.4). Table 1 
summarises the characteristics of the perway-related data sources. 

3.1.3.2 Electrical domain data sources 

Similar to MTS, the Electrical department at PRASA have an office that receives 
and responds to fault notifications or theft and vandalism reports on electrical 
infrastructure – called “Electrical Control”. Electrical Control compiles and sends 
their MS Excel reports daily (as opposed to MTS’s monthly reports).  

The electrical power characteristics of the distribution network are monitored by 
a third-party contractor. This is done with “fault path indicators” (FPIs) installed at 
7 – 8 km intervals in certain areas. FPIs are devices clamped onto the electrical 
lines, that monitor these parameters and communicate it to a cloud-based server. 
The data is available as information provided through an authenticated web-based 
user interface (UI) as a license-based service to PRASA. When the license expires, 
data provision through the UI will also terminate, leaving PRASA with only the data 
up until their last paid period. 

The substations at Bellville, Dieprivier, and Fishoek substations each have an 
energy meter installed and operated by a third-party contractor. This meter 
measures the electrical power characteristics of the alternating and direct current 
power in-and-out of the substation, respectively. The energy meters can sample 
at user-selected intervals. As with the FPI system, this information is 
communicated to a cloud-based server, from where it can then be viewed through 
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an authenticated web-based UI as a licence-based service.  As a miscellaneous 
point to note for future reference, the Cape Town substation is referred to as 
“Traction-Main”, where the Eskom power is fed into PRASA’s distribution network.  

For the OHTE, the electrical maintenance teams have taken initiative to measure 
the thickness of the contact wire at least once a year. The contact wire thicknesses 
are measured right next to the mastpoles, and then again halfway between the 
two mastpoles (approximately 33.5m apart on typical straight sections, and 25m 
apart around curves). The results are tabulated on paper. Some of these paper 
records have been digitized into MS Excel sheets and stored on a local computer. 

Finally, just as with perway, the electrical infrastructure is also inspected with the 
TGIV, and the measurement data is handled in a similar way as with the perway 
data. Measured parameters include, but are not limited to stagger, clearance, 
slope, and contact force induced by the contact wire on the pantograph. Table 2 
summarises the characteristics of the electrical-related data sources. 
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Table 1: Perway data sources 

Data type Data 
source 

Update 
frequency 

Data storage Data acquisition method Means of accessing the data 

Perway geometry  TGIV Quarterly Local hard drive 
(Requires up to 80 GB 
storage space per 
measurement run). 

Uploaded to the hard drive 
as measurements are being 
made. 

Through universal serial bus 
(USB) from the local hard 
drive.  

Visual inspection 
and maintenance 
data  

Empac Daily Empac Uploaded onto Empac (using 
Hyperion) by maintenance 
teams. 

Available for access through 
the Hyperion custom 
developed web service. 

Faults MTS 
report 

Daily Local computer Created by MTS staff and 
mailed to all relevant 
managerial staff. 

Available from all the people 
on the mailing list 
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Table 2: Electrical data sources 

Data type Data source Update 
frequency 

Data storage Data acquisition method Means of accessing the 
data 

Contact wire 
thicknesses 

Contact wire 
measurement 
records 

At least once per 
year (preferably 
twice) 

Mostly paper-based 
with some digitized and 
stored on a local 
computer 

Manually entered into an 
MS Excel file that is then 
kept on the local 
computer. 

On the local computer. 
 

Distribution 
network power 
properties  

FPI system Continuously Service provider stores 
the data 

From a web-service 
interface (requires 
authentication) 

Data available through 
web-interface. New data 
is subject to license 
payment for that month. 

Substation power 
properties  

Substation 
energy meters 

Upon user-set  
OR 
every 24 hours  
(if no exceedance 
is reported) 

Service provider stores 
the data 

From a web-service 
interface (requires 
authentication) 
 

Data available through 
web-interface. New data 
is subject to license 
payment for that month. 

Visual inspection 
and maintenance 
data 

Empac Daily Empac  Uploaded onto the Empac 
(using Hyperion) by 
maintenance teams. 

Through Hyperion 

Faults Electrical Control 
report 

Daily Local computer Created by Electrical 
Control staff and mailed 
to all relevant managerial 
staff. 

Available from all the 
people on the mailing 
list 

OHTE geometry TGIV Quarterly 
inspections 

Local hard drive 
(Requires 80 GB storage 
per measurement run) 

Uploaded to the hard 
drive as measurements 
are being made 

Through universal serial 
bus (USB) from the local 
hard drive. 
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3.1.3.3 Signalling domain data sources 

Data regarding the signalling system is obtained from the proprietary signalling 
system (installed by third-party contractors) and MTS reports. The signalling 
system is required to have a man-machine interface (or UI) from which the 
signalling system can be operated. Commands from the UI, and responses to those 
commands (indicating the state of the different infrastructural components, such 
as the point machines, signals, and occupancy detection sensors) should be 
logged.  

Data is logged to long-term memory (stored on cloud based systems), from where 
it should be available, though proprietary server-computers, for at least 6 years 
after it is logged.  

The logged data can be accessed by PRASA operators through an authenticated UI 
installed on a designated, proprietary computer. The proprietary software through 
which the signalling infrastructure is managed from this computer, has export 
functionality. This can be used to export fault logs to MS Excel files. Signalling 
operators provide these files to the signalling maintenance managers on a daily 
basis (similar to the MTS reports).  

Signalling faults are also reported to MTS, who records the faults in a MS Excel file, 
following the same procedure as for the other domains, reporting to the signalling 
maintenance managers on a daily basis. 

3.1.3.4 Telecommunications domain data sources 

Since telecommunications infrastructure is subject to an RTF maintenance tactic, 
it does not receive routine inspections from where data can continuously be 
obtained as with the other infrastructural domains. Data on this infrastructural 
domain is obtained when an asset fails or becomes dysfunctional (referred to as a 
“fault”). This fault will then either be logged and reported in the proprietary 
signalling system (which also monitors the telecommunications network through 
which it sends commands to the signalling infrastructure), or be reported 
telephonically to MTS, from where the standard reporting process will be 
followed.  

3.1.3.5 Summary of data sources 

In summary, the TGIV, UMC, signalling system, FPI system and substation energy 
meters are all sources of data that provide PRASA with data through third party 
contractors or companies. Therefore, PRASA generally does not obtain raw data, 
but rather obtains data as a service – data converted to information either through 
display on a UI, or through processing (subsequently stored in MS Excel files). 
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Consequently, PRASA generates and manages very little of its own infrastructural 
data.  

3.1.4 PRASA’s typical usage of infrastructural data 

The main use of data from the railway infrastructure (apart from train operations) 
is for maintenance management. Maintenance management at PRASA is planned, 
scheduled, and executed within each of the four respective infrastructural 
departments respectively (discussed in Section 3.1.2). The functionality of the 
infrastructure is maintained through the combination of planned (“tactical”) and 
unplanned (“non-tactical”) maintenance tasks.  

PRASA primarily adheres to a CBM tactic for its planned maintenance. This is with 
the exception of telecommunications infrastructure which, due to 
telecommunications equipment’s tendency to fail without warning, is attended to 
by means of a RTF tactic. CBM is performed through routine condition inspections, 
which might prompt corrective (follow-up) work, also referred to as corrective 
maintenance tasks, to restore or repair the condition of the inspected 
infrastructure when it reduces to below an acceptable threshold. 

Unplanned maintenance, include responses to asset failure, malfunctions, theft, 
vandalism or other damage. This type of maintenance is performed through 
“breakdown” maintenance tasks. It should be noted that corrective work might be 
required after breakdown maintenance (as is often the case after inspections in 
CBM).  

The following discussion describes the general process within which maintenance 
teams would be required to execute CBM and breakdown maintenance 
respectively. It is important to note that there are three sets of people responsible 
for assigning tasks to maintenance teams: the Maintenance Planning Office 
(MPO), MTS, and Electrical Control. The first is responsible for CBM-related 
maintenance tasks, and the other two are responsible for assigning breakdown 
maintenance tasks to maintenance teams. 

For both breakdown as well as CBM tasks, maintenance teams are grouped and 
deployed primarily according to department and, secondarily, according to region. 
As an example - there would be a signalling maintenance team that is designated 
to perform signalling-related maintenance tasks in the area of Cape Town’s central 
business district, while another signalling maintenance team would be responsible 
for signalling-related maintenance tasks in Simonstown. 

3.1.4.1 The condition-based maintenance process 

The routine condition inspection tasks for CBM are pre-emptively scheduled by 
the planning office at the start of an asset’s lifecycle, for the whole lifecycle. This 
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is done in consultation with PRASA engineers, and in accordance with the 
maintenance plan stipulated by the original equipment manufacturer (OEM). 
These tasks are then uploaded onto Empac, from where it will be used as reference 
for the CBM of the asset over its lifecycle. PRASA’s management of these tasks is 
described in Figure 6 below. 

 

Figure 6: Condition-based maintenance planning, scheduling and execution at 
PRASA 

The maintenance management process depicted in Figure 6 is repeated on a 
weekly basis. It starts with the MPO and the departmental engineering team each 
identifying the maintenance tasks considered most urgent for that week. The MPO 
considers the scheduled condition inspections and corrective work, as reported on 
Empac. The engineering team considers the third-party measurements (discussed 
in Section 3.1.3), and derives the required corrective work, from that data.  

The MPO, departmental engineering team, and technical officer in charge of 
materials management for that department, then gather for a maintenance 
planning meeting during which all these tasks are considered. The maintenance 
planning meetings are purposed to plan and schedule the required maintenance 
tasks while prioritising the tasks with the greatest effect on train operations. The 
technical officer is there to provide insight into the current availability of materials 
for maintenance. 

During these meetings, a schedule for the maintenance tasks is established. These 
tasks are subsequently handed to the relevant maintenance team(s) via paper-
based documents called “job charts”. The number of job charts that need to be 
printed over the course of every month, can easily reach up to more than 1000, 
and the process of printing these job charts can take up to a full week. 
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After receiving their job charts for the week, the maintenance teams are 
responsible to request relevant material and tools from the material and tool 
store, respectively. It is important to note that, even though the materials are 
known at the scheduling meeting, the availability of the tools are not known. It 
can therefore happen that two maintenance teams require the same tools on the 
same day. This complicates matters further since maintenance teams would then 
have to rearrange their schedules themselves in accordance with the availability 
of the tools. The tools store manager keeps track of where the tools are and which 
maintenance team is using it, on a personal MS Excel file. 

Having collected the necessary tools, the maintenance teams go out to execute 
the tasks they were assigned. Maintenance tasks are typically a combination of 
routine inspection tasks and corrective work. Routine inspection tasks include the 
specific inspection routes that daily patrolmen should take, monthly visual safety 
inspections, “trolley inspections” (during which the contact wire measurements 
are made), and an annual complete condition assessment for each asset.  

When, upon inspection, an asset is found to be defective, and maintenance 
personnel have the appropriate equipment on hand, the asset is repaired through 
immediate corrective maintenance work. The work performed should be reported 
as technical details on the job charts. If they are unable to repair the asset, or if 
they can repair the asset superficially, but know that further maintenance would 
be required, it should be reported as such on the job charts.  

It is important to note here, that the contact wire measurements are made while 
performing the scheduled trolley inspections. The electrical maintenance teams 
monitor, record, and respond to these measurements themselves – it is not 
planned, scheduled, or provided to them through the planning office.  

Subsequent to the completion of maintenance tasks, the paper-based job charts 
are brought back to the planning office. The planning office then analyses the 
feedback from the maintenance teams and logs the results to Empac. The MPO 
then uploads the technical details reported, as well as any required corrective 
maintenance tasks on Empac for execution in a following week. Future corrective 
maintenance tasks might require the immediate enforcement of temporary 
interventions, such as to impose speed limits for the trains, until all the defects are 
dealt with. The MPO should therefore report these corrective actions to the 
departmental engineering team, who is responsible for making the decisions on 
these temporary interventions. 

After the planning office’s analysis and upload of the feedback through the job 
charts, the job charts are transferred to the data capture office where all the 
remaining (non-technical, administrative) details of the completed maintenance 
tasks are uploaded to Empac.  
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3.1.4.2 The breakdown maintenance process 

As discussed in Section 3.1.3, the deployed maintenance teams or other external 
sources such as train drivers, safety officers, passengers, pedestrians, etc. report 
faults to Electrical Control and MTS telephonically. These faults are by nature 
unexpected, and dealing with them require unplanned (“non-tactical”) breakdown 
maintenance that is not included in the planned CBM activities. The breakdown 
maintenance process is described in Figure 7 below.  

 

Figure 7: PRASA's breakdown maintenance execution process 

After the reporting call, the receiving entity (either MTS or Electrical Control) is 
responsible to take note of what is reported, for which specific asset, by whom it 
is reported, etc. A maintenance team would then be ordered to conduct an 
immediate investigation to assess the criticality of the fault and, if possible, also 
attend to the issue. Maintenance teams subsequently report their actions and 
findings to MTS or Electrical Control telephonically, who then captures/logs the 
feedback on the MS Excel file discussed in Section 3.1.3. 

Sometimes the investigation team cannot attend to the fault immediately (e.g., 
because it requires specialised tools or, upon closer inspection, they find that the 
initial fault diagnosis was inaccurate). Upon being informed of this, Electrical 
Control or MTS will log the fault on Empac to be scheduled as future corrective 
maintenance tasks. 

Maintenance teams have a dedicated book within which they record their 
feedback on the investigations, supplementary to the telephonic reports. This 
book is delivered to the MPO at the end of each month, to be processed in a similar 
way as the CBM job charts. 

It should be noted that attending these (unscheduled) investigations would often 
delay maintenance teams from completing their scheduled CBM tasks (inspections 
or corrective work) for the day. This creates a backlog of maintenance tasks. 
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3.1.4.3 Summary and observed challenges 

The overwhelming number of breakdown maintenance tasks currently 
encountered, presents a serious concern. The risk is that infrastructure that is 
critical to train operations may possibly not receive the required attention, i.e. that 
breakdown maintenance tasks will continually postpone the required CBM tasks. 
This will lead to degrading infrastructure that in turn leads to more failures and 
more breakdown maintenance. This unfortunately produces a misalignment 
between the net maintenance output and the spent resources (financial, human, 
time, etc.).  

Effective management and prioritisation of maintenance tasks would require each 
respective infrastructural maintenance department to have a holistic view of their 
infrastructural domain, with insight into all the relevant data sources’ data. The 
weekly maintenance planning meetings provide a platform where this can be 
achieved through verbal discussion, but the amount of data sources that need to 
be consolidated in these meetings present a significant challenge. 

In identifying and compiling the required corrective maintenance tasks for the 
week, the respective departments’ engineering teams should consider data from 
2 sources for perway, 4 sources for electrical, 2 sources for signalling, and 2 
sources for telecommunications infrastructure. During the maintenance planning 
meetings, the scheduled inspections and corrective work that is already loaded on 
Empac should also be considered. Added to this is the availability of materials and 
tools for these maintenance tasks that must be taken into account. From all of 
these separate sources, the different maintenance tasks required should then be 
prioritised.  

Another point to note about the current use of the infrastructural data, is that all 
of the data sources exist in silos and are used as such – with data only being 
integrated in discussion between different parties during the weekly maintenance 
planning meetings. This affects breakdown maintenance especially. For example, 
if a fibre-optic cable is cut, it will lead to faults in the signalling, 
telecommunications, as well as electrical infrastructure departments. All three 
departments will therefore respond, when the only response required was the 
telecommunications team. Table 3 summarises the use of infrastructural data for 
maintenance management. 
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Table 3: Data sources' current use(s) in maintenance management 

Data source Use in maintenance 
management 

Relevant infrastructural 
domain(s) 

Empac • Scheduled condition 

inspections and corrective 

work 

• Contains remarks on asset-

condition as reported by 

maintenance teams 

All 

MTS report(s) Instructing breakdown and 
corrective maintenance tasks 

Perway, signalling, 
telecommunications 

TGIV Corrective maintenance tasks for 
the +/-100 largest proportional 
exceedances  

Perway 

Contact wire 
measurements 

Corrective maintenance tasks for 
where critical thicknesses are 
reached 

Electrical 

Fault path indicators Currently not used Electrical 

Substation energy 
meters 

Currently not used Electrical 

Electrical control 
report(s) 

Instructing breakdown and 
corrective maintenance tasks 

Electrical 

Proprietary signalling 
(software) system 

Instructing breakdown and 
corrective work tasks 

Signalling and 
telecommunications 

Daily signalling fault 
logs 

Instructing breakdown and 
corrective work tasks 

Signalling 

The current maintenance management system, therefore, requires extensive 
effort to obtain a holistic view of the current condition of the infrastructure. This 
is even more so if a knowledge of the current condition of a specific asset is desired 
- all the different data sources would have to be considered. After finding the 
relevant data in each, these different data sources’ data would then have to be 
manually consolidated. This is even more challenging for historic data, where 
measurement dates, will also need to be determined and consolidated across the 
different data sources. 

Therefore, the determination of long-term degradation trends will require 
immense effort, and this is before the analysis thereof can be done. This presents 
a barrier to validation and re-evaluation of the current maintenance management 
practices. 

Finally, the whole maintenance management process involves hundreds of pages 
of job charts, which need to be manually searched through and sorted to distribute 
to the relevant maintenance teams. This is a tedious and time-consuming process 

Stellenbosch University https://scholar.sun.ac.za



 

34 

that keeps management staff occupied, reducing their effectiveness in the roles 
that they are supposed to fulfil. 

3.2 Stakeholder requirements 

Given the context described in Section  3.1, this section describes the 
stakeholders’ expressed and implied infrastructural maintenance management 
requirements (in Sections 3.2.1 and 3.2.2 respectively). These requirements 
describe the stakeholders’ expectation for a DT (or similar software) system.  

3.2.1 Stakeholder requirements for maintenance management 

In light of the context as described in the preceding sections, the following 
stakeholder requirements ensue. Table 4 summarises the requirements expressed 
by persons in PRASA’s executive and maintenance management positions. 

Table 4: Expressed stakeholder requirements 

ID Need 

SR1 Insight into which maintenance tasks are most critical for the restoration 

and maintenance of passenger-ready railway infrastructure 

SR2 A means for maintenance planners to view the available materials and 

tools at the time of maintenance task scheduling 

SR3 A central database that stores (to prevent the loss of data), and provides 

remote access to, railway infrastructure data 

SR4 More value to be extracted from the data available on the condition of the 

railway infrastructure through data analytics and/or other software 

services 

SR5 Digitised reporting systems (less manual/paper work) in the areas of, for 

example, job chart management and data capturing 

 

The issue of numerous data sources having to be considered when maintenance 
planning is done, can be reformulated as a need for a single source of information 
that integrates all the data sources on the condition of the different infrastructural 
domains, for the engineering team and maintenance planners. This addresses SR1, 
SR2, and SR3.  

The issue of asset-specific information being difficult to obtain, and historic 
information on assets' condition even more so, can be reformulated as a need for 
asset-specific information (both current and past) that can easily be obtained to 
be used in analysis. This addresses with SR1, SR3, as well as SR4. 

The ineffective maintenance output as a result of the continual, immediate 
responses in the form of breakdown maintenance, without prioritisation of when 
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and where these tasks are performed, highlight the need for a perspective of the 
condition of all the network infrastructure domains’ assets. This broadens the 
scope of integration mentioned in the first derived need (addressing SR1, SR2, and 
SR3). 

The difficulty in effectively managing breakdown maintenance, because of a lack 
of perspective on the other infrastructural domains’ condition in the area of the 
reported fault(s), highlights the need for a holistic view of the condition of the 
infrastructure across the network, to be able to gain insight into which 
maintenance tasks are operationally-critical. This also addresses SR1, SR2, and 
SR3. 

Finally, the digitisation of the current inefficient paper-based process encountered 
at PRASA, is addressed through an expressed stakeholder requirement in SR5. 

3.2.2 Implicit stakeholder requirements for a software system 

Some stakeholder needs were not explicitly mentioned but given the context, 
these requirements are implied to address the inherent risks of creating a software 
system that will integrate data for PRASA. Table 5 lists these implicit stakeholder 
requirements. 

Table 5: Implicit stakeholder requirements 

ID Need 

SR6 System availability should be ensured 

SR7 Data should be secure 

SR8 Integrating data from different data silos 

SR9 Compatible with computational resources available at PRASA 

SR10 Adhere to PRASA organisational data-handling policies 

SR11 Compatible with PRASA’s network constraints 

3.3 Digital twin system design requirements 

In this section, design requirements for a DT system are provided. For future 
development and extension of the DT technology demonstrator, the requirements 
are stated broadly and are not limited to the given context. The requirements are 
divided into functional requirements (FRs), non-functional requirements (NFRs), 
and design constraints (DCs). These are listed in Table 6, , and Table 8, respectively. 
For traceability, Table 9 shows a mapping of the stakeholder requirements to the 
design requirements and constraints. 

Some requirements are considered to involve more than the functional scope 
specified for this study (as described in Section 1.2) and are therefore excluded for 
the rest of the design process. These (marked with “**” in the tables below) 
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would, therefore, require specific further research.  Due to time constraints, some 
other requirements (marked with “*”) were also not implemented. However, 
these requirements should be straight-forward to adopt, given the experience 
with the case study implementation (discussed in Chapter 5).   

However, the requirements that are included are considered sufficient to address 
the stakeholder requirements, and are also those that are typically used for DTs in 
the contexts of railway infrastructure (Vieira et al., 2022) and data silos (Malakuti, 
Juhlin, et al., 2021). The excluded requirements would therefore not inhibit the 
objective of the study as outlined in Section 1.2. 

Table 6: Digital twin functional requirements 

ID Description 

FR1 Present user-selected information to the user 

a. …in the form of dashboards 
 

b. …in the form of digital documents * 

FR2 Affect the physical infrastructural elements 
a.  ...though human decisions that inform manual operations 
b. ...though human decisions that inform automated operations ** 
c. ...though automated decisions that inform automated operations ** 

FR3 Autonomously acquire data 

 a. …from data repositories 

 b. …from sensors * 

 c. …from humans ** 

 d. …from paper-based sources * 

FR4 Autonomously convert data to information 

 a. …using domain-knowledge to enhance value of information provided to the 
user 

 b. …using domain-knowledge to homogenise acquired data from disparate 
sources (e.g., convert to SI units, and relate location designations to latitude 
and longitude coordinates) 

 c. …using domain-knowledge to aggregate acquired data 

 d. …by hosting machine-learning (ML) ** 

 e. …using domain-knowledge to “clean” acquired data * 

 f. …using domain-knowledge to verify and validate acquired data * 

 g. …using domain-knowledge to fuse acquired data * 

FR5 Store data autonomously 

FR6 Adapt DT system to changing context 

 a. …[to changing] physical infrastructure configuration 

 b. …[to changing] user information needs 

 c. …[to changing] data repositories (changing data acquisition requirements) 
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Table 7: Digital twin non-functional requirements 

ID Description 

NFR1 Reliability** 

NFR2 Maintainability** 

NFR3 Secure data storage, transfer, and access** 

NFR4 Acquire data from data silos without compromising the performance of 
existing applications that are associated with that data silo 

NFR5 Create and maintain the relationship(s) between data records found in 
different data sources (silos) 

NFR6 Integrate data from different data sources with inconsistent data types 

NFR7 Integrate data from different data sources with inconsistent fieldnames for 
the same parameter (e.g. “Track Gauge” and “TRACK_G” – referring to the 
same parameter, but with different labels). 

NFR8 Obtain data from different data sources through various interfaces (e.g., REST 
API, versus SQL) 

NFR9 Adapt to unpredictable changes to the data source(s), e.g., the proprietary 
interface changes, or the internal structure/field names changes, etc 

Table 8: Digital twin design constraints 

ID Description 

DC1 Computational resources available for DT system to use* 

DC2 PRASA organisational data-handling policies* 

DC3 Compatibility with PRASA’s network constraints* 

Table 9: Stakeholder requirement mapping 

Stakeholder requirement Relevant design requirement(s) 

SR1 FR1.a, FR3, FR4, FR6 

SR2 FR1.a, FR3, FR4, FR6 

SR3 FR3, FR5, FR6 

SR4 FR1.a, FR4 

SR5 FR1.b, FR3 

SR6 NFR1, NFR2 

SR7 NFR3 

SR8 FR3, FR4, NFR5, NFR6, NFR7, NFR8, NFR9 

SR9 DC1 

SR10 DC2 

SR11 DC3 
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4 Digital twin system architecture and 
operation 

This chapter discusses the developed of a DT system architecture that addresses 
the functional requirements listed in Table 6 (noting that, as indicated there, 
certain functions will not be addressed in this study). The architecture presented 
in here can be used for the development of a DT system for the integration of 
railway infrastructure data. The technology demonstrator developed in the case 
study in Chapter 5, will therefore utilise this architecture. It should be noted that, 
even though not all the FRs listed in Table 6  are considered in the design of the 
architecture, it is expected that the DT system should still be suitable to meet most 
of these (excluded) requirements, but that will have to be evaluated in future 
work.  

The chapter starts with an overview of the DT system architecture in Section 4.1, 
followed by the mapping of the functional requirements to the areas of 
significance within the DT system architecture (Section 4.2). Thereafter, the main 
elements of the architecture are described in greater detail in Section 4.3. The 
chapter then concludes in Section 4.4 with a description of system operation. 

This chapter elaborates on the work of Doubell et al. (2022). 

4.1 Architecture overview 

The proposed DT system architecture for railway infrastructure is illustrated in 
Figure 8. The architecture is an adaptation of the reference architecture by Human 
(2022) (discussed in Section 2.5), and the main differences are the addition of the 
wrapper layer, the omission of the distinction between DTIs and DTAs, and the 
omission of some management services. Otherwise, the roles, characteristics, and 
functionality of components remain the same as discussed for the reference 
architecture (in Section 2.5). The vendor-neutral nature of this architecture 
ensures that it can be used in a wide range of contexts, and prevents it from being 
excluded from consideration by organisations who already implement a certain 
software, e.g. Navisworks or Bentley BIM software. 
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Figure 8: General digital system architecture for integrating railway 
infrastructure data 

4.2 Functional mapping 

As with the reference architecture, the architecture in Figure 8 has three major 
groupings – the SN, the aggregation hierarchy, and the management services. 
Other major supporting components are the services gateway (SG), and the UI.  

The discussions below map each of the functional requirements considered in this 
study to a grouping or key component of the reference architecture. The layer in 
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SLADT is also specified for cases where the function needs to be performed by a 
DT. 

Presenting user-selected data to the user (FR1.a) 

The role of data presentation can be fulfilled by the user interface.  

Autonomously acquire data from data repositories (FR3.a) 

Data acquisition from data repositories is allocated to the DT aggregation 
hierarchy. However, the data sources encountered in this context typically 
encapsulate the functions of the first few layers of SLADT already. Therefore, a DT 
system must obtain data, not from the sensors in Layer 1, but rather from sources 
that have already stored and/or aggregated that data (representing Layer 3 or 
Layer 5). The resulting variations of SLADT, to be used as internal architectures for 
the DTs in this study, are discussed in Section 4.3.3.  

The interfacing requirements for the data sources also differ greatly - many do not 
even have the capability to transmit their data over the internet (such as a MS 
Excel file).  Human’s reference architecture (2022) is therefore modified by adding 
a “Wrapper Layer” (WL) (elaborated upon in Section 4.3.2). The WL provides an 
interface to the data sources through various “wrapper” components, making the 
information from the data sources available to the rest of the system. 

Autonomously convert data to information, using domain-knowledge to enhance 
the value of information provided to the user (FR4.a) 

Conversion from data to information is performed through software services that 
are performed either by DTs (in the DT aggregation hierarchy) or by SN services. 
FR4.a would therefore be performed by either or both the DT aggregation 
hierarchy and the SN. DTs provide services through DT services, located in Layer 6 
of SLADT. 

Autonomously convert data to information, using domain-knowledge to 
homogenise acquired data from disparate sources (FR4.b) 

The relevant sources can either relate to the infrastructural data repositories 
described in Chapter 3, or it can refer to the DTs, providing information to other 
DTs or SN services. The data to information conversion can therefore be done by 
the DT, in the aggregation hierarchy, through the IoT gateway (SLADTA Layer 4) 
with the possible assistance of the WL, or by a SN service in the SN. 
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Autonomously convert data to information, using domain-knowledge to aggregate 
acquired data (FR4.c) 

This functional requirement also relates to the handling of data upon acquisition 
from an unspecified source (which can either be a data repository, or a DT). It can 
therefore be addressed either through the DT aggregation hierarchy, or the 
Service Network. DTs will perform the function as part of the IoT gateway 
functionality (SLADT Layer 4) with the possible assistance of the WL.  

Store data autonomously (FR5) 

SLADT prescribes two layers for data storage (Layer 3 and 5). However, the storage 
prescribed here is long-term and will therefore be stored in Layer 5 of the DTs in 
the DT aggregation hierarchy.  

Adapt DT system to changing physical infrastructure configuration (FR6.a) 

The physical infrastructure configuration is represented by a hierarchy of, and 
interconnection between, DTs in the aggregation hierarchy. Therefore, changing 
infrastructure (such as new assets, stolen or vandalised assets, etc.) would need 
to be reflected in the relation between the different DTs that comprise the 
aggregation hierarchy. This means that new DTs must be able to be added to the 
system, existing DTs must be removable, and their relation to other DTs within the 
aggregation hierarchy must be reconfigurable.  

Since the requirement is not something that is inherent to the infrastructural 
elements, but rather corresponds to the relation between different infrastructural 
elements (or DTs), this requirement is not met through a specific part of either of 
the two reference architectures. Rather, it highlights the need for a person (or 
additional program) that can fulfil a “system configurator” role, which would have 
the responsibility of performing this function. The aggregation hierarchy, 
however, significantly simplifies the work of such a system configurator. 

Adapt DT system to changing user information needs (FR6.b) 

User information needs are met through the software services, that (as has 
already been discussed) are performed through the DTs in the aggregation 
hierarchy and the SN services in the SN.  

However, this requirement also highlights the need for the DT system operation 
to be independent of the software services provided or, in other words, it should 
be possible to add new services or adapt old ones without affecting the rest of the 
system.  
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Adapt DT system to changing data repositories (changing data acquisition 
requirements) (FR6.c) 

Data acquisition from data repositories is facilitated through the IoT gateway 
(Layer 4) of the DTs in the aggregation hierarchy, in combination with the WL. 
However, adaptation to changing data repositories will be facilitated by the 
wrappers in the WL, described in Section 4.3.2. 

4.3 Architecture components 

This section discusses the significant components of the DT system architecture 
presented in Section 4.1. Since many of the components fulfil the same function 
as the original reference architecture, reference should be made to Section 2.5, 
for the components that are not discussed here.  

4.3.1 Data sources 

The data sources exist outside the scope of the system to be implemented. This is 
because these data sources already exist in the form of either proprietary systems 
or established organisational systems, which are managed and maintained for the 
purpose they were created for. It is often impossible or undesirable to alter these 
data sources. The architecture does not require any modifications to these data 
sources, but only a known interface to them. If, for example, a data source 
provides data through a web API, the IP address, authentication information and 
the message ontology for that web API would be required. 

Examples of data sources can be seen in Section 3.1.3 and include the MS Excel 
files generated by the TGIV measurements, contact wire measurement records, 
the substation energy meters, and the signalling system’s proprietary software 
system. 

4.3.2 Wrappers 

The WL is the main enabler for the interfacing with data repositories. The WL 
contains wrapper components that provide a consistent interface between the DT 
system and the data repositories. Each wrapper has a designated data source, for 
which it translates the unique API (or interface) of that data source, to a common, 
stable API for the DT system (similar to the idea of “harmonized APIs” as 
implemented by Malakuti, Juhlin, et al. (2021)). The wrapper is custom developed 
for its designated data source. This enables SN services and DTs to make 
standardised data requests to any data repository (regardless of interface 
specifications), as long as there is a wrapper that provides that interface. The 
wrappers' internal architecture is illustrated in Figure 9.  
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Figure 9: Internal architecture of the wrapper component 

The wrappers play a key role in addressing the integration challenges (NFR4, NFR7, 
NFR8, and NFR9) because they are the only parts of the architecture that interface 
directly with the data sources. The sources can differ substantially and, therefore, 
each data source's wrapper is likely to require custom software development. To 
limit the custom development, the wrappers are kept simple: with functionality 
limited to monitoring its data source for new data, broadcasting a notification of 
new data to all listening components when the data source, and responding to 
data requests from other components. Changes in a specific data source, would 
therefore only require changes to that data source’s wrapper component, instead 
of having to change the entire DT system, or all the DTs that require data from that 
data source. 

Data integration is performed through the co-operation between the wrapper and 
the DT components (addressing the integration challenges, NFR4 – NFR9, 
together). The way in which this integration is performed, can be seen in Section 
4.4.2.  

Queries to the data source often involve large data transfers, incurring significant 
latencies. The wrapper therefore contains a temporary, local storage component 
to store a mirror of the data source every time it is checked for new data. This 
reduces the number of repeated queries that need to be made to the data source, 
thereby reducing the overall latency of data acquisition.  

Wrappers also present a means through which to interface with external sources 
or services that do not necessarily provide data purely for the purpose of the DT 
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aggregation hierarchy. Examples are weather services or financial data (typically 
connected with directly from the SN). In a case where multiple services in the SN 
would therefore require data or services from external providers, they can all just 
query the wrapper, instead of each making the connection to the external service 
or data provider.  

4.3.3 Digital twin internal architecture 

The DT components in this architecture are responsible for providing the digital 
representation of the physical entities. A DT should maintain knowledge of its own 
scope of reality and the relevant domain-knowledge associated with its physical 
counterpart. The DT representation in Figure 8 illustrate two high-level 
components - data and services. The DT contains the data of its physical 
counterpart in Layers 3 and/or 5 of SLADT (depending on the internal DT 
configuration used, discussed hereafter), while the services are provided by Layer 
6. 

SLADT (Redelinghuys, Basson and Kruger, 2018), described in Section 2.4, is used 
as internal architecture for the DTs. However, the data sources to the DT system 
in this context already perform the functionality of Layers 1 and 2 of SLADT. 
Therefore, these two layers are not required for the DTs in this architecture. For 
the remaining layers of SLADT, the three configurations shown in Figure 10 are 
used.  

 

Figure 10: Possible SLADT configurations for digital twins 

The configurations are adapted to the purpose and context within which they are 
used. Two general approaches to gathering data are data warehousing and data 
federation (Pathak et al., 2006). The former refers to when the relevant data is 
collected, transformed, and stored in a common format that can subsequently be 
queried. The latter refers to where the data is not stored, but rather collected and 
transformed upon request. These two methods of data acquisition are the 
distinguishing factors between the three variations. 

A DT without Layer 5 is best suited for data federation – obtaining data through 
Layer 4, where it is transformed and then temporarily stored using Layer 3, from 
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where it is provided to the requesting entity through Layer 6. This configuration of 
the different layers of SLADT, is therefore termed the “Federating DT” (F-DT).  

Sometimes the long-term availability of the external data is not certain. An 
example of this is where data is provided as a service and access to data is 
terminated once the payment for such access ceases. In such a scenario, the 
organisation would want to duplicate the data on its own hardware to ensure the 
long-term availability thereof. SLADT’s Layer 5 would then have to be 
implemented. In this scenario, low-latency (near real-time) data access might not 
be a priority (as is the case with PRASA’s railway infrastructure – highlighted by 
the need for only Layers 4, 5 and 6). In this case it would be sensible to opt for a 
data warehousing approach. The “Warehousing DT” (W-DT) is a suitable 
configuration here, completely omitting Layer 3. 

If instead, low-latency (near real-time) data access is indeed a priority, another 
variation termed the “Federating, cloud-based DT” (FCB-DT) would be 
appropriate. This DT has all the components of a typical SLADT implementation, 
except for Layers 1 and 2. The FCB-DT enables both data federation and data 
warehousing, but at greater computational and storage resource expenses. 

Any combination of these three configurations can be used in the implementation 
of DTs for the DT system architecture. The selection is subject to stakeholder data 
requirements, computational and storage resource capacity, and the purpose (use 
cases) of the DTs for the organisation. Selection can be guided by design patterns, 
such as that presented by Human (2022), that translate these priorities into 
architectural design choices. 

4.3.4 Digital twin aggregation hierarchy 

SLADTA makes a distinction between DTIs and DTAs - considering DTIs as DTs that 
obtain data from Layers 1 and 2, and are therefore found at the lowest level in the 
aggregation hierarchy. DTAs are considered “higher” in the aggregation hierarchy 
and draw data from DTIs or other DTAs. This distinction assumes that DTAs would 
not also obtain data from data sources or repositories. This constrains the design 
of the system by forcing all DTs to obtain data from either a data source (as a DTI), 
or from other DTs (as a DTA), but not both. In the case where a specific data source 
is of interest in the representation of a DTA, a DTI would have to be developed 
that is not of direct interest to the stakeholders.  

An example is the railway track – a combination of two parallel rails, kept in place 
by (typically) concrete or wooden sleepers, upon which the train travels. The 
individual rails are highly likely to possess different properties at a given point in 
time. The stakeholder might require a digital representation (DT) for the individual 
rails, as well as a distinct DT for the track. The track possesses additional 
characteristics such as slope, track gauge, etc. Now these parameters mentioned 
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for the track can be argued to belong to the sleepers, but since DTs for the sleepers 
are not required, the data repositories that contain this information, can provide 
it directly (through a wrapper) to the DT of the track.  

Strictly adhering to SLADTA would require an additional DTI to be developed for 
the sleepers, which can then provide this data to the DTA of the track. However, 
if this restriction is removed, the data can be provided to the track DT directly, 
thereby reducing the need for (time-consuming) DT development for the sole 
purpose of providing data to another DT. Therefore, this restriction is removed in 
the proposed system architecture – DTs can obtain data from any combination of 
data repositories and DTs, regardless of their position in the aggregation 
hierarchy.  

DTs in the given DT system architecture are configured to obtain data from specific 
wrapper(s). These wrappers also notify the DT when new data is received. Because 
of the diversity expected in the data sources providing data to the DT (possibly 
varying greatly in update frequencies) the role of checking for new data is not 
performed by the DTs.  

As in the original design of SLADT, data from the data sources is gathered into the 
DT through the IoT Gateway (Layer 4 in SLADT). In contrast to the original SLADT, 
the rest of the DT system can only gain the information from a DT through its 
services on Layer 6 and no provision is made in this architecture for aggregation 
data flows through Layer 3 or 4. Both Layers 4 and 6 would most probably 
manipulate data – Layer 4 for calculating new parameters to store, performing 
data cleaning operations, etc. before storage; Layer 6 to perform the services 
requested.  

DTs provide their information to requesting entities through services performed 
in Layer 6 (subsequently referred to as DT services). This information can also 
include static data, such as its attributes (e.g., the date of entity installation, the 
entity’s OEM, etc.). The static information is allocated to the DT upon start-up from 
a configuration file. DT services (as opposed to SN services) transform the data 
stored in, or acquired by the DT, to information (e.g., by adding context) and 
provide a means through which this information can be retrieved.  

DTs can be removed from the DT system (“deleted”) by removing their details 
from the configuration file – thereby terminating access to the DT and its 
representation of the physical infrastructure element. However, this would rarely 
occur., since it is preferrable to maintain the DTs within from the system, so as to 
maintain the long-term availability of the data and configuration of data sources 
relevant to this DT, for future services. For example, if a physical entity is removed 
from the actual system (because of e.g., theft or routine replacement), that DT 
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component should still be available to provide insight into the historic data of the 
physical asset, even though the latter is not there anymore.  

Instead of completely removing the DT from the system, it is therefore 
recommended to rather just reconfigure it so that the DT does not receive new 
data. This way it will still be available to provide services related to the data it 
obtained during its lifetime. If so desired, the architecture allows for these “old” 
DTs to be run on a separate server and indicated to the user in a different manner 
(though an additional service on the UI). 

4.3.5 Management services 

The role of the management services in the general architecture (Figure 8) is to 
manage the interactions between components in the DT system. This architecture 
employs distinct “directory services” for the DTs, wrappers (data sources) and SN 
services in the DT system, through the DT Directory (DTD), Data Source Directory 
(DSD), and SD (Services Directory) services respectively. These directory services 
keep track of the components that are present in the system.  

4.3.6 Configuration file and entry-point program 

The components seen in Figure 8, are launched with an entry-point program in 
accordance with specifications given in the system configuration file. These two 
form a similar idea to that of the configuration server component, presented by 
Human (2022) and briefly described in Section 2.5. 

The entry-point program is used to run the entire system, in other words the .exe 
that will start all the components (as described in Section 4.4.1) and execute 
(“run”) the DT system on the operating hardware. The entry-point program 
“builds” the DT system based on the configuration file. The main purpose of the 
use of a configuration file is to maximise the reconfigurability of the system, 
without having to change any source code. The configuration file therefore 
specifies the component-specific properties such as the wrappers from whom the 
DT needs to obtain its data, the socket addresses where the different components 
will be hosted (in the case where TCP/IP communication is used), the filtration 
parameters that the DTs need to communicate to the wrappers, etc.  The 
configuration file also specifies the SN and DT service scripts to be used in the 
system.  

4.4 System operation 

This section describes the system operation through which the system 
architecture satisfies the functional requirements stipulated in Table 6. Three 
typical scenarios encountered in the use of such a system are discussed: system 
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start-up, new data being logged in the data repositories, and data requests by the 
user.  

Before discussing the different scenarios, a general note on component 
interactions. User information requests, together with data transmissions, are the 
most prevalent communications/interactions that need to be facilitated by the 
system. The different components in the system should have the ability to interact 
with other components, both as senders/initiators/requestors, and as 
receivers/responders/requestees.  

All interactions are based on the initiator’s knowledge of where and how to 
contact the responder. Registration of each of the SN, WL, and DT hierarchy 
components at their respective directory services is, therefore, the backbone of 
any interaction and is described as part of the “system start-up” scenario in 
Section 4.4.1.  

4.4.1 System start-up 

System start-up is directed by a configuration file that is set up by the system 
configurator. The configuration file ensures, firstly, that the correct data 
repositories (sources) are utilised and mapped to the relevant assets (or asset 
groups, also subsequently referred to as infrastructural elements) and, secondly, 
that the physical infrastructure configuration is represented accurately by the DT 
hierarchy. Finally, the SN and DT services to be activated within the system must 
also specified by the configurator. 

This approach provides the system configurator with control over the 
configuration of the DT aggregation hierarchy (FR6.a), the use cases (services 
offered) (FR6.b), and the data sources available to the system (FR6.c).  

When the entry-point program is run, all the components start up individually and 
independently of one another. The first step of any non-management service 
component (after it has been initialised to a satisfactory degree) is to register itself 
with the relevant directory service.  

Component registration ensures that the relevant directory services are aware of 
the Interaction Information Set (IIS) of the components in the system. The IIS 
contains the information required for interaction with the component in question 
(such as socket address and authentication information). The information in the 
IIS would thus be highly correlated to the choice of messaging mechanism 
implemented for the system (e.g., with TCP/IP, not considering security and 
authentication, the IIS would contain the IP address and port number).  

Registration involves a fairly simple interaction, illustrated in the sequence 
diagram illustrated in Figure 11 (next page). During registration, the registering 
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component sends a message to the SG, with the instruction to register itself. This 
message is accompanied by its own IIS. Based on the type of component (DT, SN 
service, or wrapper) the SG will route this registration request to the appropriate 
directory service, where the IIS, with the component name, is stored. Other 
components can now request the relevant directory service (through the SG) for 
the IIS of a component (explained in Section 4.4.3). 

 

Figure 11: Sequence diagram for component registration  

4.4.2 Update data repositories 

This section considers the operational sequence when new data has been logged 
in the data repositories. This sequence provides insight into how the presented DT 
system achieves NFR4 to NFR9. 

When new data is logged to a data repository, that data repository’s wrapper will 
broadcast a message to all listening DTs (that rely on this wrapper for their data), 
that it has new data to share. The DTs will subsequently request the wrapper for 
a specific parameter for a specific time range. The wrapper will then withdraw or 
filter the requested data from its source, homogenize the data to the format 
expected by the DT, and pass the data to the DT.  

The DT receives the data and integrates it (provides semantic links between data 
records) using the domain knowledge of how the parameters that is encapsulated 
within itself, relate to one another. The information is then subsequently stored 
in DTs’ long-term repository. DTs do not have to handle inconsistent features and 
data types, since the wrappers homogenised the data.  
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In the sequence described above, the wrappers are responsible for filtering the 
requested data from the source, but not for integrating different parameters. The 
wrappers, therefore, address NFR4, NFR7, NFR8, and NFR9, while DTs address 
NFR5 and NFR6. 

This process serves the purpose of autonomously acquiring data from data 
repositories (FR3.a) and converting data to information, to homogenise and 
aggregate the data using domain-knowledge (FR4.b and FR4.c respectively). This 
data is then stored in the DTs’ long-term storage (FR5).  

4.4.3 Information requests 

The information exchange that does not interact with wrapper components, will 
here be referred to as the “information exchange mechanism”. This mechanism 
enables the functionality of presenting information to the user on the UI (FR1.a).  

The service requested from the UI will determine the information presented. 
Therefore, development of the DT and SN services, and the UI displays required 
by them, should occur concurrently. This enables the integration of domain-
knowledge with the presentation of information to the user (FR4.a), thereby 
ensuring sensible display of the information (also meeting FR1.a). 

The information exchange mechanism utilises a basic interaction sequence as a 
building block for interactions between a component requesting information (the 
requestor) and the component responding to that request (the respondent). The 
interactions that form the basic interaction sequence are illustrated in Figure 12. 

 

Figure 12: The basic interaction sequence for information exchange 
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Every component (other than the SG itself) will, upon start-up, be provided with 
both its own IIS and the IIS of the SG by the configuration file. The SG is initiated 
with the IIS of the management services.  

For a requestor to obtain information from a respondent, a message must be sent 
to the SG that specifies the identity of the requestee (i.e. the name/id of the SN 
service or DT), the management service where the IIS for this component can be 
found, and the service requested from it.  

The SG then obtains the IIS for this component from the management service 
specified, at which point it (the SG) requests the respondent to provide 
information through the specified service. Respondents cannot always provide all 
the information to the requestor directly upon request – it may be necessary to 
first obtain data from other components in the DT system before it can perform 
its own service. In that case there are two types of interactions between non-
wrapper components: inter- and intragroup interactions. 

With intergroup interactions, the interaction(s) occur between components in 
different areas of the system, such as between the DT hierarchy and management 
services. Intragroup interactions occur when the interaction is between 
components within the same group, such as between components in the SN, or 
between components in the DT hierarchy.  

Both types of interactions are initiated by the requestor, with a request for the IIS 
of the responding component. Intragroup communications would only need to do 
this once, after which they can store the IIS of that component, whereas 
intergroup interactions will have to perform this step repeatedly for each 
interaction. 

The two types of interactions are differentiated based on the intensity of 
interactions. Intragroup interactions generally occur much more frequently and 
are more predictable (the same components interacting with one another 
repeatedly), than intergroup interactions. This distinction reduces the total 
latency of the system, as storing the corresponding component’s IIS, removes the 
need to request it from the directory service again. This reduces the latency for a 
single instance of such an interaction. If frequently used, this accumulates to a 
significant decrease in latency for the entire system.  

An example of intragroup interactions is where a given SN service requests 
information from the same SN services every time. This is opposed to the 
intergroup interactions required when “SN service A” requests data from “DT A” 
for one query, but for another query requires data from “DT B” instead.  
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5 Case study – a digital twin technology 
demonstrator  

This chapter discusses the case study – applying the DT system architecture 
described in Chapter 4, to a section of PRASA railway infrastructure as a DT system 
technology demonstrator, i.e. demonstrating the proposed DT system’s ability to 
meet the FRs discussed in Section 3.3. The case study first discusses the scope 
delineation in Section 5.1, after which the implementation details of the reference 
architecture is discussed in Section 5.2. This case study will serve as basis for the 
evaluation presented in Chapter 6. 

5.1 Scope delineation 

This section discusses the selected scope for the case study in terms of the physical 
scope (referring to the infrastructural elements and their data sources), as well as 
the services required to meet the stakeholder requirements discussed in Section 
3.2. 

5.1.1 Physical scope  

The physical scope of the case study is considered to comprise of two aspects: the 
infrastructural elements that should be represented by the DT system, and the 
data sources from where these DTs obtain their data. 

The DT system technology demonstrator is developed for a subgroup of railway 
infrastructure between the Cape Town and Claremont train stations (a 10.16 km 
stretch of infrastructure).  This subgroup will comprise of the perway (track and 
ballast), as well as the OHTE (electrical) infrastructure for this section.  

Unfortunately, most of the data sources described in Section 3.1.3, could not be 
used in the case study due to issues regarding accessibility, authorisation, and a 
lack of domain-knowledge to interpret the data at the time of the contextual 
analysis done in Chapter 3. This rendered only the TGIV data, the MTS monthly 
reports, the daily reports from Electrical Control and the Signalling fault logs, 
available for use. 

The TGIV datasets (MS Excel files) that describe parameters related to the 
geometry of the track, the layout (coordinates) of the track, the wear on the rails, 
the condition of the ballast, and the threshold exceedances measured on the 
catenary wires, were used for the case study.  

Though it is generated from a single origin, the data found in the different files of 
the TGIV, differ in terms of data structure, and data types encapsulated. Some 
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store strings, others store integers, and still others store floats. The unavailable 
data sources’ interfaces will be simulated, since the TGIV presents only one 
interface (accessing data from a local data repository, such as a MS Excel file). The 
simulated interfaces are between the DT system and a web server (through a web-
API, such as the proprietary systems’ interfaces), and between the DT system and 
an SQL database (such as Empac). Future work could explore the use of more and 
other data sources for the DT system. 

The dataset on the layout of the track is simulated as data that is hosted on a web 
server, obtained using a web-API. This is done by creating a python Flask web app 
that, upon a REST-API, GET request, responds by loading the file from local storage 
and sending it as a JSON string.  

The rest of the datasets are all hosted as separate data tables within a PostgreSQL 
database. This simulates the data acquisition through SQL queries with 
authentication. The ability of the system to use data from local data repositories, 
is illustrated through the third DT system test, described in Section 6.1.3. 

Data collected during the measurement run of 6 March 2021 was used across all 
the data sources. However, for the Electrical infrastructure, this was elaborated 
upon with data from 3 July 2019, and 30 January 2020. Test 1 (described in Section 
6.1.1) uses the data from 20 August 2021 to illustrate the automatic update 
functionality enabled by the DT system (which is explained in Section 4.4.2). 

5.1.2 Service scope 

As described in Chapter 4, information is presented to the user through the 
combination of the DT and SN services of the DT system. These services are 
dictated by the user needs. The stakeholder requirements, listed in Section 3.2, 
provide a good indication as to what these services should be, in order to provide 
value to the stakeholders.  

The services that are implemented for the technology demonstrator developed in 
this study, as derived from the expressed stakeholder requirements presented in 
Table 4, are therefore the following: 

S1. Viewing the operational state of an asset 

S2. Viewing the usability of an asset(-group) for train operations, subsequently 
only referred to as usability (so that assets that impede the usability of 
otherwise operational assets, can be prioritised in maintenance)  

S3. A map of the locations where measured (condition) parameters exceed 
their thresholds by a user-defined margin (so that, for the user-selected 
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asset(-group), the largest exceedances, or localised exceedances that 
correspond to other tasks, can be prioritised in maintenance operations) 

S4. A chart of the number of measured (condition) parameters that exceed 
their thresholds by a user-defined margin, over a user-defined span of time 
(for analysis of asset degradation trends) 

S5. A comparison between the number of threshold exceedances of different 
assets (so that maintenance managers can have an accurate comparison 
of the work required on different asset(-groups)) 

5.2 Implementation 

The case study implemented the DT system architecture, presented in Chapter 4, 
to the scope outlined in Section 5.1. This yielded a technology demonstrator that 
could then subsequently be evaluated in Chapter 6.  

5.2.1 Case study software architecture 

Figure 13, illustrates the result of applying the general DT system architecture of 
the technology demonstrator (described in Chapter 4) to the case study. The DT 
system components are implemented on two computers for the case study. This 
illustrates the ability of the architecture to run as a distributed system. The 
distribution of components between the two computers is shown in Figure 14.  

The four rail DTs, the track and ballast DTs, and the two catenary DTs, are hosted 
on Computer A, while the DTs describing the perway and electrical infrastructure 
domains as a whole, are hosted on Computer B. 

The Rail, Ballast, and Catenary Data as well as the Track Geometry wrappers, 
together with their respective data sources, are hosted on Computer A, while the 
Coordinates wrapper is hosted on Computer B and the server that hosts the data 
is hosted on Computer A.   

All the management services, together with the UI server, are hosted on Computer 
A, while the SN service, named ExceedCountComparator, and the SG are hosted 
on Computer B. The case study is implemented in such a way that the UI hosted 
by the server, can be interacted with by client devices anywhere on the same local 
area network. The client devices should be able to display a web-browser such as 
Google Chrome. 
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Figure 13: Case study digital twin system architecture 

5.2.2 General implementation notes 

Before an in-depth discussion of the case study implementation, some general 
remarks can be made regarding the implementation of the technology 
demonstrator. All the components of the technology demonstrator, except for the 
UI component, are implemented as a Python program, packaged with all its 
dependencies into a Windows executable file. 

The entry point program reads the configuration file (implemented as a JSON file) 
and runs each of the DT system components as a separate thread on the computer 
used for execution. All components are implemented as instances of their 
respective python classes. The parameters that specify their attributes are 
provided in the configuration file, as discussed in Section 4.3.6.  
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Figure 14: Distribution of DT system components across hardware 

The implemented system does not accommodate “hot-updating” of the DT system 
configuration, i.e. updating the DT system configuration during runtime. 
Therefore, in the case of required reconfiguration, the DT system should be 
restarted with the updated configuration file. Data will not be lost, since the data 
storage locations would stay the same. Future work should consider the 
implementation of “hot-updating” functionality. 

The functionality of the different SLADT layers are encapsulated in functions 
within the DT python class. Layer 5, providing functionality to interface with the 
long-term storage component of the architecture, is selected to be implemented 
as a PostgreSQL database. Interactions with the database is done through SQL 
queries using the psycopg2 python module. The directory services also use this 
python module since each of them also utilise a PostgreSQL database to keep their 
respective directories of active components. 

Interactions between the different architectural components are all implemented 
using the event-based TCP/IP-based Socket.io framework. Messages are 
communicated as JSON strings. 

Stellenbosch University https://scholar.sun.ac.za



 

57 

5.2.3 Digital twin specifications 

Given the physical scope with its specific infrastructural elements identified in 
Section 5.1.1, certain choices need to be made with regards to which 
infrastructural elements will be represented by which DTs. This is done in Section 
5.2.3.1, after which the implementation of these DTs are discussed (Section 
5.2.3.2). 

5.2.3.1 Digital twin identification 

DTs in continuous systems such as railway networks, water distribution networks 
or oil and gas pipelines, should either be demarcated according to the respective 
concerns of the end-users, or according to their manageable parts (Human, 2022). 
Since maintenance management is done according to infrastructural domains, the 
perway and electrical infrastructure domains would therefore work well as DTs – 
providing stakeholders with the required holistic view of the infrastructure as 
expressed in Section 3.2.1.  

Rails, track, and ballast are elements that are given distinct maintenance tasks. 
Rail maintenance activities include grinding, lubricating, and bending the rails. 
Further, track geometry is maintained through lifting, levelling, aligning, or 
replacing the critical components, and ballast is maintained through processes of 
mechanised ballast cleaning and management. Because these infrastructural 
elements also have data sources that measure parameters specific to their 
condition, it can also be expected that the maintenance planning meetings will 
include specific discussions regarding their maintenance. It should be noted here 
that, although rails form part of the track infrastructural element, they will be 
considered as separate (constituent) DTs, to illustrate how a DT (the track DT in 
this case) can obtain data from both wrappers as well as DTs. Rail infrastructure 
elements are also maintained distinct from one another, so by providing a distinct 
DT for each rail components makes sense from the perspective of the separation 
of concerns, as well. 

The catenary wires are set up between substations. A key concern for stakeholders 
to the maintenance process, is the operational condition and usability for railway 
operations of these assets. If one part of the catenary wires between substations 
experiences a critical fault (is broken, stolen or vandalised), the entire catenary 
wire up to the next substation is rendered effectively useless. This leads to the 
selection of the allocation of DTs to two catenary wires between “Traction Main” 
(or TM, which is the substation that obtains electricity from the municipal grid) 
and the Salt River substation (SRX), and between the SRX and Claremont (CLM) 
substations respectively. 
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5.2.3.2 Digital twin implementation 

The DTs that interact directly with the wrapper layer are implemented as W-DTs 
(described with the other DT configurations in Section 4.3.3). These DTs are for 
Rail, Ballast, and Catenary from TM-SRX and SRX-CLM respectively. 

This decision is made based on the requirement for long-term storage and the 
speed of data acquisition not being a critical factor. Long-term storage (Layer 5) is 
required to ensure the longevity of the data that is obtained from third party 
contractors but not yet backed up to cloud storage for PRASA (as discussed in 
Section 3.1). The current lack of cloud storage, presents a danger of data loss in 
the case of theft, data corruption, damage, etc. The design decision was therefore 
made to duplicate the data from the respective data sources within the DT system.  

Furthermore, the speed of data acquisition and service delivery is not a critical 
concern for the stakeholders. This is exemplified by the data acquisition processes 
of the contractors who are allowed to take several days after their measurement, 
before delivering data/information to PRASA. There is therefore no need for the 
local storage (Layer 3) of data to enhance data acquisition and service delivery 
speeds of the DTs.  

Since the electrical domain DT does not obtain data from a wrapper, the design 
decision is made not to commit its data to long-term storage, as was done for the 
catenary DTs. The electrical domain DT is simply used to provide services related 
to the entities that it represents. This DT is therefore implemented with an F-DT 
configuration.  

The perway DT is implemented as an FCB-DT, since it needs to be able to both 
federate data from constituent DTs, and store data from the database that 
provides data on the geometry of the track. 

Significant information provided to DTs from the configuration file include the 
labels (if they have any) of their constituent DTs (so that they may know where to 
federate data from), how their constituent DTs relate to one another in terms of 
usability (i.e. which DTs’ operational condition, directly affect the usability of 
which other DTs), as well as the operational condition of the infrastructural 
element (given that the infrastructural element is an asset and not an artificial 
grouping such as perway - which cannot be considered to have an operational 
condition apart from the operational condition of its constituent elements). 

Upon start-up, the DTs are to register themselves at the DTD. However, this is only 
done after interaction with their constituent DTs (that provide them with data) 
have been established – ensuring its ability to perform the required services at the 
time of registration (visibility to the user and other components). 
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The JSON string that must be communicated to the wrappers to obtain the 
appropriate data from their sources, is also included in the configuration file of the 
DTs. This can be seen in an example of the JSON configuration file, given in 
Appendix C. 
 

5.2.4 User interface 

The UI is implemented as a reactive web application, created with the Svelte web 
framework. The UI server is hosted and run independently to the rest of the DT 
system. This enables developers to adapt the UI dynamically - changing the way 
that data is displayed, or inputs received, without any changes to rest of the DT 
system. The case study implemented the UI to be visible through a regular web 
browser, such as Google Chrome. Figure 15 presents an example of a fully 
populated UI, just before the user queries the information.  

 

Figure 15: A fully populated UI ready to query data from the DT system 

The UI is dynamically updated as the user enters/selects the desired information. 
The JSON string that the UI sends to the SG, is populated through these entries 
and selections. The process that is followed by the user in specifying a specific 
service, is illustrated in the flow diagram in Figure 16. The template for the 
messages that is populated as the user selections occur, is illustrated in Figure 17. 
The multicoloured blocks correspond in Figure 16 and Figure 17 - indicating places 
where the user’s selection (in Figure 16) determines an outcome or value in the 
JSON string (in Figure 17). The grey blocks indicate the actions and fields that the 
UI will perform and populate automatically. The keys of the JSON message 
template are set (constant) and are indicated in purple. With the exception of 
requests to the wrappers, this template is used when any two components 
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request services from one another (i.e. for all messages in the basic interaction 
sequence described in Section 4.4.3). 

The first selection asks the user whether the desired service relates to a specific 
asset(-group) or not. If the user wants to know, e.g. the operational state of a 
specific asset, then they would select the asset(-group) option. Otherwise, they 
would select the other option. The back-end of the UI would configure the JSON 
message accordingly, as indicated by the first conditional block in the flow diagram 
presented in Figure 16.  

 

Figure 16: Flow diagram illustrating the process of specifying a service to be 
performed 

 

Figure 17: Service request message template for a DT service (left) and a SN 
service (right) 
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This initial differentiation between the user’s request for a DT or SN service are as 
a result of the fact that the former can provide numerous services, while the latter 
only provides a single service. This means that in the SN service case, the UI can 
immediately be populated with the parameters required to perform that service, 
whereas in the DT case, these parameters are determined by the DT service 
selected, therefore, the user should first select which DT service is desired.  

The information that the UI obtains automatically (indicated in the grey blocks in 
Figure 16) are attributes that are specified in the DT system configuration file. 
These are requested from the components themselves and offered as services in 
the same way as the basic interaction sequence A, described in Section 5.2.5.4 
(without the component having to subsequently make any further queries). 

The UI is developed to have three display options – text, map, and chart. Since the 
type and meaning of the information that the services respond with, will vary 
greatly, each service responds with a JSON string. The first key of such a string 
defines the service it provides. Based on this, the UI is developed to interpret the 
means to display the information. For example, the service will respond with a 
JSON string that has the term “Map” as its first key. Based on this, the UI will then 
know that the remaining key-value pairs in the JSON string refer to the 
coordinates, and values to be displayed at these coordinates, on a map. 
Development of the UI for the display of information from the DT system, 
therefore, requires a detailed knowledge of the format of the incoming 
information.  

It should be noted that there are various alternatives to the implementation of the 
UI functionality – both in terms of how the service request message is created, as 
well as how information from services is received, interpreted, and displayed. 
Future work can evaluate alternative implementations such as altering the 
sequence with which the service request message is created - possibly first asking 
for all the available services before specifying the component(s) that should 
provide them. 

5.2.5 Service provision 

This section discusses how the services described in Section 5.1.2 is implemented 
for the case study. 

5.2.5.1 Service demarcation 

In accordance with the design principles of the architecture described in Chapter 
4, the single source of information on the condition of the railway infrastructure 
will be the DT hierarchy. Therefore, the information of the infrastructure that can 
be obtained from the DT system, is subject to that which can be offered by the DT 
services. 
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The services specified in Section 5.1.2 should be addressed either through specific 
DT services or through SN services. The DT services that were implemented to 
provide the information necessary for all the other services to function are: 

DT-S1. Provide the operational state of the queried DT. 

DT-S2. Provide with the usability of the DTs that form a part of the queried DT. 

DT-S3. Provide the locations (coordinates) where the most recent measurement 
of selected parameters exceed their typical thresholds.  

DT-S4. Provide the number of measured instances for which the queried 
parameter(s) exceed their typical thresholds, for a user-defined 
timeframe.  

Only one SN service is implemented for the technology demonstrator, and that 
service is:  

SN-S1. Provide a comparison between asset- or asset groups, of the latest 
number of measured instances where the queried parameter(s) exceed 
their typical thresholds. 

Section 4.4.3 discusses how the SN services utilise the DT-services to perform their 
functions. Table 10 provides a summary of how the different services are used to 
provide the services listed in Section 5.1.2 (that address the stakeholder needs). 

Table 10: Technology demonstrator service offering 

Stakeholder requirement DT system service DT-service SN-service 

SR1 S1 DT-S1 - 

SR1 S2 DT-S2 - 

SR1 S3 DT-S3 - 

SR4 S4 DT-S4 - 

SR1 S5 DT-S3 SN-S1 

It should be noted that in addition to the services listed above, both the SN service 
components, as well as the DTs, include a service that provides a list of names of 
the available DT-services, together with their required parameters. This is for the 
dynamic update functionality of the UI.  
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5.2.5.2 Relevant domain-knowledge 

The implementation of the services listed above requires knowledge of what the 
specific thresholds are, an understanding of how the operational state of assets 
affect their usability for train operations, and how condition-based maintenance 
tasks are delegated. The latter is required to inform sensible communication of 
the condition of the assets, to the maintenance managers. 

The relevant domain-knowledge for these services can be explained with a single 
scenario. 

 

Figure 18: Scenario to illustrate infrastructure usability  

Figure 18 provides a visual illustration of a hypothetical scenario where there is a 
10 km stretch of infrastructure from Cape Town to Claremont station (Track and 
Electrical, OHTE and substations, indicated in the figure). Trains depart from Cape 
Town station in the mornings, from where they commute to Claremont (and 
beyond) and back. The red dots indicate areas on the track where some aspect of 
their condition requires maintenance. Larger dots indicate critical faults, where 
some aspect of an asset’s condition exceeds its critical threshold. The colour of the 
assets indicates their operational state (i.e. whether that piece of infrastructure, 
in and of itself, can fulfil its intended function). All the OHTE in the figure is 
therefore still operational, but the pieces of rail on right-hand side rail just after 
5 km and on left-hand side just after 10 km, respectively, are not.  

For an asset to be usable for train operations, it needs to both be operational, as 
well as accessible by the train. A train cannot pass over the “broken” piece of right-
hand side rail just after 5 km, and therefore the entire section of infrastructure 
thereafter, can be considered as not usable – a train will not be able to pass 
beyond this point (indicated by the red cross).  

It is important to note here that fixing the critical fault just after 10 km on the 
lefthand side rail will not improve the operational state of the CPT-CLM line in any 
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way – the concentrated group of maintenance tasks (accumulating into a critical 
error) will still exist and therefore the latter half of the line will still not be usable 
for train operations.  

This scenario explains the stakeholder need noted as SR1 in Table 4, where the 
attendance to critical faults does not necessarily guarantee passenger-ready 
infrastructure to be in a usable state. 

The resolution (level of detail) at which parameters should be investigated are also 
heavily dependent on their use. For example, the TGIV discussed in Chapter 3 
measures at a resolution of every 250 mm, but maintenance managers might only 
require the information at a resolution of 1 m (i.e., be able to notice if there is an 
exceedance on any 1 m stretch of infrastructure). Providing them with all the 
information (at every 250 mm) might, therefore, reduce the value of the 
information provided. 

5.2.5.3 Integrating domain-knowledge into the services 

The integration of domain-knowledge can be broken down into two areas: the 
facets that influence the result, and the relation between those different facets. 
The result itself is also a facet. For example, the usability of a piece of rail is a facet 
of that piece of rail that is determined by two other facets: its own operational 
state, and the operational state of the rails leading up to it. These facets relate to 
one another in the manner described in the scenario above – the rail itself, as well 
as the rails leading up to it (both facets) should be operational, for the rail to be 
considered usable. 

Apart from the operational state of an asset, the facets that are considered in this 
case study, are the usability of asset(-groups), the locations (from the central 
station) of measured parameters, the threshold values of those parameters, the 
number of threshold exceedances for a certain asset(-group), the dates at which 
measurements were taken, and the resolution of information required by 
maintenance personnel.  

Facets are either available internally already (e.g. the operational state of a DT is 
already contained within itself) or need to be obtained from other components 
(through services). An example of where a component does not have the 
information it requires, is in the case of the comparison service which needs to 
obtain the information of the number of threshold exceedances of the DTs that it 
will be comparing, from those DTs. The relationships between the different facets 
are use-case specific and are therefore contained in the services that apply them.  

The operational state of an asset is included as an attribute of the asset – assigned 
via the configuration file and obtained by querying DT-S1. In the implementation 
of the technology demonstrator for this case study, the system configurator is 
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responsible for changing the operational state of the DT to match that of the 
physical entity. Future work can improve the DT-service (DT-S1) to provide an 
automatic evaluation of the operational state of the asset, based on its condition 
data, instead of just conveying the attribute.  

The threshold values of the measured parameters, and the resolution of 
information required by maintenance personnel, are programmed into the 
services that use them (DT-S3 and DT-S4) for the concept demonstrator, but it 
would only require simple changes to read the thresholds from a configuration file 
instead.  

5.2.5.4 Interactions for service-provision 

Each of the services is provided by a series of basic interaction sequences 
(described in Section 4.4.3) - from the UI to the service-providing component 
(from where more basic interaction sequences can be made), and back to the UI. 
To illustrate this, the component interactions required to perform the service of 
comparing the number of threshold exceedances between the electrical 
infrastructure and the ballast, are illustrated in Figure 19.  

 

Figure 19: Interactions for comparison service implementation 
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The sequence of interactions required to provide this service illustrates the 
implementation of all the principles communicated in Section 4.4.3. Note that 
Figure 19 purposely omits the wrappers (and, by extension the data sources) that 
the DTs also interact with, because they are not queried as part of this interaction 
sequence – the data for the DTs is assumed to already exist in the PostgreSQL 
databases. 

A total of five basic interaction sequences can be seen in Figure 19. The letters 
depict distinct basic interaction sequences, and the numbers next to the letters 
depict the step in each of the respective basic interaction sequences, as explained 
in Section 4.4.3. For example, A.3 is the third step in the first basic interaction 
sequence that was initiated in the sequence. Interactions A, B, and E are 
intergroup interactions, whereas interactions C and D depict intragroup 
interactions. Instead of having to ask the directory services for the IISs of the 
catenary DTs again, the intragroup basic interaction sequences query the other 
DTs directly from Layer 6 of the F-DT, after it obtains the IISs of the two catenary 
DTs from its own temporary storage layer (Layer 3 in SLADTA, where they have 
been stored subsequent to previous interactions).  

Basic interaction sequence A is initiated by the user, from the UI as the user 
requests for the information of the comparison. The back-end of the UI will know 
that it is the SN-service labelled “ExceedCountComparator” (or ECC) that is 
responsible for providing this service, and will route this request to the SG (A.1). 
The SG will obtain the IIS of the ECC service from the SD (A.2-A.3), create a TCP/IP 
socket connection to the service, and request the comparison from the specified 
DTs from the ECC service (A.4).  

Upon obtaining this request, the ECC service needs to first obtain the number of 
exceedances from the Electrical DT (B.1-B.6), thereafter it should also obtain the 
number of exceedances of the Ballast DT (E.1-E.6) before it can perform its own 
function of comparing the two and providing the UI with a resulting string (A.5).  

The number of threshold exceedances are provided to the requesting component, 
through the DT-S3 service within the DTs’ Services Layer (Layer 6). The processes 
of obtaining the total number of exceedances from the two DTs are the same 
(basic interaction sequences C and D), with the former only requiring the 
additional two intragroup interactions for it to know what its own total is.  

The DT-services themselves are implemented as methods within the DT python 
class, whereas the ECC is implemented as a separate class with its own methods 
and initialisation sequences (among which is its registration, as discussed in 
Section 4.4.1).  
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6 Evaluation 

This chapter evaluates the developed technology demonstrator described in 
Chapter 5. The evaluation is based on three sets of tests, discussed in Section 6.1. 
Based on these tests, the DT system functionality is verified in Section 6.2 (whether 
it meets the FRs specified in Section 3.3). The generality of the case study results 
is then evaluated in Section 6.3 by validating the representative nature of the 
technology demonstrator. Finally, the DT system architecture is evaluated in 
Section 6.4, by discussing the observed benefits. 

6.1 Tests 

The tests performed in this section evaluates the system operation, as well its 
ability to adapt to changing physical infrastructure, data sources and user 
requirements. Each test is described, and the results subsequently discussed.  

6.1.1 Performance metrics 

A selected set of metrics is used to indicate the performance of the DT system 
technology demonstrator. One must keep in mind that the purpose of the case 
study is to verify the proposed DT system’s ability to meet the selected set of FRs 
discussed in Section 3.3. Therefore, the metrics given here are not accompanied 
by any target values; rather, they will be used to provide some measure of the 
performance of the implemented system, for comparison in future work. Future 
work can also provide and measure additional performance metrics. 

The performance metrics are: 

1. The system response-time – from UI query to display of the results 

2. Data ingestion time (latency) (i.e. the time from when the data source is 
populated with new data, until the data is available in the system) 

3. Configurator time required to adapt system functionality 

4. Lines of configuration code manipulated to adapt system functionality 

5. Developer time required to adapt system functionality 

6. Lines of source code manipulated to adapt system functionality 

7. Number of components changed to adapt system functionality 

8. Maximum system downtime when adapting system functionality 
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PM1 provides a performance measure for the user experience (FR1); PM2 
evaluates the performance of the system’s automated data acquisition (FR3); and 
PM3-PM8 provide an indication of effort required to adapt the system to changing 
context (FR6).  The tests performed in the rest of Section 6.1, will determine the 
values of these metrics for the developed technology demonstrator. 

6.1.2 System operation tests 

6.1.2.1 Test description 

The purpose of this test is to verify system functionality (with regards to service 
provision) by querying a variety of DTs, for the services they offer (summarised in 
Table 11). There are three parts to this test. For the first part, the DTs are queried 
for their services, and the response times for those services are calculated. The 
second and third parts verify the system’s ability to automatically recognize, 
acquire, and store new data for the appropriate DTs, and the system’s ability to 
handle removed data sources. These two aspects were tested by adding new data 
to the simulated SQL data source labelled “Catenary Exceedances” in Figure 13, 
and removing another simulated data source, labelled 
“MB3JK2_OHTE_Exceedances” in Figure 13 from the system by deleting it.  

Table 11: Services performed to test system functionality 

Service Viewpoint(s)/Query target(s) 

 Case 1 Case 2 Case 3 

Operational state Left Rail 0 - 5 km Catenary SRX-CLM Ballast 

Usability state Track Perway Electrical 

Map of 
Exceedances (>1%) 

Track Perway Electrical 

Chart of 
Exceedances 
(1/01/2019-
30/07/2022; >1%) 

Track Perway Electrical 

Exceedance 
comparison (>1%) 

Track &  
Ballast 

Catenary SRX-CLM 
&  
Catenary CPT-SRX 

Perway &  
Electrical 

Table 11 summaries how the stored condition parameters for a specific DT are 
filtered for where they exceed 1% of their respective threshold. The historical data 
inspected is for the period of 1 January 2019 to 30 July 2022. Each of the 3 cases 
are queried 6 times. The resulting response times are indicated in Figure 21. 

For the second part of the test, new data is added to the simulated SQL database 
of the Catenary Exceendances. This is done by executing an SQL query on the 
Query Tool in pgAdmin4 (the PostgreSQL GUI), thereby migrating the batch of data 
recorded for the OHTE on 5 August 2021, and stored on a MS Excel file, to its 
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simulated SQL database. This adds 133 new rows/records to the PostgreSQL 
database. It is expected that the Catenary Data wrapper will recognise that new 
data has been added to the database, inform the two catenary DTs that obtain 
data from it this data source that there is new data, upon which they will request 
their relevant data fields to then be ingested and stored in their respective long-
term storage facilities.  

This is verified by asking the catenary SRX-CLM DT to provide a chart of the total 
number of threshold exceedances between 1 January 2019 and 30 July 2022 that 
exceed a threshold by more than 1% before adding the new data, and then again 
after adding new data. It is expected that a new datapoint should appear on the 
chart after new data is added.  

The third part of this set of tests reflects the scenario where the original data 
source becomes unavailable while the DT system is in operation (such as when a 
server is stolen, data is corrupted, or a proprietary data provider terminates their 
contract with PRASA). This is simulated by deleting the PostgreSQL data table 
hosting the database for the MB3JK2_OHTE_Exceedances from the server while 
the system is running for the test. This makes the “original” data (in the source) 
unavailable to any entity that didn’t duplicate it somewhere else.  

The continued availability of the data in the system can be shown by performing 
the same query as the one performed for the previous part: showing the trend of 
the total number of measurements for the catenary SRX-CLM DT, between 1 
January 2019 and 30 July 2022 that exceed their respective threshold by more than 
1%. If the DTs do indeed store their data, the data should still be available and 
ready to be viewed by the user (even though the original data is deleted).  

6.1.2.2 Test results and discussion 

Figure 20 illustrates the output of the “Map” service for the track DT, as specified 
above, as an example of the output to the UI. The rest of the visual results, as 
displayed on the UI, can be seen in Appendix A. 

 
Figure 20: Result of the “map” service test, as applied to the perway assetgroup 
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The response times for the first part of this set of tests, are plotted in the graph 
shown in Figure 21, below. The response times for the operating condition and 
usability of the infrastructure (which were less than 1 second), were omitted for 
clarity of the graph.  

The x-axis of the chart is labelled according to the convention of 
<Service_queried> - <Target_case>, where the Service_queried specifications of 
‘Map’, ‘Chart’, and ‘Comp’ are the abbreviations used for the Map of exceedances, 
Chart of exceedances, and Exceedance comparison services, respectively. 
Target_case refers to the three different cases of Viewpoint(s)/Query target(s) 
specified in Table 11. 

 

Figure 21: Service response times  

    

Figure 22: Number of queries' effect on response time 

The response times for the technology demonstrator are large – with only the 
operational state and usability services performing in the millisecond range. The 
cause of these large response times might involve the number of queries that are 
needed to perform the service, given the results shown in  Figure 22. However, 
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even though the service to provide the operational state of an asset did not have 
to make any queries to other DTs, the usability service was still required to request 
the operational state from other DTs as part of its service.  

Since both services did not have to process any measurement data, it is more likely 
that the significant (time-consuming) part in the process of service provision, is as 
a result of the large volumes of data that had to be processed.  

An observation that favours this statement, is that the size of the data that had to 
be processed by the electrical DT was significantly less than that of the other two 
DTs: the average number of records ingested at a time by the catenary DTs  is 153, 
while that of the track, ballast and rail DTs are all more than 47 000 each. The 
relative size of the data that had to be processed for the electrical DT that obtained 
its data from the catenary DTs, were therefore much smaller. Future work should 
evaluate the effect of storing the calculations so that services do not need to 
recalculate or process through all of the data every time that they are queried.  

The second part of the tests displayed the following results before and after data 
ingestion – Figure 23 and Figure 24 respectively. A new set of measurements 
(taken on 2021-08-05) can be seen in Figure 24 (after data has been added to the 
data source). It took 14 milliseconds to upload and ingest the data into the DT 
system. For the third part of the test, the system was able to still obtain data from 
its own database, even after the source of the data was deleted – reflecting the 
same output as that seen in Figure 24. 

 

Figure 23: Number of exceedances before new data in the source 

 

Figure 24: Number of exceedances after new data in the source 
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6.1.3 System reconfiguration test - changing physical infrastructure 

6.1.3.1 Test description 

This test simulates a scenario where a piece of the catenary wire from Salt River 
substation to Claremont substation is stolen, vandalised or broken, and the entire 
catenary wire need to be replaced. In the simulated scenario, the stakeholders 
desire for the data from the old catenary wire to still be available (for prognostics 
and health monitoring applications that might be built later). The test determines 
the process and effort required by the system configurator and developer to adapt 
the DT system accordingly. 

6.1.3.2 Test results and discussion 

The system configurator will be responsible for adapting the DT hierarchy to 
reflect the change in physical infrastructure brought about by the removal and 
replacement of the catenary wire. Because the data should still be available, the 
only change that is required to the old DT, is to remove its data acquisition links to 
the data sources in the system configuration file. This DT is therefore now a 
representation of the old asset, where the asset does not obtain any new 
information. For the reconfiguration to take effect, the DT system will now be 
restarted (as discussed in Section 5.2.2) with the new configuration file. 

A new DT should be specified in the configuration file (for the new catenary wire). 
This can be done by essentially reusing the configuration code of another catenary 
DT. This test reused the configuration code of the original DT (in its working 
condition). This required the subsequent adaption of only the DT label, and the 
date from which the DT should obtain data from its data sources. 

Having performed these modifications in the configuration file of the program on 
Computer A, the system configurator will restart the system.  

The results of the reconfiguration tests are listed in Table 12. These reflect the 
time taken and lines of code changed for such a reconfiguration to have occurred.  

Table 12: Reconfiguration test results - changing physical system configuration 

Reconfiguration performed “Removing” old 
catenary DT 

Adding new 
catenary DT 

Configurator time 2 minutes 3 minutes 

Lines of configuration code 
manipulated 

Copied 0 
Modified 1 
Removed 10 
 

Copied 70 
Modified 4 
Added 0 
  

Developer time 0 minutes 0 minutes 

Lines of source code manipulated 0 0 

Number of components changed 1 1 
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It should be noted that this reconfiguration requires no changes to the source code 
of the system. The only component that required changes was the configuration 
file on the one computer. The configurator took 2 and 3 minutes for the 
reconfiguration. The system downtime is counted from when the system is 
restarted, till after all the DTs have registered themselves. This was taken to be 
just under 3 minutes for both of these reconfigurations. Since the DTs need to wait 
for its constituent DTs to register themselves, the time taken till all of the DTs are 
registered, is about 3 minutes. 

6.1.4 System reconfiguration test - changing user information needs  

6.1.4.1 Test description 

System reconfiguration to meet changing user needs can be separated into two 
scenarios: new user needs in terms of the perspective on the data desired, or in 
terms of the type of service provided. This third test simulates a scenario for each 
of these. The first scenario is where a new perspective on the data is required, i.e. 
executive management requires a combined view of the perway and electrical 
railway infrastructure between Cape Town and Claremont (with the same services 
as is available for the other DTs).  The second scenario is where a completely new 
service is required, with information from a new (external) database having to be 
incorporated: the planning office desires a service with which they can view the 
currently available maintenance tools/materials for any entity in the DT hierarchy. 
The available materials database is manually updated and kept on a MS Excel file 
on Computer A. The test determines the process and effort required by the system 
configurator and developer to adapt the DT system accordingly. 

6.1.4.2 Test results and discussion 

For the first simulated scenario, a similar process to the one described in Section 
6.1.3.1 is required, where the system configurator inserts the configuration code 
for the new DT in the system configuration file on Computer B, and the program 
is restarted. This DT is configured to have as constituent DTs the perway and 
electrical DTs. The fact that the usability of the perway infrastructure, is directly 
influenced by the usability of the electrical infrastructure and vice versa, is also 
indicated here. 

In the second simulated scenario, a new SN service will need to be created to 
perform the service required. This new SN service will, for the test, be run on its 
own on a third computer (C). The materials database, located on Computer A, 
communicates the available materials per infrastructural domain, each on a 
respective sheet. A new DT service is therefore added to provide requestors with 
the infrastructural domain that it forms a part of. This will now be an additional 
parameter in each of the DTs’ configuration file. A new wrapper component is also 
created to interface with the materials database – drawing the available materials 
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from the sheet indicated to it. Note that this was optional – a SN service could also 
have interfaced with the database directly. However, to illustrate the effort 
required to add a wrapper to the system for a new data source (that might as well 
provide data to the DT system) this option is selected. The new SN service will 
query the selected DT to ask it for its infrastructural type, and subsequently query 
a newly developed wrapper for the available materials for that infrastructural 
domain and provide the result to the UI. 

For the first scenario no source code changes, or new development was required 
– only additions to the configuration file. However, the second scenario required 
the development of three new components – the SN service, the DT service, and 
the wrapper. All these changes had to then also be reflected in the configuration 
file. The results of the two scenarios are summarised in Table 13, below. Source 
code manipulations are given as a total – including copied, modified, and added 
lines of source code. System downtime (from restart till completed registration of 
all components) were 225 seconds (or slightly under 4 minutes). 

Table 13: Reconfiguration test results - changing user needs 

Reconfiguration 
performed 

Adding 
section DT 

Whole new service 

Adding a 
Wrapper 

Adding a 
SN service 

Adding a 
DT-service 

Configurator time 5 minutes 7 minutes 

Lines of configuration 
code manipulated 

Copied 28 
Modified 6 
Added         0 

Copied 9 
Modified 4 
Added              0 

Copied 7 
Modified 4 
Added        0 

Copied 10 
Modified 0 
Added      1 

Developer time 0 min 15 min 135 min 1 min 

Lines of source code 
manipulated 

0 102 126 4 

Number of 
components changed 1 1 1 1 

6.2 Functional verification 

The functional requirements used to develop the reference architecture, 
described in Chapter 4, were taken as a subset of the larger set of requirements 
listed in Section 3.3. This subset of requirements was selected based on the 
objective of this project provided in Section 1.2 and therefore only includes 
requirements relevant to the scope of the objective.  

Section 4.4 provides a detailed discussion of system operation. It is through these 
operational procedures that the FRs for the DT system are met. In other words, DT 
system functionality is enabled through DT system operation. This section (6.2) 
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serves to evaluate the functionality of the DT system, by verifying the performance 
of the selected set of FRs (in the logic of the “back-end” system operation). It 
highlights how the functions described in Section 4.4, has been met in Section 
6.1.1 (the latter serving as verification of the functions’ output). 

The DT system provides a means through which the physical infrastructural 
elements can be affected (FR2.a). Specifically, the DT system provides a 
perspective on the infrastructure that informs human decisions that then lead to 
inform manual operations (in this case the execution of maintenance tasks). The 
visual outputs seen in Section 6.1.3 and in Appendix A provide this perspective. 

Functional requirements FR6.a, FR6.b and FR6.c all pertain to the adaptability of 
the DT system. Sections 6.1.3 and 6.1.4 discuss tests that verify that these 
adaptations can be achieved. Adaptation to changing physical infrastructure 
(FR6.a) and changing data sources (FR6.c) can be achieved through configuration 
file changes, or the development of new wrapper components in the case of new 
data sources being presented to the system. Adaptation to changing user needs 
(FR6.b) can be achieved through configuration file changes to, e.g., include a new 
entity of interest in the system, or expand the insights (services) that are offered 
for the infrastructure’s data. These adaptations to the technology demonstrator 
require relatively little effort – with the longest reconfiguration experiment taking 
only roughly 2.5 hours. These adaptations are implemented upon system restart, 
which results in a system downtime of 2-4 minutes for the tested configurations.   

Autonomous acquisition of data from data repositories (FR3.a) is performed by 
the data warehousing process that subsequently stores the data in the DTs’ 
PostgreSQL database, which serves as long-term storage (FR5). This process is 
described in Section 4.4.2 and is verified with the first test, reported in Section 
6.1.1. It should be noted that the case study only considered data from the TGIV - 
an automatically generated database, typically stored as MS Excel files on a local 
hard drive. However, different interfaces (REST-API and SQL) were simulated, with 
a local file also being loaded in the second reconfigurability test (Section 6.1.4); 
and the data contained within the different TGIV files that were used as data 
sources, also varied substantially. The second reconfiguration test (Section 6.1.4) 
illustrated that a new wrapper could be written for a completely new type of data 
source (with manually updated data, storing completely different kinds of data in 
a local MS Excel file), within 15 minutes. Since this wrapper exposed the same API 
to the system as the other wrappers that provide data to the DTs, it can be argued 
that this could also easily be done for data sources that provide data to the DTs. 
However, further work will need to verify this.  

The data warehousing and federation processes converts data to information. This 
happens either upon data ingestion – with the wrapper homogenising the data 
from the data source (FR4.b), or upon data federation for service provision – with 
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the DT or SN services aggregating the information (FR4.c) provided to them by 
other DT or SN services, to perform their own functions. These processes involve 
inconsistent features and data types.  

The UI is subsequently responsible for presenting the data/information, that the 
DT system provides it with, in a sensible manner to the user – through charts, maps 
or text messages (FR4.a). These are subsequently displayed on a dashboard (FR1.a) 
that is accessible to any user with network access to the DT system implemented 
by the technology demonstrator. Screenshots of the dashboard can be seen in 
Appendix B.  

6.3 Generality of case study results 

The case study results can be extrapolated to be generally applicable to the rest 
of PRASA’s railway infrastructure if the physical scope selection of the case study 
is representative of a typical case for PRASA’s railway infrastructure anywhere on 
the railway network, and if the architecture is scalable in terms of DTs and services. 
For scalability, the architecture should be able to adapt to accommodate more 
DTs, and more services that are implemented for the case study. 

It is clear from Section 4.3.4 that the physical infrastructure to be represented 
actually has very little influence on the design and configuration of the DTs within 
the system. Factors that influence the design and configuration of the DTs are the 
relation of each element to other elements in the system, and the data sources that 
need to be integrated for the DT of that specific infrastructural element, 
specifically the number of data sources, their interfaces, and the nature (structure 
and types) of the data they provide. For the technology demonstrator to be 
applicable to areas of PRASA’s infrastructure network other than the Western 
Cape case study, the case study scope should be representative of the relationship 
that infrastructural elements within PRASA’s railway infrastructure might have to 
one another, and the variety of data sources that can be expected on PRASA’s 
network (discussed in Section 3.1.3).  

The selected physical scope of the case study, and the subsequent DTs that was 
implemented for the technology demonstrator, illustrated various DT aggregation 
pathways and relationships between DTs (infrastructural elements). The track 
FCB-DT aggregates data from both a wrapper and the four rail W-DTs (all run on 
the same computer); the perway F-DT aggregates data from the FCB-DT of the 
track, as well as from the W-DT of the ballast (where the latter two are run on a 
different computer than the perway F-DT). The electrical F-DT aggregates data 
from two catenary W-DTs (run on a different computer than the electrical F-DT), 
and the section F-DT (implemented as part of the test in Section 6.1.4 and located 
on the same hardware as the perway and electrical DTs) aggregates data from 
another two F-DTs that pertain to different infrastructural domains. The 
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technology demonstrator also illustrates different DTs that pertain to the same 
asset, but are found at different geographical locations, such as the rail and 
catenary infrastructure between Cape Town (Traction Main) and Claremont 
respectively, that are divided into four and two DTs respectively. The case study 
thus illustrated different relationships between infrastructural elements, as well 
as different types of data sources and configurations to data sources.  

Three types of interfaces were implemented in the DT system technology 
demonstrator and its tests – authenticated SQL queries to an SQL database, REST-
API queries to a simulated web-server and reading from a local MS Excel file. 
Wrappers were developed for MS Excel files that were both manually and 
automatically created and updated. These different wrappers also often provide 
data to the same DTs, as in the case of the ballast DT – where it integrates data 
from a wrapper that obtains data through SQL queries, as well as from a wrapper 
that obtains data through a REST-API. These are all the different interfaces that 
were implemented for the case study. All but the proprietary, authenticated web 
servers Section 3.1.3, were therefore implemented for the technology 
demonstrator. However, this statement is based on the knowledge of the different 
interface types encountered on PRASA’s railway network in the Western Cape, as 
discussed in Section 3.1. Future work will need to verify the fact that the 
infrastructural domains across the different provinces do not differ significantly. 

The both the catenary DTs obtain their data from the same wrapper. The rail DTs 
also obtain their data from the same wrapper (different from that of the catenary 
DTs’). In contrast to this, the track DT obtains location data (latitude, longitude and 
distance from Cape Town station) from its constituent rail DTs, while the condition 
(or geometry) of the track is provided by the wrapper. Therefore, the track DT 
needs to integrate not only data from different interfaces and different type of 
data sources, but also with different uses and implications (it is not all just 
condition data). By illustrating that the DT system technology demonstrator can 
integrate these different data sources’ data, it is shown that the proposed DT 
system can integrate data from various other data sources and/or DTs as well.  

Given all this information, it can thus be stated that the DTs in the technology 
demonstrator provide a representative case for PRASA’s railway infrastructure 
network. A diverse set of relationships between infrastructural elements, as well 
as a data source interactions, are represented. These observations illustrate the 
suitability of the technology demonstrator to a wide variety of contexts. The 
scalability of the technology demonstrator is illustrated through the 
reconfiguration tests performed in Sections 6.1.3 and 6.1.4. These illustrate the 
capability of the technology demonstrator to adapt and include new 
infrastructural elements (DTs) as well as services (both DT as well as SN services). 
The results obtained with the technology demonstrator, can therefore be 
extrapolated to the broader PRASA infrastructural network, or any context where 
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data from diverse data sources need to be consolidated in the creation of a DT 
system. 

6.4 Architectural evaluation 

Data sources encountered in the context of railway infrastructure are often in the 
form of data silos. This presents a challenge to the effective utilisation of all the 
data for different use cases. Integration of these data silos, without creating 
another “solutions silo”, is a particular challenge. 

The DT system architecture presented by this study overcomes the technical 
challenges of integrating data from silos (NFR4-NFR9) through a combination of a 
DT hierarchy and a WL. The DT hierarchy provides an intuitive subdivision of 
concerns related to the physical infrastructural network – with DT components 
providing the possibility to introduce a new “area” of concern. Also, because a 
strictly one-to-many relationship between DTs in the DT hierarchy is not enforced, 
different aggregation pathways are possible. This allows for different 
stakeholders' concerns to be easily managed. The second reconfiguration test 
performed on the case study, reported in Section 6.1.4, provides an excellent 
example – the DT hierarchy implemented for the case study was initially based on 
infrastructural domain type and physical proximity (as presented in Section 5.2). 
The test’s addition of the section DT provided a new perspective - reflecting all the 
infrastructural elements represented in the system, irrespective of the 
infrastructural domain they belong to.  

The provision of software services through both the DT hierarchy and the SN 
allows the service to be hosted where it is the easiest to maintain. If the service 
only requires the data of a particular DT, then it is best to let that DT host the 
service. Otherwise, the service can be placed in the SN which allows it the flexibility 
to draw information from multiple sources – both DTs and others. The value of 
separating service into these two categories is exemplified in the second 
reconfiguration test performed on the case study. In the test, a service to provide 
the available materials for a specific infrastructural element could be split into two 
– with the DT service providing the infrastructural domain that its specific 
component belongs to, and the SN service having the flexibility to query both the 
DT for its domain, as well as then being able to query the materials database 
(through a wrapper) to establish the available materials for that infrastructural 
domain at the time of the query. Similarly, keeping the functions that gather and 
prepare information for the users separate from the dashboard generation, 
simplifies changing either the one or the other, as the needs of users or the users 
themselves change. 

Another important feature to note is that each of the components (particularly 
the DTs and the services in the SN) operate as separate holons (Koestler, 1967) – 
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autonomous and independent of the other components. These holons are loosely 
coupled and co-operative by sending or responding to asynchronous messages 
containing data, information, requests, etc.  

The holonic behaviour can also be exploited by letting the different components 
of the DT system run as different processes (on the same or different 
computational hardware) or as different threads on the same hardware. The 
system components can therefore easily be distributed across computational 
resources. This is proven in the second reconfiguration test (reported in Section 
6.1.4). In the case study, the DT system was distributed across two computers, 
with different components running as separate threads on the respective 
computers. In the reconfiguration test, a new SN service was implemented and 
included - running as its own process, on a computer that was not included in the 
system before.  

This holonic nature simplifies the reconfiguration of the DT system to reflect 
changes to the physical reality or the users' needs. Changes to user needs will be 
catered for by providing new services in the SN, or by adding DT services to the 
DTs in the hierarchy, as illustrated in the second reconfiguration test reported in 
Section 6.1.3. Physical infrastructural changes, such as the addition/removal of 
infrastructure, can easily be implemented by adding/removing DTs from the 
system, as illustrated in the first reconfiguration test, reported in Section 6.1.3. 
Changes in data sources occur when, e.g. a company is contracted to provide new 
data on the condition of a piece of infrastructure that already has a DT component 
in the system. Such changes primarily affect the WL and the DT configuration files. 

The reconfiguration tests reported in Sections 6.1.3 and 6.1.4 illustrate how the 
modular nature of the architecture enables significant reconfigurations of the DT 
system through changing only configuration data or files (without any 
software/”source” code changes). Even though the technology demonstrator 
required a restart of the DT system when such reconfigurations had to be made, 
the time taken to implement the reconfigurations were minimal. Reconfiguration 
through the configuration file therefore minimises the system downtime and the 
effort required to maintain an up-to-date digital representation of the physical 
infrastructure. 
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7 Conclusion and recommendations 

This thesis presents the development of a DT system technology demonstrator 
that was developed for the integration of railway infrastructure data. The 
technology demonstrator illustrates the value of a DT system architecture that was 
developed for this purpose, through a case study of a subset of PRASA’s railway 
infrastructure in the Western Cape province of South Africa.  

The research presented here is in many ways along the same vein as recent 
literature on DTs in the context of railway infrastructure, in that it also highlights 
the value of DTs for maintenance management. This is because, at the time of the 
study, maintenance management was the main use of PRASA’s railway 
infrastructure data, and therefore the services offered with the DT system were 
focused on the use case of maintenance management. However, this research 
validates the conceptual claims through the actual implementation of such a DT 
system. This fills a specific gap in literature regarding implementation details for 
DT systems and adds to the growing body of knowledge in the field of DTs in the 
context of railway infrastructure. Contrary to other implementations in literature, 
this implementation uses vendor-neutral software and does not incorporate BIM. 
This minimises possible barriers to the adoption of the proposed DT system 
architecture. 

By adding a WL to the reference architecture of Human (2022), and using different 
configurations of SLADT, presented by Redelinghuys, Basson and Kruger (2018), 
the developed DT system could facilitate the integration of data from different 
data silos. This functionality could then be used for the purposes of digitally 
representing the physical infrastructure by semantically connecting (and possibly 
storing) the data for each DT, and by providing services to users, either through 
DTs themselves or through services situated in the SN of the DT system. The DT 
system thus provides a single source of information for the railway infrastructure, 
leading to a holistic view of the railway infrastructure, and thereby meeting major 
stakeholder requirements expressed by PRASA for such a software system. 

The case study illustrated how a significant amount of PRASA’s recorded 
requirements could be met. The requirements that were not met, were 
considered either outside the scope of this project, or is argued to be relatively 
straight-forward to adopt, given more time. The services of the DT system 
technology demonstrator, implemented for the case study, presented the 
operational state of infrastructural elements, the usability of infrastructural 
elements for train operations, the number of threshold exceedances over time, as 
well as the locations of the latest exceedances of measured parameters on the 
infrastructure. However, the response-times for these services were longer than 
would be desired. It is suspected that this can be ascribed to the large volumes of 
data that needs to be processed during the execution of these services.  
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The case study also illustrated the DT system technology demonstrator’s ability to 
be reconfigured by a system configurator, to adapt to changing infrastructure, 
user needs and data sources. Also, because infrastructural data can be stored and 
integrated for the asset(s) represented, the data would continue to be available 
even if the data from third-party data providers are lost. 

Even though the technology demonstrator was implemented for only a small part 
of the infrastructure that exists on PRASA’s network, the developed DT system can 
be considered suitable for the rest of PRASA’s railway infrastructure network, and 
even other contexts with data silos as well. This is due to the selected scope of the 
case study, which is representative of the different scenarios that the technology 
demonstrator might be exposed to in such a broader context: diverse data sources 
and interfaces, complex relationships between infrastructural elements, and 
changing requirements and infrastructure.  

Having accomplished and highlighted all the above, this research also inspired 
thoughts for future work. Future work should evaluate the effect of storing 
intermediate results of the services, thereby reducing the processing time of this 
implementation. Future work should also evaluate the given DT system 
architecture when integrating other types of data sources such as from IoT devices 
and sensors, humans, and paper-based data sources, and whether this 
architecture can be expanded to include automatic decision-making (e.g. with 
regards to the prioritisation of maintenance tasks). The inclusion of “hot-updating” 
functionality of the DT system configuration would be valuable in reducing the 
required time and effort for reconfiguration of the DT system even further. To do 
this, the adaption of the entry-point file in the given implementation, to more 
closely resemble the “configuration server” presented by Human (2022), could be 
considered. In terms of services, the application of ML and other data analytics 
services as microservices in the service network, as has been done with vendor-
specific solutions in literature, can add tremendous value to the insights obtained 
from the DT system. The suitability of the architecture to contexts other than 
PRASA’s railway infrastructure should also be evaluated. 

Some key considerations for PRASA in implementing this system further, would be 
to investigate the adequacy of the available computational resources, ensure 
adherence to their data-handling policies, and compatibility with their internet 
network constraints. Research on the safety, security and reliability of the DT 
system, together with the establishing debugging processes and tools for the 
system configuration file (to identify logical errors in the configuration of the DT 
system, would also be critical for any further development of such a system in an 
industrial/commercial setting.   
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In conclusion, the contributions of this thesis and the proposed future work, 
indicate that the application of DT systems to railway infrastructure networks 
present promising opportunities to add value through the integration of data. 
Exciting and impactful research and application lies ahead. 
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Appendix A Services’ display results 

This Appendix contains screenshots of the different outputs as seen on the UI in 
response to the services. The outputs were obtained with the DT system 
configuration, as presented in Chapter 5 of the thesis. 

A.1 Viewing the operational state of an asset 

The screenshots seen below are before and after viewing the operational state of 
the ballast infrastructure between Cape Town and Claremont. 

 

Figure A-1: Dashboard before querying the operational state of the ballast 
infrastructure 

 

Figure A-2: Dashboard after querying the operational state of the ballast 
infrastructure 
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A.2 Viewing the usability of an asset(-group) for 
train operations  

The screenshots seen below are before and after viewing the usability of the 
perway DT. 

 

Figure A-3: Dashboard before querying the usability of the perway infrastructure 

 

Figure A-4: Dashboard after querying the usability of the perway infrastructure 
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A.3 A map of the threshold exceedance locations 

The screenshots seen below are before and after viewing the locations where 
perway has measured parameters that exceed its threshold by more than 1%. 
With the images indicating different parameters. 

 

Figure A-5: Dashboard before querying the map of exceedances 

 

Figure A-6: Dashboard highlighting track guage exceedances on map after 
perway query 
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Figure A-7: Dashboard highlighting superelevation (ballast) exceedances on map 
after perway query 

 

Figure A-8: Dashboard highlighting rail crown wear (rail) exceedances on map 
after perway query 
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A.4 A chart of the threshold exceedances over time  

The screenshots seen below are before and after viewing the threshold 
exceedances over time, for the electrical infrastructure. 

 

Figure A-9: Dashboard before querying exceedances over time for electrical 
infrastructure 

 

Figure A-10: Dashboard after querying exceedances over time for electrical 
infrastructure 
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A.5 A comparison between the number of 
threshold exceedances of different assets  

The screenshots seen below are before and after inspecting the comparison 
between two catenary wire assets. 

 

Figure A-11: Dashboard before comparison service queried 

 

Figure A-12: Dashboard after comparison service queried 
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Appendix B Case study railway map 
 

Figure B-1, below indicates the map of the section of the MB3JK subline used for 
the case study. Substations along the network are indicated by the houses. The 
names along the red line indicate the stations. 

 

Figure B-1: Case study infrastructure map 
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Appendix C Case study configuration file 

Below is an illustration of the JSON configuration file as would be used for a DT 
system that has all the management services, two wrappers 
(“API_MB3JK2_Layout_wrapper” and “SQL_MB3JK2_IMDATA_wrapper”), one SN 
service (“ExceedCountComparator”), and two DTs (“DT_Ballast_CPT-CLM” and 
“DT_Catenary_SRX-CLM_M00456”). 
 

{ 
    "Mngmt_services": { 
        "GATEWAY": {"label":"GATEWAY", "ip":"127.0.0.1", "port":7001, 
"dtd_url":"http://127.0.0.1:7002", "dsd_url":"http://127.0.0.1:7003", 
"sd_url":"http://127.0.0.1:7004","log_choice":false}, 
         
        "DIR_Services":{ 
            "DTD": {"label":"DTD", "ip":"127.0.0.1", "port":7002, 
"storage_ip":"127.0.0.1", "storage_port":5432, "storage_username":"postgres", 
"storage_pw":"ekPostgreSQL01", "database":"prasa_dt_db", 
"dataTable":"dtd_registry","log_choice":false}, 
            "DSD": {"label":"DSD", "ip":"127.0.0.1", "port":7003, 
"storage_ip":"127.0.0.1", "storage_port":5432, "storage_username":"postgres", 
"storage_pw":"ekPostgreSQL01", "database":"prasa_dt_db", "dataTable":"dsd_registry", 
"log_choice":false}, 
            "SD": {"label":"SD", "ip":"127.0.0.1", "port":7004, 
"storage_ip":"127.0.0.1", "storage_port":5432, "storage_username":"postgres", 
"storage_pw":"ekPostgreSQL01", "database":"prasa_dt_db", "dataTable":"s_registry", 
"log_choice":false} 
        } 
    }, 
     
     
"DS_wrappers":{ 
        "API_MB3JK2_Layout_wrapper":{ 
            "label":"API_MB3JK2_Layout_wrapper",  
            "ip":"127.0.0.1",  
            "port":7005,  
            "gateway_url":"http://127.0.0.1:7001",  
            "wrapper_type":"API",  
            "dateFirstElement":"year",  
            "dateDelimiter":"-",  
            "refresh_T":300,  
            "api_source_address":"http://127.0.0.1:8001", 
            "log_choice":false 
        }, 
        "SQL_MB3JK2_IMDATA_wrapper":{ 
            "label":"SQL_MB3JK2_IMDATA_wrapper",  
            "ip":"127.0.0.1",  
            "port":7006,  
            "gateway_url":"http://127.0.0.1:7001",  
            "wrapper_type":"SQL",  
            "dateFirstElement":"year",  
            "dateDelimiter":"-",  
            "startDate":"2019-01-01",   
            "refresh_T":100,  
            "src_ip":"127.0.0.1",  
            "src_port":5432,  
            "src_username":"postgres",  
            "src_pw":"ekPostgreSQL01",  
            "source_db":"data_db",  
            "source_table":"MB3JK2_IMDATA",  
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            "log_choice":false 
        } 
    }, 
  
    "UI_services":{ 
        "ExceedCountComparator":{ 
            "label":"ExceedCountComparator",  
            "ip":"127.0.0.1",  
            "port":7010, 
            "gateway_url":"http://127.0.0.1:7001", 
            "serviceParams":{ 
                    "No_Entities2Compare":2, 
                    "Parameters":["All", "Track Guage", "Rail Crown Wear", 
"Superelevation", "Stagger", "Vertical Force Total"], 
                    "threshold":"intInput" 
            }, 
            "log_choice":false 
        } 
    }, 
  
    "DTs": { 
        "DT_Ballast_CPT-CLM": { 
            "label":"DT_Ballast_CPT-CLM",  
            "infra_domain":"PW", 
            "ip":"127.0.0.1",  
            "port":7012,  
            "gateway_url":"http://127.0.0.1:7001", 
            "storage_ip":"127.0.0.1",  
            "storage_port":5432,  
            "storage_username":"postgres",  
            "storage_pw":"ekPostgreSQL01",  
            "database":"prasa_dt_db", 
            "data_storage":{ 
                "condition_data":{ 
                    "columns":["datetime", "location", "params", "param_vals", 
"exceedance_percentages"], 
                    "uniqueCol":"all", 
                    "preStoreServices":["ExcPercCalc"], 
                    "sources":{ 
                        "my_wrappers":{ 
                            "SQL_MB3JK2_Ballast_wrapper":{ 
                                "datetime":[{"Values_SourceField":"DATE", 
"filterParam":"all"}], 
                                "location":[{"Values_SourceField":"LOCATION", 
"filterParam":"FloatBetween", 
"qualifiers":{"col_to_filter_in":"LOCATION","startVal":0, "endVal":17.004}}], 
                                "param_vals":[{"Values_SourceField":"SUP", 
"filterParam":"all", "store_fieldname":{"col_to_store_in":"params", 
"store_as":"Superelevation"}}] 
                            } 
                        }, 
                        "child_DTs":[] 
                    } 
                }, 
                "coord_data":{ 
                    "columns":["location", "latitude", "longitude"], 
                    "uniqueCol":"location", 
                    "preStoreServices":[], 
                    "sources":{ 
                        "my_wrappers":{ 
                            "API_MB3JK2_Layout_wrapper":{ 
                                "location":[{"Values_SourceField":"KM_FROM", 
"filterParam":"FloatBetween", "qualifiers":{"col_to_filter_in":"KM_FROM", 
"startVal":0, "endVal":17.004}}], 
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                                "latitude":[{"Values_SourceField":"LATITUDE", 
"filterParam":"all"}], 
                                "longitude":[{"Values_SourceField":"LONGITUDE", 
"filterParam":"all"}] 
                            }                           
                        }, 
                        "child_DTs":[] 
                    } 
                } 
            }, 
            "asset_operational_state":true,  
            "startDate":"2019-01-01", 
            "child_DTs":[], 
            "DT_services_to_UI":{ 
                "Asset_operational_status":"None",  
                "ExceedanceLocs_over_threshold":{ 
                    "Parameters":["All", "Superelevation"], 
                    "threshold":"intInput" 
                }, 
                "ExceedanceGraph":{ 
                    "Parameters":["All", "Superelevation"], 
                    "startDate":"dateInput", 
                    "endDate":"dateInput", 
                    "threshold":"intInput" 
                }  
            }, 
            "DT_service_specs_forBackend":{ 
                "Asset_operational_status":"None",  
                "ExceedanceLocs_over_threshold":{ 
                    "params_source_table":"condition_data", 
                    "params_colNames":{"exceedCol":"exceedance_percentages", 
"locationCol":"location", "dateCol":"datetime", "paramCol":"params"}, 
                    "coords_source_table":"coord_data", 
                    "coords_colNames":{"locationCol":"location", 
"latCol":"latitude", "longCol":"longitude"} 
                },  
                "ExceedanceGraph":{ 
                    "params_source_table":"condition_data", 
                    "params_colNames":{"exceedCol":"exceedance_percentages", 
"locationCol":"location", "dateCol":"datetime", "paramCol":"params"}, 
                    "coords_source_table":"coord_data", 
                    "coords_colNames":{"locationCol":"location", 
"latCol":"latitude", "longCol":"longitude"} 
                } 
            }, 
            "log_choice":false 
        }, 
  
        "DT_Catenary_SRX-CLM_M00456": { 
            "label":"DT_Catenary_SRX-CLM_M00456", 
            "infra_domain":"E", 
            "ip":"127.0.0.1",  
            "port":7020,  
            "gateway_url":"http://127.0.0.1:7001", 
            "storage_ip":"127.0.0.1",  
            "storage_port":5432,  
            "storage_username":"postgres",  
            "storage_pw":"ekPostgreSQL01",  
            "database":"prasa_dt_db", 
            "data_storage":{ 
                "condition_data":{ 
                    "columns":["datetime", "location", "params", "param_vals", 
"exceedance_percentages"], 
                    "uniqueCol":"all", 
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                    "preStoreServices":["ExcPercCalc"], 
                    "sources":{ 
                        "my_wrappers":{ 
                            "MB3JK2_TGIVCatenaryExceptions_wrapper":{ 
                                "datetime":[{"Values_SourceField":"DATE", 
"filterParam":"all"}], 
                                "location":[{"Values_SourceField":"KM_FROM", 
"filterParam":"FloatBetween", "qualifiers":{"col_to_filter_in":"KM_FROM", 
"startVal":3.74, "endVal":10.16}}], 
                                "param_vals":[{"Values_SourceField":"MAX", 
"filterParam":"TextEquals", "qualifiers":{"col_to_filter_in":"PARAMETER", 
"strings_to_filter_for":["Stagger", "Vertical Force Total"], 
"columns_to_store_qualifiers":"params", "store_qualifiers_as":["Stagger", "Vertical 
Force Total"]}}] 
                            } 
                        }, 
                        "child_DTs":[] 
                    } 
                }, 
                "coord_data":{ 
                    "columns":["location", "latitude", "longitude"], 
                    "uniqueCol":"location", 
                    "preStoreServices":[], 
                    "sources":{ 
                        "my_wrappers":{ 
                            "MB3JK2_TGIVCatenaryExceptions_wrapper":{ 
                                "location":[{"Values_SourceField":"KM_FROM", 
"filterParam":"FloatBetween", "qualifiers":{"col_to_filter_in":"KM_FROM", 
"startVal":3.74, "endVal":10.16}}], 
                                "latitude":[{"Values_SourceField":"LATITUDE", 
"filterParam":"all"}], 
                                "longitude":[{"Values_SourceField":"LONGITUDE", 
"filterParam":"all"}] 
                            }                             
                        }, 
                        "child_DTs":[] 
                    } 
                } 
            }, 
            "startDate":"2019-01-01", 
            "asset_operational_state":true,  
            "child_DTs":[], 
            "DT_services_to_UI":{ 
                "Asset_operational_status":"None",  
                "ExceedanceLocs_over_threshold":{ 
                    "Parameters":["All", "Stagger", "Vertical Force Total"], 
                    "threshold":"intInput" 
                }, 
                "ExceedanceGraph":{ 
                    "Parameters":["All", "Stagger", "Vertical Force Total"], 
                    "startDate":"dateInput", 
                    "endDate":"dateInput", 
                    "threshold":"intInput" 
                } 
            }, 
            "DT_service_specs_forBackend":{ 
                "Asset_operational_status":"None",  
                "ExceedanceLocs_over_threshold":{ 
                    "params_source_table":"condition_data", 
                    "params_colNames":{"exceedCol":"exceedance_percentages", 
"locationCol":"location", "dateCol":"datetime", "paramCol":"params"}, 
                    "coords_source_table":"coord_data", 
                    "coords_colNames":{"locationCol":"location", 
"latCol":"latitude", "longCol":"longitude"} 
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                },  
                "ExceedanceGraph":{ 
                    "params_source_table":"condition_data", 
                    "params_colNames":{"exceedCol":"exceedance_percentages", 
"locationCol":"location", "dateCol":"datetime", "paramCol":"params"}, 
                    "coords_source_table":"coord_data", 
                    "coords_colNames":{"locationCol":"location", 
"latCol":"latitude", "longCol":"longitude"} 
                } 
            }, 
            "log_choice":false 
        } 
         
    } 
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