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Abstract

A human emotion is considered to be a state of mind of an individual that is com-

plex and intense, onset abruptly and may last for a relatively brief period. Emotions generally

affect both physiological and psychological state and can help improve human health and work

efficiency if positive, while negative emotions can cause very serious health and behavioral prob-

lems.

The detection and monitoring of emotions is essential in many areas such as driving vehicles,

in order to act in a timely manner in the event of the presence of a negative emotional state that

can dangerously affect the life of the driver. In science, several methods of detecting emotions

have been defined, which can be classified into two main categories; one uses human physical

signals such as facial expression, speech, gesture, posture, etc., which have the advantage of be-

ing easily collected and studied, but which suffer from modest reliability due to from the possi-

bility of not showing true physical signals to hide true emotions. The second category uses inter-

nal signals (physiological signals), which include electrocardiogram (ECG), electroencephalogram

(EEG), temperature (T), electromyogram (EMG), etc. which are more reliable due to their internal

nature and not directly controlled by the human being. In this thesis, we studied the problem of

detecting human emotions in a vehicle driver based on the ECG signal. For this end, we have pro-

posed three main contributions related to the detection of emotions. The first one is an approach

for optimizing the classification parameters of the categories of ECG signals which among them

an abnormal ECG class representing an unusual emotional state.

The second contribution is an improved version of the Random Forest approach for detecting

a driver’s state of stress. The third contribution is an emotion detection system suggesting a deep

learning approach; it is a new convolutional and data-augmenting neural network that considers

Heart Rate Variability (HRV-) as an essential criterion for detection. The proposed system has been

well developed and proved by validation study and comparison with the similar reference works

ii



proposed in the literature.

keywords: Human emotion detection, Electrocardiogram (ECG), Heart Rate Variability (HRV),

Data augmentation, Convolutional Neural Network (CNN), Enhanced Random Forest (ERF), Sim-

ulated Annealing (SA).
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Résumé

Une émotion humaine est considérée comme un état d’esprit d’un individu qui est

complexe et intense, débutant de manière brutale et peut durer pendant une période relative-

ment brève. Les émotions affectent généralement à la fois l’état physiologique et psychologique

et peuvent aider à améliorer la santé humaine et l’efficacité au travail si elles sont positives, tan-

dis que les émotions négatives peuvent causer des problèmes de santé et de comportements très

graves.

La détection et la surveillance des émotions sont primordiales dans de nombreux domaines

tels que la conduite de véhicules, afin d’agir dans le temps opportun en cas de présence d’un état

émotionnel négatif qui peut affecter dangereusement la vie du conducteur. Dans la science, on a

défini plusieurs méthodes de détection d’émotions qui peuvent être classifiées en deux grandes

catégories ; l’une utilise les signaux physiques humains tels que l’expression faciale, la parole, le

geste, la posture, etc., qui ont l’avantage d’être facilement collectés et étudiés, mais qui souffrent

d’une fiabilité modeste en raison de la possibilité de ne pas montrer les signaux physiques vrais

pour cacher de véritables émotions. La deuxième catégorie utilise les signaux internes (les signaux

physiologiques), qui comprennent l’électrocardiogramme (ECG), l’électroencéphalogramme (EEG),

la température (T), l’électromyogramme (EMG), etc. qui sont plus fiable due à leur nature interne

et non contrôler directement par l’être humain.

Dans cette thèse, nous avons étudié le problème de la détection des émotions humaines chez

un conducteur de véhicule en se basant sur le signal ECG. Pour cela, nous avons proposé trois

contributions liées à la détection des émotions. La première est une approche d’optimisation

des paramètres de classification des catégories des signaux ECG qui parmi elle une classe ECG

anormale représentant un état émotionnel inhabituel.

La deuxième contribution est une version améliorée de l’approche Random Forest pour la dé-

tection de l’état du stress d’un conducteur. La troisième contribution est un système de détection

d’émotions en suggérant une approche d’apprentissage profond ; il s’agit d’un nouveau réseau de

iv



neurones convolutif et d’augmentation de données qui considère la variabilité de la fréquence car-

diaque (Heart Rate Variability -HRV-) comme critère essentiel de détection. Le système proposé a

été bien développé et prouvé par une étude de validation et une comparaison avec les travaux de

référence similaires proposés dans la littérature.

Mots clés: Détection des émotions humaines, électrocardiogramme (ECG), variabilité de la

fréquence cardiaque (HRV), augmentation des données, réseau de neurones convolutifs (CNN),

forêt aléatoire améliorée (ERF), Recuit Simulé (SA).
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Introduction

1 General context

Emotions, which affect both human physiological and psychological status, play a very

important role in human life. Positive emotions help improve human health and work efficiency,

while negative emotions may cause health problems. Long term accumulations of negative emo-

tions are predisposing factors for depression, which might lead to suicide in the worst cases. Com-

pared to the mood which is a conscious state of mind or predominant emotion in a time, the emo-

tion often refers to a mental state that arises spontaneously rather than through conscious effort

and is often accompanied by physical and physiological changes that are relevant to the human

organs and tissues such as brain, heart, skin, blood flow, muscle, facial expressions, voice, etc.

Due to the complexity of mutual interaction of physiology and psychology in emotions, recogniz-

ing human emotions precisely and timely is still limited to our knowledge and remains the target

of relevant scientific research and industry, although a large number of efforts have been made by

researchers in different interdisciplinary fields.

Emotion recognition has been applied in many areas such as safe driving [1], health care espe-

cially mental health monitoring [2], social security [3], and so on. In general, emotion recognition

methods could be classified into two major categories. One is using human physical signals such

as facial expression [4], speech [5], gesture, posture, etc., which has the advantage of easy collec-

tion and have been studied for years. However, the reliability can’t be guaranteed, as it’s relatively

easy for people to control the physical signals like facial expression or speech to hide their real

emotions especially during social communications. For example, people might smile in a formal

social occasion even if he is in a negative emotion state. The other category is using the internal

signals—the physiological signals, which include the electroencephalogram (EEG), temperature

(T), electrocardiogram (ECG), electromyogram (EMG), galvanic skin response (GSR), respiration

(RSP), etc. The nervous system is divided into two parts: the central and the peripheral nervous
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systems (CNS and PNS). The PNS consists of the autonomic and the somatic nervous systems

(ANS and SNS). The ANS is composed of sensory and motor neurons, which operate between the

CNS and various internal organs, such as the heart, the lungs, the viscera, and the glands. EEG,

ECG, RSP, GSR, and EMG change in a certain way when people face some specific situations. The

physiological signals are in response to the CNS and the ANS of human body, in which emotion

changes according to Connon’s theory [6]. One of the major benefits of the latter method is that

the CNS and the ANS are largely involuntarily activated and therefore cannot be easily controlled.

There have been a number of studies in the area of emotion recognition using physiological sig-

nals. Attempts have been made to establish a standard and a fixed relationship between emotion

changes and physiological signals in terms of various types of signals, features, and classifiers.

2 Problem statement and motivations

Electrocardiogram (ECG) has been proven to be a reliable source of information for emo-

tion recognition systems. Automated ECG analysis can identify the affective states of users such

as happiness, sadness, and stress, among others.

In the state of the art of ECG machine learning, Random forest is considered as one of the

most effective ECG classifier, which motivates the RF choice in many research activities tackling

ECG classification like in our study. Nevertheless, applying random forest requests introducing

the number of RF trees in manual fashion as a parameter user, considered as a major drawback of

this method.

Success of ECG analysis based on machine learning or deep learning relies on rich annotated

dataset. Although large amount of ECG recordings is available nowadays thanks to fast develop-

ing digital medical devices, constructing a high-quality annotated ECG dataset for deep learning

model remains challenging. On one hand, it is demanding for the experienced cardiologists to

annotate the recordings.

Therefore, the annotated data are insufficient in quantity and diversity. On the other hand,

the incidence of some special emotions like angry or sad is much lower than that of happy or calm

emotions, resulting in a highly imbalanced dataset. If not properly treated, the imbalance will lead

to biased classification results using deep learning models. Data augmentation may shed a light to

the problem. It refers to a procedure that enriches the dataset by introducing unobserved samples.

The main motivations of this work are the following:
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3. Main contributions

• Proposing a new classification system based on random forest classifier which is enhanced

by a simulated annealing (SA) algorithm.

• Proposing a new monitoring system to detect driver stress using a body area network that

senses the driver ECG

• Proposing a novel data augmentation strategy for ECG signals, aiming to increase the diver-

sity of the samples and balance the number of samples among the classes.

3 Main contributions

In this section, we outline the main contributions of this work. More specifically, we pro-

pose novel approaches for emotion detection using ECG signals.

1. An Enhanced Random Forest method proposed for the classification of ECG signals in order

to distinguish the normal class from the classes of medical disorders and from an abnormal

class which may represent an unusual emotional state (see Chapter 3).

2. A new monitoring system for driver stress detection by an improved version of the Random

Forest approach using ECG signals (see Chapter 4).

3. A new data augmentation convolutional neural network for human emotion recognition

based on ECG signals (see Chapter 5).

4 Dissertation organization

The rest of this dissertation is organized as follows:

The general introduction presents the problem of the thesis which is the detection of emotions

by an ECG signal based on the variability of the heart rate. The motivations, contributions and

organization of the thesis were also initiated in this part.

Chapter 1 This chapter illustrates the basic and fundamental concepts concerning the elec-

trocardiogram signal and the detection of emotions. In addition, the main methods of acquiring

emotions have been analyzed and discussed in this chapter as well as the different models of emo-

tions and the different modalities used for the recognition of emotions.

Chapter 2 This chapter is devoted to the different approaches proposed in the literature for the

detection of emotions. In this chapter, we have exposed a significant number of related works that

3



have been used in emotion recognition using ECG and EEG which are described and discussed

in detail. Specifically, we focused on similar work to detect driver emotions using ECG signal.

Furthermore, we presented the existing methods of data augmentation for the ECG signal, these

methods are used to solve the problem of the limitation of the ECG datasets that are required for

initiated learning in the proposed system.

Chapter 3 In the third chapter, we presented our first contribution which is the Enhanced Ran-

dom Forest method proposed for the classification of ECG signals in order to distinguish the nor-

mal class from the classes of medical disorders and from an abnormal class which can represent

an unusual emotional state. Improved Random Forest method combines the traditional Random

Forest method and the Simulated Annealing algorithm to find the best parameters to introduce to

the classification system for better detection

Chapter 4 A new monitoring system for driver stress detection by an improved version of the

Random Forst approach has been proposed. This proposal analyzes and monitors the electrocar-

diogram (ECG) signal of the driver while driving in order to discover his state of stress belonging

to one of the following three levels; low, medium or high.

Chapter 5 Presents a new emotional detection system based on a deep learning approach that

is a network of convolution neurons (CNN) and increase of data. On the basis of an ECG signal, we

proposed to enrich the dataset (dataset) with a significant number of representative ECG samples,

which are generated according to a process of randomization, concatenation and rehabilitation of

episodes Realistic ECG. Therefore, a new seven-layer CNN classifier is obtained aimed at detecting

human emotions in terms of levels of valence, excitement and dominance.

Conclusions and perspectives The general conclusion concludes this dissertation and gives

an insight into our ongoing and future work and perspectives in the area of emotion detection

using ECG signals.
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1.1. INTRODUCTION

1.1 Introduction

Affective computing has become an increasing hotspot and principal direction in the area

of human-computer interface. Emotion recognition is particularly significant in foregoing king-

dom, which mainly includes the ways of face expression, speech, gesture, physiological signal and

so on. Additionally, Emotion is considered a physiological and psychological expression associ-

ated with moods and personalities of individuals. However, physiological signal can truly reflect

our emotions, which is more objective and robust than any other ways. As a result, sensing tech-

nologies integrated into wearable devices coupled with machine learning and deep learning tech-

niques have recently been used to analyze physiological signals in order to classify or quantify

human emotions. In order to better understand the context of this work, some knowledge needs

to be acquired first. Therefore, in this chapter, we are presenting an overview of the fundamen-

tals concerning both the electrocardiogram signal(ECG) and the emotion recognition theory and

principles and the electrocardiographic signal, its variability and main acquisition methodologies.

Then, the existing emotion models are presented and detailed, as well as the different modalities

used for emotion recognition. Then we discuss the data augmentation strategy especially for ECG

signal.

1.2 Emotion Recognition

Affective computing is a growing field, involving disciplines like engineering, psychology,

cognitive science and even sociology that explores how the use of technology enables the recogni-

tion and interpretation of human emotions or affects. Emotions are considered the way to com-

municate beyond words. In this way, the automatic recognition of emotions may be an exciting

opportunity for human-computer interaction or even the gaming industry. The exponential in-

crease of smart technologies in society brings the desire to make them even more custom-made,

by assessing the needs of their owner and choosing the most appropriate solution. In this way,

machines with the capability of assessing human emotions may revolutionize the human-robot

interaction [7].

However, other areas besides robotics [8; 9] may be interested in this automated emotion eval-

uation such as marketing, education or even the entertainment industry, as already mentioned. In

marketing, advertisement can become more effective by taking into account the emotional state

of customers [10]. As far as education is concerned, learning processes may be improved by an-

6



CHAPTER 1. FUNDAMENTAL CONCEPTS

alyzing emotional responses from students [11; 12]. Finally, regarding the entertainment indus-

tries, like gaming, more appropriate entertainment can be proposed by assessing the audience’s

response to the ones already available in the market [13].

Another example is call centres that could largely benefit from their customers’ emotion recog-

nition, allowing them to detect problems and maximise customer satisfaction [14]. However, the

design of such robust algorithms for automated recognition of human emotions is still a major

challenge [15].

Emotions are complex processes, including feelings, body language, cognitive reactions and

behavior or thoughts [16]. Different models have been proposed for automatically recognise emo-

tions, taking into account the way all of these processes may interact with each other. However,

there’s still no universally accepted formulation to model emotions. Nevertheless, to use engineer-

ing principles to the recognition of such a personal and non-exact parameter as the human emo-

tion, affects need to be conceptualized in a clear and strict way. There are mainly two categories

regarding the way emotional models are conceived: The first one considers Discrete Emotional

Models (DEM), focusing on the six most basic emotions (happiness, sadness, anger, fear, surprise

and disgust). This method considers that, regardless the situation or culture, humans perceive the

environment and react to it in a similar way and with a distinguishable emotion. In this way, the

main goal is to identify and label standard emotional states. On the other hand, Affective Dimen-

sional Models (ADM) characterize an emotion as a set of parameters, forming an n-dimensional

emotional space, and with arousal, valence, and dominance being the most commonly used di-

mensions [15] [17].

Arousal can be described as the measure of emotional stimulation (activation level) and it can

vary from low/calmness to high/excitement. Valence is a measure of pleasure, defined by a polar-

ity of positive or negative feelings. Finally, dominance is related to the subject’s feeling of control,

indicating if the human feels without control or empowered (dominant vs. submissive) [18]. For

example, fear has a high level of arousal, negative valence and is a submissive emotion [19]. Hav-

ing this said, pattern recognition approaches must be applied for affect recognition, relying on the

acquisition of data with different affective states from subjects experiencing a given situation. Dif-

ferent modalities have been used to collect this data, from facial expressions, peripherical physio-

logical signals or even speech intonation. Regarding the emotional stimuli, it may include media,

like video, audio or even music clips, as well as the creation of different kinds of environments

(relaxed, stressful, among others) [20–24].
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1.3. EMOTION RECOGNITION USING PHYSIOLOGICAL SIGNALS: CHALLENGES AND
OPPORTUNITIES

Nowadays, most experiments developed in order to recognize emotion focus on behavioural

(visible or audible) modalities [25]. Human communication is composed of verbal and non-verbal

components, that are able to carry emotional information. Daily, humans rely on their own inter-

pretation of facial and speech tone to infer the emotional states of other people. Thus, this recog-

nition relies on the techniques used by humans to understand each other [14; 26–28]. Although

emotion recognition from facial expressions or voice tone has been improved, there’s still some

uncertainty in the use of those kinds of evaluation parameters, since they might be purposely

faked and altered. Individuals can consciously regulate their own emotions or naturally suppress

them, without even acknowledging there are doing it [29; 30].

On the other hand, physiological signals are acquired in a more unconscious mode, allowing

for a more trustworthy data collection. Physiological signals should provide relevant insights on

emotion, since they’re associated with the autonomic nervous system’s responses [31; 32]. Emo-

tion is both a psychological and a physiological expression, associated with mood, personality and

all the cognitive processes involved. Besides, these signals are recorded in a continuous way, which

enables detecting emotion variations through time [33]. Different physiological signals have been

used in order to efficiently detect emotions, like electroencephalogram (EEG) [34], electrocardio-

gram (ECG) [35; 36], galvanic skin response (GSR) [32], electromyogram (EMG) [37], among others.

The electrocardiogram (ECG) is a powerful signal, being considered one of the most used diagnos-

tic tools in medicine. Recent researches have proven to be a prospective technique for emotion

recognition, allowing to measure signals that can be affected by changing emotional states

1.3 Emotion Recognition Using Physiological Signals: Challenges and

Opportunities

As already mentioned, one of the main benefits of detecting emotions using physiological

signals is that they are involuntary and uncontrollable reactions of the body, and thus, difficult to

hide or mask [38].

The human heart is known to be affected by what people feel. In a non-scientific way, people

refer to the heart as what aches when something bad happens, or even what they give to someone

they love. Expressions like “heartbreak”, “big heart”, “heart of stone” or “heavy heart” are just some

examples of different ways of expressing a variety of emotions. However, in a more logical view,

the heart is also associated with what humans feel. When people are nervous, the heart beats
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faster, when they’re relaxed, the pulsation goes down. So it becomes reasonable to think about the

possibility of detecting variations in emotions and affect through the heart’s changing behaviour

[29].

The electrocardiogram is a physiological signal obtained by the cyclic contraction and recov-

ery of the heart [39]. In this way, the electrocardiogram can be seen as a code, conveying all the

changes correlated to the humans’ emotional states, especially by variations in the heart rate and

other indicators. Various studies show that the use of ECG signal provides relevant information

that can be correlated with emotion [40].

However, there are still several drawbacks regarding the use of physiological signals and specif-

ically the electrocardiogram. Although it is accepted that physiological signals are affected by emo-

tions, the effects on the waveform patterns are still unknown and not well defined. For this reason,

many researchers are still trying to find the most emotion-related features, that can provide clearer

information.

Besides, the experimental protocols are far more complex than those from behavioural emo-

tion research. This problem is related to the need of obtaining high-quality physiological data,

which is difficult, and the requirement of obtaining genuine emotions, which depends largely on

the emotion elicitation material. The signal acquisition is also a challenge, since it is a more inva-

sive process, with the sensors in contact with the human body during the recording session. Thus,

proper methods and equipment should be chosen, having into account all the challenges men-

tioned, and trying to diminish these problems. Nonetheless, all the limitations mentioned above

lead to commonly small and restrained databases, with a reduced amount of data, which can be

highly problematic for deep learning approaches to be developed.

Another drawback is related to the labelling process, since physiological signals are subjective

and it is difficult to establish their ground truth [29; 39]. Moreover, most databases and experimen-

tal protocols don’t have a large number of subjects nor a relevant number of signals per subject.

Due to this limited amount of data, the performance of the classifiers applied is compromised. To

solve this problem, more subjects can be included in the experimental protocols, which should

also become longer so that the number of data increases, or more samples can be used (for ex-

ample, by considering multiple segments of the same physiological signal). The use of segments i

highly recurrent in order to obtain a "fake" data enlargement, however, this multiple segmentation

of the same signal implies that the same label is considered to all segments, which can sometimes

be misleading. Furthermore, since random splits are usually applied, segments from the same sig-
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nal are found in train and test sets, which can result in misleading performances presented in the

literature, that must be evaluated under more controlled and realistic settings.

Having this said, signal and subject-independent settings can be one of the main problems

regarding physiological signals, mainly due to the lack of large amount of data. Furthermore,

concerning the ECG signal that, in normal conditions, presents the same behaviour and deflec-

tions for all subjects, it is considered to have a high degree of variability. This variability can be

intra-subject, consisting of variations within the consecutive heartbeats of the same subject, or

inter-subject, corresponding to variation between heartbeats of different subjects [39].

Especially the inter-subject variations can become a problem when the major goal is to de-

tect specific and equal patterns to equal states of emotion. Having this said, the major problem

nowadays is associated with this pattern detection when data shows a wide range of behaviour to

the same affect felt by different people. When in biometric research, these inter-subject features

can be highly positive, allowing for a more efficient recognition of each individual. However, when

working to correlate an emotion to a given pattern, it can be challenging.

1.4 Affective Computing and Emotion Recognition

Emotion can be described as a “strong feeling deriving from one’s circumstances, mood,

or relationships with others” or even as an “instinctive or intuitive feeling as distinguished from

reasoning or knowledge” [41]. It is common sense that emotions affect both human physiologi-

cal and psychological status, playing an important role in a person’s daily life and how someone

may deal with his own happiness, victories, or even losses or disappointments. However, it is also

true that emotions are still believed to be inherently non-scientific sensations, far from rational

thought or common logic, being marginalized from science.

However, this public perception is not completely correct. Although emotions arise from a

human’s ability to feel and process what happens around him, they also have a large impact as

far as essential cognitive processes are concerned. Lisetti [42] highlights results from neurological

literature indicating how emotions are not only associated with human creativity and intelligence,

but also with basic rational thinking and decision making.

Furthermore, Lin Shu et al. [38] defines emotion as a “mental state, that arises spontaneously

rather than through conscious effort and is often accompanied by physical and physiological

changes that are relevant to the human organs and tissues such as the brain, heart, blood flow,
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muscle, facial expressions, voice, etc”, pointing out the close link between emotions and rather

scientific parameters like physiological signals and basic biology functioning.

With the exponential growth of human-computer interactions (HCI), it becomes reasonable

to consider that the interpretation of emotions is an important and fundamental asset to enable

accurate and efficient intercommunication [40; 42]. From this need, Affective Computing (AC)

emerges as a new and exciting field that can enable smarter and more humane technology.

AC tries to assign to computers the ability to perceive, observe and even generate affect re-

sponses, increasing human-computer communication quality. This field is currently one of the

most emerging and active topics in research, due to its large and promising spectrum of appli-

cations, in different areas. Affective Computing involves multidisciplinary knowledge like psy-

chology, physiology and computer sciences [43]. Its great potential translates into a wide range

of applications in several environments, like robotics, marketing or even education. The devel-

opment of recommendation systems also becomes possible since Affective Computing will allow

understanding customers preferences and opinions.

Within Affective Computing, two distinct research areas can be identified: sentimental anal-

ysis and emotion recognition [44]. While Sentiment Analysis consists of a simple classification

task between a positive/neutral/negative state, emotion detection involves a more detailed and

thorough methodology that aims to distinguish between a set of emotions. In this way, product

reviewers can use Sentiment Analysis to assess how the product was perceived by its customers

(liked or not). On the other hand, Emotion Recognition is able to differentiate if someone is an-

gry, sad or bored. As it can be understood, these two areas can overlap, since a happy customer

translates into a positive reaction. However, Emotion Recognition is a finer discrimination and

assessment of a general reaction to a given stimulus. This scientific analysis of emotions and the

capability of recognizing them depends on a correct emotion modelling, followed by proper data

collection and the application of specific methodologies, which will be further explained in the

following sections.

1.4.1 Emotion Modelling

Emotions have been studied for centuries and philosophical studies around them can date

back to the ancient Greeks and Romans. The desire of defining emotions as quantitative param-

eters, in order to evaluate and assess them in a more scientific and logical way is as old as it can

be, and started with Cicero, when he tried to organized emotions into four basic categories: metus
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(fear), aegritudo (pain), libido (lust) and laetitia (pleasure). In the late 19th century even Darwin

focused some of his attention on emotions, developing a theory that stated that emotions evolved

via natural selection [45]. However, since emotions are complex processes, involving body lan-

guage, cognitive reactions, feelings and thoughts, modelling them is a very challenging task. Be-

sides these first attempts, psychologists have been trying to develop a logical and universally ac-

cepted emotion model for decades, however, this goal hasn’t yet been completely achieved. Nev-

ertheless, the main scientific models developed and used in Emotion Recognition are the Discrete

Emotional Models (DEM) and the Affective Dimensional Models (ADM).

1.4.1.1 Discrete Emotional Models

In the early 1970s, Ekman [46] conceived emotions as discrete and measurable categories,

being psychological states that fit specific criteria. Six basic emotions were defined: happiness,

sadness, anger, fear, surprise and disgust. All other emotions were considered to be combinations

or reactions to these. Discrete models suggest that affective states are universal among people,

regardless of their differences in gender, origin, or even moral beliefs. Also, when in a similar

situation, people would react in the same way, showing analogous physiological expressions and

patterns [17] However, in 1980, Plutchnik [47] extended this basic emotions list, by considering

eight emotions of joy, trust, fear, surprise, sadness, disgust, anger and anticipation. Figure 1.1

presents the wheel model proposed by Plutchik, which describes emotions ranked by intensity,

with the stronger ones in the centre and the weaker positioned at the flower blooms. The colour

use represents that basic emotions can be combined to form complex emotion.

Finally, Izard [49]defined ten basic emotions: joy, surprise, sadness, fear, shyness, guilt, anger,

disgust, shame and contempt. He hypothesized that these emotions were formed during human

evolution, being a simple brain circuit. Although these simplistic models would allow an eas-

ier view of emotions, they become unsatisfactory and limited when analysing complex emotions,

which cannot be described with a discrete label and need a more quantitative evaluation [38].

1.4.1.2 Affective Dimensional Models

In 1989, the first dimensional model was proposed by Russel et al. [50], showing that there

would have to exist some evaluation parameters that could describe emotions, like intensity or

positiveness. These models suggest that emotions are not discrete but continuous, and, according

to Lang et al. [51], they can be projected into a two-dimensional space model, by valence and
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Figure 1.1: Plutchik’s Wheel of Emotions, from [48]

arousal. Valence is a measure of pleasure, ranging from negative/unpleasant to positive/pleasant.

On the other hand, arousal describes the level of activation and intensity concerning emotional

stimulation, varying from low/calmness to high/excitement, or even passive and active. In this

way, as shown in Figure 1.2, different emotions can be plotted, having a correspondent value of

arousal and valence. For example, sad has a negative valence, indicating that it is not a pleasant

emotion, and a passive arousal, proving a low activation level. On the other hand, angry is also a

negative valence emotion but it presents a high level of activation and excitement, thus having an

active arousal.

This dimensional grid became highly attractive due to its higher flexibility in describing an

emotion besides using just words, and the possibility of considering emotional variations over

time. Other metrics emerged through time like dominance, as it can be seen in Figure 1.3 [52].

Dominance corresponds to someone’s level of control, varying from submissive to dominant. Hav-

ing into account other measurements to characterize emotions like this one, it becomes possible

to obtain a more complete discrimination between emotions. For example, while fear and anger

both have negative valence and active arousal, dominance allows to divide them into the submis-

sive and dominant axis, respectively [38]. Recently, another study presented by Warriner et al [54],

adding the third dimension dominance to form the Valence-Arousal-Dominance space (VAD). So,

Three main affective qualities were considered by the psychologists to describe the human emo-
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Figure 1.2: Two-Dimensional Space Model of Emotions, from [38]

tions which are: valence, arousal, and dominance [55]. Figure 1.3 illustrates a 3 dimensional

emotion model, showing Valence, Arousal and Dominance (VAD in short). These emotions are

explained below.

• Valence: represents the fear or happiness; it is the positivity or negativity of an emotion.

• Arousal: represents the intensity of emotion elicited by a stimulus. Precisely, a high arousal

is an anger status and a low arousal represent a sadness status.

• Dominance: constitutes the state and level of control do by the stimulus, we distinguish two

states such as dominant (i.e. with control) or submissive (i.e. without control).

As shown in figure 1.3, being Emotions are categorized on a 3D plan, the x-axis represents the

valence, y-axis is for arousal and zaxis illustrates the dominance. There are 15 emotions grouped

into 5 clusters: C1 represents the happy group with the emotions of Happy, Joy, Fun, Exciting, then,

C2 represents is for the love group comprising: Love, Cheerful, Lovely, C3 shows the Sentimental

Group which includes Depressing, Sentimental, Mellows, the C4 group is the sad group, with the

emotions: Sad, Melancholy, and Terrible. C5 is the hate group with the emotion of Shock and Hate.

Therefore, a human emotion is formed a combination of the three dimensions valence, arousal

and dominance. In the happy group (Joy, Exciting, Happy and Fun), the valence and arousal are

relatively high. However, in the sad group composed of Sad, Depressing and Melancholy the va-

lence in low. By this way, positive and negative emotions could be expressed by numerical values
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Figure 1.3: VAD Emotions representation in 3D space, from [53]

[53]. For example, when we have a perpendicular plan at valence 6.5, all the emotions on the right

side are called positive emotions, however, on the other side, the emotions are considered as a

negative emotions. We can also see the values of an emotional state of fun, which are 6.85, 5.85,

and 6 for valence, arousal and dominance, respectively. According to [53], the range of the valence,

arousal and dominance are fixed as following:

• Valence value range: (Low: 1 - 4.5), (Medium: 4.5 – 5.5), and (High: 5.5 – 9)

• Arousal value range: (Low: 1 - 4.5), (Medium: 4.5 – 5.5), and (High: (5.5–9)

• Dominance value range: (Low: 1 - 4.5), (Medium: 4.5 – 5.5), and (High: 5.5 – 9)

Human emotions can be the reason of many physiological changes through various involun-

tary neurological responses such as: respiration [56; 57], skin electricity [32; 58], temperature [59],

muscular activity, [60] and cardiologic activity. [61; 62]. Various studies proved that ECG can be

efficiently used for detecting human emotion [63; 64].In the next subsection, we explain how ECG

can help to detect human emotions.

1.4.1.3 Discrete vs Dimensional Models

Concerning Discrete and Dimensional models, it is important to understand that both

have advantages and disadvantages in their attempt to distinguish between emotions. Regard-

ing the Discrete Emotional Models, as it can be easily understood, there are a variety of factors

that can play an important role on someone’s behavior or emotional response, which means that
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it is wrong to consider that all people would act in the same way when exposed to the same en-

vironment or situation. Furthermore, emotions are also complex processes, related to both phys-

iological and neural activities, and, for this reason, it is limiting to consider a small list of basic

emotions. On the other hand, even the Affective Dimensional Models are not enough to trans-

late the emotional complexity already described. Besides assuming independence between axis,

eliminating all possible relations between dimensions, which can also be a little uncertain and

incorrect, these models do not consider the possibility of two or more emotions being felt at the

same time. However, some new dimensional models are emerging, such as the Hourglass Model,

trying to reproduce the entire range of emotions and considering situations where more than one

emotion is being felt at the same time.

1.4.2 Emotion Recognition Modalities

Concerning Emotion Recognition and Affective states differentiation, it is essential to find

a way of measuring the subject’s emotional variations over time. As already mentioned, emo-

tions are expressed by people in their daily life, through their bodily reactions, facial alterations

or even the changes that can be detected in someone’s voice or intonation. Yet, emotions are

also closely related to neural activity and the body’s physical and physiological states. In this way,

different modalities can work as emotion indicators and be used to detect affective variations.

Having this said, emotion recognition methods can be classified into two main categories. One

is by using physical and more visible signals such as facial expressions, speech alterations, ges-

tures or posture. The other has into account physiological signals, including EEG [34; 35; 65], ECG

[30; 35; 36; 66], GSR [32; 67; 68][26; 53; 54], EMG [37; 69], HRV [43; 70], among others. The present

section focuses on the current modalities used for emotion recognition, analyzing the advantages

and disadvantages of each.

1.4.2.1 Facial Emotion Recognition

In everyday life, humans rely on their own perception of emotions through the analysis of

people’s facial expressions and body movement. Especially the latter plays an important role as

the main non-verbal communication channel. The face conveys diverse information regarding

someone’s age, sex, identity, background or even what they are feeling. In this way, it is not sur-

prising that various behavioral scientists showed interest in how facial expressions could indicate

a large amount of information from someone [71]. At the beginning of 1970, computer scientists
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started to use the face as a biometric modality, since it is the main natural method to recognize a

given person. Later, the idea was to analyze and synthesize facial expressions. Ekman and Friesen

developed one of the leading methods in facial expression recognition, the Facial Action Coding

System (FACS) [72]. This system describes facial expressions by considering individual muscle

movements, denominated Action Units (AUs) - the smallest movements that can be distinguished

- that allow detecting micro-expressions.

Ekman’s work inspired many researchers to study facial expressions using both images and

videos. With time, image processing techniques started to be used and applied in facial emotion

detection. Nowadays, Facial Emotion Recognition (FER) techniques are normally composed of

three major steps: preprocessing, feature extraction, and classification.

Preprocessing consists of a preliminary process that can be used to improve FER performance.

It is normally done before the feature extraction process, facilitating both extraction and further

classification. Regarding images, most common preprocessing methods include image clarity,

contract adjustments, scaling and other possible enhancements [73]. After that, some features

are extracted and fed into a classification system. Finally, the output consists of one of the pre-

selected emotion categories or labels.

However, it is possible to divide FER techniques into two groups, considering if features are

handmade or automatically produced through a deep neural network. As far as handcrafted fea-

tures are concerned, they can be further discriminated in “feature-based” and “region-based”.

“Feature-based” consists of detecting specific facial structures like the eyes or the corners of the

mouth. On the other hand, “region-based” focuses on specific regions of the face to detect expres-

sion variations. For example, this analysis can be done by taking into account the eye/eyebrow and

mouth regions, discarding the rest of the face. Figure 1.4 presents the three main steps in conven-

tional FER approaches: facial structures detection, feature extraction and expression classification

[74].

1.4.2.2 Speech Emotion Recognition Speech

Speech is the most natural way of communication and interaction between humans. In

addition, there is a lot of information regarding how people are feeling through their way of talk-

ing, not only by what someone says but also having into account the speech intonation, trembling

or firmness. When people are nervous, their voice can become more shaking, however, when in an

excited state of happiness, people tend to talk louder and wider. These facts motivated different re-
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Figure 1.4: Procedure used in conventional FER approaches, from [74]

searchers to study speech alterations and relate them with possible emotion variations. Since the

1950s, different research has been developed on speech recognition, by converting human speech

into words. However, when it comes to speech emotion recognition, research and achievements

are still few [75]. Speech emotion recognition consists of extracting the emotional state of a given

person by analyzing his or her speech. This goal can be achieved by using audio or transcriptions

into text processing. However, it is not an easy task due to the variability introduced by different

speakers, speaking styles and speaking rates [76].

Similarly to Facial Emotion Recognition and other classification problems, the initial step to be

done, after possible preprocessing, is feature extraction, by identifying suitable features that may

efficiently characterize emotions. These features can be local, by dividing the signal into small

segments and analysing them in a stationary way, or global. Features like pitch and energy can

then be extracted from each frame and further used to detect emotion variations. Global features

are calculated as statistics of all speech features. Although there is some disagreement on which

type of feature is better, most researchers consider that global features are more effective in terms

of classification time and accuracy [14]. Speech features can also be grouped into four categories:

continuous, qualitative, spectral and TEO-based features (Teager energy operator).

Figure 1.5 represents a possible method of speech recognition. Deep learning methods are

also used for speech emotion recognition, avoid the need for manual feature extraction. Some

of the most commons classifiers used are Support Machine Vectors (SVM) and Artificial Neural

Networks (ANN). However, HMM (Hidden Markov Model) is the most used classifier in speech

emotion classification and recognition [77; 78].

Although some good results have already been achieved, this field is still attractive and full of

opportunities to be improved, by tackling problems like speaker-dependent classification. How-

ever, speech emotion recognition is not always completely trustworthy. Although it cannot be so
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Figure 1.5: Conventional Architecture of Speech Emotion Recognition System, from [79]

easily manipulated and altered as facial expressions, it is possible to control parameters such as

rhythm or intensity, in order to mask some emotional states.

1.4.2.3 Body Gestures and Posture

Comparing with affect analysis from speech and facial expression variations, body gestures

and posture are regularly overlooked and diminished as strong emotion indicators. However, the

power of body language has been gaining more and more attention, and it is already common

sense that body gestures can provide information regarding if someone is, for example, comfort-

able or nervous. According to Mehrabian’s 7-38-55 principle, the percentage distribution of a mes-

sage is 7% verbal signals and words, 38% strength, height and rhythm and 55% facial expressions

and body posture [80].

According to [81], body language includes a variety of non-verbal indicators, from facial ex-

pressions to body posture, eye movement, or the use of personal space. The hands are also a great

source of body language information [82], and nowadays, it is starting to receive some attention,

being used by politicians during their speeches or debates. In the same way, details like the head

positioning or chin lifting angle can also be a source of information, conveying emotions and in-

tents [83].

More importantly, body gestures and posture are generally natural and unintentional, unlike

facial expression or speech intonation, which can be purposely masked or faked. Thus, increased
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Figure 1.6: Two most common ways of modelling the human body: model based on ensemble body parts
(left) and kinematic model (right), from [84]

interest in using body language to emotion recognition started to grow and be further researched.

As far as body analysis is concerned, human modelling is an important preparation step, that

may influence all the subsequent phases. The most common ways of modelling the human body

are either as an ensemble of body parts as a kinematic model (see Figure 1.6). In the first way,

different body parts are independently detected and some restrictions can be applied to refine

the detection. On the other hand, the kinematic model consists of a collection of interconnected

joints with predefined degrees of freedom identical to the human skeleton [84].

1.4.2.4 Physiological Signals

The nervous system is composed of two distinct parts: the central and the peripherical

nervous systems (CNS and PNS). Considering the PNS, it is divided into the autonomic and so-

matic nervous systems (ANS and SNS). The ANS is associated with the sensory and motor neu-

rons, allowing the connection and communication between the CNS and all internal organs. In

this way, physiological signals respond to both the CNS and the ANS, which implies their natural

and unconscious nature. Nowadays, the autonomic nervous system (ANS) activity is viewed as

a determinant component of the emotional response in a variety of recent theories concerning

emotion [85]. Although there’s still some disagreement regarding the degree of specificity of ANS
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activation in emotion, it can be inferred that emotions have an impact on ANS, which, in its turn,

influences physiological signals.

Psychophysiology is the branch of psychology that correlates psychological states with phys-

iological variations and measurements. Although someone can choose not to externally show

his/her emotion, there’s an inevitable change in physiological signals that cannot be hidden or

avoided, since the ANS sympathetic nerves are activated whenever a person is positively or nega-

tively stimulated [86]. This sympathetic activation leads to heart, respiratory and blood pressure

rate variations, considered some of the most common reactions of the human body to a given

emotion [87]. In 1983, Izard and Fridlund were responsible for one of the earliest works consid-

ering emotion recognition and physiological signals. They used Linear Discriminant Analysis on

facial EMG activity, which became a landmark research since it was able to prove the existence

of a correlation between physiological data and emotional states [88]. After that, a great number

of studies regarding emotion recognition using physiological signals have been conducted, which

can be found in the literature. However, it is still uncertain how emotion variations translate into

actual pattern alterations in each physiological signal.

It is highly relevant to have an efficient and successful data collection when developing an

emotion recognition system based on physiological data. Unlike facial or speech variations, phys-

iological signals are harder to collect since they are highly prone to noise and ask for more complex

setups. On the other hand, image and video can be easily acquired even by non-specialists [89].

Since the ANS controls physiological signals, there’s the need to naturally induce a given emotion.

For this, different emotion elicitation techniques can be used, like pictures [90], videos [18] or even

music [33].

Regarding the specific methodology of emotion recognition using physiological data, it can be

divided into two major categories, being the first the usage of more traditional machine learning

methods, and the other using deep learning methods.

Like it was already mentioned in other modalities, automated classification tasks normally rely

on these two options (see Figure 1.7). The first one implies handcrafted feature extraction and

optimization, while deep learning methods learn from data that was practically unaltered. Espe-

cially when considering end-to-end approaches, preprocessing is almost non-existent since the

network should be able to deal with the raw signals and extract all important patterns to recognize

emotions. In this way, using raw signals makes the network more robust in its detection [25; 91].

In model-specific methods, in which feature extraction is done, there’s the need to explore
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Figure 1.7: General overview of an Emotion Recognition process using physiological signals under target
emotion stimulation, from [38]

emotion-specific characteristics concerning each different physiological signal, in order to focus

on relevant features that may improve the model performance. On the other hand, deep learning

approaches don’t ask for such specific knowledge or challenging feature selection.

1.5 Electrocardiographic Signal

1.5.1 Anatomy and Physiology

The human heart is located in the mediastinum, a place within the thoracic cavity and

between the lungs, slightly to the left of the sternum. This muscular organ is essential to human

life since it works as a pump, by contracting and forcing the blood through the blood vessels of the

body. The heart has three major functions: (1) generating blood pressure, (2) routing blood, which

allows for the separation between the pulmonary and the systemic circulation, and (3) regulating

blood supply, in which the heart rate and its force contraction change in accordance to the human

metabolic needs [92; 93].

Regarding its anatomy, the heart is enclosed in the pericardial membranes, composed of three

layers. The more external is the fibrous pericardium, made of a dense fibrous connective tissue

that protects the heart and anchors it to the surrounding structures. In the middle, the serous

pericardium, a thin serous membrane, is folded into two layers: parietal and visceral. The latter

is the one in contact with the surface of the heart, also known as epicardium, which means “upon

the heart”. The epicardium is considered to be the most inner layer of the heart wall, followed by

the myocardium (middle layer), and the endocardium (outer layer). The myocardium is mainly

composed of cardiac muscle, forming the bulk of the heart and the walls of the four chambers.

The endocardium covers both the valves and chambers, preventing abnormal clotting [94].
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The heart is formed by four chambers. The two upper ones are the right and left atria, which

are separated by the interatrial septum. The lower chambers are the right and left ventricles, pre-

senting thicker and stronger walls, and being separated by the interventricular septum. Caval

veins carry blood from the body to the right atrium. From this atrium, the blood is then led to

the right ventricle upon atrial contraction, passing through the right atrioventricular (AV) valve,

also called tricuspid. In the ventricle, the blood is pumped to the lungs, carried by the pulmonary

artery. On the other hand, the left atrium receives blood from four pulmonary veins, that flows

to the left ventricle. The valve separating these two chambers is the mitral or bicuspid, and after

arriving at the ventricle, the blood is finally pumped to the body through the aorta, the largest

human artery [95].

This sequence of events occurs in a cyclic way with each heartbeat, and it is dominated as the

cardiac cycle. The electrical activity of the myocardium regulates this cycle, which is stimulated to

contract without any external stimulation [96], and the electrical impulse follows a specific order

and route, throughout the myocardium [39; 97] (see Figure 1.8):

1. Atrial depolarisation - The sinoatrial node (SA), considered the natural pacemaker of the

heart, generates the impulse and is the fastest structure in the myocardium to depolarize.

The electrical impulse follows its path, reaching both atria and the AV node;

2. Atrial depolarisation complete - After its depolarization, the atria contraction begins. Con-

duction through the AV node is ten times slower than through the surrounding heart tissue,

delaying the impulse for 0.1s. This allows the atria to finish its contraction before the im-

pulse gets into the ventricles and it also protects the ventricles from high atrial rates during

possible atrial arrhythmias. The electrical conduction occurs through the AV node to the

bundle of His, that divides into left and right bundle branches, carrying the electrical im-

pulse into the left and right ventricles, respectively;

3. Ventricular depolarisation – Upon reaching the apex, the impulse spreads onto the my-

ocardium cells through the Purkinje fibers, beginning the ventricular depolarization. Si-

multaneously, the atria begin to repolarise;

4. Ventricular depolarisation complete – the ventricles depolarise completely, and their con-

traction start immediately after the depolarisation;

5. Ventricular repolarisation – The ventricles start to repolarise;
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Figure 1.8: The cardiac conduction system. (1) The sinoatrial (SA) node and the conduction system are at
rest. (2) The SA node generates the impulse, which spreads across the atria. (3) After reaching the atrioven-
tricular node (AV), there is a delay of approximately 0.1s, allowing the atria to complete pumping blood
before the impulse is transmitted to the atrioventricular bundle. (4) The impulse then travels through the
atrioventricular bundle and bundle branches to the Purkinje fibers. (5) The impulse spreads to the con-
tractile fibers of the ventricle. (6) Ventricular contraction occurs and the cycle is ready to start again, from
[98]

6. Ventricular repolarisation complete – the ventricles repolarise completely and the cardiac

cycle starts again.

The cardiac cycle is a quick process, taking a total time of approximately 0.22 s (220 ms) and, as it

can be perceived, it consists of an electrical current that is generated and conducted through the

heart. This electrical activity may be detected and recorded by an electrocardiograph, obtaining a

graphic record of the heart activity: the electrocardiogram (ECG) [94]. A typical ECG is composed

of three distinct waves: the P wave, the QRS complex and the T wave. The P wave results from

the depolarisation of the atria, whereas the QRS is associated with the depolarisation of the ven-

tricles and the simultaneous repolarisation of the atria. Finally, T-wave translates the ventricular

repolarisation. The PQ or PR interval is the time between the beginning of the P wave and the QRS

complex, during which the atria contracts and begins to relax. After the PQ interval, ventricles

24



CHAPTER 1. FUNDAMENTAL CONCEPTS

begin to depolarize.

The QT interval, which goes from the beginning of the QRS complex until the end of the T

wave, represents the time needed for ventricular depolarization and repolarization. Within this

interval, the S-T segment represents the time between the moment in which ventricles are com-

pletely depolarised until their repolarisation [93; 94]. All these waveforms are registered in a re-

peating rhythm, the sinus rhythm, originated by the SA node. Furthermore, in some people, gen-

erally with slower heart rates, a fourth waveform known as U-wave may appear. Some researchers

believe that it represents late stages of ventricular repolarisation or even a post-repolarisation phe-

nomenon [97].

1.5.2 Variability

Although in normal conditions the ECG presents the same major deflections and waves

through each heartbeat for all subjects, there’s a high degree of variability considering this physi-

ological signal. There are two different kinds of variability in the ECG: intrasubject, which occurs

when variations are detected between heartbeats of the same person, and intersubject, consisting

of variations between heartbeats of different people [92]. According to J. R. Pinto et al. [36], these

types of variability can be associated with different aspects being the most relevant:

1. Heart Geometry - The geometry of the heart depends on its size, shape and positioning.

All these features highly influence the electrical current path during the heartbeat, the heart

and muscle cells to be recruited and depolarised, and the average amount of time of a single

heartbeat [99; 100];

2. Physical Exercise and Meditation - Athletes with high levels of physical training generally

have larger hearts and thicker myocardium, indicating how physical exercise can influence

the general heart and ECG characteristics. In addition, both exercise and meditation affect

the heart rate, which translates into variations especially visible on the interval between the

QRS complex and the T wave [101];

3. Individual Characteristics - Overall features like age, weight, height and pregnancy can

affect the heart orientation and position. These shifts change the orientation of the electrical

current conduction vectors, which alters the ECG waveforms [102];

4. Cardiac Conditions - Heart diseases or other medical conditions are also visible in the ECG

waveform, since they may interfere in the general electrical conduction dynamics [103];
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5. Position and Shape of the Organ - The body positioning like standing or laying down lead

to significant variations in the position and shape pf the organ. Altering the position of the

heart in the thorax will also change its reference position with the electrode placement. In

this way, different body positions result on different ECG signals collected [102];

6. Emotions and Fatigue - Physiological and psychological states highly influence the au-

tonomous nervous system, which translates into variations in heart rate considering dif-

ferent states of fatigue or emotion, from excitement to calmness [29];

7. Electrode characteristics and placement - The ECG acquisition methods and general specifics

like the type, size and number of electrodes, as well as their positions on the chest and limbs,

have an influence on the quality of the signal collected. The mispositioning of electrodes is

also a source of variability, since it can change the general overview and perspective of the

electrocardiographic signal [100; 102].

All the factors presented result in visible differences in the ECG data collected. Regarding the

first three mentioned (Heart Geometry, Physical Exercise and Meditation and Individual Charac-

teristics), they highly contribute to inter-subject variability, which is potentially positive to the

development of biometric systems based on the ECG. However, concerning emotion recognition,

subject-dependent settings are one of the most difficult problems that affect the already devel-

oped systems, since this can result in different ECG signals and patterns corresponding to the

same emotion felt by different subjects. On the other hand, as mentioned, emotions are one of the

factors that can also produce variability. However, this variability is mainly intra-subject and de-

pends on the emotional state, which allows for the detection of different emotions through time.

The nerve-endings of the Autonomic Nervous System (ANS) within the cardiac muscle have a ma-

jor effect on the cardiac response, namely on the heart rate. The sympathetic system has fibers

that run along the atria and the ventricles. When activated, they stimulate the myocardium to in-

crease the heart rate. On the other hand, this rate and general cardiac workload are reduced by the

parasympathetic system [103]. Concerning a stressful state, the sympathetic system overtakes the

parasympathetic and different effects occur like the increase of the conduction rate, the dilation of

coronary blood vessels, and the increase in perceptiveness to internal and external stimuli [104].

All these effects result in specific patterns and variations that can be detected in the ECG, thus,

identifying emotional changes. Nevertheless, the physiology and anatomy behind these biological

processes also differ considering the subject, translating into distinct ECG patterns for the same
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emotion depending on the subject, which can be one reason for the subject-dependency problems

found in a large scale of emotion recognition algorithms [103]. Furthermore, other factors may

negatively influence emotional detection. For example, body posture during data acquisition may

influence HR measurements, consisting of one of the most common features to detect arousal.

Thus, all these variability aspects have to be considered since they can either ease or hamper the

task at hands.

1.6 Conclusion

The electrocardiogram is a cyclic signal that represents the electrical activity of the heart.

As mentioned earlier, because the heart is directly connected to the ANS (parasympathetic and

sympathetic nervous systems), it is possible to correlate emotional states with changes in the ECG

signal. Although the electrocardiogram is prone to high variability, which may have its origin in

various factors and lead to false emotional interpretations, techniques should be applied to reduce

these problems, especially regarding subject dependence. In terms of acquisition methods, tradi-

tional emotion recognition experiments use simpler and less complex ECG measurement tech-

niques than those used in the field of medical diagnostics. Wireless sensors are widely used, as

well as a reduced number of electrodes, allowing a more comfortable and relaxed setup for the

subjects, who can move more freely. After presenting overview of the fundamentals concerning

both the electrocardiographic signal and the emotion recognition theory, some of the most com-

monly used approaches and techniques in the literature for Emotion Recognition using ECG and

EEG are presented in chapter 2.
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2.1 Introduction

For more than a century, since the appearance of the first electrocardiogram, this electrical

signal has been developed and constantly improved to obtain more reliable results and measure-

ments. Nowadays, the main application of ECG remains in the field of medical diagnosis. This

chapter addresses the a large number of related works (Section 2.2).

On the other hand, Emotion Recognition to human-computer interaction first gained atten-

tion in the 1980s. Although most research in this area uses facial expressions [105], emotions are

known to strongly influence the Autonomous Nervous System (ANS) activity, which is responsible

for regulating a variety of body parameters. In this way, physiological signals began to be consid-

ered as possible indicators of emotional fluctuations. Thus, the use of ECG for emotion detection

is still quite recent compared to other modalities such as face or voice. However, as a physiological

signal, ECG patterns can translate changes in emotion, mainly through heart rate and heart rate

variability [38].

At present, emotion recognition methods can be divided into two categories: emotion recog-

nition based on human behavior pattern and emotion recognition based on human physiological

signal ECG ,EEG,... In this chapter, we are going to present the existing similar works for Emotion

recognition based on ECG (Section 2.4.1) and EEG (Section 2.4.2). In section 2.4.3 an overview of

related work in Driver’s emotion recognition based on ECG signals is presented. However, the suc-

cess of ECG analysis based on machine learnin and deep learning relies on rich annotated dataset.

Besides, this chapter explores the existing methods of ECG data augmentation to tackle the chal-

lenge of limited amount of data (Section 2.4.4).

2.2 Classification of Heart Diseases Based On ECG Signals

The literature of ECG machine learning presented many works. In [106], Naseer et al., pro-

posed a system of automatically differentiating between normal and abnormal heartbeats of pa-

tients using electrocardiography (ECG). They studied the components of the ECG signals in order

to extract the following features: different time intervals of P-wave, QRS complex and T-wave for

classification. The accuracy obtained was above of 80% on average. The results of this proposed

system will help cardiologist to efficiently and automatically detect heart diseases based on ma-

chine learning. They concluded that linear discriminant analysis will be preferred for real-time

application, however, more improvement of accuracy can further be obtained.
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Gautam et al., introduced in [107] the concept of pattern recognition of ECG, this study is

based on the classification of data patterns and characterizing them into classes of predefined

sets. All important information about the activity of the heart offered in the ECG signal generated

waveform. In this study, the authors used the ECG signal feature extraction parameters which are

spectral entropy, Poincare plot and Lyapunov. To identify the abnormalities of heart disease, the

classifier is an artificial neural network, performing data collected from MIT-BIH database. The

result obtained using back propagation neural system accomplishes the separation in the normal

and abnormal heart rate with a classification accuracy of 93.3%.

Udhaya et al., introduced in [108] the automatic beat classification, which is a significant

method to support clinical specialists to categorize arrhythmia signals in ECG recording. The au-

thors constructed a novel automatic classification system to analyze the ECG signal as a decision-

making purpose. This method is composed of three essential steps: the first one is a denoising,

in which a discrete wavelet transforms (DWT) is applied to delete the noise from the detected sig-

nal. After that, the feature extraction is executed followed finally by the classification approach,

which is the neighborhood rough set (NRSC). NRSC classifies the ECG signal into normal and four

abnormal heartbeats. The proposed algorithm classifies ECG with an overall accuracy of 99.32%

In [109], Rao et al. proposed an improved neural network classification system to identify ef-

fectively the heart disease. To obtain discriminative features of the ECG signals (correspond to

various cardiac minor and major conditions), the authors presented a signal processing method

and feature extraction techniques. The extracted features are classified using neural network clas-

sification techniques. This work proposed two efficient approaches for ECG classification, the first

one uses transform techniques for feature extraction, where the second one uses a multiwavelet

technique to find the smallest set of features to maximize the classification accuracy. The effec-

tiveness of the proposed algorithm proved in terms of error percentage, which is lower than the

compared algorithms. Authors of [110] applied the support vector machine (SVM) to detect car-

diac diseases, in this proposal the disease is modeled by the time domain features of ECG signal,

which is extracted using a software called BIOPAC AcqKnowledge. The extracted features used in

this work are heart rate, QRS complex, PR inter-val, ST segment elevation, ST interval of ECG sig-

nal. These parameters extracted from the ECG help to detect different heart disease such as atrial

fibrillation, sinus tachycardia, myocardial infarction and apnea. The results produced a classifica-

tion rate of overall accuracy of 84.6%.

Masetic et al., proposed in [111], an automated heartbeat classification system to detect a
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congestive heart failure. This study consists of two phases namely feature ex-traction using au-

toregressive (AR) Burg method and classification phase. In the classification phase, the authors

applied five different classifiers such as C4.5 Decision Tree, Support Vector Machine, k-Nearest

Neighbor, Artificial Neural Net-works and Random Forest classifier. The experimental results showed

that among the classifiers used the Random Forest method gives a good classification accuracy.

2.3 ECG and emotion recognition

In cardiology, heart rate (HR) is defined as the number of beats (or systolic contractions)

per minute, the ECG records this cardiac electric activity responsible for the myocardial contrac-

tion, by the number of ventricular electric QRS waves see figure 2.1). HR is measured by counting

the number of R waves registered in a minute. The time interval between two electrical R waves is

called the R-R interval, and relates to the clinical interbeat interval. The physiological R-R interval

is not constant, and varies depending on several factors, such as breathing, hormonal stimulation,

or emotion (e.g. stress).

More specifically, the researchers mentioned that there are innervations of the ANS within the

heart four chambers (i.e. two atria and two ventricles). These innervations play a major role on

the cardiac output. Indeed, they have an effect on both the physiological pacemaker (sinus node),

which controls the HR (chronotropic effect), and on the conduction of the electric signal running

from this node through the rest of the heart (dromotropic effect). The sympathetic nervous sys-

tem (SNS) has positive chronotropic and dromotropic effects (increases HR and speed of electric

signal conduction), whereas the parasympathetic nervous system (PNS) has negative effect on

both functions (slows pace and delays electric conduction) [112]. According to the intensity of a

specific emotion, the sympathetic system is stimulated to prepare the body against a strong ac-

tivity (fight-or-flight response). The parasympathetic system dominates in calm, resting activities

(rest-and-digest response). Moreover, the HRV is very linked to the ANS and it is responsible for

keeping the balance between the two systems: parasympathetic branches which are defined as

the rest and digest response and sympathetic branches which are defined as the “fight and flight”

responses [113].

31



2.4. EMOTION DETECTION METHODS

Figure 2.1: ECG signal

2.4 Emotion detection methods

Up to now, several techniques have been conceived to recognize emotion in the basis of

ECG signal and EEG signal. This section presents and discusses these works. As well as ECG data

augmentation and ECG data classification using machine learning.

2.4.1 ECG-based Emotion detection methods

In the past decades, ECG-based emotion recognition was considered as one of the most

important branches of emotion recognition [114], [115], [33], In order to identify emotions in

response to music, Kim et al. in [116] used different physiological signals namely, ECG, EMG,

respiration, and skin conductivity. 110 features are calculated from various analysis domains,

including HRV/breathing rate variability (BRV), geometric analysis, entropy, multiscale entropy,

time/frequency, subband spectra, etc. These calculated features have been used to detect the

best emotion-related features then to relate them to emotional states using the backward feature

selection method. Furthermore, a novel scheme of emotion-specific multilevel dichotomous clas-

sification (EMDC) was developed to ameliorate the accuracy of four musical emotions in terms of

arousal dimension such as positive/low arousal, positive/high arousal, negative/low arousal and

negative/high arousal. As a classifier, the authors used an extended linear discriminant analysis

(pLDA). After a set of experiments, the authors achieved a recognition accuracy of 70% for subject-
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independent classification against 95% for subject-dependent classification.

Nardelli et al. proposed a novel approach to identify emotions automatically, these emotions

being evoked by emotional sounds. The HRV features extracted from ECG signals were used as

input for the automatic emotion detection system. In this study, the emotions are expressed on

valence with two classes and on arousal with four classes. The results obtained using the quadratic

discriminant classifier for arousal and valence achieved a recognition accuracy rates of 84.26% and

84.72%, respectively [117].

Katsigiannis and Ramzan in [15] presented a multi-modal database called DREAMER, this lat-

ter consists of various ECG signals to recognize emotions that are evoked by audio-visual stim-

uli. The authors considered HR and HRV as features to detect the emotion in terms of valence,

arousal and dominance using support vector machine (SVM) classifier, where the classification

accuracy achieved are 62.37%, 62.37% and 61.57%, respectively. In [20], Correa et al. presented

a new dataset named A dataset for Multimodal research of affect, personality traits and mood on

Individuals and GrOupS (AMIGOS). AMIGOS is conceived to detect human emotions using neu-

rophysiological signals. This dataset contains different multimodal records of the participants

as well as their reaction emotional videos. The first set of videos is classified into one to four

quadrants of the valence-arousal (VA) space such as: LVLA, LVHA, HVLA and HVHA (where: L/H:

Low/high and V/A: Valence/Arousal). However, the second set of videos contains eight video ex-

tracts from movies according to their score in Internet Movie Database (IMDb) Top Rated Movies

3 list. Those selected videos from movies are affective multimedia content and do not demand a

prior knowledge of the participants to be understood. In this case, the authors used short and long

videos to generate different types of emotions, this is in two social situations: one for individual

viewing and the other for viewing with groups of viewers. Using the wearable sensors, they col-

lected participants’ physiological signals such as: EEG, ECG and Galvanic Skin Response (GSR).

The experimental evaluation showed that there are important correlations between the internal

and external effect of valence and arousal which is good to predict the affective state of partici-

pants.

Sarkar and Etemad in [114], [118] applied an existing self-supervised deep multi-task learn-

ing framework on ECG recordings for emotion detection. In this research activity, the authors

used four public datasets namely, SWELL, WESAD, DREAMER and AMIGOS. Compared to a fully-

supervised method, the results obtained showed that the proposed method is able to improve

classification performance. Specifically, arousal and valence detection is performed on DREAMER

33



2.4. EMOTION DETECTION METHODS

dataset, achieving an accuracy of 77.1% and 74.9%, respectively, where the accuracy obtained by

WESAD is 95.0% for 4 affective states: amused, meditated, stressed and neutral. Also, AMIGOS has

given an accuracy of 78.3% and 79.6% for valence and arousal, respectively. Finally, with SWELL,

the achieved accuracy is of 92.6%, 93.8% and 90.2% for arousal, valence, and stress.

L.Granados et al. in [119] used a dataset of physiological signals (ECG, GSR and galvanic skin

response) from AMIGOS dataset. They suggested a Convolutional Neural Network (CNN) as an au-

tomatic feature extractor of GSR and ECG to detect valence and arousal. The experimental results

of this research activity showed a better precision to classify different emotional states, compared

with the results obtained by [20], when using classic algorithms of machine learning: Gaussian

Naıve Bayes and SVM.

Despite physiological signal analysis being considered as an effective method to recognize the

emotion of humans using HRV of ECG signal, the proposed techniques applied a short dataset like

AMIGOS, DREAMER, WESAD and SWELL in terms of size of ECG samples and their diversity. This

limitation is due to two main reasons; the first one concerns the limited number of participants

for measurement due to some difficult conditions (e.g. persons in the cars), and the second reason

is that the only person authorized to interpret and annotate each sample is the cardiologist; it is a

very hard task.

2.4.2 EEG-based Emotion detection methods

As a physiological signal, the EEG can provide important and complex information about

a person’s emotional state. In the past decades, EEG-based emotion recognition has received great

interest from researchers. In order to detect autism spectrum disorder (ASD) in children, Aslam et

al [120] developed an emotion recognition processor, based on an eight-channel EEG signal. This

research activity combines a patient special SVM classifier with a hardware-efficient feature ex-

traction engine realized to discriminate the emotions in real-time. The accuracy results in valence

and arousal were 63% and 60%, respectively.

Aslam et al [121], proposed a processor for Chronic neurological disorders (CND’s) to de-

tects human emotions using eight EEG channels. Using linear SVM (LSVM) as a classifier, they

achieved an accuracy of 70.71% on SEED dataset for valence, in addition, the classification accu-

racy achieved with DEAP dataset is about 72.96% and 73.14% for valence and arousal, respectively.

To solve the problem of limited EEG data in order to use deep learning methods to identify emo-

tions from EEG signals, the authors of [122] applied a simple data augmentation method on MAH-
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NOBHCI dataset, aiming at generating more EEG training samples. The obtained results showed

the effectiveness of the data augmentation method to improve the performance of deep models.

Table 2.1 summaries recent ECG and EEG-based emotion recognition studies proposed in the

literature as well as various comparisons classification criteria.

Table 2.1: Recent Emotion Recognition Studies based on ECG and EEG signals.

Ref Recorded Method Emotions Detection Detection Amount of
signals precision rate confusion used data

ECG signal

[114] SWELL Self-supervised Arousal High Medium Low
AMIGOS approach Valence

ECG signals Valence 62.37%
[15] from 23 subjects SVM Arousal 62.37% Low Low

DREAMER Dominance 61.57%
ECG signals Least squares SVM Positive/negative valence 82.78%

[33] from 27 subjects LS-SVM high/low arousal 72.91% Medium Low
AMIGOS 4 types of emotions 61.52%

ECG signals Gaussian Naıve Bayes Valence 54.5%
[118] from 40 subjects SVM Arousal 55.1% Medium Low

AMIGOS

EEG signal

DEAP Spectral and time features,
[68] database multiple-fusion-layer based Arousal 77.19% Medium Low

ensemble classifier of Valence 76.17%
stacked auto-encoder (MESAE)

EEG signals K-nearest Neighbour Sad, disgust, 82.32%
[123] from 57 subjects (KNN), Probabilistic fear, anger, only sad emotion Medium High

Neural Network (PNN) happy and surprise is highly perceived
EEG signals Positive

[124] from 12 subjects Linear Discrimination and 64.73 % Medium Low
Analysis (LDA) negative

EEG signals Regularized graph Neutral, sad,
[125] from 15 subjects neural network fear, 73.84 % Medium High

SEED dataset and happy

2.4.3 ECG-Based Driver emotion detection

With the increasing use of many types of electronics such as on-board electronics as well

as in-vehicle information systems, the task of evaluating the driver has become an urgent require-

ment for both industry and government. In a driver-vehicle-road system, the driver has a crucial

role of this system and the drivers state is very important to achieve the so-called safe driving.

Three seconds of inattention to the driver is likely sufficient for a fatal traffic accident, according

to the National Highway Traffic Safety Administration (NHTSA) [126], for this reason, the moni-

toring of a drivers states during driving is important and beneficial to improve their safety and the

security of the road users. We can define the state of a driver on two sides: the psychological state

and the physiological state.
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The physiological state can be diagnosed using medical knowledge (Clinical medical exami-

nation), however, the emotions represent the psychological state of the driver, this state appears

subjectively, it is an neural state that appears unexpectedly and subjectively [127]. These physi-

ological signals can be collected periodically without interrupting or obstructing the driver’s task

performance while driving on the road. The information obtained from physiological signals is

very useful metric about both driver’s health state and psychological state. This information can

help the driver to deal properly with the stress to avoid the risk of fatal traffic accidents. This in-

formation can also help road authorities to take the necessary measurements to maintain good

traffic.

In the literature, Dhananjay et al. treated in [128] the fatigue analysis by acquisition their phys-

iological signals which is ECG signal motorists. They used Pan Tompkins algorithm to detect the

QRS wave complex of ECG signal, specifically the ECG features such as width and amplitude. This

research activity is done in time domain, in order to detect the fatigue of drivers to lessening the

figure of accidents to a major extent in roads. For the classification, the authors used Neural net-

work using nntoolbox of MATLAB. The obtained results showed that the 03 levels of stress could

be detected and the accuracy could achieve 97.4%. This is done by using ten minutes intervals

of used data, also the ECG and heart rate showed the highest global correlations with continuous

driver stress levels.

Keshan and al. in [129] focused on ECG monitoring which can be obtained from a wearable

patches and sensors easily. The authors developed an efficient and robust approach to identify the

stress using ECG signal accurately. In this research, the analysis of the stress of an individual were

done at three stress levels: low, medium and high considered as unique aspect of this presented

work. The accuracy of classification achieved was about 88.24% from the ECG signals alone. The

authors proved in this work that the high stress could be easily recognized for a person compared

to his or her rest period; the accuracy in this case can be reached at 100% with NaiveBayes.

Healey et al. in [130] suggested to collect and analyze physiological data such as Electromyo-

gram, Electrocardiogram, respiration and skin conductance, which are saved in a continuous way

while driving. For the analysis, the authors collected data from 24 drivers with a minimum dura-

tion of 50 minutes. The analyzed data is about two driving conditions: in highway and in city, in

order to identify 3 stress levels of driver: low, medium and high. They obtained 97% of accuracy,

from many drivers with several days of driving. However, this experiment was tackled only two

metrics: skin conductivity and heart rate, which could be completed by other metrics like ECG
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signal. In [131], Bichindaritz et al, focused on electrocardiography (ECG) to detect stress, the ECG

could be obtained with minimally invasive wearable patches and with different type of sensors.

In their research, the authors have analyzed the personalized individual stress specific for every

human being, including 03 levels. To do that, different machine learning algorithms were applied

using only one physiological ECG signal, where the accuracy achieved up to 100%. Regardless of

the ECG classification obtained by the aforementioned studies using different machine learning

algorithms, these proposed approaches require that the classifier parameters are introduced by

the user manually and in a random manner. This manual choice of parameters influences nega-

tively on the classification rate.

In [62], Nita et al. used an ERF classification approach to detect and diagnose driver’s stress

level while driving on the road. This approach was tested on MIT-BIH physioNet dataset [132].

The results proved that the ERF is more efficient than SVM in terms of recognition accuracy.

2.4.4 Data augmentation methods for ECG

Despite the importance of class balancing through data augmentation to the quality of

classification output, data augmentation in ECG has been quite limited, as was also pointed out by

[133]. Pan et al. [133] applied time series alteration methods to augment ECG data and compared

the efficacy of four such methods—window slicing (Cui et al. [134]), permutation (Um et al. [135]),

concatenation and resampling (Cao et al. [136]), and window warping (Le Guennec et al. [137]).

Pan et al. [133] evaluated these methods using LSTM RNN and observed good results, but the data

augmentation and classification was done on the entire ECG time series, and thus their methods

are not applicable to our work, which needs to augment data at the level of individual ECG beats.

There are a few known works on ECG data augmentation and classification at the beat level. Jun

et al. [138] rendered 1D ECG signals to 2D images and used image cropping and masking for

use with CNN. This method is not applicable in our work, which alters ECG as a 1D signal. He

et al. [139] divided each class into five subsets and duplicated classes to match the number of

samples in the most dominant class. The classification accuracy measured on nine classes in the

12-lead China Physiological Signal Challenge (CPSC) dataset was 80.6%. While this method may be

able to balance the dataset sizes across classes, the trained classifier may not be robust to classes

containing data duplicated from the ECG of a small number of patients.

Yao et al. [140] compressed or stretched the ECG signal along the timeline and removed parts

of the segments (or beats). The classification accuracy measured on nine classes in the 12-lead
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CPSC dataset was 81.2%. This method is problematic because the ECG signal is a time series, and,

therefore, its diagnostic classification is sensitive to alteration along the timeline. Note that our

work uses an amplitude scaling method, which limits the signal alterations only to the amplitude,

not the timeline. Acharya et al. [141] altered samples by amplitude scaling, too. They varied

the standard deviation and the mean of Z-scores from the original normalized ECG segments (of

length 260 samples). The specifcs of the implementing the scaling, however, is not stated; while it

appears randomly selected scale factor was applied to each segment. The classification accuracy

measured on five classes in one lead ECG was 94.03% with noise removal. While these results are

quite good, the setup is limited compared with than our work where nine classes in 12 lead ECG

are evaluated.

For instance, Cao et al. in [136] developed a new data augmentation method to improve deep

neural networks (DNN), conceived to detect atrial fibrillation (AF) from ECG recordings. The prin-

ciple of this method is to concatenate the original ECG episode to the duplicated one, this is based

on some characteristic points. After that, this concatenated signal is resampled at random. This

algorithm makes a balance in the number of samples between the different classes of the dataset

and also increases the variety of the dataset. The results of this work ameliorate the performance

of DNN for AF detection.

Based on generative adversarial networks (GANs), Haradal et al. [142] proposed the use of a

synthetic generation method for time series as well as a related application to increase data for

biosignal classification. In order to generate data of time-series, the authors developed every neu-

ral network in the GANs using Long short Short-term Term Memories (LSTM) units this is done for

its hidden layers based on a Recurrent Neural Network (RNN). The experiment results showed the

capability of this method to generate synthetic biosignals using the EEG and ECG datasets and to

analyze with better precision the studied system.

The authors of [135] used the permutation method combined with Window Slicing (WS) for

the first time as a data augmentation method to monitor Parkinson’s disease using wearable sen-

sor data. This proposed method and CNN are applied in order to determine the motor state of

Parkinson’s Disease patients. The results obtained reached an accuracy of 86.88%. Also, Nonaka

al.[143] applied a suitable method of data augmentation in a DNN model in order to classify atrial

fibrillation. Using ECG augmentation with a single lead ECG data, the results showed that the

proposed method improve classification of atrial fibrillation with an accuracy of 84.27%.

38



CHAPTER 2. HUMAN EMOTION DETECTION: RELATED WORK

2.5 Conclusion

In this chapter, we presented relation between ECG and emotion recognition then we pre-

sented ECG-based Emotion detection methods as similar as for EEG signal. After that, we pre-

sented a number of related works to detect emotion for driver. Lastly, we presented different ex-

isting methods of data augmentation for ECG signal.

In the next chapters, we present our contributions, there are novel emotion recognition al-

gorithms based on ECG signals, focusing on two major manageable challenges in which, albeit

correlated could be treated as separate research problems namely, a good classifier problem (1)

and the problem of limited size and imbalanced number of ECG samples in datasets (2).

The first problem investigates to enhance the random forest method by suggesting a new sim-

ulated annealing (SA) algorithm to find the optimal number of trees where the accuracy of classi-

fying the ECG signal is tackled as an objective function (see chapter 3), this method was applied

to detect and diagnostic stress level of driver(see chapter 4). The second problem addresses a

novel data augmentation strategy aiming to increase the diversity of the samples and balance the

number of samples among the classes (see chapter 5).
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3.1 Introduction

Cardiac diseases are one of the foremost reasons of mortality in the worldwide. To cope

with this issue, cardiology doctors insist on the early detection of cardiac diseases often with the

use of an electrocardiogram (ECG) signal, providing timely and appropriate treatment for heart

patients. In the literature, there are many efficient classification approaches like random forest

method, conceived for ECG signal analysis to detect cardiac diseases. However, the execution of

random forest requests introducing manually the number of trees as a parameter user, which is

considered as a major drawback of this method, since often the user did not find the optimal tree

value. In this chapter, we propose to enhance the random forest method by suggesting a new

simulated annealing (SA) algorithm to find the optimal number of trees where the accuracy of

classifying the ECG signal is tackled as an objective function.

3.2 Motivation: ECG for heart disease diagnosis

Recent statistics showed that heart disease is the number one cause of death for both men and

women in the world, according to center for disease control and prevention (CDC), for example

heart disease killed only on USA 610.000 people alone in 2014 [144]. Nowadays, the heart dis-

ease has become one of the most common disease, which has an important affect humans health

worldwide. Due to the stress and some news habitudes of peoples (People of all age groups) in

their daily life, heart attacks or myocardial infarction (MI) are widely known. The Electrocardio-

gram (ECG) signal can discover the disorders occurring in the heart, which present a heart disease

or heart attack. So, to prevent unwanted heart attack, early detection and timely treatment of ar-

rhythmia is necessary. ECG is a tool that is used to access the electrical recording and muscular

function of the heart, also it is used in the diagnosis of heart related diseases. The introduction of

computerized classification for ECG can help to reduce health care costs, moreover, ECG analysis

is considered as a key element regarding the evaluation of human health status and its prevent.

The use of the ECG allows verifying if the heart has a normal activity or not, the patient ECG rep-

resenting one heart-beat, should be compared to a normal and representative ECG pattern (see

figure 3.1). Depending on the type of pattern that the ECG trace may have, we can conclude the

type of heart disease the patient may have. A normal ECG pattern has many part (i.e. spikes and

dips) called waves and segments with known default measurements, this leads to detect any ab-

normal measurement, which may be an abnormal heart activity, referring later to a potential heart
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Figure 3.1: An ECG one heartbeat normal pattern

disease. The first electrical positive signal in the normal ECG is P wave, it has positive polarity and

its duration is less than 120 milliseconds. Additionally, a QRS complex portion is the largest part

of the ECG signal (the result of contraction of the ventricles), where:

• Q wave Q wave is the first negative or downward deflection,

• R wave is the first positive deflection,

• S wave is the negative deflection,

• T wave represents the relaxation (repolarization) of the ventricles [145], (see figure 3.1).

The rate of the normal sinus rhythm is varying from 60 to 100 beats/min [146], and when there are

abnormalities occur in ECG, automatically the standard features change their values; for example

ST depression, T wave changes and so on [147]. In the state of the art of ECG machine learning,

several efficient classification approaches were proposed such as support vector machine (SVM)

[110; 148], Neural Network [107; 109], Kmeans [149], and random forest method (RF) [150–152].

3.3 Basic concepts

This subsection presents random forest classifier and simulated annealing optimization

method considered in our proposal.

42



CHAPTER 3. AN ENHANCED RANDOM FOREST FOR CARDIAC DISEASES IDENTIFICATION

3.3.1 Random forest (RF) classifier

Proposed by Breiman in 2001 [153], considered as a decision trees method, RF is generally

more efficient than simple decision trees approach offering more accurate results [154]. RF is

based on trees structure constructed following bagging and bootstrap methods. The data set is

subdivided into several parts by the bootstrap and then a decision tree is learned from each part.

A new example is tested by all trees built and its class is the majority class. Bootstrap method or

replacement sampling is a powerful statistical method whose purpose is to estimate a quantity

from a sample of data. The model trained on a set of N randomly selected examples of the set of

examples, where examples can be chosen more than once or cannot be chosen at all. To obtain

an improved precision of the model, this operation can be repeated several times [155]. Bagging

or Bootstrap Aggregation is a simple and very powerful ensemble method. It is considered as an

application of the Bootstrap procedure to a high-variance machine learning algorithm in order

to reduce the variance (decision trees) [155]. The set D of examples is subdivided into a subset

by Bagging. From each subset, an Mi model is learned using the Bootstrap method. This set of

learned models forms a composed model M. In order to classify a new example and to obtain a

class, this example is exposed to each model Mi . Each generated decision is considered as a vote.

The most voted class is taken as a final decision.

3.3.2 Simulated annealing (SA) method

This optimization method is inspired by annealing in metallurgy, it is a technique based on

involving heating and controlled cooling of a material, and this to increase the size of its crystals

and reduce their defects [156]. Basically, SA is composed of two stochastic steps: the first one is

to generate solutions and the second one is to accept best solutions [157]. SA starts with an initial

solution chosen at random, then a set of iterations is run. For each iteration, a neighbor solution is

generated and selected, if it is better than the current one, therefore the best found solution moves

to this newer one. SA can also choose a worst neighbor solution but with a low probability aiming

at moving to a better solution in next iterations. This iteration is run until satisfying a stopping

criterion.

43



3.4. AN ENHANCED RANDOM FOREST FOR ECG CLASSIFICATION: OUR PROPOSAL

3.4 An enhanced random forest for ECG classification: our proposal

In this section, the novel automatic classification system for ECG beats analysis is illus-

trated. Our proposal is based on the introduction of a simulated annealing (SA) algorithm in the

aim at finding the optimal number of random forest trees leading to a high accuracy of ECG clas-

sification. Considered as one of the most efficient metaheuristics, SA performs with a reasonable

linear complexity [157]. The proposed system involves four main steps namely data collecting

of ECG signal, pretreatment and denoising this data, feature extraction and classifying this signal

using the enhanced random forest approach. This proposal uses different features contained of

the ECG signal to classify the different beats within this signal, which will help on diagnosing for

potential diseases. We use also a discrete wavelet transform to extract the morphological features

namely P, T waves and QRS. The feature extraction and classification algorithm are implemented

and evaluated based on ECG European ST-T data set and MIH-BIH from physionet, in addition to

both US databases called Arrhythmia Data Set and Heart Disease Data Set. The complete method-

ology adopted in this work is presented in figure 3.2 composed of four phases.

3.4.1 Phase 1: ECG Data Aggregation

The first step of the proposed system is the ECG data gathering aiming at collecting the

most representative information of the heart state and the widely used in the monitoring of the

heart disease. To achieve this, two kinds of data aggregation are suggested; either an ECG data

which is directly captured from patients or a representative data reached from universal ECG

databases. For instance, we acquired in this study the ECG from two sources; the European ECG

databases and MIH-BIH arrhythmia of PhysioNet [158] (available on [159]) and from both US Ar-

rhythmia Data Set and Heart Disease Data Set from UCI ECG data set available on [160; 161] re-

spectively.

3.4.2 Phase 2: Preprocessing phase

Initially, detected from the patient as suggested in phase 1, the ECG signal is exposed to

several types of noises during the generation and aggregation steps. It is due to the nature of

human body and the way of how ECG is measured. Several types of noise from various sources are

enumerated like muscular activities, powerline, skin stretching and electrode motion, movement

of heart due to respiration, etc. Consequently, ECG denoising is aimed to eliminate or at least to
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Figure 3.2: Flowchart of the proposed ECG enhanced random forest classifier

minimize the unwanted signals from an ECG record, without hampering the clinical information

contained within the signal itself. In this study, we consider that this phase is executed as a black

box by technical denoising approaches proposed in prior signal processing works like [162], as

shown in figure 3.3

3.4.3 Phase 3: Features Extraction (BD of features)

R-peak and QRS complex are the most crucial feature in the cardiac cycle, and their loca-

tion is used to obtain and understand the rhythm statement of the ECG. Many research works are

done by scientist in the aim to improve the rate R-peak and other features (T wave, P wave, QRS

complex). Those features are fundamental in the interpretation of the ECG, and they are the main
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Figure 3.3: The preprocessing and features extraction step

characteristic used in the beat classification system. After reaching the clean data and its essential

features, the feature selection phase is applied. In this phase, we select and combine features in

order to get desired and significant features to our scheme. The data resulted will form the new

features database, which is divided into two parts; the first one is used as a training data named

D in a space X of dimension M, while the second one is considered to validate our classification.

Here, we generate training data sampling where the bagging method is run to generate k subsets

of training data D1,D2,...,Dk by sampling data D at random with replacement. The data used to

train the model is a portion from the whole database; often 70% of data is used.

3.4.4 Phase 4.1: Tree classifier building and decision aggregation

For each training data set Di (1 ≤ i ≤ K), we apply a decision tree algorithm to grow a tree

from a random selected sub samples (based on bootstrap method) [163; 164]. At each node, the

algorithm randomly samples a subspace Xi of F features where (F << M), and computes all splits

in subspace Xi , after that it selects the best split as the splitting feature to create a child node. This

operation is repeated until the satisfaction of a stopping criterion, finally, a tree hi (Di ,Xi ) built by

a training data Di under subspace Xi is then obtained; the next step is the decision aggregation: it

is a collection of the k trees hi (D1,X1), h2(D2,X2),...,hk (Dk ,Xk ) generated to compose the random

forest, then the majority vote of these trees is processed for making a classification decision set.

3.4.5 Phase 4.2: Discovering the optimal RF number of trees

Since the most important user parameter of random forests is k the number of classifica-

tion trees [163], we suggest in this phase to reinforce this classifier by a simulated annealing (SA)

metaheuristic technique aiming at finding the optimal number of trees, leading to a higher clas-

sification rate. SA discovers an optimal number of trees and checks the accuracy of RF classifier

obtained with this number of trees, this process is repeated until the absolute optimal number of
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Figure 3.4: The pseudo-code of Enhanced Random forest

trees is found, as presented in figure 3.3.

The proposed SA starts with an initialization (step 1) in which an initial tree number called

NB.tr ees(0) is chosen at random. After that, the random forest as an objective function is called

to evaluate the ECG classification accuracy according to the chosen NB.tr ees(0). As SA algorithm

suggests a temperature (T) parameter to conduct the SA iteration evolution, we propose to ini-

tialize T with a very high integer value. In next step 2, the general SA loop is performed. Here,

a neighborhood generation is executed and the best neighbor solution (i.e. best new number of

tree) is selected to be evaluated. This new number of trees is considered as the new best one if it is

better than the old number of trees, otherwise it is accepted with a probability P as depicted in fig-

ure 3.4. Note that this worst tree number can lead in next SA iterations to a global optimum, then

SA can surmount the optima local problem. After that, temperature value is slightly decreased.

This second step is repeated until the best solution is reached (i.e. SA can not improve the number

of trees; it is the stagnation stage).
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3.5 Experimental results

We remind that our proposal tries to find the optimal number of trees considered as a user

parameter of RF, affecting the performance of Random Forest classifier, where the classification

accuracy of ECG signal is the objective function, which should be increased. In these experiments,

the enhanced Random forest is implemented on R studio framework [165]. As the first step of

the proposed enhanced random forest classifier is the ECG database collection, and in order to

validate this scheme, we have chosen to use the online European ST-T Database and MIH-BIH

Database from Physionet website as well as both US databases called Heart Disease Data Set, and

Arrhythmia Data Set from UCI, respectively.

3.5.1 Data set description and experiments environment

In this subsection, we describe the used ECG databases to evaluate the proposed method

as shown in Table 3.1.

Table 3.1: ECG databases used in the experiments .

Database Number of records
Heart Disease Data Set 303 records

Arrhythmia Data Set 452 records
European ST-T 090 records

MIT-BIH Arrhythmia 048 records

Heart Disease Data Set [160]: this database contains 76 attributes, specifically, the Cleveland

database. The objective is referring to the presence of heart disease in the patient. It is an integer

value varying from 0 to 4, where 0 means that is no presence of heart disease, however the values

1 to 4 indicate the presence of different heart disease. Arrhythmia Data Set [161]: this database

contains 279 attributes, where its objective is to distinguish between the presence and absence of

cardiac arrhythmia and to classify these cases in one of the 16 groups or classes. Class 01 refers

to ’normal’ ECG, and for the classes 02 to 15 it corresponds to different classes of arrhythmia,

however class 16 refers to the rest of unclassified ones.

European ST-T Database [158]: the designer of this database is the European Society of Car-

diology, this database consists of 90 annotated excerpts of ambulatory ECG recordings from 79

subjects. MIT-BIH Arrhythmia Database [132]: this collection of 48 fully annotated half-hour two-

lead ECGs, and the most used database in the seen literature, the considered beats refer to the

following classes: normal sinus rhythm (N), ventricular premature beat (V), atrial premature beat
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(A), right bundle branch block (RB), left bundle branch block (LB), and paced beat (/).

Our experiments are based on four databases from two sources: UCI machine learning repos-

itory and physionet, two database for each one. The first source uses two databases: Arrhyth-

mia Data Set and Heart Disease Data Set. For the second source, we use MIH-BIH Arrhythmia

Database and European ST-T Database. For these two databases, we have used the large library of

software PhysioToolkit, which is introduced for physiologic signal processing and analysis [166].

In order to apply the suggested tools, we have used the Wave Form Data Base (WFDB) Software

Packages [167], and we have performed the interoperable command-line tools for signal process-

ing, which are originally Unix compatible. Electrocardiographic (ECG) signals may be corrupted

and affected by various kinds of noise, such as artifacts from electrodes, skin noisiness, noise from

power line interferences and muscles signals. An elimination of all types of noises from ECG sig-

nal is increasing the system efficiency. In this study, ECG signals denoising and feature extraction

are performed using discrete wavelet transform. In fact, Wavelet transform (WT) offers essential

information of signal in both time and frequency domain. WT is a well suitable tool for analyzing

biological non-stationary signals such as ECG, EMG [162]. Moreover, we use the Annotation C++

library of Mr. Chesnokov Yuriy to preprocess the ECG signal and to extract necessary features. The

used C++ library is based on waveletanalysis and console application for extraction of vital inter-

vals and waves from ECG data (P, T, QRS, PQ, QT, RR, RRn), ectopic beats and noise detection [168].

We considered this step as a black box tool (figure 3.3), the entry is Physionet (.dat) compatible file,

and the result is text file containing the features detected and the position according to the original

file. It is worth noting that both Heart Disease Data Set and Arrhythmia Data Set are tested sep-

arately, since they contain many information about patients, where only features extracted from

ECG signals are considered, however, the other two databases from physionet website are merged

to form a single one with the same features of the ECG signals

3.5.2 Experiments and discussion results

The classification results of our proposal are depicted in figures 3.5, 3.6 and 3.7. We

make a comparative study of the Enhanced RF (ERF) and RF where the number of trees generated

automatically in ERF is for 500 iterations, however, RF trees are generated manually by the user for

10 iterations. We mention clearly the impact of the found number of ERF trees on the classification

accuracy to predict beats of ECG signals.

The found results depicted in figures 3.5, 3.6 and 3.7, showed that the enhanced random
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Figure 3.5: Comparison of Prediction Accuracy with Arrhythmia Data Set

Figure 3.6: Comparison of Prediction Accuracy with Heart Disease Data Set

forest outperforms the original random forest in terms of the ECG classification accuracy of 99.62%

after reaching the optimal number of trees, which is 584 trees (see figure 3.7). We note that the

simulated annealing performs with a linear complexity specifying SA algorithm.
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Figure 3.7: Comparison of Prediction Accuracy with MIH-BIH Arrhythmia Database and European ST-T
Database

3.6 Conclusion

The ECG is vital physiological signal that is used exclusively to know the state of the cardiac

patients. The operation of the features extraction of ECG plays a crucial role in the automatic

analysis of ECG. In this chapter, we have proposed an enhanced Random forest algorithm for ECG

beat classification combined with a simulated annealing algorithm to ensure a complete auto-

matic and optimal process of the ECG classification. This proposal consists of four major steps,

the first one preprocessing, then a feature extraction and the Enhanced Random Forest are per-

formed. The experimental results on various data sets have shown that the classification accuracy

is affected by the number of the trees using in random forest classifier and it is improved when we

use our Enhanced Random Forest that applies a Simulated Annealing technique to find the opti-

mal number of trees. These results are very hopeful in this health domain, the Enhanced Random

Forest method could distinguish the normal class from the classes of medical disorders. Moreover,

the abnormal class may represent an unusual emotional state.
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4.1 Introduction

During recent years, a body area network is becoming an important tool to improve the

healthcare by monitoring patient’s health state at distance, at home, in work, or when traveling.

This body sensor-based network is easy to use, and available with low cost into two types; the first

one can be swallowed or implanted under the skin where the second type is wearable, these be-

came available within the Internet of Things (IoT). Physiological sensor based systems have been

recently designed to detect the emotional stress. By this way, we propose in this chapter, a new

monitoring system for driver stress detection based on an enhanced random forest classification

approach.

This proposal analyses and monitors driver electrocardiogram (ECG) signal when driving in

order to discover its stress state belonging to one of the following three levels namely, low, medium

or high. This proposal could help to detect and diagnostic stress level and alert the driver, its fam-

ily and the other road users to avoid accidents caused by high stress state. The proposed system

suggests the integration of a simulated annealing algorithm to enhance the random forest classi-

fication method in order to reach the highest classification accuracy. According to various drivers’

ECG acquired from MIT-BIH physioNet dataset, the experimental study showed that the proposed

random forest algorithm outperforms support vector machine (SVM) classification method to de-

tect driver stress levels in terms of recognition accuracy.

4.2 Motivation: ECG-Based Driver emotion recognition

According to Virginia Tech Transportation Institute (VTTI) and US National Highway Safety

Administration (NHTSA) organizations, 80% of all US car accidents, are caused by lack of attention

while driving [131]. Moreover, according to Dr. Herbert Benson from Harvard Mind and Body

Medical Institute, about 80% of medical consultations are stress-related in one way or another. In

biology and psychology, the stress is the reaction of an organism to a stressor which could be an

environmental condition, so-called physiological or biological stress.

The stress also represents the used method that the body’s can react to a condition that can be

a threaten his life, a challenge, an aggression or face a new situations or physical and psychologi-

cal barrier [169]. The most stressors are intellectual, emotional, and perceptual for a human being

[170]. Driving in city or highway is very stressful for drivers especially for people who take a lot of

time in road like truck drivers and Bus drivers. Moreover, the prolonged stress can diminish the
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attention of drivers span due to the length of driving time in the road. Stress can be the main cause

of most traffic accidents. The availability of portable sensors can be worn or implanted in the In-

ternet of growing things (IoT), we are then able to improve the healthcare and diagnose certain

diseases through the measurement of physiological functions, such as blood pressure, heartbeat.

Many researches in this field have been done, whose purpose is to detect stress using multiple

physiological sensors like skin conductance, body temperature, heart rate variability (HRV), res-

piration rate, blood pressure, Electroencephalogram (EEG), Electrocardiography (ECG) and Elec-

tromyogram (EMG). Many studies ignore the Electrocardiography (ECG), because of some limi-

tations of measurements of ECG signal that often require 12 to 16 leads, in addition to the high

quality of signal measurement required to detect some heartbeat. On the other side, ECG signals

are very useful for the accuracy of detection of R-peak, allowing to measure the heart rate in an

excellent way. With the use of non-invasive portable patches and other sensors, car driver ECG

monitoring can be done simply. This makes stress detection, as a very interesting field of study

and research [171].

For this end, we suggest in this study, a new monitoring system to detect driver stress using a

body area network that senses the driver ECG and then classifies this signal to discover one of the

following stress state: low, medium or high. To do that, we introduce a random forest (RF) clas-

sification approach combined with a simulated annealing algorithm (SA) responsible for finding

the optimal number of trees considered as the main parameter required by RF [163], which is of-

ten set by the user randomly. This process could help to reach the highest classification accuracy

compared to the native RF or other classification methods like SVM.

4.3 An enhanced random forest for driver stress detection based on ECG:

our proposal

There are many methods of recognizing emotions [172] and each of them use different

characteristics. Nowadays, the monitoring of driver’s emotions is a big challenge due to two causes

where the first one is to develop a method trying to achieve a very higher recognition rate with a

result in real-time. For the second cause, the input signals must be processed with high quality

for a better interpretation. The aim of our study is to develop an efficient and practical method

seeking to accurately identify drivers stress while driving. Therefore, we propose a new Enhanced

Random Forest, to detect stress driver from ECG signals. The proposed system is composed of
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Figure 4.1: Block diagram of the proposed method using Enhanced Random Forest classifier

04 steps: the first step is to collect ECG signal data, then a second step is performed to treat and

to denoise this data, after that, the extraction of features from this aggregated data is performed

and finally, these features are determined from ECG signals using the enhanced random forest

to recognize and classify the psychological state of drivers. The classification result helps to de-

tect stress from ECG signals of drivers while driving in different types of environmental stress (in

city, in highway, etc.). In order to extract the morphological features of ECG signal, such as QRS

complex, P-wave and T-wave, we use a Discrete Wavelet Transform (DWT). The proposed system

is evaluated on data from PhysioNet: MIT-BIH PhysioNet Multi-parameter Database. The global

methodology followed in our work is presented in figure 4.1. Our proposal is detailed as follows:

4.3.1 Phase 1: ECG Signal acquisition

In this first step, we use ECG signals of stress from MIT-BIH PhysioNet Multi-parameter

Database [158] available on [159] (PhysioNet, 2019). 17 participating drivers were participated in
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Figure 4.2: General placement of physiological sensors[173].

this experience and 08 types of raw data which are: ECG, Electromyogram (EMG), time stamp, foot

galvanic skin response (GSR), hand GSR, Intermittent Heart Rate (IHR), respiration and marker,

the general placement of the physiological sensors which are placed on the driver showed in fig-

ure 4.2. The drivers drove on a specific road in Greater Boston area, from MITs East Garage to River

Street Bridge, this road passes through 03 cities and 02 highways. The datasets used in our study

were segmented according to stress levels as follows: low stress (initial rest and final rest), moder-

ate stress (while driving in highway), and high stress (while driving in cities), the stress gained is

based on traffic conditions only, and not for another reason. However, the time durations taking

by drivers period in rest, in highway and in city calculated by Akbas [173] (see table 4.1). Accord-

ing to Akbas, there are only 10 drivers datasets that can be used in our study, because in 07 of the

datasets, the segmentation of different driving periods was not well defined [173]. We have used

the methods available from Physionet [158] in order to extract the annotated files for every driving

period of the ten drivers.

4.3.2 Phase 2: Preprocessing phase

In this phase, the data must be cleaned from several types of noises because of the nature

of the human body (various sources of noises such as: muscular activities, powerline, skin stretch-

ing, the electrodes motion, movement of the heart due to respiration, etc), the noises also can be

generated from the method of measuring ECG. For this reason, we need an efficient method to

remove it, in our study, we consider this step as a black box, using technical denoising approaches
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Table 4.1: The time interval of each 07 segments of driving of usable bio-signal datasets.

Driving period (min)
Rec. Initial City1 Hw1 City2 Hw2 City3 Final Total Rec.

Name Rest Rest Time(min)
Driver05 15.13 16.00 7.74 6.06 7.56 14.96 15.78 83.23
Driver06 15.05 14.49 7.32 6.53 7.64 12.29 15.05 78.37
Driver07 15.04 16.23 10.96 9.83 7.64 10.15 15.03 84.88
Driver08 15.00 12.31 7.23 9.51 7.64 13.43 15.07 80.19
Driver09 15.66 19.21 8.47 5.2 7.O6 13.21 NA 68.82
Driver10 15.04 15.30 8.66 5.27 7.04 12.06 14.79 78.16
Driver11 15.02 15.81 7.43 7.15 6.96 11.72 14.99 79.08
Driver12 15.01 13.41 7.56 6.50 8.06 11.68 15.01 77.23
Driver15 15.00 12.54 7.24 5.99 6.82 12.12 15.00 74.71
Driver16 15.01 16.12 7.14 5.12 6.81 13.91 NA 64.11

conceived in signal processing module like in [162], this is illustrated in figure 3.3.

4.3.3 Phase 3: Features Extraction (BD of features)

In this important phase, we extract 17 important and fiducial points according to (P, Q,

R, S) interval features, averaged over the time intervals from the annotated ECG signals. In our

experiments, we include features related of T-wave, because there are studies proved that the QT

interval is very useful and considerate as a distinctive biological marker to identify the cardiac

anomaly [174]. It should be noted that in the cardiac cycle, the QRS complex and R-peak are seen

as the most crucial features, that can be very helpful, to understand the ECG rhythm reporting,

and consequently to deduce the psychological state of the driver. After that, we subdivide the

new features database into two parts, where the first part designated for training and the second

one is considered to validate the classification. The training data is generated from this features

database, by the bagging method in order to form k subsets of training data D1,D2,...,Dk, by se-

lecting randomly samples from data D with replacement. In our study, we use two cases: for the

former, we consider 70% of data for training and 30% for test, and for the latter case, 90% of data

is for training and 10% is for test.

4.3.4 Phase 4: Classification

Using the aggregated ECG signals in phase 3, predicting the different level of stress is con-

sidered as a typical and important classification task in data mining. To achieve this, we have

designed an Enhanced Random Forest, and we have applied the traditional Random Forest and

support vector machines (SVM) for comparisons. There are 3 different stress levels of drivers for
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classification purposes as following: level 1: explains the low stress (rest state), level 2: explains the

moderate stress (highway driving) and level 3: explains the high stress (city driving).

• Enhanced Random Forest Random Forest method was applied in various domains like in

[64]. However, to the best of our knowledge, RF-based study had been conducted in lit-

erature to detect driver stress. Therefore, we propose to apply a random forest classifier,

which is combined with a Simulated Annealing (SA) algorithm [157], in order to find the op-

timal number of trees required by this classification method. Consequently, a driver stress

level (among low, medium or high cases) could be detected with highest accuracy, helping

to worn the driver, its family, and the other road drivers. In the first step, SA generates and

saves a random tree number and performs a RF classification accuracy. After that, the main

SA loop is run, in which a new number of trees is generated to check the new appropriate

accuracy acquired and to make a comparison with the best found values in prior iterations,

and so on until the best number of trees is reached with the highest accuracy, as shown in

figure 3.4.

SA is applied to find the optimal number of RF trees as follows: In the first step, the system

initializes the number of trees at random. T value (Temperature) is also fixed as an inte-

ger with a high value. Thereafter, the system calculates the classification accuracy with the

chosen number of trees, and saves its as an optimal trees number nb.tr ees. As a second

step:

1. The system generates a random neighboring solution nb.tr ees = nb.tr ees + ∆ x and

applies RF with this generated number of trees.

2. It calculates the accuracy with the new neighbor solution Acc = Accuracy(nb.tr ees).

3. The new accuracy is compared with the best found one. If the new one is not the better,

the system could accept this new solution with a probability P = 3x , otherwise, the sys-

tem keeps the new neighbor solution considered as the best one. The sub steps from 1

to 3 are repeated until reaching a stopping criterion.

4.4 Experimental results

In this work, our objective is to suggest an efficient classifier to detect stress of drivers while

driving in roads, this section validates the proposed Enhanced Random Forest after a set of com-

parisons against the conversional classifiers namely, traditional Random Forest and SVM. For this
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validation, we consider the online MIT-BIH PhysioNet Multi-parameter Database from Physionet

website explained below. Using data selected as source data, we train our proposed system on the

R studio environment, the obtained model is submitted to the test and tuning step to validate this

model.

4.4.1 Dataset description and experiments environment

The ECG signals of drivers stress used in this study, were obtained from MIT-BIH Phys-

ioNet Multiparameter Database (PhysioNet, 2019) [158]. The proposed method was evaluated on

the ECG databases from physionet, about 70 potential instances, the used databases contain 68

instances, for 10 participated drivers and for 7 intervals of driving for every driver. The experi-

ments use 67 instances with 17 different extracted attributes (see figure 4.1). We have used the

large library of software PhysioToolkit for these chosed databases, this library was presented for

physiologic signal processing and analysis only [24]. Toward applying this suggested method, we

need the Wave Form Data Base (WFDB) Software Packages [166] and for signal processing, we

need to perform the interoperable command-line tools. This last is originally Unix compatible.

The Electrocardiographic (ECG) signals are considerated as very sensitive signals which could be

affected or corrupted from several different types of noise. The phase of elimination of all types of

noise is essential for best results. For non-stationary signals like ECG and EMG, we need Wavelet

transform (WT) tool [162].

4.4.2 Results and discussion

Tables 4.2 and 4.3 present the classification results of our proposal method, with a com-

parative study against RF and SVM classifiers.

• Results on 2 Classes and 17 Features: The results offered in the table 4.2 for 17 attributes

and 67 instances, are the percentages of the classification accuracy on the dataset with 02

classes: low and high stress. From these results, we found that the most important attribute

is the average heart rate. The obtained results for 2 classes: low and high stress and with

17 features proved the performance of our proposal classifier, with the highest accuracy

of 99,6% with 87 trees. Additionally, for the small dataset (with a 90% split) the accuracy

achieved is 99,7% for Enhanced Random Forest with a number of trees equal to 90. For tra-

ditional RF and SVM classifiers, the accuracies achieved are 99,68% and 30,12%, respectively.
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• Results on 3 Classes and 17 Features: The results presented in the table 4.3 for 17 attributes

and 67 instances, are the percentages of the classification accuracy on the dataset with 03

classes low, medium, and high stress during the rest, highway, and city driving periods re-

spectively. The obtained results for this 03 classes proved the performance of our proposal

classifier, with the highest accuracy: equal to 97,02% with a number of trees fixed automat-

ically at 914. Moreover, for the small dataset (with a 90% split) the accuracy achieved is

96,33% for Enhanced Random Forest with a number of trees fixed at 932. For SVM classifier

the accuracy achieved is 43,86% in 90% split, where traditional RF offers 95,03%.

Table 4.2: Recognition rates for 02 classes (low/high) with 17 attributes.

Classification methods 70% split 90% split
Random forest 97% 99.68%

Enhanced Random forest 99.6 with 87 trees % 99.7% with 90 trees
SVM 97.06% 30.12%

Table 4.3: Recognition rates for 03 classes (low/medium/high) with 17 attributes.

Classification methods 70% split 90% split
Random forest 94% 95.03%

Enhanced Random forest 97.02 with 914 trees % 96.33% with 932 trees
SVM 43.35% 43.86%

4.5 Conclusion

Monitoring and diagnosing personalized individual stress levels are useful and very im-

portant in order to save many human lives in roads and to avoid many accidents. In this paper, an

approach to stress detection has been proposed, studied and evaluated. This approach suggests

an Enhanced Random Forest method which combines traditional Random Forest with Simulated

Annealing algorithm, whose goal is to ensure a complete automatic and optimal process, to detect

three levels of stressed car drivers from ECG signals. The accuracy obtained with the Enhanced

Random Forest achieved 97% in detecting the 03 levels of stress: low, medium and high for 17 fea-

tures extracted from ECG signals of drivers such as heart rate, QRS complex, P-Wave. According to

the obtained results, we could detect the high stress of driver successfully, and this in comparison

to his/her rest period (the 02 levels of stress: low and high) with close to 100% accuracy. The clas-

sification model that gives a high classification rate is saved. Later this model is used to detect the

stress level of the driver in real time, helping to avoid false detection.
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CHAPTER 5. A NEW DATA AUGMENTATION CONVOLUTIONAL NEURAL NETWORK FOR
HUMAN EMOTION RECOGNITION BASED ON ECG SIGNALS

5.1 Introduction

In the literature, various machine learning algorithms were proposed for human emo-

tion recognition based on electrocardiogram (ECG) signal. However, the recognition accuracy of

these techniques is hampered by the hardness of acquiring huge and balanced number of ECG

dataset samples, which is considered as a major challenge in this topic. Therefore, we propose in

this chapter, a new data augmentation convolutional neural network (CNN) for human emotion

recognition based on ECG signal. Specifically, we suggest to enrich the ECG dataset by a signifi-

cant number of representative ECG samples, generated according to randomize, concatenate and

resample realistic ECG episodes process. Hence, a new seven-layer CNN classifier is suggested,

consisting of seven layers to detect human emotions in terms of valence, arousal, and dominance

levels.

5.2 Motivation: Data augmentation methods for ECG

As mentioned above in chapter 2, ECG-based emotion recognition has received great in-

terest from researchers especially by machine learning community. However, the success of the

ECG analysis based on machine learning approaches depends mainly on a rich annotated dataset.

Additionally, generating an annotated ECG dataset with high quality remains a major challenge.

In fact, the model trained with small datasets does not generalize well data from the validation

and test sets then, the study results will not be precise. Consequently, this type of models suffers

from the problem of overfitting occurred when a good fit is achieved on the training data, while

the model does not generalize well on new and unseen data. Data augmentation is one of the best

solutions to reduce overfitting on models, it is based on increasing the amount of training data.

In the literature, there are several data augmentation methods proposed to extend ECG dataset.

Although the considerable success given by data augmentation methods cited above and applied

for various research areas like medical image analysis tasks, this scheme was not applied yet to

human emotion recognition, known as a critical domain.

Therefore, we propose in this work a new data augmentation convolutional neural network

(CNN) for human emotion recognition based on ECG signal, where the data obtained is further

used as an input for the new seven-layer CNN classifier to classify the different types of human

emotions.
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Figure 5.1: Overall block scheme of the proposed method for ECG-based emotion recognition system

5.3 The proposed ECG data augmentation for human emotion recogni-

tion using seven-layer CNN model

To recognize human emotion and to cope with the issue of limited size and imbalanced

samples used to ML approaches, we detail in this section our proposal [175], presented in figure

5.1. We start with ECG signal acquisition and preprocessing, then the augmented data are gener-

ated to increase data samples using our novel approach. In order to extract heart rate variabiliy,

we apply a HRV analysis tool named HRV Analysis Software (HRVAS). HRVAS extracts various HRV

features such as time-domain features (e.g. RMSSD: Root Mean Square of the Successive Differ-

ences and SDNN: standard deviation of normal to normal R-R intervals and), frequency-domain

features (e.g. LF: Low Frequency power, HF: High Frequency power and LF/HF) and nonlinear

domain features (e.g. Sample entropy (SampEn)). For more details about how these features are

calculated, please refer to [176]. According to these extracted features obtained from an ECG sig-

nal, the classification is performed by the suggested CNN to recognize the human emotion class

such as valence, arousal, or dominance. In the next subsections, we present a detailed description

of each step.
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5.3.1 Data acquisition and preprocessing of ECG signal

In data analysis science, the data used for learning are often benchmark data, however, in

this healthcare domain, this kind of datasets is limited in records number (i.e. samples quantity)

and in diversity (i.e. different types of people like young or old people, men or females, etc.). The

data augmentation may shed to this issue. In order to enrich the dataset by introducing unob-

served and various samples, we propose to start by the use of a publicly available ECG dataset like

DREAMER [15] expressing humans with valence, arousal, or dominance emotions. This dataset is

considered as a small ECG datasets where the total size of the ECG for this dataset is 414 (for 23

persons exposed to 18 trials and each example of ECG contain 2 channels) [177]. More specifically,

the ECG DREAMER dataset is a multi-modal database for analyzing emotions resulting from a set

of audio-visual stimuli which are in the form of movie clips.

Furthermore, this dataset includes ECG records collected only from 23 participants, where

each participant watches 18 videos chosen to evoke nine special emotions namely calmness hap-

piness, excitement, fear, surprise, sadness, disgust and anger. Therefore, the participant’s rated his

emotional response in terms of valence, arousal and dominance on a scale from 1-5. We remind

that emotions are recognized in the basis of HRV, which is in its turn detected using ECG R-peaks

(i.e. R-R intervals) [178]. It is worth noting that R-R interval corresponds to the interval between

two successive R peaks in an ECG. To do so, we used R-wave detection algorithm from the input

ECG signals to extract R-R intervals series (see figure 5.2) [179].

5.3.2 Data augmentation strategy

In the aim generating many and balanced ECG samples, we suggest a data augmentation process

over four steps, presented in figure 3 and illustrated as follows.

5.3.2.1 Step 1: Detecting R-waves

Based on the R-wave detection algorithm, the R-waves of the QRS complex of the normal-

ized ECG signals are detected R1, R2,..., Rn, as shown in figure 5.3.

5.3.2.2 Step 2: Periods calculation of R-R intervals

Different periods between successive R-waves (R-R intervals) are then calculated, (R-R in-

terval(1), R-R interval(2),..., R-Rinterval(n)) as shown in figure 5.4.
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Figure 5.2: R-wave detection process

Figure 5.3: Detecting R-waves

5.3.2.3 Step 3: Random selection of new R-R intervals

To extend ECG samples and records, all the nn extracted R-R intervals from each signal is

arranged and resampled in one signal with a new order. As shown in figure 5.5, RR1, RR2,..., RRn

are selected to be arranged and resampled as following: RR7, RR6, RR1,..., RR4. These new R-R

intervals are put in the selected ECG signal at random as shown in figure 5.5.
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Figure 5.4: Periods calculation of R-R interval.

Figure 5.5: Random selection of new R-R interval.

5.3.2.4 Step 4: R-R intervals concatenation

In this step, the generated and selected R-R intervals are concatenated together and added

to previous ECG records which giving rise to a new ECG signal like: RR7, RR6, RR1, RR2, RR3, RR5,

RR4, as depicted in figure 5.5.

Our system starts with the use of an ECG dataset benchmark like DREAMER dataset to de-

tect the human emotion, this dataset consists of only 414 samples (records) of ECG signal. The

number of samples of the different ECG signal, could be balanced by adding the same number of

samples in each signal of any of categories in order to enrich each category. To do so, we randomly

extracted 24 samples from each ECG signal, the total number of samples is above 10000 samples.

It should be noted that the resampled signals are the same length as the original’s ECG recording.

In this research activity, we try to examine the effects of various values of dataset size (like dataset

containing 5000 or or 10000 samples, or more) on neural network training phase.

67



5.3. THE PROPOSED ECG DATA AUGMENTATION FOR HUMAN EMOTION RECOGNITION
USING SEVEN-LAYER CNN MODEL

Figure 5.6: Heart Rate Variability.[186].

5.3.3 HRV features extraction

Standard HRV Measures: In the literature, the ECG in specific HRV signals play a crucial role in

research on emotion assessment. In fact, the HRV is a measure that indicates variation in the HR

over time as shown in figure 5.6. The ANS is responsible for control this variation through the

balance between the SNS and PNS, in order to react to the daily stressors as well as to control the

human body’s most important systems such as respiration, digestion and heart rate. In summary,

HRV is one of the most interesting and noninvasive way to recognize the ANS imbalances of the

human because it has a direct impact on the activity of the heart [180; 181]. Standard HRV analysis

is to extract a variety of parameters that are specified in the frequency domain and also in the

time domain [182–184]. In the field of ECG-based emotion recognition, Zhao et al. in[185] studied

the differences of HRV indices between six different emotions: happiness, sadness, anger, disgust,

fear and neutral, the obtained results proved that there are important differences of HRV indices

between these emotions. In this work, we relied on ECG signals to extract a series of features as

well as its derived HRV features extracted from frequency-domain, time-domain, and nonlinear

domains. Measuring these features is illustrated as follows:

• Time-Domain Features: in this domain, we measure the variation in heart rate over time

(i.e. the intervals between successive normal cardiac cycles). This variation reflects to do

some easy calculations such as: calculate the mean normal-to-normal (NN) intervals, the

variance between NN intervals, the standard deviation of NN (SDNN) and the root mean

square of differences between adjacent R-R intervals (RMSSD).
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• Frequency-Domain Features: it is a complex analysis technique, the role of this technique

is to show the amount of signal that lies one or more frequency bands (ranges). For the

HRV, the technique uses the frequency bands that could tend to correlate with some phys-

iological phenomenon (e.g. Parasympathetic nervous system activity) [187]. In addition,

the influence of sympathetic and parasympathetic nerves on HRV can be distinguished by

this method very well. From the power spectral density (PSD) analysis, several features are

calculated in the frequency domain analysis. However, the Power Spectral Density (PSD)

analysis is used to understand HRV, furthermore, there are three spectral bands of the PSD

which are: Very Low Frequency (VLF) with spectral components less than 0.04 Hz; Low Fre-

quency (LF) belongs to the interval [0.04, 0.15Hz] and High Frequency (HF) defined in the

interval [0.15, 0.4Hz].

• Nonlinear Features: In the nonlinear analysis, several features are calculated, including

ECG-derived respiration (EDR) related parameters, nonlinear dynamics related parameters,

Poincaré plot related parameters, and self-correlation related parameters.

The extracted HRV features groups are listed in table 5.1. The use of HRV becomes an increas-

ingly popular and important tool to identify the emotion of a human. In this phase, we suggest

the use of the HRV Analysis Software (HRVAS) [188] which is a HRV analysis tool developed using

Matlab software [189]. It is used to extract HRV features including the time-domain (e.g. SDNN

and RMSSD, the frequency-domain (ex: Low-Frequency power (LF), High-Frequency power (HF)

and LF/HF) and nonlinear domain (ex: SampEn), more details about the calculation of these pa-

rameters are presented in [176].

5.3.4 Architecture of seven-layer CNN model for ECG emotion recognition system

CNN is usually consisted of two main parts; the former is a feature extractor, which is re-

sponsible for an automatic features learning from raw input data, while the latter is considered

as a fully connected multi-layer perceptron (MLP). This MLP is responsible for the classification

according to the learned features, realized by the first part. The architecture of seven-layer CNN

model for ECG emotion recognition system is presented in figure 5.7. The network consists of

seven layers, including four convolutional layers (Conv1D), two max pooling layers, one fully con-

nected layers, and one Softmax layer. The convolution operations are performed by the convolu-

tional layers C1, C2, C3 and C4 according to equation 5.1, where each layer uses the output of the
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Table 5.1: Notation of features extracted from ECG[190].

Features group Variable Unit Description of the extracted features

Time-Domain features

SDNN ms standard deviation of all NN intervals
SDANN ms Standard deviation of the averages of NN intervals in all 5-minute segments of the entire

recording
RMSSD ms The square root of the mean of the sum of the squares of differences between adjacent NN

intervals
SDNN
index

ms Mean of the standard deviations of all NN intervals for all 5-minute segments of the entire
recording

SDSD ms Standard deviation of differences between adjacent NN intervals
NN50
count

Number of pairs of adjacent NN intervals differing by more than 50 ms in the entire record-
ing; three variants are possible counting all such NN intervals pairs or only pairs in which
the first or the second interval is longer

pNN50 % NN50 count divided by the total number of all NN intervals
HRV Total number of all NN intervals divided by the height of the histogram of all NN
TINN ms Baseline width of the minimum square difference triangular interpolation of the highest

peak of the histogram of all NN intervals

Frequency-Domain features

Total
power

ms2 Variance of all NN intervals < 0.4 Hz

ULF ms2 Ultra low frequency < 0.003 Hz
VLF ms2 Very low frequency < 0.003–0.04 H
LF ms2 Low frequency power 0.04–0.15 Hz
HF ms2 High frequency power 0.15–0.4 Hz
LF/HF
ratio

/ ratio of low-high frequency power

Nonlinear features

SD1 / The standard deviation of the Poincare plot perpendicular to the line-of-identity
SD2 / The standard deviation of the Poincare plot along the line-of-identity
SD1/SD2 / Ratio of SD1/SD2
ApEn / Measures the complexity or irregularity of the RR series
SampleEn / Sample entropy : a tolerance (r) of 0.2 standard deviation of the R-R interval and an embed-

ding dimension (m) of 2.

previous one using the current convolution kernel.

x l
k = f (

∑
i∈Mk

x l−1
i ∗wi k +bk ) (5.1)

Where, x l
k is the output of the k − th neuron in layer l , Mk represents the effective range of the

convolution kernel, wi k is the weight kernel between the i-th neurons in layer l −1, bk represents

the bias of the k-th neuron in layer l and the k− th neuron in layer l , in addition, f () is used as the

activation function, we opt for a Rectified Linear Unit (ReLU) as an activation function [191].

First of all, our system has as an input the extracted features vector with a length of 104 fea-

tures (e.g. SDNN,...). This vector is sent to the first layer C1, which applies a kernel size of 5

(i.e. filter) and 64 feature maps. So, the output of C1 layer is calculated as follows: i nput_si ze −
(ker nel_si ze−1) = 104−(5−1) = 100 f eatur es. Note that the relationship (feature maps-reached

features) are written (feature maps@reached features) such as (64@100). The found 100 features

are then presented to the next layer C2 with convolution kernel size of 5, which in its turn (i.e. C2)

gives rise to 64@96 (as output). Next, max-pooling S1 is used to reduce the number of computa-

tions with a kernel size of 2, so the output is 64@48.
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The subsampling layers (also called Pooling layers) (i.e. S1 and S2) are used to minimize the

input size of the next layer and to extract more useful features. We suggest applying the Max pool-

ing layers to keep only the effective features from the Conv1D layer. The equation 5.2 calculates

the output of the k − th neuron of the subsampling layers.

x l
k = subsampl e(x l−1

kcluster
) (5.2)

Where, x l
k is the output of the k−th neuron of layer l , which is calculated by the down sampled

operation performed on the output of k − th cluster of layer l–1.

Similarly, C3 layer is performed after the max pooling process where the output is 128@46

(here, the filter size is 3). Next layer is C4, having as output 128@44. For the next step, S2 is applied

and the output pooling features of S2 (128@22) are rearranged as a feature vector and input to the

fully connected layer F1 for classification.

The vector resulting from ECG features extraction state is dispatched to the input neurons of

the fully connected network layers (FCN) F1, this might help to perform the training and testing

process of the model. The phase of prediction is performed by the final FCN. The equation 5.3 is

used to calculate the output of the neuron in fully connected layer which is equal to 256.

x l
k = f (

N∑
i=1

x l−1
i ∗wi k +bk ) (5.3)

Where, x l
k is the output of the k − th neuron in layer l , wi k is the weight vector between the

k − th neurons in layer l and the i − th neuron in layer l −1, bk represents the bias of the k − th

neuron in layer l . However, the total number of neurons in layer l −1 is defined by N.

In the output layer, softmax activation function is used for the final classification to obtain the

five levels of the arousal, valence, and dominance.
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Figure 5.7: Architecture of seven-layer CNN model for ECG emotion recognition system.

5.4 Experimental results

5.4.1 Experiments

In this section, we describe the realized tests and obtained results of a series of experiments

including the phase of features extraction and classification. In order to evaluate the effectiveness

of the proposed method for ECG data augmentation approach to detect the emotion, comparative

experiments are conducted in this work using different classifiers; this is done with and without

data augmentation. The data generated from the proposed method will be used by the classifier

in the learning phase. For our contribution, an seven-layer CNN classifier is adopted. The con-

sidered classifiers for comparisons are: NN, and SVM. Additionally, we also study the influence of

every augmentation of samples on the classifiers by the use of 5000 and more than 10000 samples.

We have used R studio platform to train the developed networks for emotion detection with and

without data augmentation. We used in this study, the public database DREAMER containing 23

individuals’ ECG data (14 males and 9 females), this data was elicited by audio-visual stimuli and

using low-cost devices. Moreover, 18 film clips with a duration of 65 – 393s are proposed to tested

persons in order to elicit different emotion. Note that the ECG signals were recorded at 256 Hz.

Next, the proposed method is run to increase the number and the diversity of ECG dataset.

For the phase of extracting features, the HRV data from the ECG signal based on the extracted

peaks are measured using HRVAS Software (HRV Analysis) to extract 104 features. After extracting

and merging features, CNN is launched to classify and detect emotions.
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5.4.2 Results obtained and discussion

In order to evaluate any classifier in machine learning field, it is common to divide the

dataset into two separate sets: a training set and a testing set [192]. To this end, there are dif-

ferent partition schemes that could be applied on the dataset. In our study, we apply both 70-30

technique and 10-fold cross-validation technique. 70-30 technique is performed to illustrate the

importance of training data and how vital training information is in the proposed classifier, in this

technique, the dataset is split into 70% train data and 30% test data [193]. The 10-fold cross vali-

dation technique is used to estimate the skill of a machine learning model on unseen data [194].

Specifically, the 10-fold cross validation involves randomly dividing the dataset into 10 folds or

subsets of approximately equal size. Of the 10 folds, a single fold is retained as the validation data

for testing the model, and the remaining 9 folds are used as training data. This process is then

repeated 10 times, with each of the 10 folds used for testing and the rest for training. This section

describes the results obtained from the experiments that were conducted in this research. Results

of the classifiers to recognize emotions in terms of valence, arousal, and dominance levels are

listed in the tables below.

5.4.2.1 Accuracy of valence detection

Figure 5.8a presents the accuracy comparison of valence dimension between NN, SVM

and CNN. For the CNN classifier, we used 63,76% of samples for training and 36,24% for testing,

as user parameters experimentally selected given the best found results in this case.

Besides, the figure 5.8b compares these classifiers using 10-fold cross validation with and with-

out data augmentation.

The results without data augmentation showed low classification accuracy with all classifiers

with 24.36% for SVM classifier, 22.88% for NN and 22.00% for CNN. The reason for these poor

results is the limited number of samples as well as the unbalanced number of each sample in

the dataset. Also, figure 5.8a showed that with an augmentation of a number of 5000 samples,

the CNN obtained the highest accuracy to detect valence dimension with 59.69% compared to

the other classifiers such as SVM with 34.76% and NN with 27.53%. Moreover, the results with an

augmentation of a number of more than 10000 samples showed that CNN (with 75,75% of samples

for training and 24,25% for testing) performs better than the other classifiers, with an accuracy of

95.16% compared to SVM with 36.01% and NN with 31.02%.

From figure 5.8b and for the case of data augmentation, it can be clearly seen that the CNN
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(a) (b)

Figure 5.8: Accuracy comparison between CNN and other machine learning with/without data augmen-
tation (emotion expressed in terms of valence). (a: 70% for training, and 30% for test, b: the 10-fold cross
validation)

performs better than the other classifiers, with an accuracy of 75.1% compared to SVM with 33.6%

and NN with 36.32%.

5.4.2.2 Accuracy of arousal detection

Figures 5.9a and 5.9b depicts the accuracy of arousal detected by various machine learn-

ing approaches (i.e. SVM, NN, and CNN) in both cases with and without data augmentation.

As shown in figure 5.9a and for CNN classifier, we have fixed 75.84% samples for training and

24.16% for testing, as user parameters selected in an experimental manner, leading to the best

found results. Therefore, for the case when is no data augmentation, CNN records an accuracy of

35% to detect arousal, outperforming NN and SVM, which have given an accuracy of 33.90% and

32.77%, respectively. However, in the figure 5.9b, it was observed that using 10-fold cross vali-

dation, the accuracy without data augmentation is 32.16% for SVM, 31.7% for NN and 26.19% for

CNN. It is clear that these values are very moderate, it is due to the limited number of recorders

used to train each Machine Learning (ML) approaches in addition to restricted diversity of these

processed samples. On the other side, when 5000 samples are considered to augment data to en-

hance machine learning performance, figure 5.9a showed that CNN obtained the best accuracy to

detect the arousal with 61.46% compared to NN with 35.13%. Moreover, if we consider more than

10000 samples, we remark that CNN (with 75,84% of samples for training and 24,16% for test-

ing) reached also the best accuracy with 85.56% against the other ML approaches that have given

37.96% for NN, and 43.52% for SVM. Even when we used 10-fold cross validation, the accuracy

presented in figure 5.9b with data augmentation is increased with 40.31%, 41.44% and 73.81%, for
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(a) (b)

Figure 5.9: Accuracy comparison between CNN and other machine learning with/without data augmen-
tation (emotion expressed in terms of arousal). (a: 70% for training, and 30% for test, b: the 10-fold cross
validation)

SVM, NN, and CNN, respectively.

5.4.2.3 Accuracy of dominance detection

Concerning the dominance dimension in both cases without and with data augmenta-

tion, we used 84,30% of samples for training and 15,70% for testing, as user parameters. Figure

5.10a depicts the accuracy obtained for each model (i.e. SVM, NN and CNN), where figure 5.10b

presents the accuracy obtained using 10-fold cross validation. The results presented in this fig-

ure using the original dataset (i.e without data augmentation) showed that the accuracy of various

classifiers is low due to the use of a small and unbalanced dataset, except for SVM, giving a clas-

sification accuracy equal to 30.25% to detect dominance, however, CNN has an accuracy of only

24.62% and NN achieved 27.12%. On the other hand, when the number of samples increases, as

presented in figure 5.10a, the accuracy of the classifiers increases gradually. It can be seen that

with an augmentation with 5000 samples, the CNN achieved the best accuracy with 56.83% com-

pared with SVM with 39% and NN with 37%. Additionally, the accuracy of the network is also im-

proved with an increase of more than 10000 samples, where the accuracy of the CNN using 83,10%

of samples for training and 16,90% for testing is much higher than that of the other classifiers with

77.54% compared to SVM with 41.68% and NN with 37.89%. Moreover, the accuracy presented in

figure 5.10b using 10-fold cross validation showed that with data augmentation, CNN achieved

highest accuracy with 72.36%, compared to SVM with 40.77% and NN with 41.06%.

75



5.4. EXPERIMENTAL RESULTS

(a) (b)

Figure 5.10: Accuracy comparison between CNN and other machine learning with/without data augmenta-
tion (emotion expressed in terms of dominance). (a: 70% for training, and 30% for test, b: the 10-fold cross
validation)

5.4.2.4 The confusion matrices: classification correctness

To illustrate the quality of the proposed classifier against SVM and NN for valence, arousal

and dominance, tables 5.2, 5.3, 5.4, 5.5, 5.6 and 5.7 present the confusion matrices for both

cases without/with data augmentation. It is worth noting that the correct classifications (i.e. true

positives) are shown in the diagonals of each dimension (i.e. valence, arousal and dominance).

Each column of the each matrix represents the instances in a predicted class (i.e. valence, arousal,

and dominance), while each row represents the instances in the actual class. In this study, we

mention that the total number of the original dataset is 414 and we note that the choice of training

or test samples percentages was done in an experimental fashion, with approximately to 70% /

30% splits between training and test data, leading to the best found results.

• Without data augmentation case:

The table 5.2:a shows the confusion matrix of the training results on the test set for CNN. For

this, we have used a roughly equal number of samples for each class of valence, arousal and

dominance in training; this number is equal to 30 samples per class. So, in terms of valence,

a total of 264 samples is used for training with 63.76% and 150 samples for the test with

36.24%. About the arousal, the total of 314 samples is selected for training with 75.84% and

100 samples for test with 24.16%, however, for dominance, we have opted for 349 samples

for training with 84.30% and 65 samples for test with 15.70%.

When we used the SVM classifier, we have applied the same percentages of dataset partition

(training/test) for arousal, valance or dominance as follows: 71% of dataset is reserved for
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training and 29% for the test. Consequently, 295 samples are devoted for training and 119

samples for testing, as depicted in the Table 5.4:a.

Also for the NN classifier (see table 5.6:a), the same percentages of dataset partition is con-

sidered; 71.50% of data are used for training and 28.50% for the test, which means that 296

samples are devoted for training and 118 samples for testing.

When we analyze table 5.2:a, we can see that the CNN is confused when there are no data

augmentation with an accuracy of actual/predicted valence equal to 22.00%, 35.00% for

arousal, and 24.62% for dominance. We can also see in table 5.4:a that the SVM records

only an accuracy of 24.36% for valence, 32.77% for arousal, and 30.25% for dominance. A

close outcome is also seen in table 5.6:a, which is given by the NN with only 22.88%, 33.90%

and 27.12% for valence, arousal and dominance, respectively.

In addition, we have performed 10 fold cross validation on a training data, the results reached

are presented in tables 5.2:b, 5.4:b and 5.6:b, as confusion matrices of optimal model from

the 10 generated models, according to CNN, SVM, and NN classifiers, respectively. We can

clearly see that all these classifiers records low accuracy, we cite for instance CNN that gives

an accuracy of 26.83% for valence, 26.82% for arousal and 39.02% for dominance.

• With data augmentation case:

Considering the total number of original dataset which is 414, the proposed data augmen-

tation increases the number to be 10350, which is calculated as follows: (Total number of

original dataset * x) + (Total number of original dataset). Where, x is the number of copies

generated from each ECG signal to be added to the original dataset. In our study, x is fixed

at 24 (as an experimental parameter), then the new dataset (with data augmentation) will

contain: (414*24) + (414) = 10350 samples.

To evaluate the classification accuracy of the proposed CNN for the case of valence, we have

chosen the total of 7840 samples for training with 75.75% and 2510 samples for test with

24.25%. About the arousal, a total of 7850 samples is selected for training with 75.84% and

2500 samples for test with 24.16%, however, for dominance, we have chosen the total of 8600

samples for training with 83.10% and 1750 samples for test with 16.90%. About the SVM, We

have selected for all emotion levels, the same sampling as follows: 7301 samples (i.e 70.54%)

devoted for training and 3049 samples (i.e 29.46%) for testing, as depicted in table 6:a.

Concerning the NN and for valence, we have used 70.04% for training which represents 7249
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samples and 29.96% of dataset for test with 3101 samples, however, for arousal and domi-

nance, we consider 7460 samples (i.e. 72.06%) for training and 2890 samples (i.e. 27.94%)

for test, see table 8:a.

When analyzing different confusion matrices (case of data augmentation), we can see that

CNN classifier records the best classification precision with very low confusion. For in-

stance, the results given by table 5.3:a showed that the CNN is able to label and classify

correctly each class with accuracy of actual/predicted valence equal to 95.16%, 85.56% for

arousal, and 77.54% for dominance.

Nevertheless, the accuracy achieved by SVM presented in table 5.5 is only 36.01% for va-

lence, 43.52% for arousal, and 41.68% for dominance. Also, the table 5.7:a expressed low

accuracy values of NN classifier equal to 31.02%, 37.96% and 37.89% for valence, arousal

and dominance, respectively.

As depicted in tables 5.3:b, 5.5:b and 5.7:b that found from the 10 cross validation, it

has been clearly demonstrated that the accuracy is obviously improved especially for CNN,

which performs better than the other classifiers (SVM and NN), with an accuracy of 75.1%

for valence, 73.81% for arousal and 72.36% for dominance.

Table 5.2: Confusion matrix for CNN without data augmentation.

a: 70% for training and 30% for test

Valence dimension Arousal dimension Dominance dimension
Predicted Predicted Predicted

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

Actual

1 7 9 8 6 11 0 0 0 0 0 0 0 0 0 0
2 7 6 6 5 3 6 12 4 4 4 4 5 1 1 1
3 4 5 7 8 3 8 4 12 6 6 6 6 5 5 7
4 9 6 6 8 8 4 3 3 9 8 2 2 5 4 3
5 3 4 3 3 5 2 1 1 1 2 1 0 2 3 2

Accuracy 22.00% 35.00% 24.62%

b: 10-fold cross validation

Valence dimension Arousal dimension Dominance dimension
Predicted Predicted Predicted

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

Actual

1 1 1 3 3 2 0 1 1 2 0 0 0 1 0 0
2 3 4 1 2 0 0 2 2 4 1 1 3 1 4 3
3 1 2 1 3 0 0 4 5 4 2 0 0 6 3 1
4 2 1 1 3 1 0 1 1 3 1 0 3 2 5 2
5 1 1 1 1 2 1 2 1 2 1 0 2 2 0 2

Accuracy 26.83% 26.82% 39.02%
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Table 5.3: Confusion matrix for CNN with data augmentation.

a: 70% for training and 30% for test

Valence dimension Arousal dimension Dominance dimension
Predicted Predicted Predicted

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

Actual

1 482 5 3 1 1 195 0 0 0 1 0 0 0 0 0
2 5 480 3 3 16 140 487 7 5 4 45 336 0 3 2
3 1 3 482 9 14 114 6 490 6 9 228 2 341 8 1
4 10 11 11 484 28 50 5 3 489 8 52 11 9 339 6
5 2 1 1 3 451 1 2 0 0 478 25 1 0 0 341

Accuracy 95.16% 85.56% 77.54%

b: 10-fold cross validation

Valence dimension Arousal dimension Dominance dimension
Predicted Predicted Predicted

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

Actual

1 160 7 8 23 2 39 9 7 9 1 22 4 6 3 4
2 13 161 14 16 6 2 159 34 44 11 1 149 24 34 3
3 11 19 151 22 11 4 23 245 41 4 8 28 203 27 24
4 23 22 27 208 14 3 18 21 235 4 6 29 33 260 13
5 4 4 7 5 97 0 10 15 11 86 2 12 16 9 115

Accuracy 75.1% 73.81% 72.36%

5.4.2.5 Precision, recall, and F1-Score

As seen in 5.9, and for all the three dimensions valence, arousal and dominance the CNN

reaches high precision with a high recall which means that each result restored by a search was

relevant. Additionally, a high recall corresponds that the search retrieved all the true positives.

Indeed, the F1-score is also calculated using both precision and recall, confirming the highest

CNN precision and recall. In contrary, the results obtained without data augmentation in 5.8, the

CNN has low precision with low recall (and low F1-score) which means that CNN returns a lot of

false positives and returns so few results.

5.4.2.6 K-fold cross validation

In this subsection, we tested the proposed model to check the effectiveness of the CNN

classifier on a dataset (with and without data augmentation) with the K-Cross-validation tech-

nique, using three statistical metrics which are:

• RMSE: Root means square error, that is, how far apart the predicted values are from the

observed values in a dataset.

• MAE: The mean absolute error, it corresponds to the average absolute error between the

model prediction and the actual observed data.

• R-squared: The measure of the correlation between the predictions made by the model and
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Table 5.4: Confusion matrix for SVM without data augmentation.

a: 70% for training and 30% for test

Valence dimension Arousal dimension Dominance dimension
Predicted Predicted Predicted

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

Actual

1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 1 0 0 1 2 0 0 1 1 2 2 0
3 7 6 8 7 4 1 5 8 7 3 2 8 9 13 5
4 15 16 22 21 11 3 17 30 30 12 2 15 21 26 12
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Accuracy 24.36% 32.77% 30.25%

b: 10-fold cross validation

Valence dimension Arousal dimension Dominance dimension
Predicted Predicted Predicted

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

Actual

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 1 0 2 0 0 2 1 4 0
3 2 5 3 1 3 1 1 5 4 3 1 3 2 5 3
4 4 6 7 5 2 0 7 7 6 2 1 6 3 8 2
5 1 0 1 0 1 0 0 0 0 2 0 0 0 0 0

Accuracy 21.95% 34.14% 30.0%

the actual observations.

The results obtained using 10-fold cross validation 5.10, showed that the lower values

of RMSE and MAE reflect the good ability of the model to accurately predict the data, conversely,

the high value of R-squared means that the model can predict the actual observations and the

model performance is good.

5.4.2.7 PR and ROC curves

We also evaluate Precision-Recall (PR) Curve and Receiver Operating Characteristic (ROC)

curve. PR and ROC curves are considered as metric tools to evaluate the performance of the CNN

classifier. The PR curve is a graph that represents Precision values against the Recall values, where

ROC curve is a graph, representing true positives rate (TPR) values depending on false positive

rate values (FPR). On the one hand, Figures 5.11a, 5.11b, 5.12a, 5.12b, 5.13a and 5.13b display

PR and ROC curves, of valence, arousal, and dominance given by the CNN classifier without data

augmentation, respectively. In these cases the CNN is not able to differentiate between the positive

and negative classes. On the other hand, the PR and ROC curves of Figures 5.11c, 5.11d, 5.12c,

5.12d, 5.13c and 5.13d given by the CNN classifier with data augmentation, yield an excellent

performance in order to distinguish between positive and negative classes.
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Table 5.5: Confusion matrix for SVM with data augmentation.

a: 70% for training and 30% for test

Valence dimension Arousal dimension Dominance dimension
Predicted Predicted Predicted

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

Actual

1 75 28 9 17 26 1 0 0 0 0 1 0 0 0 0
2 92 191 63 95 21 39 188 77 92 64 12 29 9 5 8
3 167 143 250 183 82 25 96 339 126 73 54 289 536 274 204
4 239 225 339 497 163 65 414 479 759 170 42 281 330 675 269
5 27 5 12 15 85 0 2 0 0 40 0 0 1 0 30

Accuracy 36.01% 43.52% 41.68%

b: 10-fold cross validation

Valence dimension Arousal dimension Dominance dimension
Predicted Predicted Predicted

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

Actual

1 42 9 10 15 14 1 0 0 0 0 1 0 0 0 0
2 15 56 11 34 11 24 58 52 31 19 7 10 2 1 13
3 49 50 92 55 39 9 47 115 45 38 13 90 194 88 68
4 69 95 97 147 63 21 117 156 233 53 10 105 105 213 108
5 10 6 7 9 30 0 1 1 0 14 0 0 0 0 7

Accuracy 35.45% 40.67% 41.06%

Table 5.6: Confusion matrix for NN without data augmentation.

a: 70% for training and 30% for test

Valence dimension Arousal dimension Dominance dimension
Predicted Predicted Predicted

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

Actual

1 3 3 3 4 1 0 0 2 1 2 0 0 0 0 0
2 0 0 3 1 1 0 2 0 0 1 1 0 2 5 4
3 9 17 14 20 8 2 7 9 15 0 4 7 19 21 6
4 3 2 6 3 1 3 14 21 27 6 0 10 8 9 9
5 5 3 0 4 4 0 2 1 1 2 0 2 3 4 4

Accuracy 22.88% 33.90% 27.12%

b: 10-fold cross validation

Valence dimension Arousal dimension Dominance dimension
Predicted Predicted Predicted

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

Actual

1 1 0 1 4 0 1 0 0 0 0 2 0 0 0 0
2 0 1 0 1 0 0 0 0 0 0 1 3 1 2 0
3 2 2 2 3 3 1 4 1 2 0 1 1 2 2 1
4 4 2 6 4 1 3 5 8 10 5 1 3 10 6 4
5 0 2 0 1 1 0 0 0 0 1 0 0 0 0 1

Accuracy 21.96% 31.70% 34.14%
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Table 5.7: Confusion matrix for NN with data augmentation.

a: 70% for training and 30% for test

Valence dimension Arousal dimension Dominance dimension
Predicted Predicted Predicted

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

Actual

1 161 95 75 150 51 1 0 2 0 0 5 0 0 0 0
2 47 160 109 122 53 28 99 58 39 20 4 46 30 43 8
3 149 149 269 201 83 21 102 185 120 26 52 172 386 243 165
4 193 219 230 319 145 101 432 564 778 247 43 331 390 602 234
5 25 15 12 16 53 0 9 13 11 34 5 23 28 24 56

Accuracy 31.02% 37.96% 37.89%

b: 10-fold cross validation

Valence dimension Arousal dimension Dominance dimension
Predicted Predicted Predicted

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

Actual

1 51 31 26 34 17 5 0 1 1 0 16 0 1 1 0
2 21 53 30 36 16 7 62 25 25 10 5 59 28 27 10
3 39 61 115 69 39 11 46 105 71 37 14 50 106 71 30
4 68 53 63 113 26 19 83 112 213 43 22 98 97 205 43
5 10 7 5 8 44 12 21 48 34 44 13 21 49 30 39

Accuracy 36.32% 41.44% 41.06%

Table 5.8: Precision, recall and F1-score of CNN without data augmentation.

Valence Arousal Dominance

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

Precision 0.170 0.222 0.259 0.216 0.277 / 0.400 0.333 0.333 0.285 / 0.416 0.172 0.250 0.250
Recall 0.233 0.200 0.233 0.266 0.166 0 0.600 0.600 0.450 0.100 0 0.384 0.384 0.307 0.153

F1-score 0.197 0.210 0.245 0.238 0.208 / 0.480 0.428 0.383 0.148 / 0.400 0.238 0.275 0.190

Accuracy 22.00% 35.00% 24.62%

Table 5.9: Precision, recall and F1-score of CNN with data augmentation.

Valence Arousal Dominance

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

Precision 0.979 0.946 0.965 0.889 0.984 0.994 0.757 0.784 0.881 0.993 / 0.870 0.587 0.812 0.929
Recall 0.964 0.960 0.964 0.968 0.902 0.390 0.974 0.980 0.978 0.956 0 0.960 0.974 0.968 0.974

F1-score 0.971 0.953 0.965 0.927 0.941 0.560 0.852 0.871 0.927 0.974 / 0.913 0.733 0.884 0.951

Accuracy 95.16% 85.56% 77.54%

Table 5.10: The results of K-Fold Cross-Validation of CNN (With and without data augmentation).

Without data augmentation With data augmentation

Valence Arousal Dominance Valence Arousal Dominance

MAE 1.439 1.261 1.119 0.443 0.413 0.449

RMSE 1.893 1.640 1.535 0.985 0.885 0.934

R-squared 0.001 0.003 0.001 0.519 0.439 0.392
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CHAPTER 5. A NEW DATA AUGMENTATION CONVOLUTIONAL NEURAL NETWORK FOR
HUMAN EMOTION RECOGNITION BASED ON ECG SIGNALS

(a) (b)

(c) (d)

Figure 5.11: Valence dimension: (a: PR curve, b: ROC curve [without data augmentation]), (c: PR curve, d:
ROC curve [with data augmentation])
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5.4. EXPERIMENTAL RESULTS

(a) (b)

(c) (d)

Figure 5.12: Arousal dimension: (a: PR curve, b: ROC curve [without data augmentation]), (c: PR curve, d:
ROC curve [with data augmentation])

84



CHAPTER 5. A NEW DATA AUGMENTATION CONVOLUTIONAL NEURAL NETWORK FOR
HUMAN EMOTION RECOGNITION BASED ON ECG SIGNALS

(a) (b)

(c) (d)

Figure 5.13: Dominance dimension: (a: PR curve, b: ROC curve [without data augmentation]), (c: PR curve,
d: ROC curve [with data augmentation])
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5.5. CONCLUSION

5.5 Conclusion

Detecting human emotion using ECG signal is an important research domain with promis-

ing application future. However, the existing methods to detect emotion using ECG are not able to

identify accurately the emotion of a human. Consequently, it is very important to make this pro-

cess automatic and to predict human emotion more precisely. Moreover, training CNN to be able

to perform the task of detecting emotion using ECG signal needs a huge amount of ECG data. Fur-

thermore, it is very difficult to provide this large number of data due to the sensitive nature of this

medical data. To deal with this problem, we proposed, a novel ECG data augmentation strategy,

this strategy is capable of generating artificial data in a way that resembles existing ones. Then,

we have developed a predictive model using an CNN as a classifier compared to other machine

learning models. Our proposal extracts RR intervals and randomly concatenates them from ECG

episode intervals to form new samples of ECG signals. Using the DREAMER database, the emo-

tions are expressed in terms of valence, arousal and dominance. Additionally, the HRV features

were extracted from RR interval series time. As shown in the experimental results, we came to the

conclusion that the performances of all the classifiers used are affected and improved differently

from each other by the proposed method of ECG data augmentation.

The CNN classifier achieved the best performance in terms of valence, arousal and dominance

with a recognition accuracy rates of 95.16%, 85.56% and 77.54%, respectively.
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Conclusions and perspectives

1 Summary of contributions

The heart is one of the most critical organs in the human body, and electrocardiography

(ECG) is considered to be one of the most powerful diagnostic tools in medicine that is routinely

used for the assessment of the functionality of the heart. ECG being a physiological signal is used

as the conventional method for noninvasive interpretation of the electrical activity of the heart in

real time. But is usefulness not only in analyzing the heart’s activity it can be also used for emotion

recognition. Emotion recognition based on ECG signals has been a hot topic and applied in many

areas such as safe driving, health care and social security. The main goal of this dissertation was

to develop a new monitoring system for emotion recognition using ECG signals. To achieve this,

there was the need to explore the fundamentals behind the electrocardiogram and emotions, as

well as understanding their natural functioning and behaviour. After that, we presented a large

number of related works of emotion recognition using ECG and EEG signals as well as the different

methods of ECG data augmentation.

After that, we presented our first contribution, in which we have proposed an enhanced Ran-

dom forest algorithm for ECG beat classification combined with a simulated annealing algorithm

to ensure a complete automatic and optimal process of the ECG classification. ERF was used to

distinguish the normal class from the classes of medical disorders and from an abnormal class

which may represent an unusual emotional state. The obtained results are very hopeful in this

health domain and inspire us to extend this study to other biological signals such as Electroen-

cephalography EEG and other medical applications in order to save human lives.

Since the ECG is a reliable and effective source of information for human emotion recognition

systems and has considerable potential for recognizing, and predicting human emotions such as

anger, joy, trust, sadness, anticipation and surprise. More specifically, to detect these emotions,

the Heart Rate Variability (HRV) values, extracted from ECG are required. In fact, HRV analysis

87



is defined as a simple noninvasive and effective metric, reflecting the activity of sympathetic and

parasympathetic components of the ANS on the sinoatrial node (known also as a sinus node -SA-),

located in the wall of the right atrium of the heart. Therefore, HRV helps to differentiate among

multiple emotions such as neutrality, happiness, disgust, fear, sadness and anger.

In this second proposition, we applied the Enhanced Random forest (ERF) to establish emo-

tion recognition model for driver while driving in road. The proposal system could help to detect

and diagnostic stress level and alert the driver, its family and the other road users to avoid acci-

dents caused by high stress state. However, these techniques have been applied on a limited size

of datasets. This limited size of dataset is due to the high cost of these sensitive data collection.

To deal with this issue, we proposed in this third contribution a new data augmentation convo-

lutional neural network for human emotion recognition based on HRV, extracted from ECG signal.

Notice that the proposed method increases and diversifies the considered samples and ensures a

balanced number of samples in each ECG category or class. It worth noting that the existing stud-

ies regarding data augmentation for ECG signal were dedicated to detect heart disease like atrial

fibrillation (AF) and not for emotion detection.

2 Perspectives and future work

Based on the promising results of this work, the study can be further extended with a vari-

ety of research perspectives.

• First, ERF proposed in the third chapter could be applied for other biological signals such as

Electroencephalography EEG and other medical applications in order to save human lives.

• Our proposed system in the chapter four, could be enhanced to check the reliability of the

returned results in order to avoid the false detection of driver stress state

• We suggest to conduct a new study aiming at conceiving an embedded system that could

be integrated in different tiny devices and machines like smart watches, smartphones, on-

board computer, etc. This could help to make concrete this proposal as a real-world appli-

cation. To do that, some real-time and operating concerns could be tackled like respecting

time constrain and task scheduling to ensure an integrated functioning of this system within

a complicate computational device.
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