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A B S T R A C T

Social and political concerns on climate change have made renewable energy an essential component of
government’s work plans. Grid-connected horizontal-axis hydrokinetic turbines are promising eco-friendly
power sources for electrical energy supply to households near middle-to-high discharge rivers, while providing
an opportunity to sell the energy surplus. In this work, a rotor design analysis of a hydrokinetic turbine with
a 1 m nominal radius is performed based on blade element momentum theory. Then, an economic analysis
is presented in terms of the discounted payback period and the internal rate of return. The numerical results
show that three-bladed hydrokinetic turbines with a nominal tip speed ratio of 5 and state-of-the art high
lift-to-drag ratio hydrofoils (∼ 100) lead to maximum performance with a power coefficient around 0.45.
Performance can be further improved in an affordable manner using diffuser-augmented hydrokinetic turbines.
The use of hydrokinetic energy in household applications can be profitable in leading economic countries with
a discounted payback period of 4–6 years. In energy developing countries, this technological solution can be
cost effective accompanied by economic subsides and implementation of a local industry, resulting in similar
payback periods.
1. Introduction

In the last decades, hydrokinetic turbines have received increasing
attention as clean renewable power sources to meet carbon-free energy
demand [1,2]. Hydrokinetic turbines are expected to play a key role in
onverting the kinetic energy from free flowing and tidal currents in
oastal and riverine environments into electrical energy [3]. They are
a good option to meet power demand in limited operational spaces,
e.g., finite width and depth of a river and/or underwater spaces in
conflict with other usages. Horizontal-axis hydrokinetic turbines, which
rely on lift forces to extract kinetic energy from a water stream, are
more attractive than drag turbines due to their higher efficiency [4].
The higher density of liquid water, 𝜌𝑤 𝜌−1air ∼ 103, allows hydrokinetic
turbines to generate a power comparable to wind turbines at lower flow
velocities, 𝑉𝑢𝑠,𝑤 𝑉 −1

𝑢𝑠,air ∼ 10 (assuming a similar power coefficient, 𝐶𝑃 ).
Moreover, hydrokinetic energy offers widespread availability, inex-
haustibility and higher predictability than solar and wind energies, thus
ensuring a more stable power generation in targeted applications [5].

The first commercial-scale marine current turbine with a 300 kW
rated power (11 m rotor diameter) was installed in 2003 near the coast
of North Devon (UK) [6]. Since then, deployment of hydrokinetic tech-
nology for small (<1 MW) and medium (1–10 MW) energy generation
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from marine, tidal and river currents has grown significantly. According
to the Electric Power Research Institute (EPRI), 119.9 TWh/year is
estimated to be the technically recoverable energy production from
rivers of the United States of America (USA) using hydrokinetic tech-
nology, with a targeted capacity of 3 GW by 2025 [7,8]. Canada has
also recently commissioned a three-phase project to create a nationwide
theoretical potential assessment of hydrokinetic energy [9]. In the
European Union, two different sized turbines (25 kW and 60 kW) have
been developed, which are specifically designed to cater to a niche,
low-power, small-scale energy generation market, providing efficient
energy generation at reduced flow speeds. The aim of the European
Union is to boost the use of hydrokinetic energy in the large amount
of small and medium-sized rivers and straits between islands that
are available in Europe, thus increasing the current low level of ex-
ploitation of this technology (limited to around 5% in Europe) [10].
Besides, the use of hydrokinetic technology is expected to grow in rural
areas where there is no access to electricity (e.g., rural populations
of African countries), and local regions with good water resources or
energy developing countries where hydrokinetic energy can be cost-
effective and can help in reducing greenhouse gas emissions (e.g., Brazil
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(BR) and South Africa) [2]. Nowadays, the main reasons that hin-
der an extensive use of hydrokinetic energy are: (i) low efficiency,
and (ii) low energy capacity. Hence, the application of hydrokinetic
turbines for distributed small-scale energy generation is an attractive
option for sustainable energy generation (alone or in combination with
less predictable renewable sources, such as solar and wind energies).
Small-scale hydrokinetic turbines have still to be optimized before
extended commercialization and utilization [11]. Unlike wind turbines,
hydrokinetic turbines must be properly designed to support the greater
loading forces of liquid water, maximize performance at different op-
erating Reynolds numbers, and avoid corrosion and cavitation [12].
This situation has motivated an increasing body of work devoted to the
development of high-performance configurations and optimized rotors.
A short literature review is presented below.

Mohammadi et al. (2020) [13] analyzed the optimal design of
a hydrokinetic turbine located in Golden Gate Strait for operation
at low current speed by combining the XFOIL software and blade
element momentum theory (BEMT). They showed that optimization of
the hydrofoil cross-section (compared to a NACA 4415 hydrofoil) can
improve the efficiency by 26% for speeds between 0.5–2 m s−1 and by
50% for speeds between 2–3 ms−1 (𝐶𝑃 = 0.3–0.45). Abutunis et al.
2021) [14] examined experimentally and numerically the design of a
oaxial horizontal-axis hydrokinetic turbine system. They found that a
hree-turbine axial system placed in series can increase the power out-
ut by 47% compared to a single-turbine system under optimal-solidity
esign conditions. Labigalini et al. (2021) [15] used a validated BEMT
odel and a meta-heuristic algorithm to determine an optimum hy-
rokinetic turbine adapted to a single person’s electricity demand. The
est turbine showed a 𝐶𝑃 only 18% lower than the Betz Limit (𝐶𝑃 ≈

0.593 [16]). Laín et al. (2021) [17] presented a CFD study of the effect
of turbine inclination angle with respect to the main flow direction on
performance. They found that a 30◦ inclination angle reduced the 𝐶𝑃
rom 0.45 to 0.35 and led to alternating stresses that increased fatigue
trength. In tandem to optimization, several case studies have examined
he applicability of hydrokinetic energy in different scenarios, including
ivers, canals, coastal sea currents, irrigation systems, estuaries and
utflows from pico and large hydropower plants [18–27]. Most of
he works focused their analyses on Latin American countries (BR,
olombia, Ecuador and Mexico), with a lower contribution from Asia
Malaysia and India), Africa (South Africa), North America (California,
ouisiana and Alaska) and Europe (Portugal and Austria). These case
tudies clearly show the potential of hydrokinetic energy for reducing
arbon dioxide emissions in the electricity sector, allowing a better use
f sustainable resources available in remote locations and providing
ffordable off-grid generation systems for rural villages and indigenous
ommunities.
In this context, one growing application of hydrokinetic energy

s the use of small-scale turbines (radius, 𝑅𝑒𝑥 ∼ 1 m) for meeting
he energy demand of households, especially in rural areas with good
ydraulic resources (see, e.g., [19,28–31]). The scope of this work is
o analyze the design and the profitability of hydrokinetic technology
or household energy applications in both leading economic countries
nd energy developing countries, such as USA and BR, respectively.
s shown in Fig. 1, the work considers a grid-connected horizontal-
xis hydrokinetic turbine for energy harvesting in riverine locations
n which the extracted energy is used to meet the energy demand of
ne or more households, while selling the surplus to the power grid.
his type of installation may also be combined with an energy storage
ystem, e.g., a battery and/or an electrolyzer [32–35], although this
ase is not addressed here. The organization of the paper is as follows.
n Section 2, the methodology used for the rotor design based on BEMT
s presented. In Section 3, the considerations and variables used in the
conomic analysis of the hydrokinetic installation are introduced. In
ection 4, the results are discussed, including an analysis of the rotor
hydrofoil, tip and hub losses, blade number and tip speed ratio) and
n analysis of the investment profitability. Finally, the conclusions and
588

uture work are given in Section 5.
. Rotor design

The flow chart considered for the rotor design of a horizontal-axis
ydrokinetic turbine is shown in Fig. 2. The main steps of the method-
logy are described below, including: (1) rotor sizing and shaping at
ominal operating conditions (i.e., the design point), (2) determina-
ion of rotor performance using BEMT, and (3) calculation of global
utput variables, namely power and thrust coefficients, 𝐶𝑃 and 𝐶𝑇 ,
respectively. For a given hydrofoil, the input parameters are the power
demand, 𝑃𝜂−1, the free-stream velocity, 𝑉𝑢𝑠, the blade number, 𝑧, and
the design tip speed ratio, 𝜆des. The fully automated algorithm was
coded in Matlab with a computational time lower than 1 min per case
(i.e., computation of both 𝐶𝑃 − 𝜆 and 𝐶𝑇 − 𝜆 curves).

1. Rotor sizing and blade shaping at the design operating con-
dition. The external radius of the rotor, 𝑅𝑒𝑥, is sized according
to the targeted power output, 𝑃 , at the nominal flow velocity
of the river, 𝑉𝑢𝑠. In this step, an approximate value of the
rotor power coefficient, 𝐶𝑃 , and the overall efficiency of other
components (gearbox, generator, power transmission line, etc.),
𝜂, must also be taken into account [16]. The radius of the hub,
𝑅𝑖𝑛, is typically around 20%–25% of the external radius [37,38].
Therefore, the exterior and interior radii of the rotor can be
determined as

𝑃 = 1
2
𝜂𝐶𝑃 𝜌𝜋𝑅

2
𝑒𝑥𝑉

3
𝑢𝑠 ⇒ 𝑅𝑒𝑥 =

(

2𝑃
𝜂𝐶𝑃 𝜌𝜋𝑉 3

𝑢𝑠

)1∕2

(1a)

𝑅𝑖𝑛 ≈ (0.2 − 0.25)𝑅𝑒𝑥 (1b)

where 𝜌 ≈ 998 kgm−3 is the river water density.
For a given hydrofoil, the design tip speed ratio, 𝜆des = 𝛺𝑅𝑒𝑥∕𝑉𝑢𝑠,
and the blade number, 𝑧, are determined according to the
application needs. The selection of the hydrofoil must be made
to maximize the lift-to-drag ratio, (𝐶𝐿∕𝐶𝐷)des = (𝐶𝐿∕𝐶𝐷)max, at
the characteristic Reynolds number

𝑅𝑒 =
𝜌𝑉𝑢𝑠𝑐avg

𝜇
(2)

where 𝜇 ≈ 10−3 kgm−1 s−1 is the river water viscosity and 𝑐avg is
the average chord length.
The blade shape along the radial coordinate, 𝑟, is determined us-
ing Schmitz–Glauert’s rotor theory [16]. The design parameters
include: (1) the angle of the relative flow, 𝜑(𝑟); (2) the chord
length distribution, 𝑐(𝑟); (3) the pitch angle, 𝜃𝑝(𝑟); and (4) the
twist angle, 𝜃𝑇 (𝑟). The expressions of these parameters in terms
of the local speed ratio at the design point, 𝜆des,𝑟 = (𝑟∕𝑅𝑒𝑥)𝜆des,
are as follows (see, e.g., [16,39,40])

𝜑des(𝑟) =
2
3
atan

(

1
𝜆des,𝑟

)

(3a)

𝑐(𝑟) = 8𝜋𝑟
𝑧𝐶𝐿,des

(1 − cos𝜑des) (3b)

𝜃𝑝(𝑟) = 𝜑des − 𝛼des (3c)

𝜃𝑇 (𝑟) = 𝜃𝑝 − 𝜃𝑝,0 (3d)

where 𝜃𝑝,0 is the tip twist angle, and 𝐶𝐿,des and 𝛼des are the design
lift coefficient and angle of attack (corresponding to optimal
conditions, (𝐶𝐿∕𝐶𝐷)des ∼ 10–100). Note that the reference tip
twist angle is equal to 𝜃𝑝,0 in Eq. (3d) to ensure that the tip twist
angle is small due to constructive limitations, 𝜃𝑇 (𝑅𝑒𝑥) ≈ 0, but
other options are also possible.
The characteristics of the hydrofoil can be extracted from the
lift and drag polar plots at the corresponding average Reynolds
number from experiments and CFD simulations. Here, the hy-
drofoil polar plots were taken from the online database Airfoil
Tools [41] at discrete Reynolds numbers, 𝑅𝑒 = 5 × 104, 105, 2 ×
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Fig. 1. Energy flow from generation in a hydrokinetic turbine, transport through a power transmission line and final use in a household. The hydrokinetic turbine shown in the
diagram belongs to the company Smart Hydro Power GmbH [36].
Fig. 2. Flow chart of the rotor design, indicating the variables determined in each step of the process: (1) sizing and shaping at the design point, (2) determination of local
performance, and (3) calculation of global output variables.
105, 5 × 105 and 106 (𝛼 ≈ −5◦–10◦), and then bilinearly in-
terpolated using the scatteredInterpolant function in Matlab. A
nearest extrapolation method was implemented for data evalua-
tion outside the available range of 𝑅𝑒 and 𝛼. Since 𝑅𝑒 depends
on 𝑐avg (see Eq. (2)), which in turn depends on 𝐶𝐿,des according to
Eq. (3b), the characteristic 𝑅𝑒, together with the corresponding
589
𝐶𝐿,des and 𝛼des values, were determined iteratively. Convergence
was reached with no more than 2–3 iterations.
The optimal blade shape determined according to Schmitz–
Glauert’s theory, Eqs. (3a)–(3d), can be conveniently adjusted
to meet fabrication specifications. For example, as shown in
Fig. 3(b), the pitch angle can be scaled and restricted to be below
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Fig. 3. (a) Radial profiles of the chord length, 𝑐(𝑟), the relative flow angle, 𝜑des(𝑟), the pitch angle, 𝜃𝑃 (𝑟), and the twist angle, 𝜃𝑇 (𝑟), according to Schmitz–Glauert’s theory (see
qs. (3a)–(3d)). (b) Radial profiles of the actual pitch and twist angles used in a rotor design compared to those determined from Schmitz–Glauert’s theory. The modified profiles
orrespond to 𝛽 = 1.2 and 𝜃max

𝑃 = 15◦ in Eq. (4). The number of blade elements is equal to 𝑁 = 10 (𝛥𝑟 = 8 cm).
a cut-off value to avoid exceedingly high twist angles near the
hub. The modified 𝜃𝑃 is given by

𝜃𝑃 = min(𝛽𝜃𝑃 ,SG, 𝜃max
𝑃 ) (4)

where 𝜃𝑃 ,SG is the pitch angle determined from Schmitz–Glauert’s
theory, 𝛽 is a scaling parameter, and 𝜃max

𝑃 is the specified
maximum pitch angle.

2. Rotor performance. Rotor performance can be determined nu-
merically using BEMT [16,42,43]. The derivation of the formula-
tion is presented in Appendix A. Each blade of the hydrokinetic
turbine was discretized into 𝑁 elements of equal length along
the radial coordinate (𝛥𝑟 = const. with 𝑟 ∈ [𝑅𝑖𝑛, 𝑅𝑒𝑥]). The
number of blade elements was fixed to 𝑁 = 10 (𝛥𝑟 = 8 cm), since
no noticeable difference was observed using 𝑁 = 12 elements.
For a given tip speed ratio, the set of Eqs. (A.13a)–(A.13c)
was solved iteratively on each blade element (𝑛 = 1,… , 𝑁) to
calculate: (1) the local relative flow angle, 𝜑𝑛; (2) the local axial
induction factor, 𝑎𝑛; and (3) the angular induction factor, 𝑎′𝑛. The
numerical scheme was based on the fixed-point method, com-
bined with the bisection method to solve for 𝑎 in Eq. (A.13a). For
the design point (𝜆 = 𝜆des), the iterative method was initialized
by using the solution given by Schmitz–Glauert’s theory with a
negligible drag force (𝐶𝐷 ≪ 𝐶𝐿)

𝜑0 =
2
3
atan

(

1
𝜆des,𝑛

)

(5a)

𝑎0 =

(

1 +
4 sin2 𝜑0

𝜎𝑛𝐶𝐿,des cos𝜑0

)−1

(5b)

𝑎′0 =
(

4 cos𝜑0
𝜎𝑛𝐶𝐿,des

− 1
)−1

(5c)

where 𝜎𝑛 = 𝑧𝑐∕(2𝜋𝑟) is the local rotor solidity.
For subsequent values of 𝜆 (𝜆 ≠ 𝜆des), the solution calculated for
the preceding 𝜆 was used as the initial guess in order to improve
convergence. To compute a full 𝐶𝑃 or 𝐶𝑇 − 𝜆 curve, the range
𝜆 ≤ 𝜆des was first analyzed by gradually decreasing 𝜆 from 𝜆des.
Then, the range 𝜆 ≥ 𝜆des was analyzed by gradually increasing 𝜆
from 𝜆des.
The sequence to update the variables in the fixed-point scheme
is as follows. First, the local relative flow angle is determined
from Eq. (A.13c)

𝜑𝑛 = atan
(

1 − 𝑎𝑛
′

)

(6)
590

(1 + 𝑎𝑛)𝜆𝑛
Next, the tip and hub losses factors, 𝐹tip and 𝐹hub, are calculated
using Prandtl’s correction function to account for finite blade
number, 𝑧, and edge effects (see, e.g., [16,38])

𝐹tip,𝑛 = 2
𝜋
acos

{

exp
[

−
(𝑧∕2)(1 − 𝑟𝑛∕𝑅𝑒𝑥)
(𝑟𝑛∕𝑅𝑒𝑥) sin𝜑𝑛

]}

(7a)

𝐹hub,𝑛 =
2
𝜋
acos

{

exp
[

(𝑧∕2)(1 − 𝑟𝑛∕𝑅𝑖𝑛)
(𝑟𝑛∕𝑅𝑖𝑛) sin𝜑𝑛

]}

(7b)

𝐹𝑛 = 𝐹tip,𝑛𝐹hub,𝑛 (7c)

where 𝑟𝑛 is the radial coordinate at the center of element 𝑛.
The local lift and drag coefficients, 𝐶𝐿,𝑛(𝛼𝑛, 𝑅𝑒) and 𝐶𝐷,𝑛(𝛼𝑛, 𝑅𝑒),
are calculated as described in Step 1 by interpolation of the
hydrofoil polar plots from [41] at the characteristic 𝑅𝑒 and the
local angle of attack determined from Eq. (3c)

𝛼𝑛 = 𝜑𝑛 − 𝜃𝑝,𝑛 (8)

Subsequently, the local axial induction factor, 𝑎, is determined
by solving Eq. (A.13a) in each blade element with the bisection
method (prescribing a small tolerance error of 10−15)
𝑎𝑛

1 − 𝑎𝑛
−

𝜎𝑛
4𝐹𝑛 sin

2 𝜑𝑛

[

𝐶𝐿,𝑛 cos𝜑𝑛 + 𝐶𝐷,𝑛 sin𝜑𝑛
]

−
𝜓𝑛

(1 − 𝑎𝑛)2
= 0 (9)

where

𝜓𝑛 =
1

2𝐹𝑛

(

max(0, 𝑎𝑛 − 0.4)
0.6

)2
(10)

This approach is numerically more stable compared to including
the effect of a turbulent wake at high 𝑎 as part of the main
fixed-point iterative scheme [16,42].
Once 𝜙 and 𝑎 are known, the local angular induction factor, 𝑎′
is updated from the element-wise version of Eq. (A.13b)

𝑎′𝑛 =
(

4𝐹𝑛 cos𝜑𝑛 sin𝜑𝑛
𝜎𝑛(𝐶𝐿,𝑛 sin𝜑𝑛 − 𝐶𝐷,𝑛 cos𝜑𝑛)

− 1
)−1

(11)

The stability and convergence of the fixed-point algorithm was
improved by introducing an under relaxation factor 𝛾 = 0.3 for
the solution variables 𝛤 = 𝜑, 𝑎 and 𝑎′ [44], so that

𝛤new = (1 − 𝛾)𝛤old + 𝛾𝛤 com
new (12)

where 𝛤old and 𝛤 com
new are the value from the previous iteration

and the value computed in the current iteration, respectively.
The error of the global numerical scheme was measured using
the infinity norm of the absolute variation of the local and
angular induction factors between two consecutive iterations

𝐸 = max
(

𝐸 ,𝐸
)

(13a)
𝑎 𝑎′
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Fig. 4. (a) Variation of the power and thrust coefficients, 𝐶𝑇 and 𝐶𝐿, with the tip speed ratio, 𝜆. The regions where the performance decreases significantly due to stall (low 𝜆)
and the appearance of negative angles of attacks (high 𝜆) are indicated in gray. (b) Variation of the lift and drag coefficients, 𝐶𝐿 and 𝐶𝐷 , and the lift-to-drag ratio, 𝐶𝐿∕𝐶𝐷 , as a
function of the angle of attack, 𝛼. The green dots show the design point, corresponding to 𝜆des = 5 at maximum lift-to-drag ratio, (𝐶𝐿∕𝐶𝐷)max = 𝐶𝐿∕𝐶𝐷(𝛼opt ≈ 5.5◦) ∼ 100). SG-6043
hydrofoil with 𝛽 = 1.2 and 𝜃max

𝑃 = 15◦.
t
J

a
w
(
1
t
f
w
a
e
e
t
i
e
c
a
0
t
b
2
T
h
i
a
p
1

where

𝐸𝑎 = max
(

|

|

𝑎𝑛,new − 𝑎𝑛,old||
)

and 𝐸𝑎′ = max
(

|

|

|

𝑎′𝑛,new − 𝑎′𝑛,old
|

|

|

)

;

𝑛 = 1,… , 𝑁 (13b)

The stop criterion was set equal to 𝐸 ≤ 10−4, resulting in a
negligible variation of the total power and thrust coefficients,
𝐶𝑝 and 𝐶𝑇 , determined as presented in the next section.

3. Global output parameters. The thrust and power coefficients,
𝐶𝑇 and 𝐶𝑃 , are calculated using Eqs. (A.15a)–(A.15b), where the
integrals can be discretized using the mid-point rule over the
equal length blade elements

𝐶𝑇 =
8𝛥𝜆𝑟
𝜆2

𝑁
∑

𝑛=1
𝐹𝑛𝜆𝑟,𝑛

[

𝑎𝑛(1 − 𝑎𝑛) + 𝜓𝑛
]

(14a)

𝐶𝑃 =
8𝛥𝜆𝑟
𝜆2

𝑁
∑

𝑛=1
𝐹𝑛𝜆

3
𝑟,𝑛𝑎

′
𝑛(1 − 𝑎𝑛) (14b)

where 𝛥𝜆𝑟 = (𝜆 − 𝜆𝑖𝑛)∕𝑁 is the integration increment.

Fig. 4(a) shows representative curves (𝐶𝑃 − 𝜆 and 𝐶𝑇 − 𝜆) of a
hydrokinetic turbine with a SG-6043 hydrofoil computed for 𝜆des = 5
and 𝑅𝑒 ∼ 2 × 105, along with the corresponding 𝐶𝐿∕𝐶𝐷 − 𝛼 curve of
the hydrofoil in Fig. 4(b) ((𝐶𝐿∕𝐶𝐷)des ∼ 100). 𝐶𝑇 increases with 𝜆
in the examined range, while 𝐶𝑃 reaches a local maximum near the
design point [45,46]. The gray patches indicate the 𝜆 ranges where the
numerical solution is more problematic (see, e.g., [42,47]) due to the
appearance of high angle of attacks (i.e., stall) at low tip speed ratios
(high 𝛼, low 𝜆) and negative angle of attacks (nearly zero and negative
𝐶𝐿) at high tip speed ratios (low 𝛼, high 𝜆). 𝐶𝑃 strongly decreases when
𝐶𝐿∕𝐶𝐷 drops [48,49], so the analysis of these regions is not relevant
under the steady-state conditions considered here.

3. Economic analysis

The socio-economic profitability of a hydrokinetic installation was
examined for two different scenarios, an economic power, such as USA,
and a country with a developing mixed economy, such as BR. The
economic data used in the analysis are listed in Table 1. The selected
hydrokinetic turbine is commercialized by the company Smart Hydro
Power GmbH (Germany) for rivers and canals (SMART Free Stream
turbine) [36]. This turbine features 1 m rotor diameter with 3 blades
and 5 kW maximum power at the generator output at 𝑉𝑢𝑠 = 3.1 m s−1

(𝑃 = 0.25−5 kW, 𝛺 = 90−230 rpm). These characteristics correspond to
𝐶 ≈ 0.45 and 𝜂 ≈ 0.95 in Eq. (1a). The range of operating velocities for
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this turbine lies within that usually found in middle-to-high discharge
rivers in USA and BR, such as the Mississippi and Amazon Rivers. For
example, the velocity of the Mississippi River at the Baton Rouge area
ranges between 1−3.6 m s−1 with a mean velocity of 2.25 m s−1 [50–52],
while the velocity of the Amazon River at the Itacoatiara municipality
ranges between 1 − 2.5 m s−1 with velocities higher than 2 m s−1 during
211 days a year [53,54]. Here, two levels of electricity generation of
the hydrokinetic installation were examined, 𝑃 = 3 kW and 5 kW,
which correspond to 𝑉𝑢𝑠 ≈ 2.7 m s−1 and 3.25 m s−1, considering a
similar 𝐶𝑃 ≈ 0.45 but a lower value of 𝜂 than before due to power
transmission from the turbine to the household(s). 𝜂 is estimated to be
around 𝜂 = 𝜂1𝜂2𝜂3 ≈ 0.85, including typical values of the efficiency of
he gearbox (𝜂1 ≈ 0.96), generator (𝜂2 ≈ 0.9) and power dissipated by
oule heating in the transmission line (𝜂3 ≈ 0.98) [55].
The initial investment of the hydrokinetic turbine (14,988.00 $),

nd the generator and grid connection system (3,912.00 $), together
ith 7% industrial profit margin (1,323.00 $) and import taxes
2,000.00 $), is estimated to be 𝐼𝑜 = 22,223.00 $ (considering a
.2 Euro-to-US dollar exchange rate for the cost of the turbine and
he connection system) [36,56–60]. The annual expense in the cash-
low is due to the prorated maintenance service of the system, which
as set to 250 $ year−1 (1–1.5% of the initial investment) [59]. The
nnual income to the cash-flow is given by the sale of the generated
lectricity, which is divided into two contributions: (i) the electrical
nergy provided to the households, and (ii) the energy surplus sold
o the power grid (the same average price was assumed for both
ncomes). It is worth noting that the first income can be interpreted
ither as the profit of an energy company or the energy saving of a
ooperative formed by household owners (e.g., in rural locations). The
verage electricity prices in USA and BR are rather similar, amounting
.132 $ kWh−1 and 0.121 $ kWh−1 in 2020, respectively [61]. However,
he annual household energy consumptions are significantly different
etween both countries, being around 10, 715.00 kWhyear−1 in USA and
, 620.00 kWh year−1 in BR, according to The World Bank Group [62].
he four-fold larger average electricity consumption in North American
ouseholds is directly related with the ten-fold higher per capita
ncome (63, 543.58 $ person−1 in USA vs. 6, 796.84 $ person−1 in BR)
t a similar electricity cost. The above estimations of the electricity
rice and consumption lead to an annual income per household of
, 414.40 $ year−1 and 317.00 $ year−1 in USA and BR, respectively.
According to the International Monetary Fund, the discount rate of BR
has been around five times larger compared to USA in the last five years
due to the higher risk of investment and future cash-flows (𝑖USA ≈ 2%
and 𝑖 ≈ 10% were considered) [63].
BR
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Table 1
Data used in the economic analysis for the calculation of the initial investment, the maintenance cost, the electricity price per kWh and per household, and the discount rate of
the investment in USA and BR.
Concept Cost ($) Reference

SMART free stream turbine generator, structure against debris, anchor cables, 50 m of electric cable 14,988.00 [36]
SMART electrical cabinet grid-connected system inverter, controller, dump load and fuse box 3,912.00 [36]
Total equipment 18,900.00
7% industrial profit 1,323.00 [56,57]
Taxes 2,000.00 [58]
TOTAL initial investment, 𝐼𝑜 22,223.00
Annual maintenance 250.00 [59]
Average electricity price per kWh (USA/BR) 0.132/0.121 [61,62]
Annual electricity price per household (USA/BR) 1,414.40/317.00 [61,62]
Discount rate (USA/BR) 2%/10% [63]
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Table 2
Fluid properties and design parameters used for the baseline case and the parametric
study of the rotor analysis. The variables examined in the parametric analysis are
underlined.
Parameter Symbol Value

Water density/kgm−3 𝜌 998.2
Water viscosity/kgm−1 s−1 𝜇 1.0034 × 10−3

Hydrofoil SG-6043, EPPLER-E836
Tip radius/m 𝑅𝑒𝑥 1
Hub radius/m 𝑅𝑖𝑛 0.25
Design tip speed ratio/– 𝜆des 5a

Number of blades/– 𝑧 3a
River velocity/ms−1 𝑉𝑢𝑠 2.25 (Mississippi River)‡

aThe design tip speed ratio and the number of blades were varied between 𝜆des = 1−12
and 𝑧 = 1 − 5, respectively.

The profitability of the investment was evaluated with two figure of
merits: (i) the discounted payback period, 𝑇𝑝𝑏, and (ii) the internal rate
of return, IRR [64]. These two parameters are key indicators to assess
the impact of the discount rate and the cash-flow in the amortization
time, especially in energy developing countries.

𝑇𝑝𝑏 is calculated by determining the year, 𝑦, for which the cur-
rent net present value (NPV) becomes equal to zero after the initial
investment in the year 𝑦 = 0, 𝐼𝑜, according to the expression

NPV(𝑦) = −𝐼𝑜 +
𝐶 [1 − (1 + 𝑖)−𝑦]

𝑖
(15)

where 𝑖 is the discount rate and 𝐶 is the constant annual cash-flow
during the operation of the hydrokinetic turbine (equal to the income
of the energy sold (or saved) minus the maintenance expense).

IRR is calculated by determining the discount rate for which the
NPV vanishes for a prescribed number of amortization years 𝑦 = 𝑁𝑝𝑏

NPV(𝑁𝑝𝑏) = 0 ⇒ IRR = 𝑖 (16)

The function fzero was used in Matlab to determine IRR for given values
of 𝐶 and 𝐼𝑜 due to the absence of analytical solution. The computational
time was virtually negligible with stable convergence.

4. Discussion of results

The baseline data used in the rotor design analysis are listed in
Table 2. The study considers a horizontal-axis hydrokinetic turbine with
exterior and interior blade radii of 1 m and 0.2 m, respectively, which
is located in a river with a nominal velocity 𝑉𝑢𝑠 ≈ 2.25 m s−1 [50].
he baseline number of blades and the design tip speed ratio are equal
o 𝑧 = 3 and 𝜆des = 5. These two variables are further explored in
parametric analysis considering the extended range 𝑧 = 1 − 5 and

des = 1−12. In addition, two high 𝐶𝐿∕𝐶𝐷 hydrofoils commonly used in
hydrokinetic turbines are examined, SG-6043 and EPPLER-E836, with
(𝐶𝐿∕𝐶𝐷)max ≈ 40 − 170 and (𝐶𝐿∕𝐶𝐷)max ≈ 30 − 60 at 𝑅𝑒 = 5 × 104 − 106,
espectively (see, e.g., [14,41,65–67]).
Fig. 5(a) shows the 𝐶𝑃 − 𝜆 curves of the two selected hydrofoils

SG-6043 and EPPLER-E836) at 𝑅𝑒 ∼ 2× 105, along with an analysis of
592

f

he tip and hub losses and the drag coefficient of the turbine with the
G-6043 hydrofoil in Fig. 5(b). The Betz (𝜆-independent) and Schmitz–
Glauert (𝜆-dependent) limits are also included for comparison. The
maximum 𝐶𝑃 in both theories is given by [16]

max
𝑃 =

⎧

⎪

⎨

⎪

⎩

16
27

Betz′s theory

24
𝜆2

∫ 𝑎2
𝑎1

[

(1 − 𝑎)(1 − 2𝑎)(1 − 4𝑎)
(1 − 3𝑎)

]2

d𝑎 Schmitz − Glauert′s theory

(17a)

here 𝑎1 = 0.25 is the axial induction factor that makes 𝜆𝑟 = 0, and 𝑎2
epends on 𝜆 through the following expression

2 −
(1 − 𝑎2)(1 − 4𝑎)2

(1 − 3𝑎)
= 0 (17b)

As shown in Fig. 5, the performance of the SG-6043 hydrofoil
is somewhat higher due to its superior hydrodynamic performance,
i.e., higher 𝐶𝐿∕𝐶𝐷 at the design point. Quantitatively, the power co-
efficient increases by 7% (𝐶𝑃 ,𝑆𝐺 ≈ 0.43 vs. 𝐶𝑃 ,𝐸 ≈ 0.4). The moderate
ncrease of 𝐶𝑃 shows that state-of-the-art high 𝐶𝐿∕𝐶𝐷 hydrofoils (many
f them taken from wind turbines) are already optimized and the
lobal benefit that can be obtained by improving the hydrofoil cross-
ection is limited (see, e.g., [13,68]). The computed 𝐶𝑃 − 𝜆 curves
re in agreement with the experimental data recently presented by
olekar et al. [66] and Modali et al.. [67] (see model validation in
ppendix B). In addition, composite materials traditionally used for
ind turbines are also a good option for hydrokinetic turbines owing
o their high strength-to-weight ratio, corrosion resistance, excellent fa-
igue resistance and design flexibility. In this regard, research is needed
o test the durability of hydrokinetic turbines in long-term pilot projects
nd evaluate the detrimental impact of corrosion and cavitation that
ay arise in practice (especially in sea water applications) [69,70]. As
hown in Fig. 5(b), the losses due to vanishing circulation at the blade
ip and hub have a much higher detrimental effect on 𝐶𝑃 , a physical
act that cannot be avoided in practice [71,72]. When there are no
osses and 𝐶𝐷 is exceedingly small, 𝐶𝑃 approaches the Schmitz–Glauert
imit.
An affordable approach to improve the technology can be the use

f diffuser-augmented hydrokinetic turbines [73,74]. In this technology
ariant, the rotor is placed inside a diffuser, which helps to reduce
he tip vortex and increase the mass-flow capacity. This optimization
pproach is especially useful for small horizontal-axis hydrokinetic
urbines (𝑅𝑒𝑥 ∼ 1 m) placed in low and middle speed rivers, a strategy
hat cannot be used in large wind turbines (𝑅𝑒𝑥 ∼ 20 − 45 m) [16].
revious experimental and numerical works with diffuser-augmented
ydrokinetic turbines have shown that the power coefficient can be
ystematically increased around the Betz limit or even beyond it with
n appropriate diffuser design (increase of 𝐶𝑃 by a factor of 1.5–2
ompared to a conventional design) [73,75,76]. Moreover, the incor-
oration of a diffuser can provide additional benefits in the underwater
nvironment, such as protecting the rotor from debris and marine

auna, and protecting the rotor from corrosion.
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Fig. 5. (a) Power coefficient as a function of the tip speed ratio, 𝐶𝑃 − 𝜆, at 𝜆des = 5 and 𝑅𝑒 ∼ 2 × 105, corresponding to two different hydrofoils, SG-6043 ((𝐶𝐿∕𝐶𝐷)max ∼ 100) and
PPLER-E836 ((𝐶𝐿∕𝐶𝐷)max ∼ 50). (b) Comparison of the 𝐶𝑃 −𝜆 curve of the SG-6043 hydrofoil including tip and hub losses (black curve), neglecting the losses factor (green curve),
nd neglecting the losses factor and introducing a ten-fold decrease of the drag coefficient (red curve). The Betz and Schmitz–Glauert limits are shown by dashed and solid black
ines, respectively. 𝛽 = 1.2 and 𝜃max

𝑃 = 15◦.
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Fig. 6(a) shows the variation of the optimal power coefficient, 𝐶opt
𝑃 ,

while Fig. 6(b) shows the variation of 𝐶𝐿∕𝐶𝐷 and 𝜑, as a function of
𝜆des for 𝑧 = 1 − 5. For all blade numbers, 𝐶opt

𝑃 reaches a maximum at
intermediate tip speed ratios [77]. This behavior is explained by the
reduction of wake-rotation losses with increasing 𝜆des, especially in the
region close to the hub. Note that wake-rotation losses would vanish
for an infinitely fast rotating rotor that generates a finite power with
an infinitely small torque (i.e., 𝑎′ → 0, see Eq. (A.9b)) [16]. However,
when 𝜆des is exceedingly high, 𝜑 is reduced due to an increase of the
tangential velocity component (see Fig. A.1). As a result, the drag-
driven torque, 𝑄𝐷, increases (higher cos𝜑), while the lift-driven torque,
𝑄𝐿, decreases (lower sin𝜑); see Eq. (A.6b). Eventually, 𝜑 → 0 when
𝜆des → ∞, so that the operation of the rotor is no longer possible
due to a high drag resistance [16,78]. The negative effect of drag
losses is aggravated by the decrease of 𝐶𝐿∕𝐶𝐷 with 𝑅𝑒 caused by
the lower chord length used in rotors at high 𝜆des (i.e., reduction of
𝜑des) [40,41,79].

For turbines with 3 blades or more, the results are rather similar.
The optimal design tip speed ratio is around 𝜆optdes ≈ 4 − 6, leading
o 𝐶opt

𝑃 ≈ 0.4 − 0.45. This range agrees with previous experimental
nd numerical studies of similar hydrokinetic turbines [17,38,40].
owever, for single-bladed and two-bladed turbines, the maximum
alue achieved for 𝐶opt

𝑃 is lower, especially in the case of single-bladed
urbines, where 𝐶opt

𝑃 ≈ 0.35 [80]. This is explained by the detrimental
ffect of tip and hub losses on rotor performance when the blade
umber is low. In addition, the optimal range of 𝜆des for one-bladed
otors shifts toward higher values (𝜆des ≈ 7 − 9) because of the higher
𝐿∕𝐶𝐷 reached for that design (thicker chord, higher 𝑅𝑒). Three-bladed
urbines with state-of-the art high 𝐶𝐿∕𝐶𝐷 hydrofoils ((𝐶𝐿∕𝐶𝐷)max ∼
100), operating at 𝜆des ≈ 4−5 (𝐶𝑃 ≈ 0.43), are the suggested selection for
power harvesting in middle-to-high discharge rivers (𝑃 ∼ 5 kW). The
use of a reduced number of blades, while keeping good performance, is
preferred due to simplicity, ease of manufacturing and materials saving.

The results of the economic analysis are presented in Figs. 7 and 8.
The variation of the current NPV as a function of the operating year
of the hydrokinetic installation in USA and BR for 𝑃 = 5 kW is shown
in Fig. 7(a) (the inset shows the predictions for 𝑃 = 3 kW). Fig. 7(b)
shows the number of electrically supplied households, 𝑁ℎ, indicating
the associated percentage of the total energy, 𝑅ℎ, determined as

𝑁ℎ = f loor
(

𝑃ℎ
𝑃

)

; 𝑅ℎ =
𝑁ℎ𝑃ℎ
𝑃

(18)

here 𝑃ℎ is the annual energy consumption of a household (see Sec-
ion 3), and f loor(𝑥) denotes the greatest integer less than or equal to
593
. The percentage of the energy surplus transferred to the power grid
s given by the difference with respect to the total generated energy
i.e., 𝑅𝑔 = 1 − 𝑅ℎ).
As shown in Fig. 7(a), there is no significant difference in the

discounted payback period, 𝑇𝑝𝑏, between USA and BR when 𝑃 = 5 kW,
being 𝑇𝑝𝑏 ≈ 4–5 years and 𝑇 ≈ 6–7 years, respectively. However, the
difference significantly increases when the generated power is reduced
to 𝑃 = 3 kW. For USA, 𝑇𝑝𝑏 moderately increases to 7–8 years. However,
for BR, 𝑇𝑝𝑏 dramatically increases to 15–16 years. This is caused by
the amplified effect of the higher discount rate of BR (𝑖BR = 10%
vs. 𝑖USA = 2%) when the break-even point of the investment is not
achieved in a moderate period of time. This result highlights the
importance of increasing incomes during the first years of operation in
energy developing countries, e.g., by introducing economic subsidies to
emerging renewable technologies. For instance, as shown in Fig. 7(b),
the number of electrically supplied households in BR is notably larger,
reaching 𝑁ℎ = 10 and 16 for 𝑃 = 3 and 5 kW, respectively, compared
o 𝑁ℎ = 2 and 4 in USA. This represents a percentage of the total
energy generation higher than 80% in all the cases. Therefore, in energy
developing countries, hydrokinetic installations can be more attractive
in the form of cooperatives, accompanied by economic subsides, lead-
ing to social benefit and economic boost. The Amazon basin area in
South America (shared by BR, Bolivia, Colombia, Ecuador, Peru and
Venezuela) or rural areas in Asia and Oceania illustrate this option.
However, in leading economic countries with well established energy
economies, this type of investment is better adapted to the portfolio of
energy companies for meeting policies on renewable energy in locations
near mid to large rivers.

The above situation is further examined in Fig. 8 in terms of the IRR.
Fig. 8(a) and (b) show the variation of the IRR as a function of 𝑇𝑝𝑏 for
various constant cash-flows, 𝐶 = 2–6 k$ year−1, corresponding to two
different initial investments, 𝐼𝑜 = 20 k$ (similar to the present study)
and 𝐼𝑜 = 10 k$, respectively. The horizontal lines show the discount
rates of USA and BR. As discussed before, when 𝐼𝑜 = 20 k$, the amorti-
zation periods in USA and BR approach each other as the cash-flow is
increased, becoming almost equal when 𝐶 = 6 k$ (𝑇𝑝𝑏 ≈ 4 years). This
result confirms the crucial role of increasing the cash-flow in energy
developing countries during the first years through the incorporation
of economic subsides and the design of cost-effective high-performance
hydrokinetic turbines (e.g., incorporating a diffuser). In fact, as shown
on the right panel, the combination of a reduction of the initial in-
vestment (𝐼𝑜 = 10 k$) by the development of a local industry of
diffuser-augmented hydrokinetic turbines and economic subsides can
decrease the discounted payback period in energy developing countries

down to 𝑇𝑝𝑏 = 2–3 years.
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Fig. 6. Variation of (a) the optimal power coefficient, 𝐶opt
𝑃 , and (b) the average relative flow angle, 𝜑, and lift-to-drag ratio, 𝐶𝐿∕𝐶𝐷 , as a function of the design tip speed ratio,

𝜆des, corresponding to various blade numbers, 𝑧 = 1− 5. The regions where there is an increase of 𝐶opt
𝑃 due to a reduction of wake-rotation losses and a decrease of 𝐶opt

𝑃 due to an
increase of drag losses (i.e., lower torque ratio, 𝑄𝐿∕𝑄𝐷) are indicated. The optimal design point, 𝜆

opt
des ≈ 5 and 𝐶opt

𝑃 ≈ 0.43, is indicated by a magenta dot. SG-6043 hydrofoil with
𝛽 = 1 and 𝜃max

𝑃 → ∞ (i.e., unmodified radial profile).

Fig. 7. Comparison between the hydrokinetic installation in USA and BR. (a) Discounted revenue as a function of the operation year, corresponding to a nominal generated power,
𝑃 = 5 kW, and (b) number of supplied households as a function of the generated power, 𝑃 = 3 kW and 5 kW. The inset in (a) shows the discounted revenue for 𝑃 = 3 kW, while
the percentage in (b) shows the ratio of the total income coming from households.

Fig. 8. Variation of the internal rate of return, IRR, as a function of the discounted payback period, 𝑇𝑝𝑏, for three different cash-flows, 𝐶 = 2, 4, 6 k$, corresponding to an initial
investment, 𝐼𝑜, of: (a) 20 k$ and (b) 10 k$. The discount rates of USA and BR are indicated by black horizontal lines for comparison purposes.
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5. Conclusions

Rotor design guidelines and an economic analysis of horizontal-axis
hydrokinetic turbines for household applications have been presented.
The hydrokinetic turbine had a maximum power output of 5 kW and
as located in a middle-to-high discharge river with a nominal velocity
round 1−4 m s−1, such as the Mississippi and Amazon Rivers in North
nd South America, respectively. The rotor performance simulation was
arried out using a blade element momentum model, accounting for tip
nd hub losses and the hydrodynamic characteristics of various state-of-
he-art hydrofoils. The sizing and shaping of the blades was performed
ased on Schmitz–Glauert’s theory for optimal performance.
The results have shown that three-bladed turbines with a rotor

adius in the order of 1 m and a design tip speed ratio around 5
re good candidates for energy harvesting in household applications
ear mid to large rivers. Turbines with these design parameters and
igh lift-to-drag ratio hydrofoils (∼ 100) lead to high power coeffi-
ients close to 0.45. This type of hydrokinetic installation can be a
rofitable option for energy companies in leading economic countries
e.g., USA) as part of their renewable energy portfolio, leading to
iscounted payback periods of 3–6 years. In energy developing coun-
ries (e.g., Brazil, BR), the investment can be particularly attractive
i.e., comparable to USA, with a discounted payback period of 4–
years) accompanied by economic subsides that increase the income
uring the first years of operation. The discounted payback period
n energy developing countries can be decreased down to 3–4 years
hrough the development of local industries specialized in hydrokinetic
echnology, which can provide affordable and cost-effective solutions,
uch as diffuser-augmented hydrokinetic turbines.
Several research areas warrant closer attention. Future work should

onsider a more detailed CFD simulation of small- and medium-sized
ydrokinetic turbines designed for rivers, along with the study of
pecific locations and fluctuations during annual power generation.
oreover, the performance of novel diffuser-augmented hydrokinetic
urbines should be analyzed numerically and experimentally. The fea-
ibility of combining hydrokinetic energy with energy storage systems
batteries and electrolyzers) should also be examined from a technical
nd economic point of view.
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Fig. A.1. Schematic of differential lift and drag forces, d𝐿 and d𝐷, that act on a blade
element, showing the orientation of the axial velocity, 𝑉rot = (1 − 𝑎)𝑉𝑢𝑠, the tangential
velocity, 𝑉𝑡 = 𝛺𝑟(1 + 𝑎′), and the relative velocity, 𝑉𝑟𝑒𝑙 = 𝑉rot − 𝑉𝑡, at the rotor plane.
he pitch angle, 𝜃𝑃 , the angle of attack, 𝛼, and the relative flow angle, 𝜑 = 𝜃𝑃 + 𝛼, are
lso indicated.

ppendix A. BEMT formulation

According to the momentum theory (MT), for a rotor with an
nfinite number of blades, the differential thrust, d𝑇 , and torque, d𝑄,
are given by

d𝑇 = 𝛥𝑝2𝜋𝑟d𝑟 (A.1a)

d𝑄 = 𝜌𝜔𝑉rot2𝜋𝑟3d𝑟 (A.1b)

where 𝛥𝑝 is the pressure drop across the rotor, 𝜔 is the fluid (i.e., wake)
angular velocity and 𝑉rot is the relative velocity between the fluid and
the rotating blade.

Applying the Bernoulli equation and the momentum conservation
equation on a turbine, two expressions can be obtained for 𝛥𝑝

𝛥𝑝 = 1
2
𝜌
(

𝑉 2
𝑢𝑠 − 𝑉

2
𝑑𝑠
)

(energy) (A.2a)

𝛥𝑝 = 𝜌𝑉rot
(

𝑉𝑢𝑠 − 𝑉𝑑𝑠
)

(momentum) (A.2b)

where 𝑉𝑢𝑠 and 𝑉𝑑𝑠 are the upstream and downstream fluid velocities,
respectively.

Combining Eqs. (A.1a)–(A.1b) and (A.2a)–(A.2b), we yield

d𝑇 = 4𝑎(1 − 𝑎)𝑉 2
𝑢𝑠𝜌𝜋𝑟d𝑟 (A.3a)

d𝑄 = 4𝑎′(1 − 𝑎)𝜆𝑟𝑉 2
𝑢𝑠𝜌𝜋𝑟

2d𝑟 (A.3b)

where 𝜆𝑟 is the local speed ratio, and 𝑎 = (𝑉𝑢𝑠−𝑉rot )∕𝑉𝑢𝑠 and 𝑎′ = 𝜔∕2𝛺
are the axial and angular induction factors, respectively, with 𝛺 the
rotor angular velocity.

According to the blade element theory (BET), d𝑇 and d𝑄 can be
expressed in terms of the differential lift, d𝐿, and drag, d𝐷, forces that
act on a blade element of radial length d𝑟 (see Fig. A.1)

d𝑇 = 𝑧 [d𝐿 cos𝜑 + d𝐷 sin𝜑] (A.4a)

d𝑄 = 𝑧𝑟 [d𝐿 sin𝜑 − d𝐷 cos𝜑] (A.4b)

where 𝑧 is the number of blade elements, and d𝐿 and d𝐷 are equal to

d𝐿 = 𝐶𝐿
1
2
𝜌𝑉 2

𝑟,rel𝑐(𝑟)𝑑𝑟 (A.5a)

d𝐷 = 𝐶𝐷
1
2
𝜌𝑉 2

𝑟,rel𝑐(𝑟)𝑑𝑟 (A.5b)

In this expression, 𝑐(𝑟) is the local chord length of the blade element,
𝑉𝑟,rel = 𝑉rot∕ sin𝜑 is the relative velocity between the fluid and the
rotating blade, and 𝐶𝐿 and 𝐶𝐷 are the lift and drag coefficients,
respectively, which depend on the angle of attack, 𝛼, and the Reynolds

number, 𝑅𝑒.
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Therefore, using Eqs. (A.4a)–(A.5b) together with Eqs. (A.2a)–
(A.2b), d𝑇 and d𝑄 take the following form

d𝑇 = 𝜎
(1 − 𝑎)2

sin2 𝜑

[

𝐶𝐿 cos𝜑 + 𝐶𝐷 sin𝜑
]

𝑉 2
𝑢𝑠𝜌𝜋𝑟d𝑟 (A.6a)

d𝑄 = 𝜎
(1 − 𝑎)2

sin2 𝜑

[

𝐶𝐿 sin𝜑 − 𝐶𝐷 cos𝜑
]

𝑉 2
𝑢𝑠𝜌𝜋𝑟

2d𝑟 (A.6b)

where the local rotor solidity is equal to

𝜎 =
𝑧𝑐(𝑟)
2𝜋𝑟

(A.7)

From the above results, two relationships are obtained in BEMT.
ombining the results from MT, Eqs. (A.3a)–(A.3b), and BET, Eqs. (A.6a)
(A.6b), we yield
𝑎

1 − 𝑎
= 𝜎

4 sin2 𝜑

[

𝐶𝐿 cos𝜑 + 𝐶𝐷 sin𝜑
]

(A.8a)

𝑎′

1 − 𝑎
= 𝜎

4𝜆𝑟 sin
2 𝜑

[

𝐶𝐿 sin𝜑 − 𝐶𝐷 cos𝜑
]

(A.8b)

Additionally, the angle of the relative velocity, 𝜑, is related with 𝑎 and
𝑎′ through the velocity triangle

tan𝜑 =
𝑉𝑢𝑠(1 − 𝑎)
𝛺𝑟(1 + 𝑎′)

= 1 − 𝑎
𝜆𝑟(1 + 𝑎′)

(A.8c)

The set of Eqs. (A.8a)–(A.8c) must be supplemented with the oper-
ting conditions, the rotor size and shape, and the lift and drag coef-
icients of the hydrofoil at the operating angle of attack and Reynolds
umber, 𝐶𝐿(𝛼,𝑅𝑒) and 𝐶𝐷(𝛼,𝑅𝑒), where 𝛼 = 𝜑 − 𝜃𝑝, with 𝜃𝑃 the pitch
angle.

The effect of tip and hub losses, 𝐹 = 𝐹tip𝐹hub, is included by
correcting MT Eqs. (A.1a)–(A.1b) for a finite number of blades, 𝑧,
leading to the following modified MT equations

d𝑇 = 4𝑎(1 − 𝑎)𝐹𝑉 2
𝑢𝑠𝜌𝜋𝑟d𝑟 (A.9a)

d𝑄 = 4𝑎′(1 − 𝑎)𝜆𝑟𝐹𝑉 2
𝑢𝑠𝜌𝜋𝑟

2d𝑟 (A.9b)

Therefore, the system of equations in BEMT, Eqs. (A.8a)–(A.8c), takes
the corrected form
𝐹𝑎
1 − 𝑎

= 𝜎
4 sin2 𝜑

[

𝐶𝐿 cos𝜑 + 𝐶𝐷 sin𝜑
] (A.10a)

𝐹𝑎′

1 − 𝑎
= 𝜎

4𝜆𝑟 sin
2 𝜑

[

𝐶𝐿 sin𝜑 − 𝐶𝐷 cos𝜑
]

⇒ 𝑎′ =
[

4𝐹 cos𝜑 sin𝜑
𝜎(𝐶𝐿 sin𝜑 − 𝐶𝐷 cos𝜑)

− 1
]−1

(A.10b)

tan𝜑 = 1 − 𝑎
𝜆𝑟(1 + 𝑎′)

⇒ 𝜑 = atan
(

1 − 𝑎
𝜆𝑟(1 + 𝑎′)

)

(A.10c)

here the relationship between 𝜑, 𝑎, 𝑎′ and 𝜆𝑟 provided by Eq. (A.10c)
as introduced into Eq. (A.10b) to derive the final expression for 𝑎′ in
erms of 𝜑, 𝐶𝐿 and 𝐶𝐷.
It is well known that MT fails to account for the effect of a turbulent

ake when 𝑎 > 0.4 [16]. This conditions was introduced in the model
y modifying d𝑇 in Eq. (A.9a) by the following expression

𝑇 = 4𝜒𝐹𝑉 2
𝑢𝑠𝜌𝜋𝑟d𝑟 (A.11)

here 𝜒 is given as a function of 𝑎 according to the correction proposed
y Ledoux et al. [42] based on the work of Buhl [81] (see Fig. A.2)

= 𝑎(1 − 𝑎) + 𝜓 ; 𝜓 = 1
2𝐹

(

max(0, 𝑎 − 0.4)
0.6

)2
(A.12)

Hence, the system of Eqs. (A.10a)–(A.10c), including the effect of a
turbulent wake for 𝑎 > 0.4, adopts the final form
𝑎

1 − 𝑎
= 𝜎

4𝐹 sin2 𝜑

[

𝐶𝐿 cos𝜑 + 𝐶𝐷 sin𝜑
]

−
𝜓

(1 − 𝑎)2
(A.13a)

𝑎′

1 − 𝑎
= 𝜎

4𝐹𝜆𝑟 sin2 𝜑

[

𝐶𝐿 sin𝜑 − 𝐶𝐷 cos𝜑
]

⇒ 𝑎′ =
[

4𝐹 cos𝜑 sin𝜑
𝜎(𝐶𝐿 sin𝜑 − 𝐶𝐷 cos𝜑)

− 1
]−1

(A.13b)

tan𝜑 = 1 − 𝑎
⇒ 𝜑 = atan

(

1 − 𝑎
)

(A.13c)
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𝜆𝑟(1 + 𝑎′) 𝜆𝑟(1 + 𝑎′)
Fig. A.2. Variation of the local thrust coefficient, 𝐶𝑇 , with the local axial induction
factor, 𝑎, including or not including the correction factor for turbulent wake, 𝜓 , when
𝑎 > 0.4 (see Eq. (A.12)). 𝐹 = 1.

Fig. A.3. Comparison of the power coefficient, 𝐶𝑃 , vs. tip speed ratio, 𝜆, predicted
by the numerical model with the experimental data of Kolekar et al. [66] and Modali
et al. [67].

The global thrust coefficient, 𝐶𝑇 , and the power coefficient, 𝐶𝑃 , of
he turbine are determined by integrating the force and the power of
he torque on the rotor, respectively

𝑇 = 1
1
2𝜌𝑉

2
𝑢𝑠𝜋𝑅2

𝑒𝑥
∫

𝑅𝑒𝑥

𝑅𝑖𝑛
d𝑇 (𝑟) (A.14a)

𝐶𝑃 = 1
1
2𝜌𝑉

3
𝑢𝑠𝜋𝑅2

𝑒𝑥
∫

𝑅𝑒𝑥

𝑅𝑖𝑛
𝛺 d𝑄(𝑟) (A.14b)

where d𝑇 (𝑟) and d𝑄(𝑟) are the differential thrust and torque distribu-
tions along the radial coordinate, Eqs. (A.11) and (A.9b), respectively.
onsidering the change of variable 𝜆𝑟 = 𝛺𝑟∕𝑉𝑢𝑠, the following integrals
n terms of 𝜆𝑟 are obtained

𝑇 = 8𝐹
𝜆2 ∫

𝜆

𝜆𝑖𝑛
𝜆𝑟 [𝑎(1 − 𝑎) + 𝜓] d𝜆𝑟 (A.15a)

𝐶𝑃 = 8𝐹
𝜆2 ∫

𝜆

𝜆𝑖𝑛
𝜆3𝑟𝑎

′(1 − 𝑎) d𝜆𝑟 (A.15b)

where 𝜆𝑖𝑛 is the inner speed ratio at the hub and 𝜆 is the tip speed ratio.

Appendix B. Model validation

Fig. A.3 shows a comparison of the model predictions against the

experimental data of Kolekar et al. [66] and Modali et al. [67] for a
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𝑉
𝑅

a
s
𝐶

hydrokinetic turbine with 2𝑅𝑒𝑥 = 0.2794 m in diameter and an SG-
043 hydrofoil profile. In addition, the turbine featured constant chord
𝑐 = 1.65 × 10−2 m), untwisted (𝜃𝑇 = 0◦) blades (𝑧 = 3) with a
pitch angle around 𝜃𝑝 ≈ 10◦. The free-stream velocity was equal to
𝑢𝑠 ≈ 0.8 m s−1. In the simulations, the hub radius was set equal to
𝑖𝑛 = 0.2𝑅𝑒𝑥, including 20 blade elements along the radius.
Good overall agreement is found between the experimental data

nd the numerical results despite differences at small and large tip
peed ratios. The maximum performance is achieved for 𝜆 ≈ 5 with
𝑃 ≈ 0.3 − 0.4.

Nomenclature
𝑎 Axial induction factor/–
𝑎′ Angular induction factor/–
𝐶 Cash-flow/$
𝐶𝐷 Drag coefficient/–
𝐶𝐿 Lift coefficient/–
𝐶𝑃 Power coefficient/–
𝐶𝑇 Thrust coefficient/–
𝑐 Chord length/m
𝐷 Drag force/N
𝐸 Error/–
𝐹 Loss factor/–
𝐼𝑜 Initial investment/$
IRR Internal rate of return/–
𝑖 Discount rate/–
𝐿 Lift force/N
𝑁 Number of blade elements/–
𝑁𝑝𝑏 Number of amortization years/–
𝑁ℎ Number of supplied households/–
NPV Net present value/$
𝑃 Output power/W
𝑃ℎ Output power to households/W
𝑝 Pressure/Pa
𝑄 Torque/Nm−1

𝑅 Radius/m
𝑅𝑒 Reynolds number/–
𝑅ℎ Energy ratio supplied to households/–
𝑅𝑔 Energy ratio supplied to the power grid/–
𝑟 Radial coordinate/m
𝑇 Thrust/N
𝑇𝑝𝑏 Discounted payback period/years
𝑉 Velocity/ms−1

𝑦 Year number/year
𝑧 Blade number/–
Greek letters
𝛼 Angle of attack/–
𝛽 Scaling parameter/–
𝛤 Variable in Eq. (12)/–
𝛾 Under relaxation factor
𝜂 Electrical efficiency of the power

transmission from the rotor to the household/–
𝜃𝑝 Pitch angle/–
𝜃𝑇 Twist angle/–
𝜆 Tip speed ratio/–
𝜆𝑟 Local speed ratio/–
𝜇 Dynamic viscosity/kgm−1 s−1

𝜌 Density/kgm−3

𝜎 Solidity/–
𝜑 Relative flow angle/–
𝜒 Thrust correction function/–
𝜓 Thrust correction function for turbulent wake

(𝑎 > 0.4)/–
𝛺 Angular velocity/s−1
𝜔 Angular wake velocity/s−1
597
Subscripts
𝐷 Drag
des Design
𝑑𝑠 Downstream condition
𝑒𝑥 Exterior
hub Rotor hub
𝑖𝑛 Interior
𝐿 Lift
𝑛 Index of blade element
new Current value from new iteration
old Previous value from old iteration
𝑟 Local condition along the radius
rot Rotor
tip Rotor tip
𝑢𝑠 Upstream condition
0 Initial guess
Superscripts
avg Average
com Computed
max Maximum
opt Optimum
SG Schmitz–Glauert’s theory
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