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#### Abstract

This article deals with some properties -which are, to the best of our knowledge, new- of the generalized Euler polynomials of level $m$. These properties include a new recurrence relation satisfied by these polynomials and quadrature formulae of Euler-Maclaurin type based on them. Numerical examples are also given.
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## 1 Introduction

There exist standard quadrature formulae for numerically integrating different classes of real valued functions. When we consider the set $C^{s}[a, b]$ of all $s$-times continuously differentiable functions defined on $[a, b]$, then the so-called Euler-Maclaurin summation formula (also known as the composite

[^0]trapezoidal rule) arises (cf. [1-3], and [4, Chap. 2, Sec. 3, p. 30]). More precisely, for a fixed $n \in \mathbb{N}$ and every $s \geq 1$, let $f \in C^{s}[0, n]$, then
\[

$$
\begin{align*}
\int_{0}^{n} f(t) d t= & \frac{f(0)+f(n)}{2}+\sum_{k=1}^{n-1} f(k) \\
& +\sum_{r=1}^{\lfloor s / 2\rfloor}\left(f^{(2 r-1)}(0)-f^{(2 r-1)}(n)\right) \frac{B_{2 r}}{(2 r)!}+R_{s}(f), \tag{1}
\end{align*}
$$
\]

where the remainder term $R_{s}(f)$ can be written as

$$
R_{s}(f)=\frac{(-1)^{s}}{s!} \int_{0}^{n} f^{(s)}(t) B_{s}(t-\lfloor t\rfloor) d t
$$

with $\lfloor t\rfloor$ the floor function, $B_{s}(t)$ and $B_{2 r}$ the $s$-th Bernoulli polynomial and the Bernoulli numbers for $1 \leq r \leq\lfloor s / 2\rfloor$, respectively, $[1,3,5]$.

Or more generally, let $g \in C^{s}[a, b]$, for a fixed $n \in \mathbb{N}$ we set $h=\frac{b-a}{n}$, $x_{i}=a+i h, g_{i}=g\left(x_{i}\right), i=0, \ldots, n$, and $g_{i}^{(r)}=g^{(r)}\left(x_{i}\right), r=1, \ldots, s$. Then we have (cf. [3, Theorem 1]):

$$
\begin{align*}
\int_{a}^{b} g(t) d t= & h\left(\frac{g(a)}{2}+g_{1}+\cdots+g_{n-1}+\frac{g(b)}{2}\right) \\
& +\sum_{r=1}^{\lfloor s / 2\rfloor} h^{2 r}\left(g_{0}^{(2 r-1)}-g_{n}^{(2 r-1)}\right) \frac{B_{2 r}}{(2 r)!}+R_{s}(g), \tag{2}
\end{align*}
$$

where

$$
R_{s}(g)=\frac{(-h)^{s}}{s!} \int_{a}^{b} g^{(s)}(t) B_{s}\left(\frac{t-a}{h}-\left\lfloor\frac{t-a}{h}\right\rfloor\right) d t
$$

Thus, (2) may be viewed as an extension of the trapezoid rule by the inclusion of correction terms $g_{i}, g_{0}^{(2 r-1)}$ and $g_{n}^{(2 r-1)}, i=1, \ldots, n-1, r=$ $1, \ldots,\lfloor s / 2\rfloor$.

It is well-known that neither Euler nor Maclaurin found the formulae with remainder (1) and (2), the first to do this was Poisson, in 1823. Eleven years later, Jacobi presented one of the earliest derivations of the EulerMaclaurin summation formula [6]. Since then the formulae (1) and (2) have
been derived in different ways (see e.g., [3] and the references thereof). An apart mention deserves the remarkable works of T.M. Apostol [1] and V. Lampret [3], which present nice and completely elementary derivations of the classical Euler-Maclaurin formula, respectively.

The quadrature formula (1) may be regarded as an extension of the trapezoidal rule and it can be useful for numerically integrating of periodic functions (cf., e.g., [2, Chap. 2, Sec. 2.9, p. 134], or [7-9]). The quadrature formula (2) refers to a fixed interval, which would be advantageous in certain situations: some types of integrals can be transformed to a form suitable for the trapezoidal rule, such transformations are known as exponential and double exponential quadrature rules [10].

Also, it is well-known that the Euler-Maclaurin summation formula is implemented in the Wolfram Mathematica as the function NSum with option Method $\rightarrow$ Integrate $[3,11]$. The command NSum is used for Wolfram Mathematica to obtain a numerical evaluation of sums, it includes a certain number of terms explicitly, and then tries to estimate the contribution of the remaining ones. There are three approaches to estimating this contribution, one of such approaches uses the Euler-Maclaurin formula, and it is based on approximating the sum by an integral (cf. [11, pp. 269-270]).

There exists several earlier papers associated with generalizations, modifications and applications of the classical quadrature formula of Euler-Maclaurin (see for instance, [12-19]).

Recent and interesting works dealing with the Appell and Apostol type polynomials, their properties and applications in several areas as such as combinatorics, number theory, numerical analysis and partial differential equations, can be found by reviewing the current literature on this subject. For a broad information on new research trends about these classes of polynomials we strongly recommend to the interested reader see [20-28].

This paper provides quadrature formulae of Euler-Maclaurin type based on generalized Euler polynomials of level $m \in \mathbb{N}$. This class of polynomials can be seen as a generalization of the classical Euler polynomials and it constitutes a particular case of the so-called generalized Apostol-Euler polynomials and the extensions of generalized Apostol-type polynomials [29, 30], respectively. The interested reader may find recent literature which contains a large number of new and interesting properties involving these polynomials (see for instance, [29] and the references thereof).

The outline of the paper is as follows. In Section 2 some relevant properties of the generalized Euler polynomials of level $m$ are given. In particular, we show a new recurrence formula for these polynomials which is compared with whose recently obtained in [31]. Section 3 contains the basic ideas in order to obtain quadrature formulae of Euler-Maclaurin type based on generalized Euler polynomials of level $m$ (see Theorems 2 and 3). Finally, Section 4 is devoted to show some numerical examples. As usual, throughout this paper the convention $0^{0}=1$ will be adopted and an empty sum will be interpreted to be zero.

## 2 Some properties of the generalized Euler polynomials

For a fixed $m \in \mathbb{N}$, the generalized Euler polynomials of level $m$ are defined by means of the following generating function [5].

$$
\begin{equation*}
\frac{2^{m} e^{x z}}{e^{z}+\sum_{l=0}^{m-1} \frac{l^{l}}{l!}}=\sum_{n=0}^{\infty} E_{n}^{[m-1]}(x) \frac{z^{n}}{n!}, \quad|z|<\pi . \tag{3}
\end{equation*}
$$

And, the generalized Euler numbers of level $m$ are defined by $E_{n}^{[m-1]}:=$ $E_{n}^{[m-1]}(0)$, for all $n \geq 0$. It is clear that if $m=1$ in (3), then we obtain the classical Euler polynomials $E_{n}(x)$, and classical Euler numbers, respectively, i.e., $E_{n}(x)=E_{n}^{[0]}(x)$, and $\mathcal{E}_{n}=2^{n} E_{n}^{[0]}\left(\frac{1}{2}\right)=2^{n} E_{n}\left(\frac{1}{2}\right)$, respectively, for all $n \geq 0$.

The generalized Euler polynomials of level $m$ and the generalized Euler numbers of level $m$ can be seen as the analogous of the generalized Bernoulli polynomials of level $m$ and the generalized Bernoulli numbers of level $m$, respectively. These last polynomials and numbers were introduced by Natalini and Bernardini in [32] as a generalization of the classical Bernoulli polynomials, and classical Bernoulli numbers, respectively.

For example, the first six generalized Euler polynomials of level $m=3$ are:

$$
\begin{aligned}
& E_{0}^{[2]}(x)=4 \\
& E_{1}^{[2]}(x)=4(x-1) \\
& E_{2}^{[2]}(x)=4(x-1)^{2} \\
& E_{3}^{[2]}(x)=4 x^{3}-12 x^{2}+12 x-2, \\
& E_{4}^{[2]}(x)=4 x^{4}-16 x^{3}+24 x^{2}-8 x-10, \\
& E_{5}^{[2]}(x)=4 x^{5}-20 x^{4}+40 x^{3}-20 x^{2}-50 x+58 .
\end{aligned}
$$

The following theorem summarizes some properties of the generalized Euler polynomials of level $m$ (cf. [29, 30]).
Theorem 1. For a fixed $m \in \mathbb{N}$, let $\left\{E_{n}^{[m-1]}(x)\right\}_{n>0}$ be the sequence of generalized Euler polynomials of level m. Then the following statements hold.
(a) Summation formulas (cf., e.g., [22]). For every $n \geq 0$,

$$
E_{n}^{[m-1]}(x+y)=\sum_{k=0}^{n}\binom{n}{k} y^{k} E_{n-k}^{[m-1]}(x)=\sum_{k=0}^{n}\binom{n}{k} E_{k}^{[m-1]}(y) x^{n-k} .
$$

In particular,

$$
E_{n}^{[m-1]}(x)=\sum_{k=0}^{n}\binom{n}{k} E_{k}^{[m-1]} x^{n-k} .
$$

(b) Differential relations (Appell polynomial sequences, cf.[33]). For $n, j \geq$ 0 with $0 \leq j \leq n$, we have

$$
\begin{equation*}
\left[E_{n}^{[m-1]}(x)\right]^{(j)}=\frac{n!}{(n-j)!} E_{n-j}^{[m-1]}(x) \tag{4}
\end{equation*}
$$

(c) Inversion formula. For every $n \geq 0$,

$$
\begin{equation*}
2^{m} x^{n}=\sum_{k=0}^{n}\binom{n}{k}\left(1+a_{k, m}\right) E_{n-k}^{[m-1]}(x) \tag{5}
\end{equation*}
$$

where

$$
a_{k, m}= \begin{cases}1, & 0 \leq k<m \\ 0, & k \geq m\end{cases}
$$

(d) Integral formulas.

$$
\begin{gather*}
\int_{x_{0}}^{x_{1}} E_{n}^{[m-1]}(x) d x=\frac{1}{n+1}\left[E_{n+1}^{[m-1]}\left(x_{1}\right)-E_{n+1}^{[m-1]}\left(x_{0}\right)\right] \\
=\sum_{k=0}^{n} \frac{1}{n-k+1}\binom{n}{k} E_{k}^{[m-1]}\left(\left(x_{1}\right)^{n-k+1}-\left(x_{0}\right)^{n-k+1}\right) \\
E_{n}^{[m-1]}(x)=n \int_{0}^{x} E_{n-1}^{[m-1]}(t) d t+E_{n}^{[m-1]} \tag{6}
\end{gather*}
$$

(e) Recurrence relation. For any $m \geq 2$ and $n \geq 0$, the following recurrence relation for the generalized Euler polynomials of level $m$ is satisfied.

$$
\begin{align*}
E_{n+1}^{[m-1]}(x)= & \left(2 x E_{n}^{[m-2]}-E_{n}^{[m-1]}\right) \\
& +\frac{1}{2^{m-1}} \sum_{k=1}^{n}\left[\binom{n}{k}\left(2 x E_{n-k}^{[m-2]}-E_{n-k}^{[m-1]}\right)\right.  \tag{7}\\
& \left.-2\binom{n}{k-1} E_{n-k+1}^{[m-2]}\right] E_{k}^{[m-1]}(x) .
\end{align*}
$$

(f) Differential equation. For any $m \geq 2$, the generalized Euler polynomials $E_{n}^{[m-1]}(x)$ satisfy the differential equation:

$$
\begin{align*}
0= & {\left[\frac{2}{n!}\left(E_{n}^{[m-2]}-1\right)+\frac{2 x E_{n-1}^{[m-2]}-E_{n-1}^{[m-1]}}{(n-1)!}\right] y^{(n)} } \\
& +\left[\frac{2}{(n-1)!}\left(E_{n-1}^{[m-2]}-2\right)+\frac{2 x E_{n-2}^{[m-2]}-E_{n-2}^{[m-1]}}{(n-2)!}\right] y^{(n-1)}  \tag{8}\\
& +\cdots+\left[2^{m-1}(1-x)-n+1+E_{2}^{[m-2]}\right] y^{\prime \prime} \\
& +\left[2^{m-1}(x-2)-2 n\right] y^{\prime}-n 2^{m-1} y .
\end{align*}
$$

Proof. Since (a), (b) and (d) are straightforward consequences of (3), and a suitable use of the Fundamental Theorem of Calculus, respectively, we shall omit their proof. So, we focus our efforts on the proof of $(c),(e)$ and $(f)$.

By (3) and direct calculations, we have

$$
\begin{aligned}
2^{m} e^{x z} & =\left[e^{z}+\sum_{l=0}^{m-1} \frac{z^{l}}{l!}\right]\left[\sum_{n=0}^{\infty} E_{n}^{[m-1]}(x) \frac{z^{n}}{n!}\right], \\
& =\left[\sum_{n=0}^{\infty}\left(1+a_{n, m}\right) \frac{z^{n}}{n!}\right]\left[\sum_{n=0}^{\infty} E_{n}^{[m-1]}(x) \frac{z^{n}}{n!}\right],
\end{aligned}
$$

where

$$
a_{n, m}= \begin{cases}1, & 0 \leq n<m \\ 0, & n \geq m\end{cases}
$$

Or equivalently,

$$
\begin{equation*}
2^{m} \sum_{n=0}^{\infty} x^{n} \frac{z^{n}}{n!}=\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\binom{n}{k}\left(1+a_{k, m}\right) E_{n-k}^{[m-1]}(x)\right) \frac{z^{n}}{n!} . \tag{9}
\end{equation*}
$$

Comparing the coefficients of $z^{n}$ on both sides of (9), we get the desired result of the part (c).

In order to prove (e), we proceed as in the proof of [32, Lemma 3.2], making the corresponding modifications. For $m \geq 2$ and $n \geq 0$, let us consider the generating function

$$
E^{[m-1]}(x, z)=\frac{2^{m} e^{x z}}{e^{z}+\sum_{l=0}^{m-1} \frac{z^{l}}{l!}}
$$

Then, differentiation of $E^{[m-1]}(x, z)$ with respect to $z$, yields

$$
\begin{align*}
\frac{\partial}{\partial z} E^{[m-1]}(x, z)= & x E^{[m-1]}(x, z)-\frac{E^{[m-1]}(0, z) E^{[m-1]}(x, z)}{2}\left(\sum_{l=0}^{m-2} \frac{z^{l}}{l!}\right)  \tag{10}\\
& \left(x-\frac{E^{[m-1]}(0, z)}{2 E^{[m-2]}(0, z)}\right) E^{[m-1]}(x, z) .
\end{align*}
$$

So, from differentiation with respect to $z$ on the right hand side of (3) and (10), we can deduce that

$$
\begin{equation*}
\sum_{n=0}^{\infty} E_{n+1}^{[m-1]}(x) \frac{z^{n}}{n!}=\left(x-\frac{E^{[m-1]}(0, z)}{2 E^{[m-2]}(0, z)}\right) E^{[m-1]}(x, z) \tag{11}
\end{equation*}
$$

Or equivalently,

$$
\begin{equation*}
2 E^{[m-2]}(0, z) \sum_{n=0}^{\infty} E_{n+1}^{[m-1]}(x) \frac{z^{n}}{n!}=\left(2 x E^{[m-2]}(0, z)-E^{[m-1]}(0, z)\right) E^{[m-1]}(x, z) \tag{12}
\end{equation*}
$$

The left hand side of (12) coincides with the product of the following two series:

$$
\begin{equation*}
\left[\sum_{n=0}^{\infty} 2 E_{n}^{[m-2]} \frac{z^{n}}{n!}\right]\left[\sum_{n=0}^{\infty} E_{n+1}^{[m-1]}(x) \frac{z^{n}}{n!}\right]=\sum_{n=0}^{\infty}\left[\sum_{k=0}^{n} 2\binom{n}{k} E_{n-k}^{[m-2]} E_{k+1}^{[m-1]}(x)\right] \frac{z^{n}}{n!}, \tag{13}
\end{equation*}
$$

and the right hand side of (12) coincides with the product of the following two series:

$$
\begin{align*}
& {\left[\sum_{n=0}^{\infty}\left(2 x E_{n}^{[m-2]}-E_{n}^{[m-1]}\right) \frac{z^{n}}{n!}\right]\left[\sum_{n=0}^{\infty} E_{n}^{[m-1]}(x) \frac{z^{n}}{n!}\right]}  \tag{14}\\
& =\sum_{n=0}^{\infty}\left[\sum_{k=0}^{n}\binom{n}{k}\left(2 x E_{n-k}^{[m-2]}-E_{n-k}^{[m-1]}\right) E_{k}^{[m-1]}(x)\right] \frac{z^{n}}{n!} .
\end{align*}
$$

Comparing the equations (13) and (14) (on the right hand side of each one), we get

$$
\begin{equation*}
2 \sum_{k=0}^{n}\binom{n}{k} E_{n-k}^{[m-2]} E_{k+1}^{[m-1]}(x)=\sum_{k=0}^{n}\binom{n}{k}\left(2 x E_{n-k}^{[m-2]}-E_{n-k}^{[m-1]}\right) E_{k}^{[m-1]}(x) . \tag{15}
\end{equation*}
$$

Then (7) immediately follows by a suitable rearrangement of the terms on both sides of (15).

Apart from minor changes, the proof of $(f)$ relies on similar arguments to those from the proof of [32, Theorem 3.1]. Using (4) we can rewrite (15) as follows

$$
2^{m-1} E_{n+1}^{[m-1]}(x)=\left[\sum_{k=0}^{n}\left(\frac{2 x E_{n-k}^{[m-2]}-E_{n-k}^{[m-1]}}{(n-k)!}-\frac{2 k}{(n-k+1)!}\right) D_{x}^{n-k}\right] E_{n}^{[m-1]}(x),
$$

where $D_{x}^{n-k}:=\frac{d^{n-k}}{d x^{n-k}}$. So, the operator $\mathcal{D}_{n, m}^{+}$given by

$$
\mathcal{D}_{n, m}^{+}(f):=\frac{1}{2^{m-1}} \sum_{k=0}^{n}\left(\frac{2 x E_{n-k}^{[m-2]}-E_{n-k}^{[m-1]}}{(n-k)!}-\frac{2 k}{(n-k+1)!}\right) D_{x}^{n-k}(f)
$$

satisfies

$$
\begin{equation*}
\mathcal{D}_{n, m}^{+} E_{n}^{[m-1]}(x)=E_{n+1}^{[m-1]}(x) \tag{16}
\end{equation*}
$$

Now, applying the operator $\Delta_{n+1}^{-}:=\frac{1}{n+1} D_{x}$ on both sides of (16), we have

$$
\left(\Delta_{n+1}^{-} \mathcal{D}_{n, m}^{+}\right) E_{n}^{[m-1]}(x)=E_{n}^{[m-1]}(x)
$$

This last equation and the use of the inversion formula (5) lead to the differential equation (8) with $E_{n}^{[m-1]}(x)$ as a polynomial solution.

Remark 1. It is an easy consequence of (5) that for a fixed $m \geq 2$,

$$
E_{j}^{[m-1]}(x)=2^{m-1}(x-1)^{j}, \text { whenever } 0 \leq j \leq m-1 .
$$

The particular case $m=1$ in (5) reads as

$$
\begin{align*}
2 x^{n}= & \sum_{k=0}^{n}\binom{n}{k}\left(1+a_{k, 1}\right) E_{n-k}(x)=\sum_{k=0}^{n}\binom{n}{k}\left(1+a_{n-k, 1}\right) E_{k}(x)  \tag{17}\\
& \sum_{k=0}^{n}\binom{n}{k}\left(1+\delta_{n-k, 0}\right) E_{k}(x),
\end{align*}
$$

where $\delta_{n-k, 0}$ is the Kronecker delta. So, the expression (17) is an equivalent form of the familiar expansion (cf., e.g., [34, p. 30])

$$
2 x^{n}=E_{n}(x)+\sum_{k=0}^{n}\binom{n}{k} E_{k}(x), \quad n \geq 0
$$

Remark 2. The following inversion formula was deduced in [31]

$$
\begin{equation*}
x^{n}=\sum_{k=0}^{n}\binom{n}{k} \frac{k!}{(k+m)!} E_{n-k}^{[m-1]}(x), \quad n \geq 0 \tag{18}
\end{equation*}
$$

We would like to note that (18) is wrong. In order to check that the generalized Euler polynomials of level $m$ do not satisfy (18), it suffices to consider $m=1$. Since $2^{m-1}=m$ ! only when $m=1$, then it is easy to check that the expression (18) is correct for $n=0,1$. However, when $n=2$, the situation changes. Using (18) we obtain

$$
\begin{equation*}
E_{2}(x)=x^{2}-x+\frac{1}{6} . \tag{19}
\end{equation*}
$$

But, taking into account (5) or (17) we have

$$
E_{2}(x)=x^{2}-x
$$

this last polynomial is the classical Euler polynomial of degree 2. Also, it is possible to check that the polynomial in (19) does not satisfy the well-known relation (see, for instance [35, p. 804]):

$$
\begin{equation*}
E_{n}(x+1)+E_{n}(x)=2 x^{n}, \quad n=0,1, \ldots \tag{20}
\end{equation*}
$$

Remark 3. It is worthwhile to mention that (8) represents the analogue of [32, Eq. (3.1)] in the setting of the generalized Euler polynomials of level $m \geq 2$. As it was pointed out in the aforementioned paper, the Appell-type polynomials, satisfying a differential operator of finite order, can be considered as an exceptional case (cf. [36] for additional details about this assertion).

## 3 The quadrature formulae of Euler-Maclaurin type

The integration by parts formula asserts that the following result holds.
Lemma 1. Let $s \geq 1$ and $f \in C^{s}[0,1]$. For a fixed $m \in \mathbb{N}$, we have

$$
\begin{equation*}
\int_{0}^{1} f(t) d t=\frac{1}{2^{m-1}}\left[\sum_{k=1}^{s} A_{k}^{[m-1]}(f)+\frac{(-1)^{s}}{s!} \int_{0}^{1} f^{(s)}(t) E_{s}^{[m-1]}(t) d t\right] \tag{21}
\end{equation*}
$$

where

$$
A_{k}^{[m-1]}(f)=\frac{(-1)^{k-1}}{k!}\left(f^{(k-1)}(1) E_{k}^{[m-1]}(1)-f^{(k-1)}(0) E_{k}^{[m-1]}\right), k=1, \ldots, s
$$

Proof. Since the integral on the left-hand side of (21) can be expressed as follows,

$$
\int_{0}^{1} f(t) d t=\frac{1}{2^{m-1}} \int_{0}^{1} f(t) E_{0}^{[m-1]}(t) d t
$$

it suffices to apply repeated integration by parts on the right-hand side of above equation, using a suitable form of (4) in each step.

Making the substitution $f(t)=E_{s+r}^{[m-1]}(t)$ into (21) and taking into account (4), (6) and some straightforward calculations, we can show that

$$
\begin{align*}
\int_{0}^{1} E_{s}^{[m-1]}(t) E_{r}^{[m-1]}(t) d t= & \frac{2^{m-1}(-1)^{s} s!r!}{(s+r+1)!}\left(E_{s+r+1}^{[m-1]}(1)-E_{s+r+1}^{[m-1]}\right) \\
& +\frac{s!r!}{(s+r+1)!} \sum_{k=1}^{s} A_{k}^{[m-1]}, \quad s, r \geq 1 \tag{22}
\end{align*}
$$

where

$$
A_{k}^{[m-1]}=(-1)^{k+s}\binom{s+r+1}{k}\left(E_{s+r-k+1}^{[m-1]}(1) E_{k}^{[m-1]}(1)-E_{s+r-k+1}^{[m-1]} E_{k}^{[m-1]}\right)
$$

for $k=1, \ldots, s$.
The relation (22) is of independent interest. For instance, its combination with (5) allows us to connect with operational matrix methods based on generalized Euler polynomials of level $m$. Recently, in [23] the authors introduce an operational matrix method based on generalized Bernoulli polynomials of level $m$ and analyze it in order to obtain numerical solutions of initial value problems. Their computational results demonstrate that such operational matrix method can lead to very ill-conditioned matrix equations.

Remark 4. When $m=1$, from the equation (20) and the symmetric relation for classical Euler polynomials $E_{n}(1-x)=(-1)^{n} E_{n}(x)$, it is possible to deduce that

$$
E_{n}(1)=\left\{\begin{array}{c}
0, \text { if } n \text { is even },  \tag{23}\\
-E_{n}, \text { if } n \text { is odd } .
\end{array}\right.
$$

This last relation yields the following particular forms of (21):

$$
\int_{0}^{1} f(t) d t=\frac{f(0)+f(1)}{2}-\sum_{k=1}^{\lfloor s / 2\rfloor}\left(f^{(2 k)}(1)+f^{(2 k)}(0)\right) \frac{E_{2 k+1}}{(2 k+1)!}-R_{E}(f)
$$

being $s$ an odd number.

$$
\begin{equation*}
\int_{0}^{1} f(t) d t=\frac{f(0)+f(1)}{2}-\sum_{k=1}^{\lfloor s / 2\rfloor-1}\left(f^{(2 k)}(1)+f^{(2 k)}(0)\right) \frac{E_{2 k+1}}{(2 k+1)!}+R_{E}(f) \tag{24}
\end{equation*}
$$

being s an even number. In both cases, the term $R_{E}(f)$ is given by

$$
R_{E}(f)=\frac{1}{s!} \int_{0}^{1} f^{(s)}(t) E_{s}(t) d t
$$

Notice that (24) is a particular case of [15, Eq. (3.3)].
Remark 5. For $s \geq 1$ and $f \in C^{s}[0, n]$ we can give the analogous of (1) depending on the parity of $s$ as follows:

If $s$ is odd, we have

$$
\begin{aligned}
\int_{0}^{n} f(t) d t= & \frac{f(0)+f(n)}{2}+\sum_{j=1}^{n-1} f(j) \\
& -\sum_{j=0}^{n-1} \sum_{k=1}^{\lfloor s / 2\rfloor}\left(f^{(2 k)}(j+1)+f^{(2 k)}(j)\right) \frac{E_{2 k+1}}{(2 k+1)!}-R_{E}(f, s)
\end{aligned}
$$

And if $s$ is even, we have

$$
\begin{aligned}
\int_{0}^{n} f(t) d t= & \frac{f(0)+f(n)}{2}+\sum_{j=1}^{n-1} f(j) \\
& -\sum_{j=0}^{n-1} \sum_{k=1}^{\lfloor s / 2\rfloor-1}\left(f^{(2 k)}(j+1)+f^{(2 k)}(j)\right) \frac{E_{2 k+1}}{(2 k+1)!}+R_{E}(f, s)
\end{aligned}
$$

In both cases the term $R_{E}(f, s)$ can be written as

$$
R_{E}(f, s)=\frac{1}{s!} \int_{0}^{n} f^{(s)}(t) E_{s}(t-\lfloor t\rfloor) d t
$$

With these ideas in mind, we can connect Riemann sums and integrals and obtain the following result.
Theorem 2. Let $s \geq 1$ and $f \in C^{s}[a, b]$. For a fixed $n \in \mathbb{N}$ let $x_{j}=$ $a+j h, j=0,1, \ldots, n$, where $h=\frac{b-a}{n}$, and $f_{j}=f\left(x_{j}\right), f_{j}^{(k)}=f^{(k)}\left(x_{j}\right)$, $k=1,2, \ldots, s$. Then, the following composite trapezoidal rules hold.

If $s$ is odd:

$$
\begin{align*}
\int_{a}^{b} f(t) d t= & h\left(\frac{f(a)}{2}+f_{1}+\cdots+f_{n-1}+\frac{f(b)}{2}\right) \\
& -\sum_{j=0}^{n-1} \sum_{k=1}^{\lfloor s / 2\rfloor} h^{2 k+1}\left(f_{j}^{(2 k)}+f_{j+1}^{(2 k)}\right) \frac{E_{2 k+1}}{(2 k+1)!}-\rho_{E}[f] . \tag{25}
\end{align*}
$$

If $s$ is even:

$$
\begin{align*}
\int_{a}^{b} f(t) d t= & h\left(\frac{f(a)}{2}+f_{1}+\cdots+f_{n-1}+\frac{f(b)}{2}\right) \\
& -\sum_{j=0}^{n-1} \sum_{k=1}^{\lfloor s / 2\rfloor-1} h^{2 k+1}\left(f_{j}^{(2 k)}+f_{j+1}^{(2 k)}\right) \frac{E_{2 k+1}}{(2 k+1)!}+\rho_{E}[f] \tag{26}
\end{align*}
$$

In both cases the correction terms are expressed by means of the derivatives of $f$ at the extrema, and term $\rho_{E}[f]$ is given by

$$
\begin{align*}
\rho_{E}[f] & =\frac{h^{s}}{s!} \sum_{j=0}^{n-1} \int_{x_{j}}^{x_{j+1}} f^{(s)}(t) E_{s}\left(\frac{t-x_{j}}{h}\right) d t  \tag{27}\\
& =\frac{h^{s}}{s!} \int_{a}^{b} f^{(s)}(t) E_{s}\left(\frac{t-a}{h}-\left\lfloor\frac{t-a}{h}\right\rfloor\right) d t .
\end{align*}
$$

Proof. In order to prove (26), we proceed as in the proof of $[15$, Theorem 3.1], making the corresponding modifications. Put $f(t)=f(a+u x)=g(x)$, where $u=b-a, x=\frac{t-a}{u}$, and using (24) we obtain

$$
\begin{align*}
\int_{a}^{b} f(t) d t= & u \int_{0}^{1} g(x) d x=u\left(\frac{f(a)+f(b)}{2}\right) \\
& -\sum_{k=1}^{\lfloor s / 2\rfloor-1} u^{2 k+1}\left(f^{(2 k)}(b)+f^{(2 k)}(a)\right) \frac{E_{2 k+1}}{(2 k+1)!}  \tag{28}\\
& +\frac{u^{s}}{s!} \int_{a}^{b} f^{(s)}(t) E_{s}\left(\frac{t-a}{u}\right) d t
\end{align*}
$$

Consider now the partition of the interval $[a, b]$ into $n$ subintervals by means of the equidistant nodes $x_{j}=a+j h, j=0,1, \ldots, n$, where $h=\frac{b-a}{n}$,
and $f_{j}=f\left(x_{j}\right), f_{j}^{(k)}=f^{(k)}\left(x_{j}\right), k=1,2, \ldots, s$. By (28) we have

$$
\begin{align*}
\int_{a}^{b} f(t) d t= & \sum_{j=0}^{n-1} \int_{x_{j}}^{x_{j+1}} f(t) d t \\
& h\left(\frac{f(a)}{2}+f_{1}+\cdots+f_{n-1}+\frac{f(b)}{2}\right) \\
& -\sum_{j=0}^{n-1} \sum_{k=1}^{\lfloor s / 2\rfloor-1} h^{2 k+1}\left(f_{j+1}^{(2 k)}+f_{j}^{(2 k)}\right) \frac{E_{2 k+1}}{(2 k+1)!}  \tag{29}\\
& +\frac{h^{s}}{s!} \sum_{j=0}^{n-1} \int_{x_{j}}^{x_{j+1}} f^{(s)}(t) E_{s}\left(\frac{t-x_{j}}{h}\right) d t .
\end{align*}
$$

Note that last summand on the right-hand side of (29) is equal to $\rho_{E}[f]$. In order to simplify the last summand on the right-hand side of (29), we only need to recall that

$$
\begin{aligned}
\int_{x_{j}}^{x_{j+1}} f^{(s)}(t) E_{s}\left(\frac{t-x_{j}}{h}\right) d t & =\int_{x_{j}}^{x_{j+1}} f^{(s)}(t) E_{s}\left(\frac{t-a}{h}-j\right) d t \\
& =\int_{x_{j}}^{x_{j+1}} f^{(s)}(t) E_{s}\left(\frac{t-a}{h}-\left\lfloor\frac{t-a}{h}\right\rfloor\right) d t
\end{aligned}
$$

Consequently,

$$
\begin{align*}
\rho_{E}[f] & =\frac{h^{s}}{s!} \sum_{j=0}^{n-1} \int_{x_{j}}^{x_{j+1}} f^{(s)}(t) E_{s}\left(\frac{t-a}{h}-\left\lfloor\frac{t-a}{h}\right\rfloor\right) d t  \tag{30}\\
& =\frac{h^{s}}{s!} \int_{a}^{b} f^{(s)}(t) E_{s}\left(\frac{t-a}{h}-\left\lfloor\frac{t-a}{h}\right\rfloor\right) d t .
\end{align*}
$$

Finally, substituting (30) into (29) we get (26). The proof of (25) is similar.

Remark 6. Notice that the relation (23) and the integration by parts do not allow the sum

$$
\sum_{j=0}^{n-1}\left(f_{j+1}^{(2 k)}+f_{j}^{(2 k)}\right)
$$

satisfies the summation telescoping property. So, the second summand on the right-hand side of (26) cannot be simplified as the classical Euler-Maclaurin
formula (2). Consequently, the expression (26) is the correct form for [15, Equation (3.1)].

Now, using (21) and proceeding as in the proof of Theorem 2, we obtain the following quadrature formulae of Euler-Maclaurin type based on generalized Euler polynomials of level $m \in \mathbb{N} \backslash\{1\}$.

Theorem 3. Let $s \geq 1, f \in C^{s}[a, b]$ and $m \in \mathbb{N} \backslash\{1\}$. For a fixed $n \in \mathbb{N}$ let $x_{j}=a+j h, j=0,1, \ldots, n$, where $h=\frac{b-a}{n}$, and $f_{j}=f\left(x_{j}\right), f_{j}^{(k)}=f^{(k)}\left(x_{j}\right)$, $k=1,2, \ldots, s$. Then, the following composite trapezoidal rules hold.

$$
\begin{align*}
\int_{a}^{b} f(t) d t= & \frac{1}{2^{m-1}} \sum_{j=0}^{n-1} \sum_{k=1}^{s} \frac{(-1)^{k-1}}{k!} h^{k}  \tag{31}\\
& \left(f_{j+1}^{(k-1)} E_{k}^{[m-1]}(1)-f_{j}^{(k-1)} E_{k}^{[m-1]}\right)+\rho_{E}^{[m-1]}[f],
\end{align*}
$$

where the remainder term $\rho_{E}^{[m-1]}[f]$ can be written as

$$
\begin{aligned}
\rho_{E}^{[m-1]}[f] & =\frac{(-h)^{s}}{2^{m-1} s!} \sum_{j=0}^{n-1} \int_{x_{j}}^{x_{j+1}} f^{(s)}(t) E_{s}^{[m-1]}\left(\frac{t-x_{j}}{h}\right) d t \\
& =\frac{(-h)^{s}}{2^{m-1} s!} \int_{a}^{b} f^{(s)}(t) E_{s}^{[m-1]}\left(\frac{t-a}{h}-\left\lfloor\frac{t-a}{h}\right\rfloor\right) d t .
\end{aligned}
$$

## 4 Numerical examples

In this section, four numerical examples are examined to illustrate the efficiency of the composite trapezoidal rules presented in Section 3. All of the numerical experiments are performed using MAPLE 15 and the approximations of definite integrals are given up to 30 decimal places. Also, we would like to point out that some examples of this section have been considered in [15, Section 4].

Example 1. Consider the elementary integral

$$
I_{1}:=\int_{0}^{1} \frac{1}{1+x} d x=\ln (2) \approx 0.693147180559945309417232121458 \ldots
$$

For $s=12$ and $n=90$ the formula (26) yields the following numerical approximation of $I_{1}$ :

$$
I_{1} \approx 0.693147180559945309417232121456 \ldots
$$

Notice that an absolute error for this approximation is less than $10^{-29}$, and a relative error is less than $3 \times 10^{-30}$.

Also, for $s=12$ the formula (24) yields the following numerical approximation of $I_{1}$ :

$$
I_{1} \approx 0.6931471805599453094172321215 \ldots
$$

So, an absolute error for this approximation is less than $10^{-28}$, and a relative error is less than $7 \times 10^{-29}$.

We strongly recommend that the reader compare these numerical evidences with the numerical approximation for $I_{1}$ presented in [15, Section 4].

By using (31) with $m=2, s=12$ and $n=90$, we find the following numerical approximation for $I_{1}$ :

$$
I_{1} \approx 0.693147180559945309417232121463 \ldots
$$

Hence, an absolute error for this approximation is less than $10^{-29}$, and a relative error is less than $8 \times 10^{-30}$.

Finally, when we consider the formula (21) with $m=2$ and $s=12$, the corresponding numerical approximation for $I_{1}$ is

$$
I_{1} \approx 0.69314718055994530941723 \ldots,
$$

and an absolute error for this approximation is less than $10^{-23}$, and a relative error is less than $4 \times 10^{-24}$.

MAPLE uses a sophisticated numerical integration routine with automatic error control to evaluate definite integrals that it cannot do analytically, for instance, definite integrals whose integrand does not have elementary anti-derivatives. The most common command of MAPLE for numerical integration is $\operatorname{evalf}(\operatorname{Int}(f, x=a . . b))$ where the integration command is expressed in inert form to avoid first invoking the symbolic integration routines [37, 38].

The examples below, show approximations via quadrature formulae of Euler-Maclaurin type for definite integrals whose integrand does not have elementary anti-derivatives.

## Example 2.

$$
\begin{equation*}
I_{2}:=\int_{1}^{2} \frac{e^{x}}{x} d x \approx 3.05911653964595340791298419590 \ldots \tag{32}
\end{equation*}
$$

For $s=14$ and $n=90$, the formula (26) yields the following numerical approximation of $I_{2}$ :

$$
I_{2} \approx 3.05911653964595340791298419590 \ldots
$$

In this case, our approximation coincides exactly with (32). If we take $n=4$, then (26) yields the following approximation:

$$
I_{2} \approx 3.05911653964595340791298419589 \ldots
$$

An absolute error for this last approximation is less than $10^{-28}$.
Notice that the authors of [15, Section 4] found an absolute error for their numerical approximation of $I_{2}$ which is less than $10^{-5}$.

Example 3. Let us consider the following integral.

$$
\begin{equation*}
I_{3}:=\int_{-1}^{1} e^{-x^{2}} d x \approx 1.49364826562485405079893487226 \ldots \tag{33}
\end{equation*}
$$

Table 1 shows some absolute errors for numerical approximations of (33) using (21), when different values of $m$ and $s$ are considered.

Tab. 1: Absolute errors for approximations of $I_{3}$.

| Level: m | Der. order: s | Polynomial degree: n | Abs. error |
| :--- | :---: | :---: | :---: |
| 1 | 6 | 90 | $2 \times 10^{-29}$ |
| 2 | 6 | 90 | $2 \times 10^{-29}$ |
| 3 | 8 | 90 | $10^{-29}$ |
| 4 | 6 | 90 | $10^{-29}$ |
| 5 | 5 | 90 | $10^{-29}$ |

Example 4. Let us consider the following integral.

$$
I_{4}:=\int_{0}^{1} \cos \left(x^{3}\right) d x \approx 0.931704440591544226076926390685 \ldots
$$

Applying the quadrature formula (25) with $s=5$ and $n=90$, we get

$$
I_{4} \approx 0.930016201613048171856211810179 \ldots
$$

And an absolute error for this approximation is less than $2 \times 10^{-3}$.
While, by using (31) with $m=5, s=3$ and $n=90$, we find the following numerical approximation for $I_{4}$ :

$$
I_{4} \approx 0.931704440591544226076926390684 \ldots
$$

Hence, an absolute error for this approximation is less than $10^{-29}$.

## 5 Conclusion

A composite trapezoidal rule based on generalized Euler polynomials of level $m \in \mathbb{N}$ has been presented in order to obtain numerical approximations of definite integrals. Such definite integrals possess an integrand regular enough. The comparative numerical evidence suggests that the Euler-Maclaurin type quadrature formula (31) produces smaller absolute errors than standard formulae (25) and (26).
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