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ABSTRACT

IOMETRIC systems are an uprising technique of identification in today’s

world. Many different biometric systems have been used in everyone’s
daily life in the past years, such as fingerprint, face scan, ECG, and others.
More than 20 years evince that the Elektrokardiogramm (EKG) or Electro-
cardiogram (ECQG) is a feasible method to perform user identification as each
person has their unique and inherent Elektrokardiogramm (EKG). A biomet-
ric system is based on something that every human being #s and cannot lose
or possess as it is an eye, the DNA, palm print, vein patterns, iris, retina,
etc. For this reason, during the last decade, biometric identification or au-
thentication has gained ground between the classic authentication systems as
it was a PIN or a physical key. All biometric systems, to be accepted, must
fulfill a set of requirements including universality, uniqueness, permanence,
and collectability. The EKG is a biometric trait that not only fulfills those
requirements but also has some advantages over other biometric traits. To
use an EKG as the biometric trait for identification is motivated by four key
points: 1) the collection of an EKG is a non-invasive technique so may con-
tribute to the acceptability among the population; 2) a human being can only
be identified if they are alive as their heart must be beating; 3) all living
beings have their EKG so it is inclusive; 4) an EKG not only provides identi-
fication but also provides a medical and even emotional diagnose.

There exist many works regarding user identification with EKGs in the
current state-of-the-art. Biometric identification with EKGs has been de-
ployed using many different techniques. Some works use the fiducial points
of the EKG signal (T-peak, R-peak, P-onset, QRS-offset, ...) to perform the
user identification and others use feature extraction performed by a Neural
Network as the classification or identification method. As the EKG is a sig-
nal which is expressed in time and frequency, many different Neural Network
models can exploit the dissimilarity between each EKG signal from each user
to perform user identification such as Recurrent Neural Networks, Convo-
lutional Neural Networks, Long-Short Term Memory, Principal Component
Analysis, among others offering very competitive results.

Focusing on user identification, depending on the user condition in each
case, as has been commented before, the EKG not only contributes as an
identification method but also offers a diagnosis as it is a person’s condition
from a medical point of view or a person’s status regarding their emotional
state. Some research has studied certain conditions such as anxiety over EKG
identification showing that higher heart rates might be more complex to iden-
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tify individuals.

Nevertheless, there are some drawbacks in the current state-of-the-art re-
garding identification with EKG. Many systems use very complexly Deep
Learning architectures or, as commented, extract the features by a fiducial
analysis making the biometric system too complex and computationally costly.
One important flaw, not only in biometric systems but in science, is the lack
of publicly available datasets and the use of private ones to perform different
studies. Using a private database for any research makes the experiments and
results irreproducible and it could be considered a drawback in any science
field. Furthermore, many of these works use the EKG signal in a sense that
it can be recovered from the identification system so there is no privacy pro-
tection for the user as anyone could retrieve their EKG signal.

Owing to the many drawbacks of a biometric system based on ECG signals,
ELEKTRA is presented in this thesis as a new identification system whose
alm is to overcome all the inconveniences of the current proposals. ELEK-
TRA is a biometric system that performs user identification by using EKGs
converted into a heatmap of a set of aligned R-peaks (heartbeats), forming a
matrix called an Elektrokardiomatrix (EKM).

ELEKTRA is based on past work where the EKM was already created
for medical purposes. As far as the literature covers up to this date, all the
existing research regarding the use of the EKM is focused on the diagnosis
of different Cardiovascular Disease (CVD) such as Congestive Heart Failure,
Atrial Fibrillation, and Heart Rate Variability, among others. Therefore, the
work presented in this thesis, presumably, is the first one to use the EKM as
a valid identification method.

In aim to offer reproducible results, four different public databases are
taken to show the model feasibility and adaptability: i) the Normal Sinus
Rhythm Database (NSRDB), ii) the MIT-BIH Arrhythmia Database (MIT-
BIHDB), iii) the Physikalisch-Technische Bundesanstalt (PTBDB), and iv)
the Glasgow University Database (GUDB). The first three of them (¢, 7 and
iii) are taken from Physionet a freely-available repository with medical re-
search data, managed by the MIT Laboratory. However, the fourth database
(7v) is also freely available by petition to Glasgow University.

Furthermore, to test ELEKTRA’s adaptability and feasibility of the bio-
metric system presented, four different datasets are built from the databases
where the EKG signals are segmented into windows to create several Elek-
trokardiomatrix (EKM)s. The number of EKMs built for each dataset will
depend on the length of the records. For example, for the Normal Sinus
Rhythm Database (NSRDB) as the EKG records are very extensive, 3000
EKMs or images per user will be obtained. However, for the three other
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databases, the highest possible number of EKM images is obtained until the
signal is lost. It is important to take into account that depending on the num-
ber of heartbeats taken to be represented in each EKM, a different number
of EKMs is obtained for the three databases in which EKG recordings are
shorter. As higher the number of heartbeats o R-peaks taken (i.e., 7bpf), the
fewer images will be obtained.

Once the datasets of EKMs are constructed, a simple yet effective Convo-
lutional Neural Network (CNN) is built by one 2D Convolution with ReLU
activation, a max-pooling operation followed by a dropout to include regu-
larisation and, and finally, a layer with flattened and dense operations with
a softmax or sigmoid function depending if the classification task is categor-
ical o binary to achieve the final classification. With this simple CNN, the
feasibility and adaptability of ELEKTRA are demonstrated during all the
experiments.

The four databases are tested during chapters 3, 4, and 5 where the exper-
imentation takes place. In Chapter 3, the NSRDB is studied as the baseline
of identification with control users. Different experiments are conducted with
aim of studying ELEKTRA’s behavior. In the first experiments, how many
heartbeats are needed to identify a user and the costs of convergence of the
model depending on the time computing and the number of heartbeats taken
to be represented in the EKM are studied. In this case, similar results are
achieved in all the experiments as results close to 100% of accuracy are ob-
tained. In the classification of a non-seen user a user, from a different database
that has not been seen in any other experiment, is processed and tested against
the network. The result obtained is that a non-seen user or an impersonator
would only bypass the system one in ten times which can be considered a
low ratio when many systems are blocked after three to five attempts. The
classification of a user is tested to have a closer situation in which a low-cost
sensor is used. For this experiment, an EKG signal is modified by adding
Gaussian noise and then processed as any other signal. As a demonstration
of our robust system, an accuracy of 99% is obtained indicating that a noisy
signal can be processed too. The last experiment over the NSRDB is where
this database is used to test the feasibility of ELEKTRA by testing how many
images or EKM are enough to identify a user. Even though there is a decrease
in accuracy when the number of images used to train the network is decreased
too, a 97% of accuracy is obtained when training the network with only 300
EKMs per user. This chapter concludes that, as shown in all the experiments,
ELEKTRA is a valid and feasible identification method for control users.

The MIT-BIH Arrhythmia Database (MIT-BIHDB) is a database com-
prising patients with Arrhythmia and random users, and the Physikalisch-
Technische Bundesanstalt (PTBDB) comprises patients with different CVD
together with healthy users. Hence, the main goal in Chapter 4 is to study
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the identification system proposed over users with CVD showing ELEKTRA’s
adaptability. First of all, the MIT-BIHDB is tested achieving outperforming
results and showing how ELEKTRokardiomatrix Application to biometric
identification with Convolutional Neural Networks (ELEKTRA) is capable
to identify a pool of users with and without arrhythmia with just a slight
decrease of the network’s accuracy as a 97% of accuracy is obtained. Sec-
ondly, the whole PTBDB is taken to test the biometric system. The result
obtained in this experiment is lower than in the other ones (a 93% of accu-
racy) as the number of images used to train the network has suffered a great
decrease compared to the other experiments and 232 users are being studied.
Lastly, ELEKTRA has tested over 162 users from the PTBDB with specific
CVD which, namely, are Bundle branch block, Cardiomyopathy, Dysrhyth-
mia, Myocardial infarction, Myocarditis, and Valvular heart disease. Through
this experiment, the aim is to see ELEKTRA’s behaviour when only users
with CVD are included. Better results are obtained compared to the last
experiment. It can be owed that the number of users has decreased and that
a CVD makes more unique each EKG as many researchers use the EKM for
diagnosis purposes. The conclusion extracted from all the experiments from
this chapter is that ELEKTRA is capable to identify users with and without
CVD approaching a real-life scenario.

In Chapter 5 the Glasgow University Database (GUDB) is tested to eval-
uate the performance of user identification when the users are performing
different activities. The GUDB comprises 25 users performing five different
activities with different levels of cardiovascular effort: sitting, walking on a
treadmill, doing a maths exam, using a handbike, and running on a treadmill.
The proposed biometric system is tested with each of these activities for 3
and 5 bpf achieving different results in each case. For the experiments per-
formed where an activity requiring lower cardiovascular effort such as sitting
or walking, the accuracy obtained is close to 100% as it is 99.19% for sitting
and 98.59% for walking. Then for the scenarios where higher heartbeat rates
are supposed the experiment results in lower accuracies as it is jogging with
an 82.63% and biking with a 95.51%. For the maths scenario, its outcome
is different; the heartbeat rate for each user could be different depending on
how nervous each user is. Hence, a 94.0% is obtained with this activity. The
conclusion extracted from these first experiments is that it is more complex
to identify users when they are performing an activity that requires a higher
cardiovascular effort and, consequently have a higher heart rate. For the fol-
lowing experiment, all scenarios have been merged to study the behaviour of
a system that has been trained with users performing different activities. In
this case, the results obtained seemed to be close to the mean of the results ob-
tained before as the general accuracy for all the scenarios with 3bpf is 91.32%.
For the subsequent experiments, some of the scenarios have been merged into
two different categories. On the one hand, the more calmed activities (sitting
and walking) have been merged in the so-called Low Cardiovascular Activity
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(LCA) scenario. The accuracy obtained by training and testing with these
two activities together is 97.74% and an EER of 1.01%. On the other hand,
the High Cardiovascular Activity (HCA) scenario is composed by activities
that require a higher cardiovascular effort (jogging and biking). In this case,
the results obtained have decreased compared to the last ones as the accuracy
is 85.71%. It can be noticed that what has suffered a considerable increase is
the False Rejection Rate (FRR) which is 14.17% without implying an increase
in the False Acceptance Rate (FAR) which is still very low as it is 0.6%. The
last experiments have been called fight of scenarios as there is a confrontation
between scenarios by merging some of them and training with some activities
or scenarios and predicting with different ones. The first experiments that can
be found in this section are training with the LCA group and testing with
the HCA group and vice versa. The results here show a great decrease in the
performance as accuracies are 37.24% and 46.42%, respectively. This fact im-
plies that it is more complex to identify users that have been registered with
a different heartbeat rate. Last but not least, there are a set of experiments
where the activities have been confronted such as training the network with
the sitting scenario and testing with the jogging scenario. These experiments
confirm the hypothesis for higher heart rates, are more complex to identify
users, and even more when the network has been trained over calmed users.
Even though, one of the main advantages of the presented model is that, even
for low accuracies, the False Acceptance Rate has not increased compared to
the other experiments meaning that an impostor could not achieve bypassing
the system.

Lastly, in Chapter 6 conclusions and discussions are offered. A compar-
ison between ELEKTRA and other biometric systems based on EKGs from
the current state-of-the-art is offered. These researches from the literature
are examined to show how ELEKTRA outperforms all of them in regards to
some of the aspects such as efficiency, complexity, accuracy, error rates, and
reproducibility among others. It is important to remark that, compared to the
other works, in all experiments performed in this doctoral thesis, really high
performances with high accuracies and low error rates are achieved. In fact,
what is remarkable is that this performance is obtained using a very simple
CNN conformed by just one convolutional layer. By achieving outstanding
results with a simple neural network, the solidity of ELEKTRA is proven.

By this, ELEKTRA contributes to the state-of-the-art by providing a new
method for user identification with EKGs with many benefits. Outstanding
results in terms of high accuracy and low error rates in the experiments as-
sure the efficiency of ELEKTRA. The fact that the databases used to perform
the experimentation in this doctoral thesis are publicly available, makes this
work reproducible in contrast to many other works in the literature. In fact,
as the databases used are different depending on the users’ nature conforming
to each database, it is established that the identification method proposed is
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inclusive as all living beings have their own EKG and high accuracies are also
obtained when testing the model over users with different CVD. Moreover, as
it has been proven that users with CVD can also be identified without having
major drawbacks, ELEKTRA offers an identification system that can also
offer a diagnosis of the user who is being identified in terms of their medical
health. In addition, thanks to the GUDB, ELEKTRA can determine for the
first time, as far as the literature reaches, that performing user identification
with EKGs over users performing activities requiring a higher cardiovascular
effort and consequently having higher heartbeat rates, is more complex.

In conclusion, by the studies and experiments performed in this doctoral
thesis, it can be assumed that ELEKTRA is a feasible and efficient identifi-
cation method for biometrics with EKG and outperforms the current state-
of-the-art proposals in user identification with EKG.
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ABSTRACT (NON-TECHNICAL)

IOMETRIC systems are an uprising technique of identification in today’s
B world. Many different systems have been used in everyone’s daily life
in the past years, such as fingerprint, face scan, ECG, and others. In fact,
more than 20 years evidence that the Elektrokardiogramm (EKG) or Elec-
trocardiogram (ECQG) is a feasible method to perform user identification. In
this thesis, a new identification method called ELEKTRA is proposed. Nev-
ertheless, there are some drawbacks in the current state-of-the-art regarding
identification with EKG. Many systems use very complex Deep Learning ar-
chitectures or extract the features by a fiducial analysis making the biometric
system too complex. One important flaw, not only in biometric systems, is
the lack of publicly available datasets and the use of private ones to perform
different studies. Using a private database for any research makes the exper-
iments and results irreproducible and it could be considered a drawback in
any science field.

In this doctoral thesis, ELEKTRA is developed as a biometric identifica-
tion system by using EKGs converted into a heatmap of a set of aligned R-
peaks (heartbeats), forming a matrix called an Elektrokardiomatrix (EKM).
In aim to offer reproducible results, four different public databases are taken
to show the model feasibility and adaptability: the Normal Sinus Rhythm
Database (NSRDB), the MIT-BIH Arrhythmia Database (MIT-BIHDB), the
Physikalisch-Technische Bundesanstalt (PTBDB) and the Glasgow Univer-
sity Database (GUDB). New datasets of EKMs are created from each of the
aforementioned databases. Furthermore, to test ELEKTRA’s adaptability
and feasibility of the biometric system presented a simple yet effective CNN
with only one Convolutional Layer constructed.

The four databases are tested during Chapters 3, 4, and 5 where the ex-
perimentation takes place. In Chapter 3, the NSRDB is studied as the base-
line of identification with control users. Different experiments are conducted
with aim of studying ELEKTRA’s behaviour. The areas studied through this
database are how many heartbeats are needed to identify a user; the costs of
convergence of the presented model; the classification of a non-seen user ob-
tained from a different database; the classification of a user whose EKG signal
has been modified by adding Gaussian noise; and the feasibility of ELEKTRA
by testing how many images or EKM are enough to identify a user.

Regarding databases that comprise users with CVD, the MIT-BIHDB is
a database comprising patients with Arrhythmia and random users and the
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PTBDB comprises patients with different CVD together with healthy users.
These two databases are studied in Chapter 4 where the adaptability of ELEK-
TRA to different patients with CVD is studied. First of all, the MIT-BIHDB
is tested achieving promising results and showing how ELEKTRA is capable
to identify users with and without arrhythmia in the same pool. Secondly, the
whole PTBDB is taken to test the biometric system obtaining high accuracies.
And lastly, ELEKTRA is tested over some users with specific CVD from the
PTBDB to see its behaviour when only users with CVD are included. The
result from these experiments show how ELEKTRA is capable to identify
users with and without CVD approaching a real-life scenario.

Lastly, in Chapter 5 the GUDB is tested to evaluate the performance of
user identification when the users are performing different activities. The
GUDB comprises 25 users performing five different activities with different
levels of cardiovascular effort (sitting, walking, doing a maths exam, using
a handbike, and running on a treadmill). The proposed biometric system
is tested with each of these activities to show how it is more complex to
identify users when they are performing an activity that requires a higher
cardiovascular effort and, consequently, has a higher heart rate. The follow-
ing experiments consist of different activities merged to study the differences
between heartbeat rates and how user identification is related to the heartbeat
rate. The more representative experiment is performed by training the model
with the scenario where a user is sitting and performing the user classification
with the scenario where the user is running. This way, a low accuracy is ob-
tained proving that for higher heartbeat rates it is more complex to identify a
user. In fact, one of the main advantages of the presented model is that, even
with low accuracy, the False Acceptance Rate has not increased compared to
the other experiments meaning that an impostor could not achieve bypassing
the system. Even though, if the database is launched over all the activities
merged, accurate results are shown to offer an inclusive model to train and
test users performing different activities.

By this, ELEKTRA contributes to the state-of-the-art by providing a new
method for user identification with EKGs with many benefits. Outstanding
results in terms of high accuracy and low error rates in the experiments as-
sure the efficiency of ELEKTRA. The fact that the databases used to perform
the experimentation in this doctoral thesis are publicly available, makes this
work reproducible. In fact, as the databases used are different depending on
the users conforming to each database, it is established that the identifica-
tion method proposed is inclusive as all living beings have their own EKG
and high accuracies are also obtained when testing the model over users with
different CVD. In addition, thanks to the GUDB, ELEKTRA can determine
that performing user identification with EKGs over users performing activi-
ties requiring a higher cardiovascular effort is more complex.

XVviil



In conclusion, by the studies performed in this doctoral thesis, it can be
assumed that ELEKTRA is a feasible and efficient identification method for
biometrics with EKG.
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RESUMEN (NO TECNICO)

OS sistemas biométricos son una técnica de identificaciéon en auge en la
L actualidad. En los tltimos anios se han utilizado muchos sistemas difer-
entes en la vida cotidiana, como la huella dactilar, el escaner facial, o el ECG,
entre otros. De hecho, son mas de 20 anos los que avalan que el Elektrokar-
diogramm (EKG) o el Electrocardiogram (ECG) es un método fiable para
realizar identificacién de usuarios. En esta tesis se propone un nuevo método
de identificacién biométrica denominado ELEKTRA. Por otro lado, existen
algunos inconvenientes en el estado del arte actual respecto a la identificacién
con EKG. Muchos sistemas utilizan arquitecturas muy complejas de Deep
Learning o extraen las caracteristicas importantes mediante un analisis fidu-
ciario, haciendo que el sistema biométrico sea demasiado complejo o costoso.
Un fallo importante, no solo en los sistemas biométricos, es la falta de bases
de datos publicas y el uso de bases de datos privadas para la investigacion. El
uso de bases de datos privadas en cualquier estudio hace que los experimen-
tos y los resultados sean irreproducibles y son un inconveniente en cualquier
campo de la ciencia.

En esta tesis doctoral se ha desarrollado ELEKTRA, un sistema de iden-
tificacion biométrica, mediante el uso de imagénes llamadas Elektrokardioma-
trix (EKM). Estas imégenes se construyen a partir de realizar un mapa de
calor de un conjunto de picos R (latidos) alineados, formando una matriz.
Con el fin de ofrecer resultados reproducibles, se usan cuatro diferentes bases
de datos publicas para demostrar la viabilidad y adaptabilidad del mod-
elo: la Normal Sinus Rhythm Database (NSRDB), la MIT-BIH Arrhythmia
Database (MIT-BIHDB), la Physikalisch-Technische Bundesanstalt (PTBDB)
y la Glasgow University Database (GUDB). Se han creado nuevas sub-bases
de datos de EKMs a partir de cada una de las bases de datos mencionadas.
Ademas, para testear la adaptabilidad y viabilidad de ELEKTRA como sis-
tema biométrico se construye una CNN sencilla, pero eficaz, con una sola capa
Convolucional.

Las cuatro bases de datos anteriormente mencionadas se han testeado en
los Capitulos 3, 4 y 5. En el Capitulo 3 se estudia la NSRDB como prueba
de concepto de identificaciéon en usuarios control. Se realizan diferentes ex-
perimentos con el objetivo de estudiar el comportamiento de ELEKTRA. Las
caracteristicas estudiadas con esta base de datos son: cuantos latidos son
necesarios para identificar a un usuario; los costes de convergencia del modelo
presentado; la clasificaciéon de un usuario jamaés visto proveniente de una base
de datos diferente; la clasificaciéon de un usuario cuya senal EKG ha sido mod-
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ificada anadiendo ruido Gaussiano; y la viabilidad de ELEKTRA probando
cuantas imagenes o EKM son suficientes para identificar a un usuario.

En cuanto a las bases de datos que contienen usuarios con CVD, la MIT-
BIHDB contiene pacientes con Arritmia y usuarios sanos, y la PTBDB con-
tiene pacientes con diferentes CVD junto a usuarios sanos. Estas dos bases
de datos se estudian en el Capitulo 4, donde se estudia la adaptabilidad de
ELEKTRA a distintas CVDs. En primer lugar, se testea la MIT-BIHDB lo-
grando resultados prometedores y mostrando como ELEKTRA es capaz de
identificar usuarios con y sin arritmia en el mismo grupo. En segundo lugar,
se toma la PTBDB completa obteniendo porcentajes altos de acierto y bajos
en cuanto a tasas de error concierne. Y por iltimo, se prueba ELEKTRA
sobre algunos usuarios con CVD especificos de la PTBDB para ver su com-
portamiento cuando sé6lo se incluyen usuarios con CVD. El resultado de estos
experimentos muestra como ELEKTRA es capaz de identificar a los usuarios
con y sin CVD acercandose a un escenario real.

Por dltimo, en el capitulo 5 se prueba ELEKTRA sobre la GUDB para
evaluar el rendimiento de la identificacién de usuarios cuando éstos realizan
diferentes actividades cardiovasculares. La GUDB consta de 25 usuarios que
realizan cinco actividades diferentes con distintos niveles de esfuerzo cardio-
vascular (sentarse, caminar, hacer un examen de matemaéticas, usar una bi-
cicleta de mano y correr en una cinta). El sistema biométrico propuesto
se prueba con cada una de estas actividades para mostrar que es més com-
plejo identificar a los usuarios cuando realizan una actividad que requiere un
mayor esfuerzo cardiovascular y, en consecuencia, tienen una mayor frecuencia
cardiaca. Los experimentos realizados consisten en fusionar diferentes activi-
dades para estudiar las diferencias entre las frecuencias cardiacas y céomo la
identificacion del usuario esta relacionada la misma. El experimento mas rep-
resentativo se realiza entrenando el modelo con el escenario en el que el usuario
esta sentado y realizando la clasificacion ciega de usuarios del escenario en el
cual estédn corriendo. En este experimento, se obtiene una precision realmente
baja demostrando que para frecuencias de latidos mas altas es mas complejo
identificar a un usuario. De hecho, una de las principales ventajas del modelo
presentado es que, incluso con una precisiéon baja, la Tasa de Falsa Aceptacion
no ha aumentado en comparacion con los otros experimentos, lo que significa
que un impostor no podria conseguir eludir el sistema. Sin embargo, si la
base de datos se lanza sobre todas las actividades fusionadas, se muestran
resultados precisos que ofrecen un modelo inclusivo para entrenar y probar
sobre usuarios que realizan diferentes actividades.

De este modo, ELEKTRA contribuye al estado del arte proporcionando
un nuevo método de identificacion de usuarios con EKGs con muchas ven-
tajas. Los excelentes resultados en términos de alta precision y bajas tasas
de error en los experimentos, aseguran la eficiencia de ELEKTRA. El hecho
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de que las bases de datos utilizadas para realizar la experimentacién en esta
tesis doctoral estén disponibles publicamente, hace que este trabajo sea re-
producible. De hecho, como las bases de datos utilizadas son diferentes en
funciéon de los usuarios que conforman cada una, se establece que el método
de identificacion propuesto es inclusivo ya que todos los seres vivos tienen su
propio EKG. También, se obtienen altas precisiones al probar el modelo sobre
usuarios con diferentes CVD. Ademés, gracias a la GUDB, ELEKTRA deter-
mina que identificar usuarios en base a sus EKGs mientras hacen actividades
cardiovasculares, que requieren un mayor esfuerzo, es mas complejo.

En conclusion, por los estudios realizados en esta tesis doctoral, se puede

asumir que ELEKTRA es un método de identificacion factible y eficiente para
la biometria con EKG.
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CHAPTER 1

INTRODUCTION

OWADAYS, biometrics techniques are widely used in everyday life. Exam-
N ples range from the start of the day when an individual unlocks their
phone with facial recognition or fingerprint, to enter their workspace with
again their fingerprint, to access specific resources with an iris or retina scan-
ner, or even by the police department to gather pieces of evidence from a
crime scene with latent fingerprints [4, 5, 6]. Particularly, identification sys-
tems based on Elektrokardiogramm (EKG) or Electrocardiogram (ECG) have
increased their use due to their uniqueness and inherent characteristics that
may introduce new features to human identification.

Still, in the current state-of-the-art regarding the use of the EKG as the
base for a biometric system, some drawbacks can be found. Through time,
identification systems with different biometric traits have moved to use differ-
ent Deep Learning (DL) techniques such as Recurrent Neural Network (RNN),
Convolutional Neural Network (CNN), Long Short-Term Memory (LSTM)
and others [7, 8, 9, 10]. But, unfortunately, many of the existing works base
their study on very complex DL architectures making it difficult to reproduce
those systems in a real-life situation. Moreover, computationally speaking,
many of the studies in the current literature perform a fiducial analysis, which
is very costly despite having good performances [11].

A general flaw of any biometric system and, even more over EKG, is the
lack of publicly available databases and how many researchers use their own
private databases to perform different studies and demonstrate their proposal
feasibility making it irreproducible [12].

Regarding the integrity and inclusivity of an identification system from a
human perspective, a weakness of many of them is that there exists a risk in
which the EKG can be recovered from the biometric system endangering the
user’s privacy. And finally, not many of the works presented in the current lit-
erature cover the study of cardiovascular diseases over identification systems
or even changes in the heart rate rhythm [12].

Owing to the many drawbacks of a biometric system based on EKG signals,
ELEKTRA is presented in this thesis as a new identification system whose
aim is to overcome all the inconveniences of the current proposals.

ELEKTRA is based on the work presented in [13]. It is a biometric system
1



where the EKG is converted into an EKM by aligning a set of Rpeqrs forming
a matrix and then plotting them as a heatmap. Hence, instead of implement
user identification with the EKG signal, a CNN performs the classification of
users through EKM images (see Chapter 2).

1.1 The EKG as a biometric trait

In cybersecurity, there are three types of identification means: something you
know (a password, a PIN, or any personal information); something you have
(i.e., a card key or a token); or something you are, a biometric trait [14]. In
this thesis, we are going to see an in-depth study of the third one, what you
are, the EKG.

1.1.1 Biometrics
Biometry Introduction

The term biometry comes from bio- as life and -metry as the process of mea-
suring. There is not much consensus on when it was first seen. Still, it is
thought that it was first introduced by the philosopher and historian of sci-
ence William Whewell in 1831 meaning the calculation of life expectancy.
Then, both terms biometry and biometrics became expressions of common
use after the foundation of the journal Biometrika in 1901 by Francis Galton
and Karl Pearson [15].

In addition, a biometric system is essentially a pattern-recognition system
that recognises a person based on a feature vector derived from a specific
physiological or behavioural characteristic that the person possesses [16]. Ba-
sically, in biometrics, you are your own password. There are many different
types of biometric traits that can be used to access a system; these range from
facial characteristics and hand geometry to vein patterns, voice analysis, or,
obviously, an EKG [17].

Characteristics and Requirements of a Biometric System

All different types of biometrics are based on specific characteristics that all
of them should have in common [18, 19]. These are:

o Unwversality. Every person in the target population should be able to
access the system. Universality refers that each (live) individual must
possess the biometric trait that is being used to authenticate that in-
dividual [20]. There might be some identification systems that are not
universal for all the population as fingerprint recognition where a user
may have their fingers burnt or no fingers at all.
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e Uniqueness. The biometric trait should be sufficiently distinguishable
across individuals. There must be enough evidence for a biometric trait to
be different for each individual in the targeted population. For example,
in the case of EKG, there exist more than twenty years of peer-reviewed
scientific publications proving how each person has a unique EKG |21,
22, 23, 24, 25, 26].

e Permanence. The biometric trait should be sufficiently invariant over a
long period. Some biometric traits may have difficulties coping with this
characteristic as it is face recognition, which may need to re-enroll the
participants through the passing of time.

e Collectability. The system should be capable to collect the biometric trait
by employing suitable devices that can be later used to authenticate the
user. An important factor of a biometric trait is how costly the sensors
or devices used to collect the biometric trait itself are. Resistance to low
sensors is important when developing new identification systems.

In addition, a practical biometric trait is also required to address some
additional requirements [18, 19| such as the following:

e Performance. Achievable recognition accuracy. It is required for a system
to not only achieve high accuracies in identification but also achieve low
error rates to avoid impersonation.

e Acceptability. The biometric identifier should have broad public accep-
tance among the target population. Some biometric traits could have
difficulties with the acceptance of the targeted population as could be a
retina scanner or a DNA test. Others, like fingerprint or face recognition,
are widely accepted among the general population.

e Resistance to circumwvention. The biometric identifier should be challeng-
ing to bypass or counterfeit. Having a system that offers low error rates
together with difficulties to copy or duplicate a person’s biometric trait,
makes it more complex to pursue an impersonation attack.

e Privacy preservation. Protect users’ private information in the biometric
templates. The biometric system proposed should protect the user’s pri-
vate data and should not allow replicating the user’s biometric trait that
is being used to authenticate the user.

Types of Biometrics

Generally, there are two main groups of biometric identifiers depending on
their nature: behavioural and physical [27]. Firstly, in the behavioural bio-
metric identifiers it can be found signature recognition [28, 29, 30|, voice recog-
nition [31, 32, 33|, keystroke dynamics [34, 35, 35] and even touch-dynamics
on mobile devices [36, 37|. These behavioural recognition modalities are based
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on the actions of human beings. Secondly, the physiological biometrics are
the well-known iris [38, 39, 40], face [41, 42, 43] and fingerprint [44, 6, 45] and
some others less popular such as finger veins [46, 47|, ear [48, 49] and foot-
print |50, 51| which are based on physical characteristics of a human being.

Then, depending on the application, biometric modalities can be divided
into the following three main groups [27]:

e Commercial applications. Such as e-commerce, the Internet, credit cards,
smartphones, or wearable devices.

e Government applications. Such as national ID cards, driver’s licenses,
social security, or border control.

e Forensic applications. Such as corpse identification, criminal investiga-
tion, terrorist identification, and others.

Biometric System Types

In biometrics, there are two types of systems; the ones that perform user
identification and the ones performing user verification.

First of all, before performing any identification or verification, enrollment
of the user is needed. Enrollment is a phase that implies that the system needs
to capture a biometric trait from the user which will be processed by this bio-
metric system and stored for later comparison. Regarding the process of user
identification with EKG in Section 1.2.1, this phase would include the data
acquisition, signal preprocessing and, in some cases, feature extraction [52].

Once the enrollment is completed, a system can either identify or ver-
ify those enrolled users. The identification type (also called recognition) is
a one-to-many matching, it occurs when the user’s identity is unknown and
the biometric system identifies a person from the whole enrolled population
by searching in a database. Regarding verification, the biometric system au-
thenticates a person who claims to be enrolled in the system in a one-to-one
matching [52, 53].

1.1.2 EKGs

Regarding the EKG collection, the heart’s electricity is detected by adhesive
electrodes attached to the skin. The resulting measurements are referred to
as leads. Over the past century, various lead systems have been developed,
such as the ones from Einthoven, Goldberger, and Wilson [1].

In fact, the electrocardiograph was first recorded by Dutch physiologist
Willem Einthoven in 1902 and gave physicians a powerful tool to help them
diagnose various forms of heart diseases [54|. As in the XX century, adhesive
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Figure 1.1: Electrocardiogram with its fiducial medical points

Figure 1.2: Einthoven’s triangle. Position of leads to record an EKG [1].

electrodes were not invented, Einthoven could measure the tension between
the right and left arm (lead I), the right arm and left leg (lead II), and the
left arm and left leg (lead III) by placing the extremities in a bucket of a salty
solution (see Figure 1.2).

Then, the EKG was introduced by A. Goldberg in 1981 in [55] as a book for
nurses, medical students, paramedical assistants, or any health care provider
who read EKGs. The main goal of this book was to introduce how to prop-
erly read an EKG for health purposes. Before, in 1942, Goldberg, as the lead
configuration that Einthoven had designed years ago had the leads too apart
from each other, changed the angles where the leads were positioned by cut-
ting them in half to improve diagnosis.

The current positioning for the EKG electrodes follows the image in Fig-
ure 1.3, Figure 1.3a for three electrodes and Figure 1.3b for ten electrodes
producing 12 leads. A 1-lead EKG configuration is widely common for long
recordings of 14 hours. The 3-lead EKG configuration is most often used for
even longer recordings of 24 hours to, for example, diagnose heart problems.
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(a) 3-lead EKG configuration. (b) 12-lead EKG configuration.

Figure 1.3: Lead configuration for recording EKGs [2].

And the 12-lead EKG configuration is a system that combines Einthoven,
Goldberger, and Wilson configurations. It is the most used configuration for
recording both resting and stress EKG recordings [1].

The first work presenting the EKG as a biometric trait is done by L. Biel
et al in 2001 [21]. Their experiments showed that it is possible to identify
a person by features extracted from one lead only. Besides, one year later,
T.W. Shen et al confirmed that it is possible to identify a person among a
different group of candidates with 1-lead EKG [56]. The authors of this last
work can identify 20 different subjects from the MIT-BIHDB with two dif-
ferent techniques: Decision Based Neural Network (DBNN) and Template
Matching (TM).

Nowadays, the study of the EKG as a biometric trait is motivated by
four key points [57]: 1) the collection of an EKG is a non-invasive technique,
whereas an iris or retina scanner would be [58, 59]; 2) It is very rough against
counterfeiting or spoofing practices because one can only be identified through
its EKG if it is alive; 3) It is inclusive since all living beings have their own
EKG; and 4) An EKG also provides additional information related to psy-
chological states and physiological status, which can be interesting for some
applications [60].

Since that, many works have considered the EKG in cybersecurity as a
biometric trait [61, 62, 63] or even in other areas of cybersecurity application
such as in a key generator [64] or a Random Number Generator [65]. As a
result, there are more than twenty years of peer-reviewed studies confirming
the feasibility of user recognition and identification with EKGs.



1.1.3 Metrics

To test and evaluate the different biometric models presented in this thesis,
some metrics are going to be studied in this section.

One of the well-known metrics evaluated on biometric modalities is the
accuracy of a model or an identification system, which is calculated as follows:

TP +TN
Ace — 1.1
T TPIXTN+FPLFN (1.1)

being True Positive (TP), True Negative (TN), False Positive (FP) and False
Negative (FN)).

The quality of a biometric system is measured by evaluating its ability
to accurately make accept/reject decisions over a user population. False Ac-
ceptance Rate (FAR) can be defined as the rate at which a non-authorised
person is authorised as genuine:

FP
FAR= ——— 1.2
R FP+TN (12)

The False Rejection Rate (FRR) is defined as the rate of a genuine person
getting rejected (Eq. 1.3) [66]:

FN

FRR= ——
RE= 58N TTp

(1.3)

The security aspect of biometrics is associated with the ability to prevent
false acceptance [67, 68]. False acceptance happens if FAR of the system is
very high and the system is exposed to possible attacks. FRR depends on
the number of users and the biometric system. High rates on the FRR on a
valid identification model can be due to poor quality of image or signals or
non-proper placement of the biometric sensor [66].

FAR and FRR are considered to be interdependant [14]. Hence, by plot-
ting both metrics we obtain the Receiver Operating Characteristic (ROC)

curve which allows determining another important performance metric re-
ferred to as a Crossover Error Rate (CER) or Equal Error Rate (EER):

FAR+F
EER = R; i (1.4)

The EER is the point where the FAR is equal the FRR. In Figure 1.4 it can
be found the graphic representing the EER point, where the FAR and FRR
meet. The lower the EER is, the more accurate the biometric system [19].
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Figure 1.4: ROC Curve, where the EER is represented by the FAR and FRR
meeting point [3].

Sensitivity / level of security

Even though, from a cybersecurity point of view, in this thesis, the focus
will be set over the FAR as the most important (in this area) factor is to pre-
vent an impostor to acccess the system. Otherwise, a FRR can be prevented
by blocking the system after certain number of attempts as many identifica-
tion systems does. Thus, this thesis will not try to locate this EER point in
a balance between FAR and FRR having almost the same values for each of
these error rates.

Lastly, the Identification Rate (IR) is a very common metric used to eval-
uate a biometric system, is the rate at which a biometric subject in a database
is correctly identified:

FP+FN
IR=1- i (1.5)
TP+ FN+TN +FP

1.2 Overview of Models and Contributions

In this section, a literature review of the current identification systems is
offered. Different perspectives are going to be studied as it is: which is the
process followed by an identification method step by step; different systems
based on whether they use a fiducial or a non-fiducial analysis; a study of
the subject through the identification with EKG based on intra-subject and
inter-subject variability; a general view of the previous works with the EKG
as an identification system; and, finally, all the preceding works with EKM as
a system whether it is for identification of humans or medical diagnosis.

1.2.1 The process of EKG identification

To achieve a final classification result with a biometric system, the EKG signal
must be subject to a certain process from the moment that is retrieved until
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a result or classification is obtained. This process is almost the same for all
identification models, which is the one that can be seen in Figure 1.5.

Signal ‘ Feature
—_ |

. : —  Classification
Preprocessing Extraction

Data Acquisition —

Figure 1.5: Conventional Identification Process of a Biometric System

The process consists of four different steps. The first one is to retrieve
the data that will be necessary to perform the user identification. This data
can be obtained by public or private means. In fact, one of the main ob-
stacles of identifying users through their EKG is that many proposals used
private databases in their experiments (e.g., [60, 22, 69]). Supporting this
reasoning, in 2020, a comprehensive review of EKG-based solutions is pre-
sented in [70]. In this work, the author shows a list of the commonly used
EKG databases, including information on whether they are public or private.
From the twenty-one databases listed, six (30%) are public, but fifteen (70%)
are private. There are just a few available databases on sites such as Phys-
ionet [71], one of the most used repositories of EKG records. Unfortunately,
many works use private databases created ad-hoc for that research, which
hinders the result’s reproducibility. In this thesis, it is argued that in research
all data used to perform experimentation of any kind should be public and
available for everyone in the field in order to reproduce the results and test
the veracity of the experimentation.

The second step of this identification process consists of de-noising, fil-
tering the signal by removing the most common noises that can appear, and
delivering it in a pure shape to extract features from it [72|. As in [18] is
stated, “the noise sources and artifacts are characterized as interfering signals
that emanate from anything that does not belong to the electrical activity
generated by the heart”. Hence, in this preprocessing phase, the main goal
is to remove such noise and artifacts from the EKG signal to, in some cases,
identify the following fiducial points: Pynsets Ppeak, Poffset; @RSonsets Rpeak,
QRSoftsets Tpeaks Toffsets Upeak and Upsrser [73]. In the works presented in [69]
and [74] the fiducial points are used to perform user identification, there-
fore, preprocessing methods including the analysis and detection of fiducial
points are needed. One of the algorithms that include signal processing with
noise removal and the detection of the fiducial points is the well-known algo-
rithm of Pan-and-Tompkins [75, 76, 77]. Other preprocessing techniques for
EKG signals include wavelet transform such as [78] or even use the wavelet
transform to process the signal and to detect the Rpeqr as in |79, 61, 80.
Other methods for noise removal might be Independent Component Analysis
(ICA) [81, 82, 83|, Adaptive Filtering [84, 85] or Singular Value Decomposi-
tion (SVD) [86, 87] among others.



The third step of the process of user identification shown in Figure 1.5 is

feature extraction. There are two possibilities to extract the features of an
EKG signal which can be based on handcrafted or non-handcrafted feature-
based algorithms [18]. In both of these two methods, it also has to be taken
into account if a fiducial or non-fiducial analysis is performed (Fiducial and
non-fiducial analysis is explained in Section 1.2.2).
On the one hand, there are the works presented in [88, 89, 90| which have
the QRS complex of the EKG signal extracted as a fiducial point with a
handcrafted feature-based algorithm to perform user identification over the
extracted features. Another example of feature extraction with handcrafted
methods over fiducial points could be the work presented in [91] where they
demonstrate that P, Q, R, S, and T peak wave also holds significant infor-
mation for user classification. Then, handcrafted feature-based algorithms
can also be used over non-fiducial analysis of the signal through, for example,
Wavelet Transform such as [92].

On the other hand, there are non-handcrafted features-based algorithms
most of which are based on deep feature extraction. Extraction of features
with deep learning is grounded on letting the network or model decide which
are the important features that represent the signal, in this case, the EKG
signal. For example, a CNN performs feature extraction by exploiting the
spatial correlation existing in the input data (the EKG signal in 2D) as it is
done in [93] and [94]. An RNN performs feature extraction similar to a CNN
but instead of focusing on the spatial correlation, the temporal correlation
is exploited [83, 95]. Then, regarding statistical feature extraction based on
non-handcrafted features, there is the Principle Component Analysis (PCA).
A PCA performs dimensionality reduction by applying SVD (as in noise re-
moval) to the input signal [96, 97]. Following the data science methods for
feature extraction with a non-fiducial analysis, a data mining technique is
possible as shown in [98] where the authors present a Continuous Authenti-
cation technique considering the EKG as continuous data streams.

Finally, the last step should be the classification or user identification it-
self. Many works use TM techniques which consist of comparing a set of
features extracted from the signal, a vector, or what is being used to classify
to pick a possible matching candidate such as in [56, 99, 100, 101]. Many
proposals can also be found that use Machine Learning (ML) or DL algo-
rithms to perform user identification and classification. Some of the most
promising algorithms tested for user identification could be some of the ML
algorithms such as Support Vectors Machine (SVM) [72, 102, 103|, a Ran-
dom Forest [104, 105] or Logistic Regression [106, 107]|, other deep learning
algorithms as a k-Nearest Neighbour (k-NN) [108, 109, 110] or any Neural
Network (NN) [93, 111, 112, 113, 114].

Despite the process shown in Figure 1.5 being the most common process for
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an identification biometric system, some works do not follow this structure.
This is the case of the work performed in [23] or [115] where, thanks to
deep learning techniques, a feature extraction step is not required and the
classification is directly performed over the signal.

1.2.2 Fiducial and non-fiducial analysis of EKG

Regarding the analysis of the signal, fiducial and non-fiducial approaches are
the two main alternatives:

A fiducial analysis of a signal consists of using the signal with markers.
Concerning the EKG, these markers or points are the well-known waves or
phases of one heartbeat as shown in Figure 1.1 and other relevant character-
istics or points of the signal (e.g., PQ interval, RT interval, PQ amplitude or
RS amplitude). An excellent example of a fiducial analysis is the study con-
ducted by a medical professional when inspections on an EKG trace for heart
diseases such as Atrial Fibrillation, Tachycardia, and others [116]. Fiducial
analysis can also be found in studies where user identification is their primary
goal, as in [74, 69, 117]. These studies use the fiducial points as the features
to perform user identification instead of the whole signal or part of it. It can
be found that many works achieve promising results by using fiducial points
to identify users. Nevertheless, identifying and extracting the fiducial points
from an EKG signal is known to be computationally more costly than per-
forming a non-fiducial analysis of the signal.

On the other hand, the non-fiducial analysis does not focus on the signal’s
specific points or markers but on the whole signal. It could be considered a
general analysis of the whole EKG signal or part of it. As the entire signal
is taken and not some points of it, the EKG can be processed either in time,
frequency, time-frequency, or even as an image. Thanks to that, the iden-
tification over the signal can be performed through k-NN, SVM or a CNN
between others [118, 111, 25, 99, 62| resulting in systems less costly than the
systems that need to extract each fiducial point of the signal. It is relevant to
remark that extracting features with a NN is not a fiducial analysis. Those
features extracted from a NN are the ones that explain the data itself, not
the fiducial medical points represented in Figure 1.1.

1.2.3 Intra-subject and inter-subject variability of EKG

There exist many factors that can alter intra-subject and inter-subject vari-
ability of an EKG signal. In the case of inter-subject variability, one of the
main factors is any Cardiovascular Disease (CVD) a subject can suffer. As it
can be seen, there are many works that perform not user, but CVD identifica-
tion through the EKG signal as the ones in [116, 119, 120, 121, 122, 123, 124].
In fact, in the particular case of the EKM, as it is commented in Section 1.2.5,
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all the previous work performed with the EKM is done to study the classi-
fication and diagnostics of CVD [125, 126, 127, 128]. With all these works
it is manifested that CVD affects the EKG signal to make it distinguishable
enough to identify users.

Whereas there exists plenty of evidence of inter-subject variability, there
are few pieces of research studying intra-subject variability. Regarding intra-
subject variability, many different factors can affect the EKG signal by hin-
dering user classification. Any fluctuation in the heartbeat rhythm can alter
the final classification of a user as it is a crucial characteristic of the EKG
signal.

In the work presented in [69], the authors perform a study of user classifi-
cation with a private database containing multiple states with different levels
of anxiety for each user. Even though anxiety can affect the heartbeat rhythm
the authors claim that the differences between subjects (inter-subjects) are
more significant than the differences between the levels of anxiety of each
subject (intra-subject), therefore, a classification of users can be performed
regardless of the level of anxiety.

However, K. Kim et al. study the possibility of using normalized time-
domain features of EKG to improve human identification through EKG [22].
They use a private database of 10 users with two states: resting and active.
Hence, after some testing, they conclude that identifying a user which is active
and, consequently, with a higher heartbeat rate, is more complex. Therefore,
the authors reveal how intra-subject variability based on performing an ac-
tivity affects the EKG identification.

Besides, another important factor altering intra-subject variability is how
each heart ages. This fact is considered in longitudinal studies as [109, 60, 26].
All three works use databases that comprise more than one recording session.
In the case of [60], the authors use a private database with three sessions
recorded on different days. The best-offered approach of a longitudinal study
for user identification is when training with two sessions and testing with the
third one. Even though, the best results in terms of accuracy are obtained
when training and testing with sessions on the same day. The same happens
for the work presented in [26], the best result is achieved when the training and
testing set is from the same session. And, of course, the work [109] happens
the same. With these results, it can be concluded that recording the EKG
in different sessions establishes differences in the intra-subject variability of
the EKG. Therefore, the best approach would be to hold a database that
comprises recordings from more than two days or sessions to train for two
days and test over the third one to achieve a result as similar as we can to a
real situation.
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1.2.4 Previous works over EKG identification

In this section, a look over the past works studied and presented over differ-
ent biometric systems of user identification through the EKG are commented.
This section is focused on comparing different works which have performed
user identification either with the databases studied in this thesis or with an
approach with certain similarities to the presented identification method.

In the literature, a wide variety of approaches for identification using EKG
records can be found. Some proposals use the raw signal after the signal
preprocessing [23|, and other works transform the EKG into an image or a
spectrogram and process it as a picture [129, 93, 26].

In the case of [26], the authors convert the raw EKG signal into a spectro-
gram which is the visual representation of the energy of the signal expressed
as a function of frequency and time. They tested their identification method
over two databases, the University of Toronto Database (UofTDB) and the
Check Your Biosignals Here Initiative (CYBHi). Their results are presented
through the EER (see Eq. 1.4) when testing with both databases which
achieve a 19.57% for the CYBHi and a 19.37% for the UofTDB.

Other possible solution to handle the EKG signal is to extract its fidu-
cial points (as commented in Section 1.2.2) and use them directly to classify
between different users as in the DETECT method presented in [130]. The au-
thors tested DETECT using the database of the challenge titled “You Snooze
You Win” [131], the offered error rates are low (FRR and FAR of 6.4 x 1072
and 3.3 x 107°), and the accuracy is moderately high (i.e., 92%).

In the case of the work presented in [117] the authors combine a fiducial
analysis with a non-fiducial one to perform user identification with EKGs.
A 2D CNN is fed by the features extracted from a fiducial analysis com-
bined with one beat of the EKG. They have tested their proposal over four
databases. One of them is private and is not going to be commented on due
to the lack of reproducibility and the other three are public databases that
obtained accurate results with an accuracy of 99.69% with the MIT-BIHDB
and an EER of 1.63% and 4.47% with the PTBDB and CYBHi, respectively.

Yefei Zhang et al. present an EKG identification method through a re-
currence plot to avoid the time-frequency domain as they claim that EKG
signals show substantial interclass similarity in the 1D time dimension. There-
fore, user classification through 2D plots makes easier the recognition between
users [132]. The authors have tested their proposal with a 2D CNN plus trans-
fer learning. They have achieved a 99.17% of accuracy over the PTBDB and
a 100% of accuracy over the CYBHi.
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Another presented work that performs user identification through the
transformation (S-transformation, for this particular case) of the EKG sig-
nal into an image to set it as the input of a CNN is the one presented in [133].
The authors capture the EKG trajectory at each time point in the frequency
domain to obtain a 2D image. Their proposal is tested over two different
databases. When testing over 50 healthy users of the ECG-ID database they
achieve an accuracy of 96.63%. Then, they take 100 users of the 2017 Phy-
sioNet/CinC Challenge database to perform a test on 50 users with atrial
fibrillation (obtaining an accuracy of 96.23%) and 50 users with a noisy sig-
nal (achieving an accuracy of 96.18%). This result shows us, among other
possible conclusions, that they can classify with the same results a healthy
user, a user with a cardiac condition, and a user with a noisy signal demon-
strating the capacity of adaptability of their proposal.

Given the outlook of identification of EKG using NN, there exist very dif-
ferent methods. One interesting work is [23] where Salloum and Kuo design
an identification system based on cardiac signals and over different types of
RNN. As the input of their NN, the authors use a vector of several consecutive
heartbeats waveforms. The particular number of waveforms is a hyperparam-
eter in the proposal. For experimentation, they use traditional RNNs, NN
with LSTM units and with Gated Recurrent Unit (GRU) and test each iden-
tification proposal with two public databases: ECG-ID database [134] and the
MIT-BIHDB [135]. The higher result achieved with the ECG-ID database is
100% of accuracy with an LSTM network and an input vector containing nine
heartbeats. Next, the second-best result doing the same experiment but using

only three heartbeats is 98.2% of accuracy. Similar results are achieved with
the MIT-BIHDB.

Another striking example of identification through NN is the proposal in
[93] where the identification is performed over a CNN. This CNN’s input is
an image containing a concatenation of several QRS complexes. This picture
only contains a line (time series of several QRS segments), and the resting im-
age is a blank space. Despite this, the performance, measured with database
PTBDB [71], is comparable to the existing works as claimed by the authors
as they achieve a 1.63% of EER.

Then, very similar to this last paper [93|, the work presented in [94]| can
be found. They also implement feature extraction with a CNN and use the
Euclidean Distance to calculate the difference between feature vectors. There
also exist similarities with [113| because, in both studies, they use different
databases to train and test the network. The PTBDB and MIT-BIHDB are
the databases chosen by the authors of [94] to test the network. They achieve
a 0.59% of EER over the PTBDB and a 4.74% of EER over the MIT-BIHDB.

A different approach of classification with NN is the one in [136]. Their
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used method to treat with the EKGs is the Second Order Difference Plot
(SODP), a non-linear time-series analysis method that allows extracting fea-
tures. The authors propose a Logarithmic Grid Analysis (LGA) as a quan-
tification method of SODP. These techniques are applied to finally classify
EKGs with a k-NN. Their method is tested over three different databases:
the ECG-ID database, the NSRDB, and the MIT-BIHDB. Their best results
in terms of accuracy are 91.96%, 99.86%, and 95.12% for each database, re-
spectively.

Concerning the use of different databases to test the identification perfor-
mance, in [63] Sidek et al. tested their proposal over databases with users hav-
ing abnormal cardiac conditions. Those databases are the well-known MIT-
BIHDB, the MIT-BIH supraventricular arrhythmia database (SVDB) and the
Charles Sturt Diabates Complication Screening Initiative (DiSciRiDB). To
perform the identification with EKGs the authors use a Normalize-Convolute-
Normalize (NCN) technique over the EKG segments and then Bayes Network
(BN), Multilayer Perceptron (MLP) and k-NN are used as the classification
algorithms. Metrics such as Sensitivity (Se) and Specificity (Sp) or Positive
Predictive Value (PPV) are used to assess the performance. In terms of ac-
curacy the results are significantly high (i.e., 96.7%, 96.4% and 99.3% for
MIT-BIHDB, SVDB and DiSciRiDB databases, respectively).

An interesting proposal using public databases is the one found in [115] in
which Kim and Pyun propose an identification solution based on bidirectional
LSTM and tested with two public databases (NSRDB and MIT-BIHDB). The
authors use as input the LSTMs the EKG itself after filtering and normalis-
ing the EKG signal. They conduct experimentation analyses by varying the
number of hidden units used in the LSTM (from 125 to 250) and the number
of heartbeats (3, 6, or 9) used in the input. Outstanding results are achieved
with the bidirectional LSTM with both databases. For example, with the
proposed LSTM and the MIT-BIHDB, a 99.8% of accuracy is achieved when
using nine heartbeats and three layers of hidden units.

Regarding research over the PTBDB as a public database, the work pre-
sented in [99] can be found. In this work, the authors perform user identifica-
tion with a non-fiducial feature extraction algorithm. The authors implement
both identification (with template matching) and authentication (with a ran-
dom forest) of users. They tested their method over 50 healthy users and 50
patients with myocardial infarction. They achieve promising results for both
classifications (for healthy and unhealthy users, separately). In fact, 49 of 50
healthy users were correctly identified and all of the non-healthy users were
accurately identified achieving a 98% of accuracy over healthy users and a
100% of accuracy over non-healthy users.

The work presented in [113] performs user identification with a CNN.
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Specifically, a CNN is formed by four uni-dimensional convolutional layers,
one max pooling layer, and a fully-connected layer. The special interest of
this paper is that the authors use different databases to train and test over
their network. They train their network over the CYBHi and then test it
over the PTBDB. When testing the network directly with the PTBDB not
very good results are offered, but, after fine-tuning with the testing databases,
their performance is improved as they achieve a 9.06% of EER.

Following the line of experimentation for user identification over the PTBDB,
the work done in [129] can be found. A pre-trained CNN is used as the feature
extractor method together with some more layers to perform user classifica-
tion. To confirm the validity of their method, they compare themselves with
a PCA with a k-NN and they achieve better results than this last method by
finally achieving a 98.1% of IR.

In the work presented by Q. Zhang et al. in [24] the EKG segments are
transformed to the wavelet domain to set them as the input of a 1D CNN.

Eight different databases are compared with different CVD achieving high val-
ues of IR such as a 91.1% over the MIT-BIHDB and a 95.1% over the NSRDB.

Cascaded-CNN is the NN technique applied to the work done in [111]. In
the presented work two CNNs are used: a first CNN for the feature extraction
and a second CNN for User Identification. Their work is tested over five pub-
lic datasets FANTASIA, CEBSDB, NSRDB, STDB, and AFDB achieving,
for example, with the NSRDB an IR of 93.1%.

M. Hammad et al. presented in [137] a different approach of multimodal
biometric identification combining EKGs together with fingerprint claiming
that the EKG signal is better at rejecting impostors and the fingerprint is bet-
ter at accepting genuine users. Hence, they have a three-step process where
they first reject impostors with EKG authentication, then accept the genuine
users with fingerprints, and, in the end, they use a fusion between the two
inputs to finally authenticate each person. For the authentication part with
the EKGs the authors transform the EKG signal into a two-dimensional EKG
image by plotting each heartbeat as an individual greyscale image. The EKG
databases that they use to test their method are the PTBDB and CYBHi
achieving a 98.66% of accuracy with the PTBDB and a 98.97% of accuracy
with the CYBHi.

Another work exploring multimodal biometric identification combining
different metrics together with the EKG is the one presented in [138]. The
EKG signal with the Galvanic Skin Response and Airflow are combined in an
Identification System which offers outperforming results even in a real envi-
ronment.
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Recently, some works over attention models have been presented for user
identification through EKGs, which is the case of [139]. The authors propose
an end-to-end CNN with attention mechanisms without the need for any
handcrafted processing, feature extraction, and classification stages. They
achieve promising results as 98.85% and 99.27% of accuracy with the PTBDB
and CYBHI, respectively.

1.2.5 Previous works over the EKM

The Electrocardiomatrix (ECM) or Elektrokardiomatrix (EKM) is a set of
several aligned R-peaks of an EKG trace composing a matrix and then trans-
formed into an image through a heatmap representation. It appeared for the
first time in the work presented in [126] in 2015. In this presented work,
the researchers use the EKM to manually inspect and detect different CVD.
Therefore, this first work is far from using deep learning techniques to per-
form user identification. On 2018, some researches from the same lab that
performed the first study with the EKM [126], worked on a new investigation
studying the detection of Atrial Fibrillation (AFIB) and Atrial Flutter (AFL)
with the EKM [125]. They achieved good results by detecting those CVD over
the EKG heatmap and conclude that EKM is a reliable method for accurate
identification for AFIB and AFL.

Later on the same year, a team of researchers in which Gang Xu was part
of! presenting the work in [127] where the EKM is used to manually inspect
the EKG validating and analysing the Heart Rate Variability (HRV) over two
databases of users. They conclude that the EKM streamlines the identifica-
tion of depressed HRV over a manual inspection of the EKG. Gang Xu et. al
continue their research over the EKM in [140]. In this new study, they use the
EKM to detect AFIB in stroke patients. They can demonstrate that superior
accuracies are obtained when the EKM is applied to detect AFIB over tradi-
tional monitor analysis. Another research that studies AFIB with the EKM
is the one in [141] where the authors grabbed three different databases to
convert the EKG signals into EKMs by segmenting the signal every ten beats
plus three seconds and feed it to a CNN. They conclude that the rhythm and
morphological characteristics of an EKG signal can be learnt from the EKM
when processed through a CNN.

To the best of our knowledge, the last work published in the study of the
EKM (despite ELEKTRA [13]) is the one presented in [128]. In this case,
the EKM is used to manually study patients with Congestive Heart Failure
(CHF). The authors confirm that the EKM preserves all the features of car-
diac electrical signals that can be decoded from raw EKG data in a simplified

!Gang Xu is one of the authors of the works presented in [126, 125| and [127].
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way.

Therefore, all the previous works where the EKM is presented are based
on studying different CVD. The work presented in this thesis, presumably, is
the first one to use the EKM as a valid identification method.

1.3 Thesis Organization

The present doctoral manuscript is divided into six chapters that are shortly
reviewed in the following paragraphs for a better comprehension of the doc-
ument and the organisation of this thesis.

1.3.1 Chapter 2: Materials and Methods

The base of the whole thesis is shown in Chapter 2 where the materials and
methods are presented.

ELEKTRA as a biometric system is tested over four different databases
which are presented in this chapter. These four databases have been chosen
due to their users’ characteristics as there is one database with control users
(NSRDB), two databases comprising users with CVD (PTBDB and MIT-
BIHDB) and another database which its 25 users are performing five different
activities requiring different cardiovascular efforts on each of the activities
(GUDB).

Then, to create the EKM, the whole process is explained through the sig-
nal processing and the creation of the EKM per se. The formation of the
EKM follows a set of steps from obtaining a list of Rpcqrs, segmenting the sig-
nal depending on the number of beats per frame (bpf) chosen aligning those
peaks and segments, and, finally, plot the matrix formed into a heatmap to
obtain the EKM image.

Once the process of the EKM is explained in detail, the establishment of
new datasets conforming to all the EKM images for all users and databases
is also described.

Finally, the architecture of the CNN used for user classification is detailed.
All the hyperparameters are set and defined.

1.3.2 Chapter 3: Experimentation over Control Users

There are three chapters for the experimentation and demonstration of ELEK-
TRA’s feasibility. Each of these chapters studies a different type of user. In
this Chapter 3, the control or healthy users are exposed. The main goal of this
chapter is to show how ELEKTRA is a capable and efficient method to work
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as a biometric system over a pool of control users. Hence, different aspects
of ELEKTRA and these control users are studied to explore its efficiency and
feasibility through different experiments such as the influence of bpf over the
classification of users, the time costs of convergence or others. To do so, the
NSRDB is studied.

1.3.3 Chapter 4: Experimentation over Users with CVD

In Chapter 4 the second chapter of experimentation is exposed. The MIT-
BIHDB and PTBDB are the databases analysed in this chapter as healthy
users together with non-healthy users (having a CVD) are mixed. The content
presented in this part of the thesis allows studying how ELEKTRA behaviours
in a scenario closer to a real-life situation where healthy and non-healthy users
are present.

1.3.4 Chapter 5: Experimentation over users performing
activities

The last chapter including experimentation is the Chapter 5 where the GUDB
is studied. As commented before, the GUDB is a database combining 25
healthy users developing five different activities (sitting, walking, doing a
maths exam, biking, and jogging). Each of these activities is supposed to
involve a different heartbeat rhythm, hence, different results in terms of ac-
curacy and error rates are obtained depending on the heartbeat rate. In this
chapter, it is demonstrated how it is more complex to identify a user when
his or her heart beats faster. This fact is studied during the whole chapter in
different types of experiments by analysing each of the activities separately,
merging different scenarios, or merging all of the scenarios.

1.3.5 Chapter 6: Related Work

In Chapter 6 a survey of the current literature regarding user identifica-
tion with EKG compared to the proposal presented in this thesis is offered.
Through this, ELEKTRA’s performance is studied and contrasted against
other different research regarding user identification. In fact, it is settled how
[13]| outperforms all research that has been studied for this thesis.

1.3.6 Chapter 7: Conclusions and Future work

The thesis is concluded in Chapter 7 where results and conclusions are sum-
marised to show the reader how ELEKTRA contributes to the state-of-the-art
by providing a new method for user identification with EKGs which is efficient,
inclusive, reproducible, reliable and offers outperforming results in terms of
accuracy and error rates. In addition, a discussion over different aspects of
this doctoral thesis is offered. Finally, additional ideas for future development
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and application are provided to follow the research over ELEKTRA as the
future identification system with EKG.

1.3.7 Appendix: EKM and CNN

In addition with the presented document, an Appendix is added to detail the
two principal axis of this project: the creation of the EKM in Section A.1
and how the CNN is constructed in Section A.2. In those sections, different
algorithms are showed to demonstrate how the creation of these two aspects
is made. Mainly, in this appendix, it is shown the important aspects that
have to be taken into account to reproduce this thesis.

1.4 Thesis Contributions

As a result of the aforementioned objectives, two main contributions have
been accomplished during the development of this doctoral thesis.

C1. The first contribution to this thesis was presented in Neurocomputing
journal, sent in 2021 and published in 2022. In it, ELEKTRokardioma-
trix Application to biometric identification with Convolutional Neural
Networks (ELEKTRA) is presented as a new identification method based
on Elektrokardiomatrix (EKM). The presented biometric system is tested
over three different databases: NSRDB, MIT-BIHDB and PTBDB. An
in-depth study of the NSRDB is conducted as a way to show how ELEK-
TRA is a feasible identification method over control users. This research
and demonstration is available in Chapter 2 where the Materials and
Methods are presented and in Chapter 3 where the experimentation with
control users is shown.

C2. The second contribution is an in depth study of ELEKTRA where our
proposal is tested against different types of population as it is users with
CVD (through the MIT-BIHDB and the PTBDB) and users performing
different activities with the GUDB. The results and experimentation of
these contribution can be seen in Chapter 4 where the experimentation of
ELEKTRA over users with CVD are shown and in Chapter 5 where the
results for studying ELEKTRA with users performing different activities
are detailed.
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CHAPTER 2

MATERIALS AND METHODS

O obtain an Elektrokardiomatrix there is a full process consisting of var-
T ious steps from the acquisition of the database to the final plot of the
image to then classify those images through the use of a CNN. All these steps
can be seen summarised in Figure 2.1. To perform all these steps a set of
materials and methods are needed and are presented in this chapter.

Hence, this chapter presents how and which databases of EKGs are pro-
cessed, which are the steps of signal processing for noise removal and detection
of Rpeqrs over the EKG, the process to create the EKM and which is the ar-
chitecture used to perform user classification with a CNN.

2.1 Data

The experimentation of this article has been performed over four different
databases. All of these databases are detailed in Table 2.2. These four
databases have been chosen due to users’ attributes®. In addition, it is impor-
tant to remark that these four databases are publicly available (three of them
by a free download in Physionet? and the other one by petition) to follow
the principle in which the data used in research should be public to allow the
reproduction of results.

The experiments were intended to focus on different aspects of different
subjects to study the behaviour of the presented model from different perspec-
tives. For this reason, a database with control users with no significant car-
diopathies (NSRDB) has been chosen, as well as one database with patients
with different CVD (PTBDB), two databases with both healthy users and
non-healthy patients (PTBDB and MIT-BIHDB), and a database of healthy
users in different scenarios (GUDB). This way, the approach presented in this
thesis is studied and analysed in different conditions that simulate a real-world
application.

The first database that is chosen and tested is the NSRDB, publicly avail-
able in Physionet [142]. The database contains 18 different healthy subjects

1See Section 7.1.4 where a discussion on why this databases are chosen and not others
is proposed.

2Physionet [71] is a repository of freely-available medical research data managed by the
MIT Laboratory for Computational Physiology.
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1. Data

Data is read from the ECG database.

2. Signal Preprocessing

Filtering and processing from Pan and
Tompkins algorithm. Extraction of R-peaks.

ECG database

3. EKM

Creation of the EKM dataset by aligning its
R-peaks each set of bpf all over the EKG.

4. User ldentification

Creating and training a model to perform
user identification over the EKM database.

20% Test

5. Testing the model

EKM

Using the 20% of EKMs to test the trained +~— database
mode! and obtain the final results.

Figure 2.1: Pipeline showing the process of ELEKTRA including the steps
for the creation of the EKM and the final classification of users.

(with no significant arrhythmias). Its records were obtained in the Arrhyth-
mia Laboratory at Boston’s Beth Israel Hospital. This database contains one
long-term record (24h) per user. The NSRDB is the database comprising the
largest recordings from the four databases.

The next database is the widely used MIT-BIHDB which is also publicly
available in Physionet [135]. This database consists of 48 recordings from 47
different subjects. Of the pool of 47 subjects, there are 23 are random users,
and the other 24 patients are considered to have a significant arrhythmia.
Consequently, what is remarkable from this database is that there is a com-
bination of healthy people with patients with CVD as happens in real-world
situations.

The PTBDB is also a publicly available database from Physionet with
549 records from 290 subjects [143|. The important aspect of this database
is that is composed of patients with different CVD and healthy subjects.
In the original database, there are 52 healthy control users and 238 users
with different CVD. This database is considered to be a strongly unbalanced
dataset, having more than one EKG per user in some cases. It can be observed
from Table 2.1 that, from the 290 subjects comprised in this database, there
are 74 subjects with two or more EKGs, and there is even one subject with
20 EKGs. Furthermore, no description of when and how the different records
were acquired is provided. For this reason, one random EKG per user has
been considered in all the experiments.
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ZECGs| 2 3 4 5
Zsubj |44 16 5 3

6 7 10 13 20
12 1 1 1

Table 2.1: Number of users per ECG recordings for users that have two or
more recordings from the PTBDB.

Some experiments of this presented work over the PTBDB will study the
entire database and other experiments will study only some specific CVD
without healthy subjects to show how ELEKTRA performs over users with
those cardiac conditions. The CVD considered in the commented experiments
are Bundle branch block, Cardiomyopathy, Dysrhythmia, Myocardial infarc-
tion, Myocarditis, and Valvular heart disease. Therefore, there will be two
approaches regarding this database: processing all the data and processing
the subjects with the commented CVD.

Subject Information Records Sampling
Number Male Women Ages Pathologies eeoras Frequency (Hz)
NSRDB 18 5 13 20-50 Healthy 18 1000
23 random subjects
MIT-BIHDB 47 26 22 23-89 24 subjects with arrhythmias 48 360
PTBDB 200 200 81 17.gy Different Cardiac Conditions ) 1000
and healthy subjects
GUDB 25 9 15 18-X  Healthy 125 250

Table 2.2: Databases information and characteristics.

Lastly, referring to the studied databases, the GUDB has been consid-
ered. This database is available by petition to Glasgow University [144]. The
special trait of this database is that all 25 users have been recorded in five
different scenarios, which are: sitting, doing a maths test on a tablet, walking
on a treadmill, running on a treadmill, and using a hand bike. Consequently,
there will be five EKG recordings for each user. All participants from this
database have not any significant CVD or health issues, they are considered
to be healthy subjects.

2.2 Signal Preprocessing

The main goal of signal preprocessing is to obtain a clean ECG signal and
a list of its Rpeqars (see Figure 1.1) for each user. To do so, some steps are
required.

To generate the EKM, the first step that has to be performed is the Rpcqrs
detection procedure®. The Biosignals library, which provides a set of functions
(e.g., filter or event detection) commonly used in the pipeline of biosignals

3Some of this steps are covered and detailed in Appendix A.1
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Figure 2.2: Preprocess of the ECG signal to obtain its R-peaks.
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Figure 2.3: Filtered ECG with its detected R peaks.

processing? has been used.

With the Biosignals Python library, the steps that have been carried out
are the following: a) Bandpass filtering of the signal between 5 and 15 Hz;
b) differentiation; c) rectification (squaring), and d.) moving-window integra-
tion. The application of all of these steps into an EKG can be seen in Figure
2.2. Figure 2.3 shows the result of the list of R..xs obtained plotted over the
EKG filtered signal.

Particularly, the well-known Pan and Tompkins (PT) algorithm has been
used to generate the definitive list of R peaks [75]°. This algorithm employs
a dynamic threshold (a) Buffer initialisation; b) Detection of possible and
provable R-peaks; and ¢) Exclusion of peaks (|75] criteria) and lag correction).

Using these steps with the EKG records in the database, a dictionary is
built with N entries (being N the number of users of each database), and
each entry contains a list of all its Rpeqps-

‘https://github.com/biosignalsplux/biosignalsnotebooks
5The PT algorithm is implemented in the Biosignals library.
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Figure 2.4: Steps I and II of the process of creating the EKM

2.3 EKM

As mentioned in Chapter 1, the EKM is a set of several aligned R-peaks of an
EKG trace composing a matrix and then transformed into an image through
a heatmap representation.

The EKM has already been proposed in several works for medical pur-
poses [126, 127, 140, 128, 145|. In this thesis, the main goal is to show the
feasibility of EKMs for identification (cybersecurity purposes). As far as the
literature review reaches, it is the first time that this approach is proposed.

To create the EKM®, first of all, a window, which is an EKG segment
containing the number of beats declared to be on the EKM (see Figure 2.4 as
illustration), is defined. To refer to this number of heartbeats (R-peaks), the
metric used is called beats per frame (bpf), which is the number of different
beats that there appear on each window, which is then taken to construct the
EKM. The value of bpf is a hyperparameter that depends on the problem to
address. In the presented experiments, the tests are performed over three bpf
values: 7, 5, and 37.

Once the EKG is divided into windows, each window needs to be processed
to obtain the matrix®. Precisely, the window is split into smaller segments
containing two Rp.qis forming each row of the matrix. As shown in Table
2.3, two values delimit each segment, where the u parameter represents the
average distance between beats for the entire EKG record of a subject?:

e Init Segment: Given by p, — «; u where p, is the sample position of

6The implementation to generate EKMs is available at: https://github.com/
cfusterbarcelo/ELEKTRA-approach and detailed in Appendix A.1.

7A discussion about how these values have been chosen to construct the EKM and not
others is offered in Section 7.1.3.

80ne EKM is obtained for each window processed. See Section 7.1.2 to see an evaluation
of what could happen if an EKM was obtained for every heartbeat.

9The creation of the EKM segments has been discussed in Section 7.1.1 and detailed in
Appendix A.1.
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the peak, and «; is a free hyperparameter indicating the percentage of
samples that are taken before p,. For all our experiments we set «a; to
0.2.

e End Segment: Given by p, + a.pu where p, is the sample position of
the peak, and a. is a free hyperparameter indicating the percentage of
samples that are taken after p,. We set a, = 1.3 in our experiments.

Init Segment || p, — a;u

End Segment || pri1 + aep

Table 2.3: Segment Separation of the window

Each of the processed segments represents a row of the EKM. Note that
all the peaks are aligned since the «;, and a, values are fixed for all the rows.
The size of the EKM matrix is bpf — 1 rows with two peaks per row. To
obtain the final image of the EKM representation, a heatmap needs to be
computed. As illustration, Figure 2.5 is the representation of the plot seen in

Figure 2.4b.
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Figure 2.5: EKM III: Heatmap of the EKM

In Figure 2.6 the three representations of an EKM depending on each of
the bpf parameters chosen for this work (bpf = (3,5,7)), can be observed. It
can be noticed how, for each of the bpf chosen, the number of R,c.1s seen in
each picture, changes. Due to that, for example, for the EKM with 3bpf, the
first peak appears once, the second peak appears twice and the third peak
appears once too. This means that there is more representation for the first
and third peaks than for the second. In the EKMs with 5 and 7 bpf the
number of appearances per peak, is more balanced.

However, a CNN focus on the features that seem important for each of the
classification problems (see Section 2.4). In this case, when classifying users
through their EKM, it is not possible to know what considers the CNN that
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(a) EKM to fed into the  (b) EKM to fed into the  (¢) EKM to fed into the
CNN with 3bpf CNN with 5bpf CNN with 7bpf

Figure 2.6: EKMs fed into the CNN depending on the bpf.

is more important. Consequently, it might or might not be important if the
appearance of each peak is balanced or not.

2.4 Classification or User Identification

2.4.1 EKMs databases

Following the procedure described in Section 2.3, several EKM datasets are
built, one per each bpf parameter and for the databases mentioned in section
2.11%. Considering the creation of the EKM datasets, there are two different
types of databases depending on how large the EKG recordings are. For large
EKG recordings, such as NSRDB, the EKM images are obtained until an
upper threshold equal for each user in the database (i.e., 3000 images per
user in our experiments) is reached. Otherwise, for shorter EKG recordings,
such as the MIT-BIHDB or PTBDB, the highest possible number of EKM
images are obtained until the signal is lost (see Table 2.4). Once the datasets
are generated and users are identified (categorical classification problem), a
CNN is trained as it will be explained later in Section 2.4. As conventional,
the dataset is divided into several sets:

e Train dataset: From the whole dataset of EKMs, an 80% of the NSRDB
is used to train the CNN and a 90% of the MIT-BIHDB, PTBDB and
GUDB. Besides, from this training dataset another split is done in order
to cross-validate the CNN parameters, creating:

— Train dataset: (Zirain). A 70% (for the NSRDB) or a 90% (for the
MIT-BIHDB, PTBDB and GUDB) of EKM samples for each user.

— Validation data-set: (zva). A 30% (for the NSRDB) or a 10% (for
the MIT-BIHDB and PTBDB) of EKM samples for each user.

e Test data-set: (Ztest). It is a 20% of the NSRDB and a 10% for the MIT-
BIHDB, PTBDB and GUDB. The number of images in this dataset split
is the resting from the training ones. It is noteworthy that the trained

10The process of creating EKM datasets to be feeded into a CNN is detailed in Appendix
A between sections A.1 and A.2.
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model never sees the testing images. Testing images are only used to test
and predict once the model is trained.

The length of the EKG recordings for the MIT-BIHDB, PTBDB and
GUDB also influence the datasets created for each of the bpf values ana-
lyzed. As it can be seen in Table 2.4, the number of EKM extracted for each
database depends on how large the EKG signal for each user is. Therefore,
in the first place, the larger the EKG recording, the most number of images
can be extracted (as for the NSRDB). Secondly, the higher the value of the
parameter bpf fewer images are going to be obtained for each user and dataset
as it happens for the other three databases.

#EKM
3bpt 5bpf Tbpt

NSRDB 54,000 54,000 54,000
MIT-BIHDB 35949 21,149 15,119

PTBDB 9,854 5801 4,180

GUDB 8,009 4816 _

Datasets

Table 2.4: Number of EKM extracted per database depending on how large
each EKG signal from each user is.

Finally, after computing the EKM datasets for the three bpf values, all
the EKM heatmaps are resized before introducing them to the CNN to reduce
computational costs. The raw image extracted from the EKG is 57x108 pixels,
including all its blank space and the margins of the picture indicating the axis
values. At this step, all images are resized into 29x54 pixels. Then, as it will
be commented in Section 2.4, all axis and blank spaces are removed in the
first layer of the CNN to make the model more efficient by not introducing
useless information.

2.4.2 CNN Architecture

Nowadays, CNNs are the most used NNs for feature extraction in computer
vision [146, 147, 148]. Furthermore, CNNs are widely used for feature ex-
traction, specifically, for biomedical images such as in [149, 150, 151, 152].
Therefore, there exist many works that use a CNN to perform user identifi-
cation over EKG images with a CNN as mentioned in Section 1.2.4.

The first intuition about a CNN was presented in [153] where it was dis-
covered that a convolution function was able to extract features from spatial
information. The first time that a CNN was presented was by LeCun in [154].
LeCun et al. used a CNN to extract spatial information about the well-known
database MNIST [155] to perform classification of images.
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A CNN is a cascaded NN which each layer is composed by convolutional
filters. These filters or kernels are intended to find spatial structure in the
image such as borders, edges, and contours. By setting a deep convolutional
structure, a CNN can extract latent information regarding the spatial distri-
bution of the data. This network provides a latent feature vector for each
processed image. Finally, this latent feature vector is fed to a simple classi-
fier composed of a fully-connected layer and a Sigmoid or Softmax activation
(depending if the problem faced is a binary or categorical classification) to
classify each image.

As a proof-of-concept solution to show the feasibility of using EKMs (ex-
tracted from EKG traces) for identification purposes, a simple CNN architec-
ture that offers high performance in terms of accuracy and low error rates is
offered!!. In detail, the architecture of the CNN consists of just one convolu-
tional layer plus a fully connected layer to classify users. It has been chosen
to test all the work with a very simple CNN in comparison to the other state-
of-the-art architectures to show that this approach can identify or classify
users even with an elementary architecture (see Table 2.5). Thus, the focus of
this approach is to introduce the EKM as a valid identification method, and
for that purpose, in-depth and rigorous experimentation has been conducted.
Figure 2.7 depicts the used architecture, specifying all dimensions and layers.

Model Year +# Parameters

VGG-16 [156] 2014 138 Million
ResNet-50 [157] 2015 25 Million
Inception v3 [158] 2015 24 Million
EfficientNetBO [159] 2019 5.3 Million
EfficientNetB7 [159] 2019 66 Million

ELEKTRA [13] 2022 1.1 Million

Table 2.5: Comparison of parameters needed to train in different CNNs of the
state-of-the-art.

The first step that the network performs can be considered a preprocessing
step. All input images are cropped to reduce the number of parameters and
eliminate the image axis and white spaces, discarding irrelevant information.
Again, the images that are fed into the CNN after this cropping step, can be
observed in Figure 2.6.

Next, the second layer of the CNN is structured as follows:

e Conv2D: A 2D Convolution occurs where the kernel size is set to 3 x 3

"' The construction of the CNN, which is the same for all experiments of this thesis, can
be found in Appendix A.2.
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Figure 2.7: CNN Architecture

kernel, this means that a 3 x 3 filter is going to slide through the image
with a stride of 1 extracting high-level spatial features.

e Relu: A Rectified Linear Unit (ReLU) function is going to create non-
linear activation. That way, the ReLU selects which features extracted
by the Conv2D are important for the next layer.

e MaxPooling: The Pooling layer reduces the size of the samples. A kernel
of size 2 X 2 inspects the whole image and gets the maximum value of
that kernel, downsampling the features extracted from the convolution
to half of their input size.

e Dropout: A dropout of 70% takes place as a regularisation technique to
prevent over-fitting after the MaxPooling operation.

If the CNN had another layer in order to make it more complex, it would
follow the same intuition as the first layer. Nevertheless, the focus here is to
show how the presented approach can identify users with satisfactory results
with only one Conv2D layer showing that an uncomplicated architecture is
enough to obtain those good results with the ELEKTRA proposal.

The second layer of the network is the Fully-Connected Layer (FCL) or
classification layer. This layer aims to reduce the number of features and
group them into the number of classes that have to be identified (18, 47,
290, or 25, depending on the database). Since this approach deals with a
categorical classification problem, a softmax activation function is used to get
the probability that an image belongs to a class'?. The FCL consists on three
steps:

12Tn some experiments a binary classification is performed, and some adjustments are
needed, as the substitution of Softmax by a Sigmoid function and the Categorical Cross-
Entropy (CCE) for the Binary Cross-Entropy (BCE)

30



e Flatten: Once the previous layers extract features, they are flattened into
a column vector.

e Dense: Two dense layers are used to reduce the number of features ex-
tracted to the number of existing classes.

e Softmax: The last dense layer’s output is activated by a softmax function
to get the probability of belonging to each class.

A NN updates its parameters at each layer by optimising a cost or loss
function during the training of the model. The CNN trains the model while a
CCE cost function is optimised as a categorical problem is faced. For optimi-
sation purposes, Adam optimiser is chosen since it is a widely used approach
when training CNNs [160]. Due to the Graphical Process Unit (GPU) avail-
ability'® the network has to be trained in batches, meaning that all images
cannot be fed into the GPU at the same time, they have to be delivered in
packages called batches. Once all the batches have been processed by the
model, an epoch is completed. Hence, the experiments train the models with
different numbers of epochs and steps per epoch depending on the chosen
database. In the beginning, for some of the experiments, 50 epochs and 70
steps per epoch were set, lately, 50 epochs were not enough to train properly
all the databases such as the MIT-BIHDB and PTBDB. Hence, databases
have been trained for 150, 200, or even 250 or 300 epochs due to the small
EKM datasets. Also, steps per epoch (see Equation 2.1) for these two com-
mented datasets are changed depending on the number of training images:

length(train dataset) 2.1)

Steps per epoch =
psperep batch size

where the batch size is set to 32.

After training each of the models used in each experiment using the train-
ing and validation datasets, the models only have to be tested with the testing
images that the CNN has never seen. All the metrics specified in Section 1.1.3
are obtained for each experiment using only the testing images.

13GPU Tesla Pascal P100 PCle by Artemisa [161]
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CHAPTER 3

LEXPERIMENTATION OVER CONTROL USERS

MOST of the studies in the literature perform user identification over
control user to demonstrate their method efficiency through private
databases or different public databases such as the NSRDB, CYBHi, You
Snooze you win database, the ECG-ID DB or the UofTDB [115, 111, 132,
26, 137, 115]. All users from these databases are considered to be healthy.
Specifically, they are considered to not have any significant Cardiovascular
Disease such as Arrhythmia among others.

In this chapter, the Normal Sinus Rhythm Database (NSRDB) is going
to be studied to perform user identification over control users. This database
has been chosen due to its records’ dimensions. Thanks to each record length,
a large number of EKMs per user can be created and a more accurate result
can be obtained. In fact, for each user, the extensive recordings allow us to
obtain 3000 EKMs for each user regardless of the number of bpfs chosen. This
means that there are 54000 EKMs or images to train and evaluate the model
for each one of the experiments where the whole database is studied. In fact,
this is the most extensive database that is held in this thesis.

All the experiments performed in this chapter are going to be conducted
following the CNN architecture explained in Section 2.4 unless another archi-
tecture or parameter details are specified.

3.1 Influence of bpf over the database

In this first experiment, the focus of the study is the influence of how many
R peaks are taken to identify a user over this database modifying the bpf
parameter (i.e., bpf = {3,5,7}).

The CNN is tested with the produced datasets commented in Section 2.3.
This experiment’s main goal is to determine how many bpf (Rpeqks in an
EKM) are enough to identify an individual. Table 3.1 summarises the results
of these experiments. Four common metrics are used to compare the pro-
posals. Regarding the correct classification of instances, Loss and Accuracy
metrics are studied. Concerning errors, False Acceptance Rate (FAR) and
False Rejection Rate (FRR) commonly used in biometrics [162]| are studied
(all metrics have been studied in Section 1.1.3).
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The results are very similar in the three tests with minor differences (see
Table 3.1). The correct classification of instances is almost perfect in the
presented system. An accuracy higher than 99.0% and loss in the range of
1072 confirms this desirable property. Concerning errors, the FAR is below
the FRR. That is, authorised access is K times more costly than locking out
a legitimate user (i.e. K x FAR = FRR). For example, the parameter K is
equal to 15.5 for bpf = {3}, 18 for bpf = {5} and 15 for bpf = {7}.

Since the differences are minimal between the three alternatives examined,
as a trade-off between usability and performance, it is considered setting the
bpf parameter to 5 as a fair value, and this is the value assumed in the
subsequent experiments. This is due to that for bpf = {3} (focusing on
Figure 2.6a) it can be seen how the first and third R peak only appears once
while the second R peak appears twice which may not seem fair to proper
classification (see Section 2.3). In addition, for bpf = {7} the problem that
one may have is provided by the number of images obtained on a database
depending on the number of bpf chosen. As manybpf are taken to form an
EKM to obtain a dataset, fewer images are going to be obtained in a signal
that is not as large as the ones that are being used in this experiment (the
ones from the NSRDB).

3.2 Time Costs of Convergence

In this experiment, the focus is set on evaluating the time costs of conver-
gence. Meaning that how to find a balance between the performance results
and the time needed to achieve those results will be evaluated.

Hence, by focusing on the costs of convergence of this model together with
this database (the NSRDB), the results by epochs for each of the bpf experi-
ments in Table 3.1 can be seen. There is a tendency in which the 150 epochs
are the best option. This is because training the model with 100 epochs tends
to be under fitted and, with 200 epochs, overfits. For example, looking at
the outcomes from the experiment done with 5bpf, we see that a 99.78% of
accuracy is obtained with 100 epochs. Then, with a bit more training, with
150 epochs, a slightly better result is reached, which is a 99.82% of accuracy.
Finally, by training the network during 200 epochs, the result suffers a slight
decrease up to 99.69% indicating that the network is incapable of keeping on
learning features about the model and suffers an overfit of the data.

Even though for other experiments the expected behaviour is to achieve
better results once the network trains during more epochs, the lower result
obtained in this experiment is for 3 bpf and 150 epochs. The cost function
that is being used to optimise the network is the CCE which is a non-convex
optimisation problem. Thus, local minima can be achieved. This fact is a
possible explanation for why this result is obtained.
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Otherwise, the best-obtained result is with 7 bpf and 150 epochs where
an Accuracy of 99.84% is achieved. It is also remarkable that all values for
FAR and FRR are shallow, indicating outperforming results with ELEKTRA.

bpf Epochs Loss “°U%Y pAR (%) FRR (%)

(%)
100 0.0205 99.5 0.03 0.5
3 150 0.0307 99.04 0.06 0.96
200 0.0115 99.69 0.02 0.31
100 0.0104 99.78 0.01 0.22
5 150  0.0072  99.82 0.01 0.18
200 0.0123 99.69 0.02 0.31
100 0.0138 99.67 0.02 0.33
7 150  0.0057 99.84 0.01 0.15
200 0.0078 99.84 0.01 0.16

Table 3.1: Results obtained from the experiments done for the NSRDB.

On Figure 3.1 there are the Loss function optimisation plotted of training
and validation with the CNN for 100 and 200 epochs and for bpf = {3,5,7}.
It can be observed that all six images are very similar due to very similar
results. Focusing on each result for the same bpf, it can be seen that training
for 100 or 200 epochs makes no relevant change in the loss optimisation.

To summarise, very similar results are obtained regardless of the number
of epochs chosen to train the network. That means that the number of epochs
and, consequently, the time used to train the network is a parameter that can
be modified depending on the requirements of the system. In other words,
if having slightly high FFRR (legitimate users may attempt two times to get
access to the system) can be afforded, the use of fewer epochs is appropriate.
If that FFRR is excessively high for the target application, it is better to use
more epochs in which both FFAR and FFRR are at a low level and a more
robust model is offered.

3.3 One-vs-the-rest (OvR) Classifier

As an additional experiment, the system has been tested using the OvR ap-
proach. For instance, this solution can build the identification system of a
smartphone. To make the system more resistant to attacks (e.g., replay or
impersonation attacks), two classes are used (i.e., the samples of the target
user and the rest).

A new dataset is computed following the approach described below. N
EKM images of a user-q are randomly chosen for building the target class

35



being ¢ € {0,1,...17}. Next, the same number of randomly sampled images
for the resting users are chosen (i.e., where ¢ ¢ p being p C {0,1,...17}).
For the training phase, 2400 EKMs are used and 600 EKMs for the testing
datasets (N = 3000 in our experiments), as in other experiments.

Concerning the CNN model, many of the model’s parameters (e.g., epochs
or dropout) introduced in Section 2.4.2 are maintained. However, some mod-
ifications are applied due to the problem’s nature. The changes consist of
using a Sigmoid as the activation function and a BCE for the loss function as
a binary problem is being solved instead®.

In Table 3.2 results of this binary classification are compared with the
results from a multi-class classifier with 5bpf and 50 epochs 2. In terms of
accuracy, the differences are meaningless (a decrease of less than 0.2%). A
worsening of the results concerning errors is observed although the system
works in the EER point (i.e., FRR = FAR). This result is still appropriate
for a biometrics system since it is still below a 1% [162|. In Table 3.2, we
observe the normalised confusion table of this experiment, which clearly shows
a tiny misclassification rate.

Classification Loss Accuracy (%) FAR (%) FRR(%)
Categorical  0.027 99.47 0.03 0.06
Binary 0.023 99.33 0.67 0.67

Table 3.2: Metrics obtained with the OvR experiment with user 14.

0|0.987 | 0.013
11 0.000 | 1.000
0 1

Table 3.3: Normalised Confusion Matrix from the OvR experiment.

3.4 Classification of a non-seen user

In this experiment, the performance of ELEKTRA against illegitimate sam-
ples is tested. In cybersecurity, this kind of attack represents an impersonation
attack.

Similarly than in Section 3.3, a OvR classifier for each of the eighteen
users in the NSRDB is built. For testing these models against imperson-
ation, a user of the Brno University of Technology ECG Quality Database

!The differences between a binary and a categorical classification are explained in detail
in Appendix A.2.

2Both classifications, binary and categorical, are trained for 50 epochs to simplify the
experiment.
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(BUTQDB) [163] has been randomly chosen. Three-thousand EKM images
are generated for this user, using the procedure explained in Section 2.3. Note
that there is no bias between users from the same database or between both
databases since no significant heart diseases were discovered in any subjects.

After that, each of the models is tested with a set of illegitimate EKMs
(i.e., 3000 EKMs of user 111001). The measurement performed is how many
times each of the images are misclassified as a legitimate user. Next, the
average value of these eighteen experiments is computed, representing the
probability of success for an adversary to conduct an impersonation attack.
Mathematically, assuming a target user-p that belongs to the class-p and an
EK M1 sample of a user-q with q # p:

p(Ar) = ply = class-plr = EKM?) < « (3.1)

In the experiments conducted, the average a value is 0.077. It is a rea-
sonable value for many applications. Note that it implies that the adversary,
on average, only bypasses the system one in ten times. A reader can consider
that this value is high but likely, many systems are blocked after a much lower
number of attempts (e.g., ATM cards are blocked after three attempts?).

3.5 Classification of a Noisy User

As a final experiment, the evaluation of the system performance when dealing
with noisy samples takes place. With this experiment, the main goal is to
demonstrate that not only the CNN used is a simple yet effective one, not
only the images or EKMs offer a good approach for user identification but also
the preprocess of the signal presents outperforming results as it can remove
noise from a signal achieving great performance.

Hence, a random user from the NSRDB is chosen (e.g., the user-12) and
Gaussian Noise (N(0,0.05)) is added to its EKG record. In Figure 3.2 it can
be seen the process where, at first, there is the unfiltered EKG from a user,
then, the noise is added and, finally, the EKG is filtered and processed to
obtain a list of its Rpeqks (see Section 2.2) to compute the EKM image (see
Section 2.3).

3e.g., https://wuw.barclays.co.uk/help/cards/debit-card/wrong-pin/
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(c) Filtered noisy EKG
from wuser 12 of the

NSRDB.

(a) Unfiltered EKG from (b) Noisy EKG from user
user 12 of the NSRDB. 12 of the NSRDB.

Figure 3.2: Process of a noisy EKG: from an unfiltered random EKG to a
noisy and finally filtered EKG.

To illustrate that there are minimum distances between the normal EKG
and the same noisy EKG, there are the images in Figure 3.3. On the left
side, Figure 3.3a shows the initial EKM from this random user without any
added noise. On the right side, Figure 3.3b represents the same EKM as the
one on the left but after adding the noise and processing it. The differences
between these two images can hypothesize that there are not many dissimi-
larities between the two signals meaning that the proposed system (including
the preprocess and obtaining the EKM) offers a strong performance against
noisy signals.

) EKM num. 60 of user 12 from
NSI]S]I){];\/I num. 60 of user 12 from the the NSRDB after adding Noisy to its

signal.

Figure 3.3: Differences between an EKM and its same EKM after adding
noise to a signal.

As a result, these new instances are evaluated with the CNN network
explained in Section 2.4. After testing 2400 EKMs of the randomly chosen
user, the classification accuracy is 99.083%. The above result implies that
the proposed system maintains its workability with noisy signals. Note that
noisy signals are widespread when the EKG records are captured with low-
cost EKG sensors [164]. In addition, Gaussian Noise can in fact be used to
simulate noise from a real-world application as it is stated by the Central
Limit Theorem in Section 7.1.5.
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3.6 Feasibility test over the NSRDB

The last experiment performed over control or healthy users is a feasibility
test in which different sizes of datasets are analysed to study how ELEKTRA
performs when the different amounts of EKMs are used to train and test the
model.

In these experiments, the split for training and testing datasets has been
80-20%. Moreover, the network has been trained during 100 epochs in each of
the experiments and the batch size has been adapted to the different dataset
sizes. The rest of the network has been implemented as it is explained in
Section 2.4.

EKMs/user Total EKMs Acc (%) Loss FAR (%) FRR (%)

3000 54000 99.65 0.0173 0.000207 0.003519
2500 45000 99.50  0.0203 0.000295 0.005020
2000 36000 99.53  0.0207 0.000276  0.004698
1500 27000 99.56  0.0194 0.000261 0.004444
900 16200 99.17  0.0479 0.000490 0.008333
600 10800 99.26  0.0452 0.000435 0.007407
300 5400 97.69 0.1564 0.001361 0.023148

Table 3.4: Results from the feasibility test where different sizes of datasets
are analysed.

By taking a look at Table 3.4 the different results obtained and which
datasets are used can be observed. On the first column there are the number
of EKM per each user and on the second column the total number of EKMs?.
Then, in the coming columns, the results for each of these experiments are
shown in terms of Accuracy, Loss, FAR and FRR.

If the focus is set on Table 3.4 in general, there exists a tendency in which
the fewer images that are used to train, the lower the results. The results
in terms of accuracy are shown in Figure 3.4 where this tendency is plotted.
Even though, all results obtained with all datasets are above a 97.0% of
accuracy showing a really good performance. Even with a dataset with only
5400 EKMs and training during 100 epochs, ELEKTRA can perform user
identification over control users with promising results.

iTotal EKMs = Num.of EKMs - 18
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Figure 3.4: Graphic showing the accuracy results for the feasibility test where
different sizes of datasets are analysed.

3.7 Discussion

After seeing all the experiments performed in this chapter over the NSRDB
comprising 18 healthy users considered control users, it can be assured how
ELEKTRA is a system capable of performing user identification with EKMs
achieving promising results.

In this chapter, identification through control users has been studied and
analysed in many different approaches. First, it has been demonstrated how
the proposed system can identify users achieving an accuracy close to 100.0%
and really low error rates when testing with three different parameters of bpf
being bpf = {3,5,7} shown in Table 3.1. Then, on the same table, it can
be seen that less than 150 epochs are needed to train the network properly.
Again, setting the training epochs on different values to study the time costs
of convergence (epochs = {100,150,200}) the accuracy obtained in all the
experiments is above a 99.0% claiming that with only 100 epochs, the model
can train properly and can identify users with a good performance. In fact,
these results allow playing between the costs of time and the results and error
rates in a way that one can choose between the system that needs to develop
depending on which factor of performance is more important: less training
time or higher results.

The experiment seen in Section 3.3 studied a one-vs-the-rest classifier
showing a different approach where a binary classification takes place. The
achieved results in Table 3.2 demonstrate that a real-life application where
this kind of classification is applied is feasible.

Following a real-life situation experiment, a study of how ELEKTRA per-
forms against impersonation attacks is performed in Section 3.4. A user from

40



a different database was chosen to test the network against a non-seen user.
The result offered claims that an impersonation attack would take place in 1
for every 10 attempts, which is not a high rate considering that many systems
block their identifying attempts every 3 failed attempts.

Between these situational experiments simulating a real-life scenario, there
is the experiment presented in Section 3.5 where again, really good results are
obtained when using a noisy signal to create the EKMs and classify the user.

Lastly, ELEKTRA has been tested to show its feasibility by changing the
data size test that has been used in all other experiments for this chapter. The
model has been tested against different sizes of datasets showing that even
with very few images (300 EKMs per user) the presented model is capable
of classifying users obtaining accuracy results above a 97.0% and really low
error rates below 0.01% of EER.

In conclusion, this chapter has demonstrated how ELEKTRA works and
performs over a pool of control users without a CVD or activity performed
in special. This chapter is the baseline to establish ELEKTRA’s feasibility to
implement user identification using EKG signals converted in to EKMs.
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(b) Loss function optimisation dur-
ing training and validation for 200
epochs with 3bpf over the NSRDB.

Losses evalution over training epochs

— Train Loss
25 ‘ validation Loss
20
15
10
05

l:\"-"xﬂ-\.—w\—u_n_.n.u_____-_a- ———

0 EL 50 7S WA 1% 180 175 200
epochs
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ing training and validation for 200
epochs with 5bpf over the NSRDB.
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(f) Loss function optimisation dur-
ing training and validation for 200
epochs with 7bpf over the NSRDB.

Figure 3.1: Loss function optimisation during training and validation for 100
and 200 epochs for EKMs with 3, 5 or 7 bpf over the NSRDB.



CHAPTER 4

LEXPERIMENTATION OVER USERS WITH CVD

EGARDING identification of users with different Cardiovascular Disease
R (CVD), not many studies are performed where the focus lies on whether
the user is healthy or not. In the work presented in [63], abnormal cardiac
conditions over user identification are studied. However, in other works such
as [133, 56, 63, 113] users with different CVD are included in their studies but
it is not the main focus. In other words, there exist many studies including
databases comprising users with CVD but it is not the main goal of the study,
those databases are used without commenting on which CVD the users have
or even taking care of the CVD itself.

In Chapter 3, the feasibility of ELEKTRA is tested over control users
or users considered to be healthy. This chapter intended to go further by
showing how ELEKTRA behaviours over non-healthy users or users with
different CVD. To do so, two different databases, both containing users with
CVD, were studied: the MIT-BIH Arrhythmia Database and the Physikalisch-
Technische Bundesanstalt.

4.1 Experiments over the MIT-BIHDB

As it has been commented in Section 2.1, the MIT-BIHDB is composed of
24 patients with significant Arrhythmia and 21 random subjects. Hence, this
database has been chosen to study the behaviour of ELEKTRA over a pool
of users where patients and healthy users are mixed. The main goal of this
experiment is to see if a CVD, as it is Arrhythmia, may interfere in the identi-
fication results where both users with and without cardiopathies are included.

First, the number of images or EKMs taken for this experiment must be
considered. The EKG recordings for the MIT-BIHDB are not as large as the
ones in the NSRDB. Consequently, as many EKMs as the ones obtained for the
NSRDB cannot be obtained for this database. As it has been hypothesized,
the more bpf that are taken, the fewer the number of EKMs will be obtained.
This is shown in Table 4.1 on its first and second columns. For 3bpf there
are 35949 images to train and evaluate the model. When the number of bpf
taken to construct each EKM is increased, the number of images decreases
as it happens with 5bpf and 7bpf where there are 21149 and 15119 images,
respectively. Therefore, there is more or less half the number of images for
Tbpf compared with the ones for 3bpf.
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What is remarkable about this database is that, despite significantly de-
creasing the number of images regarding the NSRDB, promising results are
achieved. As it has been commented in the previous experiment in Section
3.1, for this database which results are shown in Table 4.1, with 200 epochs,
there is a slight overfit of the network but not in all experiments with a dif-
ferent number of bpf. It might be that, due to the smaller amount of images,
for seven bpf, 200 epochs is the training that gives the best result. Not only
for all EKMs with 7bpf, but for all the databases. Generally, results with
5bpf are the best for this database, but the best particular result is the one
for 7bpf and a 200 epochs-training with a 97.89% of accuracy.

bpf EKMs Epochs  Loss AC(E;;? <y 1?%1; F(EOI)%
100 0.1268 96.88 0.07  3.12
3 35949 150  0.1160 96.80 0.07 3.20
200 0.1136 96.38 0.71  3.17
100 0.1762 96.12 0.08  3.88
5 21149 150 0.1071 97.63 0.06 237
200 0.1004 97.89 0.07 3.27
100 0.1551 95.92 0.09 4.08
7 15119 150 0.1277 96.12 0.08  3.88
200 0.0934 97.89 0.04 2.11

Table 4.1: Results obtained from the experiments done over the MIT-BIHDB.

After seeing the results for each experiment, if the focus is set on Figure
4.1 the performance evolution for each of the bests results commented on
Table 4.1 are shown. It can be observed how, mainly, the three experiments
with three different values of bpf, are very similar. There are not many differ-
ences between the training and validation evolution as well as with the results
commented before, it can be affirmed that training the network during more
epochs would not offer much higher results in terms of accuracy as it can be
seen how the three training curves plateau since epoch 150 approximately.

Moreover, the three Confusion Matrix (CM) for the same three experi-
ments are also offered in Figures 4.3, 4.4 and 4.5. These CM are the best
results obtained when testing the model trained over the MIT-BIHDB with
3, 5, and 7 bpf. As it can be seen, mostly all users (as commented in Section
2.1, there are 47 users) are correctly classified obtaining an almost perfect
CM. If the focus is set on the black part of any of the three CM, there are
some misclassifications but, regardless of those users that were not able to be
classified, the performance is still very accurate as seen on each image.

Seeing that all the results from the MIT-BIHDB where healthy users are
mixed with patients with different CVD, are above 95% and we even obtain a
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(a) Accuracy evolution
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BIHDB with 5bpf and
200 epochs.
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BIHDB with 7bpf and
200 epochs.

Figure 4.1: Accuracies for the best results obtained during training and vali-
dation with the MIT-BIHDB for 3, 5 and 7bpf.

Losses evolution over training epochs

—— Train Loss

3.5 Validation Loss

3.0

2.5

2.0

1.5 4

1.0

0.5 4

e e o T Dy Sy
0.0

epochs
Figure 4.2: Loss evolution during training and validation for the experiment
with 3bpf and 200 epochs from the MIT-BIHDB where a slightly overfit of
the network is shown.

97.89% in terms of accuracy, it can be presumed that this model can classify
and identify users with ELEKTRA regardless their cardiac health condition.
Furthermore, in terms of FAR and FRR, the results obtained show that it is
feasible to use ELEKTRA to identify users obtaining a very high performance
with meagre error rates.

4.2 Experiments over the PTBDB

The central aspect of the PTBDB, as it is commented in Section 2.1, is that,
similar to the MIT-BIHDB, some users from it have a CVD, and some have
not. This database is built so that some users from it can be excluded or not,
depending on the CVD that the user has. This fact allows the study of how
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ELEKTRA works over a dataset where everyone has a CVD and compares it
to other databases with different users.

Thus, in this section, two different approaches are studied. One approach
is offered by processing the whole database and the other processed only some
CVD to study the difference between performing user identification over a pool
of users which all of them have a CVD and a pool of users where healthy and
non-healthy users are mixed.

4.2.1 PTBDB Study

In Table 4.2, the experiments launched over the whole database can be seen.
This includes different CVD such as Myocarditis or Dysrhythmia and healthy
subjects. This might be similar to the experiments performed over the MIT-
BIHDB where healthy users and patients are mixed.

Two hundred thirty-two users comprise this database, but with small EKG
recordings; for this reason, the amount of EKMs that are held in these exper-
iments is even smaller than the previous ones, which might affect the results.

Regarding the results obtained with this experiment (found in Table 4.2),
it can be observed that with less than half of the images as the ones from the
MIT-BIHDB, a really good performance achieving an accuracy up to 93.96%
for 3bpf is obtained. Hence, in terms of accuracy, it has only decreased as
much as 6 points with, remarking again, less than half of the images. This
means that the proposed method is feasible enough that, having reduced dras-
tically the number of EKMs, is able to perform user identification achieving
promising results.

Focusing on FAR and FRR, the results for the FAR are very low, resulting
in a high performance when a user wants to be identified and it is whom it
claims to be. However, the FRR is not as good as the FAR. This means that
when one user wants to be identified, it might be possible that this user is
going to be rejected 1 of every 10 times that they may try, which may be
considered a low ratio.
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bpf EKMs Epochs Loss AC((:;Or)a <y 1?;01; 1?501){
150 0.4454 88.55 0.05 11.45
3 9854 200 0.4214 89.8 0.056 10.2
250 0.2831 93.96 0.03 6.04
150 0.7463 82.85 0.08 17.15
5 5891 200 0.512 87.27 0.06 12.73
250  0.4594 87.44 0.06 12.56
150 1.2036 71.98 0.15  28.02
7 4180 200 0.9239 79.12 0.11  20.88
250  0.5128 87.64 0.07 12.36

Table 4.2: Results obtained over the experiments done with the PTBDB
with 3, 5 and 7bpf.

In Figure 4.6 there are the three plots for the best results in terms of ac-
curacy obtained for 3, 5 and 7 bpf over the whole PTBDB. By taking a look
at the three figures as a process, it can be noted that as higher the number
of bpf chosen is, the more spiky the plot is. This might be due to the number
of images. As higher the number of bpf chosen, the fewer images are held to
train and test the network. Therefore, the network can have more difficulties
to generalise a proper model to perform user classification.

Based on the results achieved by processing the whole PTBDB, it can be
concluded that ELEKTRA is totally capable of identifying users when differ-
ent types of CVD are mixed with healthy users with even not a significantly
large database.

4.2.2 Study over users with CVD

When studying the PTBDB with only users with CVD 162 users are held.
Consequently, the number of images obtained to train and test the model
decreases even more.

Generally, focusing on Table 4.3 where all these results are shown, bet-
ter results with this database segmentation are achieved than with the whole
database. This might be because it could be easier to identify users that
all have CVD due to the dissimilarity of EKG recordings. As it is shown in
other studies, it is possible to identify different cardiac conditions through
the study and classification of EKGs or EKMs [165, 166, 125, 128, 140, 116].
That implies that each EKM changes depending on the user if they have any
CVD. In conclusion, it may be easier to identify a pool of users where every-
one has a different CVD due to the inter-subject variability of users with CVD.

Then, regarding the experimentation, one more experiment has been added.
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As shown, for this dataset, only 250 epochs to train the model was not enough
to train it properly and achieve the best results. This way, the higher results
for 3 and 5 bpf were achieved with 300 epochs. For the experimentation with
7bpf, 300 epochs were too much, and the model suffered a slightly overfit of
the network. Thus, the best results are achieved with 250 epochs. The results
with Tbpf are not as good as the ones with 3bpf, but this might be due to,
again, the number of EKMs that are disposed to train and test the network
as it is shown in the Table 4.3.

Accuracy FAR FRR
bpt EKMs Epochs Loss (%) (%) (%)

150 0.4445 89.61 0.07 10.39
200 0.2703 93.91 0.04 6.09

3 7266 250 0.2302 96.4 0.02 3.6
300 0.192 97.09 0.02 2.91
150 0.6338 84.13 0.1 15.87

54350 200 0.4225 88.91 0.01 11.09
250 0.3125 93.04 0.05 6.96
300  0.2124  95.0 0.03 5.0
150 1.4065 65.1 0.25 349

7 3066 200 0.856 81.21 0.13 18.79

250 0.5645 88.26 0.09 11.74
300 0.5114 86.58 0.1 13.42

Table 4.3: Results obtained when testing over the PTBDB for patients with
CVD.

In Figure 4.7 there are the accuracy plots for those best results commented
above. In figure 4.7a it can be seen the best result for 3bpf, the accuracy evo-
lution during training and validation of the network is observed. The same
plot is shown for 5bpf (Figure 4.6b) and 7bpf (Figure 4.6¢c). As it is com-
mented in the above section, as more bpf and fewer images are used to train
and test the network, the plot appears to be spikier. Comparing the images
with the ones in Figure 4.6 where all the database is studied, the plots in
this section are spikier than the ones before. Owing to having fewer images
because not the whole database is processed in this experiment and only some
CVD are studied.

Based on the experiments performed in this section where the PTBDB is
studied, it can be affirmed that ELEKTRA can identify a pool of people with
and without different CVD. Moreover, based on the experiments where only
the users with CVD were taken, it is even easier to identify those users if they
all have any CVD.
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4.3 Discussion

As a result of all of the experiments done in this chapter based on the two
databases comprising healthy and non-healthy users, it can be affirmed that
ELEKTRA can perform user identification with EKM achieving promising
results. Moreover, the MIT-BIHDB is one of the most used databases to test
biometric systems with EKGs, by achieving an accuracy of 97.89% it demon-
strated how ELEKTRA is a compatible and efficient method compared to the
literature (see Chapter 6).

As explained before, studying the PTBDB with the whole database per-
mits us to compare this study with the rest of the proposals using this same
database. And then, studying it with only some of the CVD shows how
ELEKTRA can obtain very good results when performing the classification
of users with cardiopathies which may interfere in the creation of the EKM.

To sum up, this chapter shows ELEKTRA’s feasibility for the classification
of users with CVD and a mixture of healthy and non-healthy users. This
approach is poorly studied in the literature and this chapter offers an in-depth
study of how user identification is affected by a CVD.
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Figure 4.3: Confusion Matrix obtained when testing the trained model with
the MIT-BIHDB for 3bpf and 150 epochs.
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Figure 4.4: Confusion Matrix obtained when testing the trained model with
the MIT-BIHDB for 5bpf and 200 epochs.
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Figure 4.5: Confusion Matrix obtained when testing the trained model with
the MIT-BIHDB for 7bpf and 200 epochs.
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Figure 4.6: Accuracies for the best results obtained during training and vali-

dation with the PTBDB for 3, 5 and 7bpf.
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(b) Accuracy evolution
during training and val-
idation for the PTBDB
for CVD with 5bpf and
300 epochs.

(c) Accuracy evolution
during training and val-
idation for the PTBDB
for CVD with 7bpf and
250 epochs.

Figure 4.7: Accuracies for the best results obtained during training and vali-
dation with the PTBDB over users with CVD for 3, 5 and 7bpf.
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CHAPTER B

EXPERIMENTATION OVER USERS
PERFORMING ACTIVITIES

IFFERENCES in the heartbeat rate when performing user identification
D with EKG have been studied several times in the literature such as in
[69] or [22]. Unfortunately, in the literature, there is no work performing user
identification with the Glasgow University Database (GUDB) where various
states of 25 users are presented (as commented in Section 2.1).

In this chapter, the GUDB helps to understand how ELEKTRA works
in different scenarios and, consequently, how cardiovascular activity or differ-
ences in the heartbeat rate can affect user identification with EKGs.

It is important to remark that the number of EKMs obtained to perform
the user identification is very low. This can affect the identification because
the CNN has insufficient data to properly train the model with high perfor-
mance for all the scenarios as for the other databases. Thus, the main goal of
this chapter is to study how those different activities affect user classification
and compare the experiments between them.

As it has been commented in Section 2.1 the GUDB works with 25 healthy
users in five different scenarios. The EKG of each participant was recorded
when they were performing these five activities: sitting, a maths test on a
tablet, walking on a treadmill, running on a treadmill and using a hand bike.
It is understood that there is a different heartbeat rhythm and behaviour
in each of these scenarios. For example, sitting is going to be considered
an activity with a low heart rate and running a cardiovascular activity with
a higher heart rate. Therefore, as commented, the main goal of using this
database is to compare the experimentation between scenarios to evaluate
the performance of ELEKTRA when the user performs different activities
and, consequently, has different heartbeat rates.

5.1 First approach to the GUDB

In this first experiment, each of the possible scenarios is going to be studied
separately. This way, an approach of how ELEKTRA works over each sce-
nario and, consequently, over different heartbeat rates, is offered.

Focusing on Table 5.1 where the experimentation of the GUDB with 3bpf
is presented, it can be seen that all results in terms of accuracy are above
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74.58%. Considering the number of images used in this experiment, it can be
considered a good result. Even a 99.19% of accuracy for one of the experi-
ments is achieved.

Hence, if the results obtained per scenario are analysed, it can be noted
how the best result is obtained for the sitting scenario, where the heart rate
is supposed to be calmer (a 99.19% of accuracy). In contrast, the worst result
is obtained in the jogging scenario, which can be considered cardiovascular
training with a higher heart rate (82.63% of accuracy). The difference in
accuracy between sitting and jogging is about 17 points, which is quite a dif-
ference if it is compared to past experiments and considering that there are
more images for jogging than for sitting. This result presumably means that
it might be easier to identify a user resting with a lower heart rate than when
the heart beats faster.

Better results are obtained when the user’s heart rate is slower could also
explain the rest of the results from the same Table 5.1. The walking scenario,
which could be considered calm if not walking too fast, also has high accuracy
and low error rates. Then, for the scenario where a user is taking a Maths
exam, one could think that a user may or may not be nervous depending on
each experience of the user resulting in different error rates and accuracy for
each user. And then, the hand-bike activity could be considered between a
calm scenario and a cardiovascular activity due to the results obtained.

Scenario EKMs Epochs  Loss AC({;;)&L <y 1?%}){ 1?7?){
150 0.2721 94.87 0.21 5.13
1529 200 0.2504 95.51 0.19 4.49
250 0.1918 94.23 0.24  5.77
150 0.8128 74.58 1.06 25.42
Jogging 2205 200 0.6302 82.63 0.72 17.37
250 0.5329 82.63 0.72  17.37
150 0.1358 94.31 0.24  5.69
Sitting 1335 200 0.0798 99.19 0.03 0.81
250 0.0907 94.56 0.1 244
150 0.2008 93.66 0.26 6.34
Walking 1556 200 0.0867 97.89 0.09 2.11
250  0.0568 98.59 0.06 1.41
150 0.2001 93.33 0.28  6.67
Maths 1474 200  0.1803 94.0 0.25 6
250 0.1254 94.0 0.25 6

Hand-
bike

Table 5.1: Results obtained from the experiments done over the GUDB with
3bpf and over the five different scenarios.

The evolution during training and validation for all these experiments over
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the GUDB with 3bpf can be seen in Figure 5.1. The best result for each of
the experiments shown in Table 5.1 is shown. If the focus is set on Figure
5.1a it can be seen how from epoch 50 approximately there is an overfit of
the network as the training curve is getting to a higher accuracy each time
while the validation curve is not capable to keep on learning and get stuck.
The same happens for the jogging scenario shown in Figure 5.1b but even
earlier, almost at the beginning of the training. At epoch 200, it can be seen
how the network suffers clear overfitting as the validation curve is below the
training one. This figure indicates that the problem of classification of users
with higher heart rates (as in those scenarios) is too complex and the network
may learn it is “noise” or irrelevant information within the dataset. Hence, the
model is unable to generalize well to new data as it is the data from validation.

For the other three Figures (Figure 5.1¢c, 5.1d and 5.1e) where the scenar-
ios in which the users are supposed to have lower heartbeat rates, the training
of the model is not overfitted resulting in higher accuracies as the model is
capable to generalize for non-seen data.

ACCUrSCHS evoiution ower trauming epo:hs

e o AR sy |
l""r““’ a\“ﬁ‘\',“‘!’ N Y I'{’u:
AN

MY

(a) Accuracy evolution
during training and vali-
dation for the GUDB for
Hand bike scenario with
3bpf and 200 epochs.
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(b) Accuracy evolution
during training and val-
idation for the GUDB
for Jogging scenario with
3bpf and 200 epochs.
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(c) Accuracy evolution
during training and val-
idation for the GUDB
for Sitting scenario with
3bpf and 200 epochs.

(d) Accuracy evolution
during training and vali-
dation for the GUDB for
Walking scenario with
3bpf and 250 epochs.

(e) Accuracy evolution
during training and vali-
dation for the GUDB for
Maths scenario with 3bpf
and 200 epochs.

Figure 5.1: Accuracies for the best results obtained during training and vali-
dation with the GUDB over users performing different tasks for 3bpf.
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Lastly, for this section, in Figure 5.2 it can be seen the CM for the best
result from the biking scenario obtained after testing the model with the
GUDB and 3bpf which was the one with 200 epochs as seen in Table 5.1. The
same is obtained for the other four scenarios (Figures 5.3, 5.4, 5.5 and 5.6).
By comparing the five of them, it can be observed how the two CM which
are from scenarios which are supposed to need a higher cardiovascular effort,
show a lower performance of the model when it is tested. For instance, by
simply looking at the figures and the legend to its right, it can be seen how
the parts which are supposed to be all black if good performance is obtained,
clearer colours are shown. In fact, the matrix that shows more variety of
colours is the one from the jogging scenario, which, as commented before, is
the one presumably with higher heart rates. For the rest of the CM, normal
results are obtained compared to the other CM presented in previous chapters.

Therefore, almost all scenarios conclude with the hypothesis that it is
more difficult to identify a user with higher heart rates. Consequently, more
data should be needed to identify users with higher accuracy and lower error
rates.

In the table 5.2 where the experimentation for the GUDB and 5bpf are
shown, it can be seen almost the same results as the ones in the Table 5.1.
As shown here, the bpf is a hyperparameter that has to be cross-validated for
every dataset as it seems to be an important parameter that should be chosen
depending on each database studied and on how large the EKG records are.

Accuracy FAR FRR
(%) (%) (%)
150 0.4945 83.33 0.69 16.67

914 200 0.359 90.74 0.39 9.26
250 0.385 87.96 0.5 12.04

150 0.7453 79.10 091 20.9

Jogging 1317 200 0.6248 83.58 0.71 16.42
250 0.6068 85.82 0.62 14.18

150 0.2813 95.52 0.19 4.48

Sitting 792 200 0.1683 97.01 0.13 299
250 0.1221 98.51 0.06 1.49

150 0.3204 93.10 0.29 6.9

Walking 912 200 0.2077 95.4 0.19 4.6

250 0.2821 90.80 0.38 9.2

150 0.3690 90.32 0.4  9.68

Maths 881 200 0.1891 94.62 0.22 5.38
250 0.1316 97.85 0.09 2.15

Scenario EKMs Epochs  Loss

Hand-
bike

Table 5.2: Results obtained from the experiments done over the GUDB with
5bpf and over the five different scenarios.

o8



Figure 5.2: Confusion Matrix obtained when testing the biking scenario from

the GUDB for 3bpf and 200 epochs.
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Figure 5.3: Confusion Matrix obtained when testing the jogging scenario from

the GUDB for 3bpf and 200 epochs.
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Figure 5.4: Confusion Matrix obtained when testing the sitting scenario from

the GUDB for 3bpf and 200 epochs.
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Figure 5.5: Confusion Matrix obtained when testing the walking scenario from

the GUDB for 3bpf and 250 epochs.
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For this experiment with 5bpf results are expected to be a bit lower due
to the significant decrease in the number of images that the model holds to
properly train and test the network (see Table 5.2). As it was seen in the
previous experiment and also can be seen in Figure 5.7b, the training and
validation performance for the jogging scenario from the GUDB with 5bpf
suffers an overfit of the network as happened before. In this figure, it can
be seen that, from the very beginning, the network is unable to generalize
with the data that it holds and, consequently, it suffers an overfit indicated
by the low performance shown in the validation curve. The overfitting might
be caused, as commented, due to the higher heart rates when jogging as the
network might learn the “noise” or other features instead of the important
ones that make a user unique.

The lack of data for this experiment also explain why all the training and
validation curves on the rest of figures for this experiment (Figures 5.7a, 5.7d,
5.7e and 5.7c) are so spiky. As seen in the experimentation, the data hold is
not enough to offer the same results as the ones in Chapter 3 where control
users are presented and thousands of users are held to train, validate and test
the model. Even though, results obtained with the GUDB and 5bpf for the
different activities, are above an 85.82% of accuracy and even a 97.85% of
accuracy is achieved with the Maths scenario indicating that ELEKTRA can
cope with these different scenarios.

CM for this experiment can be seen on Figures 5.8, 5.9, 5.12, 5.10 and
5.11. As happened in the previous experiment, this CM follows more or less
the same lines. The difference is, again, the number of images. As there are
fewer images held for these experiments than in the previous ones, results
have decreased and, consequently, the CM are affected. For example, the one
for the jogging scenario in Figure 5.9 has even more variation of colours on
the “black side ” of the matrix indicating that some users have been misclas-
sified. For instance, user called 21 has been misclassified into user 6, as it is
indicated in the CM. The rest of the CM, are more or less similar to the ones
before.

The experiments for the GUDB and 7bpf have not been included due to
the small number of images available. Less than 700 or 800 images to identify
25 users with the CNN is not enough to obtain conclusive results based on
the previous experiments.

5.2 Combination of users performing different ac-
tivities

Following the line of the tests for the GUDB, this database has also been
tested where the whole dataset with all the scenarios is merged. The results
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of these experiments can be seen in Table 5.3. The highest result (91.32% of
accuracy) was achieved in the experiments with 3bpf, 250 epochs and 8099
images. If it is compared with the results obtained in the experiment where
the scenarios are detached in Table 5.1 it can be observed that this new re-
sult is better than the ones obtained in the scenarios where a cardiac activity
occurred (such as jogging with an 85.82%). However, it is worse than resting
scenarios (such as sitting with a 98.51%). It means that this approach offers
almost an average of the past results. In fact, when looking to Figures 5.13a,
5.13b and 5.13c it can be seen the loss evolution for training and testing for
each of the experiments shown in Table 5.3 for 3bpf. As it is noted, there
is overfitting of the network as the validation curve is positioned above the
training curve in all of the experiments. This may be because the data held
in the experiment is not enough to train or that, as the EKMs are so different
in each of the merged scenarios, the model is not capable to generalize for one
set of features that makes each user unique.

Then, concerning the results with 5bpf, the approach offers lower accu-
racies and error rates. It is important to remark that there are nearly half
of the number of images compared to the experiment with 3bpf. Seeing Fig-
ures b.14a, 5.14b and 5.14c the training and validation evolution for the loss
function can be observed. Compared to the experiment with 3bpf, the net-
work with 5bpf does not suffer as much overfit as the model with 3bpf. Even
though lower results are obtained and it can be observed how the network
has problems conveying as both curves are very spiky indicating difficulties
to generalize and learn the proper features of the network.

This result shows that more data is needed to train the network correctly.
For this reason, more data will be needed to identify a user when working
with scenarios where cardiovascular activity occurs.

Accuracy FAR FRR

Epochs  Loss (%) %) (%)
150 0.3444 89.06 0.45 11.62
3 8099 200 0.3441 88.81 0.47 11.49
250  0.2963 91.32 0.36 9.06
150 0.7209 79.19 0.87 20.81
5 4816 200 0.6205 81.89 0.75 18.11
250  0.5708 82.47 0.73 17.53

bpf EKMs

Table 5.3: Results obtained from the experiments done over the GUDB with
3 and 5bpf joining all scenarios by doing an All vs. All.
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53 HCA or LCA

Following the lines of the experiments done in this chapter over the GUDB,
as it has been already noticed, for scenarios where a cardiovascular effort is
required, the identification of users becomes more complex. To study this

hypothesis, four of five scenarios have been merged into two categories: LCA
and HCA.

The LCA scenario is where the user is supposed to perform an activity
that does not demand great effort and a low heart rate is supposed. It has
been named as LCA to have a reference. Hence, the LCA scenario comprises
the walking and sitting activities presented in Section 2.1.

The other scenario comprises the activities from the GUDB which are
considered to need a higher effort and, consequently, have a higher heart rate,
called HCA. These are jogging and biking scenarios.

The missing scenario is where users perform a maths exam. This scenario
has not been included because a user can have a lower or higher heart rate
depending on whether the person is nervous or not. Hence, this scenario is not
included in this experiment to have a clear separation between heart rates.
All results from this experiment can be found on Table 5.4

The 90% of the heatmaps from all the images obtained are used to train
the network while the 10% resting is used to test the network. The network
has been trained and tested over 25 users with a categorical classification but
feeding two scenarios simultaneously in each test.

So, as it can be seen on Table 5.4, despite having less images for the LCA
scenario than for the HCA scenario, better results are obtained for LCA one.

In Figure 5.15a, it can be seen the training and validation evolution for
the LCA scenario with 3bpf and the best result obtained for it, which is 150
epochs. And, in Figure 5.15b the same plot can be seen but for the HCA
scenario and 250 epochs, which was the best result. Both plots show spiky
curves indicating some difficulties in learning features to generalise in a proper
model. As commented before, despite having fewer images for the HCA, the
model needs more epochs to achieve proper results with this scenario.

!The bpf hyperparameter chosen for all these experiments is 3bpf. It has been chosen
to represent this experiment with 3bpf because more images can be obtained and used to
test our network.
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- Accuracy FAR FRR
Scenario EKMs Epochs  Loss (%) (%) (%)

100 0.1797 96.6 0.14  3.08
150  0.1245 97.74 0.09 1.93

LCA 2891 200 0.1091 96.98 0.13 2.61
250 0.1118 95.47 0.19 4.86

100 0.7642 75.77 1.01  23.83

HCA 3734 150 0.5784 83.16 0.7 174

200 0.518 84.18 0.66 15.99
250  0.4595 85.71 0.6 14.17

Table 5.4: Results obtained when testing over the GUDB distinguishing be-
tween two scenarios: LCA or HCA.

This trait fully confirms the hypothesis that higher results are obtained
when a user rests than when performing a cardiovascular activity. In fact, the
best result for the LCA scenario is a 97.74% of accuracy; meanwhile, cardio-
vascular activity obtains 12 points less with an 85.71% of accuracy. There is
an essential difference between the results of both scenarios.

To keep on studying how different heartbeat rates are obtained as a result
of performing different activities, training and testing scenarios have been
mixed to follow investigations over the GUDB. It means that, by seeing Table
5.5 for the first experiment on this table, the network has been trained with
the LCA images and tested with the images from the HCA scenario. Further-
more, for the second experiment, the opposite has been done: training with
the HCA scenario and testing with the LCA one.

Thus, focusing on Table 5.5, once again, what has been hypothesized can
be confirmed: it is more complex to identify users with higher heart rates. In
the first row, where the tested users are the ones performing cardiovascular
activities, there are low accuracies, and in the second row, where the users
tested are the resting ones, improved results are obtained.

By setting the focus on Figures 5.16 and 5.17 it can be seen how these CM
are not very similar to the ones from the previous experiments. The main goal
of this experiment is to show that it is not possible to train a model when the
user is in one state and perform the testing on a different state with a different
heartbeat rhythm with this amount of images, the CM were expected to show
it by showing less accurate results.

Results from this experiment were not expected to be very high compared
to the others. These results were expected to show the difference between
training and testing with different scenarios so they can be compared. These
two databases used for this experiment are more balanced, even though the
resting one the one with fewer images, is the one obtaining higher perfor-
mances.
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Accuracy FAR FRR

Scenario EKMs Epochs  Loss (%) (%) (%)

Train 100 4.2492 32.91 2.81 68.99
LCA 3018 150 4.8969 33.16 2.8  69.17
Test 200 5.187 37.24 2.62 65.42
HCA 250 6.263 35.71 2.69 66.84
Train 100 2.0277 41.16 247 5791
HCA 3607 150 1.8747 45.28 2.28  54.05
Test 200  2.1209 46.42 2.25 52.83
LCA 250 2.5796 43.77 2.35 55.85

Table 5.5: Results obtained when testing over the GUDB training and testing
with different scenarios. Testing with the LCA images and training with HCA
ones on the first row and the other way round on the second row.

5.4 Fight of scenarios

The last experiment launched of this project to study the GUDB and the
differences between heartbeat rates over user identification is the one that
can be seen in Table 5.6. In this table, different scenarios have been mixed in
their training and testing phases. Like the experiment commented above in
Table 5.5, an already trained model has been used for a scenario or activity
and then, another scenario has been tested over this trained model.

The first two rows of the Table 5.6 refers to two scenarios: walking and
biking. On the first row, there appear the results shown for training the
model with the walking scenario and testing with biking and, on the second
row, there is the opposite case. What is interesting about these two scenarios
is that both of them achieve the same higher accuracy, which is 50%. This
might be because, depending on the user’s speed when walking and biking,
the effort of each one, might be similar, resulting in similar results.

Then, on the following rows of the same table, the sitting scenario is the
one used for all the experiments (the one with better results when trained
and tested by itself) and the testing phase has been performed with all other
scenarios to study the difference among them.

The third row is the one in which the lower results were obtained. This
was expected because the sitting scenario was used for training and the test-
ing scenario was jogging. Hence, in this particular experiment, the model was
trained with the scenario with the lower heartbeat rate, and the users used
to predict were having higher heartbeat rates. Consequently, the lowest re-
sult in Table 5.6 is for this experiment. If the error rates are studied, it is
also obtained the lowest FRR in all the experiments which is 89.05%. This
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means that every nine of each ten times a user attempts to access the secure
resource after our biometric system will be rejected. On the contrary, the
FAR is high but not as high as the FRR because it is 3.67% (the highest).
This means that from every 100 attempts of impersonating the proposed bio-
metric system, only almost 4 of them would succeed. This result tells that
the proposed approach will not accept an impostor in most cases, even with
low performances over users with higher heartbeat rates.

The left experiments on Table 5.6 confirm that with higher heartbeat rates
(such as biking) the identification has worst results than with lower heartbeat
rates (such as walking or performing a maths exam) as demonstrated during
all our experiments.

Accuracy FAR FRR

Scenario EKMs Epochs  Loss %) (%) (%)

Train 100 24924  46.15 224 58.29
Walk ..o 150  3.2805 4808 216  5L56
Test 200  3.4784 50 2.08 52.23
Bike 250  3.2747 4872 214  53.13
Train 100 24393 4296 238 53.49
Bike .. 150 2261 493 212 46.73
Test 200  3.1415  47.80  2.18  47.38
Walk 250  2.9027 50 2.09 45.37
Train 100 6.2369  13.14  3.65 88.08

Sitting o 150 7.7108 16.53  3.51 86.4
Test 200  8.169 16.1  3.52  86.42

Jogging 250 77617 1271 3.67  89.05

Train 100 35188 4333 237 58.02
Sitting 400 150 43421 4733 219 5486
Test 200 4413 47.33 219  54.65
Maths 250  4.2452 50 2.08 50.73
Train 100 29046 3521 2.7  66.97
Sitting . 150 3.81 338 276  68.36
Test 200  3.441 36.62  2.64 66.78

Walking 250  3.7029 41.55 2.44 61.61

Train 100 3.9325 2628  3.08 77.25
Sitting 4.0 150 44912 3013 291 745
Test 200 4.5356  33.97 275 72.02
Bike 250  5.1502  28.21  2.99  76.52

Table 5.6: Results obtained when testing over the GUDB training and testing
with different scenarios.

As there is no training in these experiments, the CM of these results are
offered. The perfect CM would be the one that would have a perfect diagonal
line coloured and the rest of the CM would be all black. Hence, by checking
the CM for these experiments, very different results can be seen.
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As hypothesized the CM closer to the perfect one are the ones where the
scenarios used to train and test which are supposed to be closer in heartbeat
rates such as in Figures 5.18 and 5.19 which are for training with the walking
scenario and predicting with the biking scenario and vice versa.

Then, it can be seen that the worst CM is obtained when training with
the scenario where the lowest heartbeat rate is supposed and testing with the
higher heartbeat rate, which is training with sitting and testing with jogging
seen in Figure 5.23. Instead of having the diagonal highlighted, there are two
columns indicating a clear misclassification of users. In fact, most of the users
have been misclassified into the same users which are, namely, users 3, 4, 13
and 15.

5.5 Discussion

An in-depth study of the GUDB over user classification with EKM has been
performed in this chapter. First, a first approach seen in Section 5.1 has
demonstrated how the ELEKTRA methodology is feasible to identify users
from the GUDB to a lesser or greater extent depending on the scenario or
activity that the user was performing.

All scenarios have been merged in Section 5.2 to show how ELEKTRA
can classify a pool of users where the users were performing different activi-
ties to show the need for more data in this situation. This means that when
in an identification system the main goal is to identify users performing any
activity or having different heartbeat rates, more data is needed to achieve
better performance as the network does not have enough data to generalize
in a proper model. Then, the differences between scenarios depending on the
heartbeat rhythm where different activities were merged are shown in Section
5.3. In this section, the first demonstration of how for higher heart rates it is
more complex to identify those users takes place.

Finally, some of the scenarios had been put against others in Section 5.4
to follow the lead investigation over differences in heartbeat rhythms resulting
in having lower accuracies for scenarios where more differences in heartbeat
rates were shown.

In conclusion, thanks to this extensive study over the GUDB where the
users are performing five different activities with different heartbeat rhythms,
support the put forward theory in this work about the differences in heartbeat
rates. With this work, it is supported that it is more complex to identify users
and classify them for higher heart rates. However, this does not apply when
a user is being impersonated. It can be seen in the error rates obtained in the
experiments, as there are high values for the FRR and lower values for the
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Figure 5.6: Confusion Matrix obtained when testing the maths scenario from

the GUDB for 3bpf and 200 epochs.
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Figure 5.7: Accuracies for the best results obtained during training and vali-
dation with the GUDB over users performing different tasks for 5bpf.
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Figure 5.8: Confusion Matrix obtained when testing the biking scenario from

the GUDB for 5bpf and 200 epochs.
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Figure 5.9: Confusion Matrix obtained when testing the jogging scenario from

the GUDB for 5bpf and 250 epochs.
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Figure 5.10: Confusion Matrix obtained when testing the sitting scenario from

the GUDB for 5bpf and 250 epochs.
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Figure 5.11: Confusion Matrix obtained when testing the walking scenario
from the GUDB for 5bpf and 200 epochs.
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Figure 5.12: Confusion Matrix obtained when testing the maths scenario from

the GUDB for 5bpf and 250 epochs.

(a) Loss evolution dur-
ing training and vali-
dation for the GUDB
where all the scenarios
are merged with 3bpf
and 150 epochs.

(b) Loss evolution dur-
ing training and vali-
dation for the GUDB
where all the scenarios
are merged with 3bpf
and 200 epochs.

(c) Loss evolution dur-
ing training and vali-
dation for the GUDB
where all the scenarios
are merged with 3bpf
and 250 epochs.

Figure 5.13: Loss evolution during training and validation from Section 5.2

with the GUDB for 3bpf.
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Figure 5.14: Loss evolution during training and validation from Section 5.2

with the GUDB for 5bpf.
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Figure 5.16: Confusion Matrix obtained when training the model with the
LCA scenario and predicting with the HCA scenario from the GUDB with
3bpf and 200 epochs.
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Figure 5.17: Confusion Matrix obtained when training the model with the
HCA scenario and predicting with the LCA scenario from the GUDB with
3bpf and 200 epochs.
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Figure 5.18: Confusion Matrix obtained when training the model with the
walking scenario and predicting with the biking scenario from the GUDB
with 3bpf and 200 epochs.
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Figure 5.19: Confusion Matrix obtained when training the model with the
biking scenario and predicting with the walking scenario from the GUDB
with 3bpf and 250 epochs.
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Figure 5.20: Confusion Matrix obtained when training the model with the
sitting scenario and predicting with the jogging scenario from the GUDB
with 3bpf and 150 epochs.

83



Figure 5.21: Confusion Matrix obtained when training the model with the
sitting scenario and predicting with the biking scenario from the GUDB with
3bpf and 200 epochs.

84



Figure 5.22: Confusion Matrix obtained when training the model with the
sitting scenario and predicting with the maths scenario from the GUDB with
3bpf and 250 epochs.
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Figure 5.23: Confusion Matrix obtained when training the model with the
sitting scenario and predicting with the walking scenario from the GUDB
with 3bpf and 250 epochs.
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CHAPTER O

RELATED WORK

N this chapter a comparison between ELEKTRA’s performance and the
I state-of-the-art models for human identification through their EKG is of-
fered. The works presented in Table 6.1 have been chosen due to similarities
with the presented model in this thesis or due to studying the same databases
as the ones in the previous chapters. This way, an accurate comparison be-
tween similar methods can be performed and an evaluation of ELEKTRA is
presented.

6.1 Comparative Analysis

Jikui Liu et al., 2018 [99]. In the first work exposed on Table 6.1 a non-
fiducial feature extraction based on AutoRegressive Model (ARM) is offered
to perform user identification through EKG. To test their efficiency the au-
thors perform two different kinds of tests over the same database, the PTBDB.
The authors grab 50 healthy users from this database and another 50 users
but non-healthy ones with a CVD achieving a 98% and a 100% of accuracy,
respectively. Their work explained that these accuracy metrics are obtained
using one data vector per user. This means that, of 50 healthy users, only
one was misclassified. The same happens for the non-healthy users: they use
one data vector per user, and all were correctly classified; this is how they
obtain a 98% and 100% of accuracy. However, ELEKTRA proposes a better
generalization method by testing over hundreds of images for each user while
simultaneously achieving similar results with the PTBDB as it is a 98.89% of
accuracy. We also offer lower error rates, as shown with an EER of 1.075%.
Therefore, ELEKTRA outperforms [99].

Joao Ribeiro Pinto et al., 2020 [113]. The next work seen on Table 6.1
is the one presented in [113] also testing their proposal over the PTBDB. The
authors use a CNN to train and test not over segmentation of data points or
data vectors but users, meaning that they train the model with the UofTDB,
fine-tune it with the PTBDB and test it over the PTBDB. Their proposal
offers a good point of view but, unfortunately, worse results than ELEKTRA
are offered as the EER obtained with the PTBDB is a 9.06% while with
ELEKTRA a 1.075 of EER is achieved.

Ruggero Donida Labati et al., 2019, Deep-ECG [93]. Following the
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line of testing identification models through EKG over the PTBDB the work
presented in [93] is offered. In this work, the authors use 6 layers CNN, three
max-pooling layers, three Local Response Normalisation layers, one dropout
layer and a fully connected plus a softmax layer as the feature extractor.
ELEKTRA is able to perform feature extraction and classification with a
one-layer CNN achieving similar results. It has to be taken into account that
the user classification with the work in [93] achieves a 1.63% of EER over 52
healthy users, not the whole database. Therefore, with a simpler CNN and
more users, ELEKTRA outperforms [93].

Yifan Chu et al., 2019 [94]. In the work presented in [94] exposed
in Table 6.1 the authors also used two separate methods to perform feature
extraction and classification instead of one, as is proposed with ELEKTRA.
A CNN is used as the identification method but the Euclidean Distance is
needed to calculate the difference between vectors of features representing
the users. As explained in Section 1.2.1, there exist a process for user identifi-
cation with EKG that may vary between proposals. In this case, four steps are
needed: data acquisition; signal preprocessing performing a concatenation of
heartbeats; feature extraction with a CNN and; classification with Euclidean
Distance. What is remarkable about the project presented in this thesis is
that similar results are achieved in many of the proposals with one step less as
the feature extraction and classification is performed in just one step. There-
fore, ELEKTRA is more efficient than [94] in terms of processing steps. In
addition, with this work commented, when testing with the MIT-BIHDB the
authors obtain a 4.74% of EER while with ELEKTRA a 1.075% is achieved
(see Table 6.2).

Pei-Lun Hong et al., 2019 [129]. In the case of [129], the user iden-
tification is also performed through a CNN but, in this case, the NN works
as the feature extractor and the classifier. There are three types of images
fed into the CNN which are based on converting EKG data time series into
these images by a) spatial correlation-based, b) temporal correlation-based
and c) raw beat bundle-based methods. They use the PTBDB to train the
Inception-v3 model to finally achieve an IR of 98.1% over 200 users from the
database while over the whole database, ELEKTRA can achieve a 99.94% of
accuracy (see Table 6.2) showing higher results.

Beom-Hun Kim et al., 2020 [115]. Classification of users through
their EKG by using bidirectional LSTMs and RNNs tested over the MIT-
BIHDB and NSRDB is the work proposed in [115]. Their highest result is
obtained by a network composed of three bilateral LSTM, a late fusion and
one softmax layer achieving accuracies of 99.8% for the MIT-BIHDB and a
100% for the NSRDB. Meanwhile, with ELEKTRA very similar results are
achieved by using just a one-layer CNN which is much simpler than the net-
work used by the authors of the presented paper.
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Yazhao Li et al., 2020 [111]. In chapter 3 the NSRDB was taken as the
baseline to demonstrate the feasibility of ELEKTRA over control users. In
the work presented in [111], the NSRDB is also the database used to evaluate
their identification method through EKGs with CNN. In this case, instead of
using a simple yet effective one-layer CNN, the authors use a Cascaded-CNN
where three CNNs are concatenated and trained progressively. Unfortunately,
despite using a more complex CNN, their achieved accuracy with the NSRDB
is a 99.0% which is below the result obtained with ELEKTRA over the same
database (99.84% of accuracy).

Eduardo José da Silva Luz et al., 2017 [26]. In the work presented
in [26] the authors use two strategies to perform user identification, one is
using the raw ECG signal and the other is using a heartbeat spectrogram
representation of the EKG to finally fuse them to perform user classification.
The spectrogram they use is the visual representation of the energy of the
signal expressed as a function of frequency and time, which can be considered
similar to the last step of the construction of the EKM where the matrix is
plotted into a heatmap. Despite offering an interesting approach, their results
have pretty high error rates. Over a database of healthy users (CYBHi), they
obtain almost 20% of EER while with ELEKTRA over the database with
control users a 0.08% is obtained. The same happens for the UofTDB where
healthy users are mixed with non-healthy ones (as with the MIT-BIHDB), a
19.37% of EER is obtained while ELEKTRA obtains a 1.075% of EER over
the MIT-BIHDB.

Mohamed Hammad et al., 2018 [137]. A different proposal shown in
Table 6.1 is the one presented in [137] where a multi-modal biometric system
is developed by fusing EKG together with fingerprint. The authors claim that
an EKG is better at rejecting impostors and the fingerprint is more suitable
to accept genuine users. To perform the final identification of users the EKG
has to be converted into an image where each EKG beat is plotted as an indi-
vidual grey-scale image. Consequently, the image used to feed into a CNN is
a white image with a grey line providing irrelevant information (white spaces)
to the CNN. Through the whole process of creating the EKM, the proposed
model in this thesis avoids adding irrelevant information for the CNN to pro-
cess by plotting the frequency on each heatmap. Hence, all the information
provided in the process of user identification is useful and both works (the one
presented in [137] and the one presented in this thesis) achieve very similar
results as with the PTBDB in the work done in [137] a 98.66% of accuracy is
obtained with 100 users while with ELEKTRA and 162 users from the same
database, a 97.09% of accuracy is obtained.

T.W. Shen et al., 2002 [56]. The work proposed in [56] was one of
the first works to implement user identification through EKG. As expected,
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new techniques and investigations have to lead to better results by achieving
higher accuracies and lower error rates than 80.0% or 95.0% of accuracy with
the MIT-BIHDB. Mostly all EKG studies achieve better performances.

Alex Barros et al., 2020 [167]. The work presented in [167] proposes
an EKG identification system based on fiducial analysis and tests it over
the Physionet database challenge called “You snooze you win” which is con-
formed by all healthy users, as the NSRDB. It could be considered that the
main drawback of this work is to base their proposal on a fiducial analysis
per se. As explained in Section 1.2.2 a fiducial analysis consists of taking as a
reference the fiducial points of the EKG signal. Hence, it is computationally
more costly than a non-fiducial analysis as all the fiducial points have to be
computed and studied. ELEKTRA do not perform a fiducial analysis over
the whole signal to perform user classification and achieve similar results.
While [167] achieves an EER of 0.32% over the database “You snooze you
win”, ELEKTRA achieves an EER of 0.08% over the NSRDB, which is also
a database comprising all healthy users.

Khairul Sidek et al., 2014 [63]. The authors of the work presented
in |63] and shown in Table 6.1 test their proposal over databases with users
having abnormal cardiac conditions. They use a NCN technique over the
EKG segments and then use different classification algorithms to perform
user identification. The authors can achieve good results in terms of accuracy
over their tested databases but, for example, for the MIT-BIHDB, the authors
of this presented work achieve 96.7% of accuracy while with ELEKTRA over
the same database a 97.89% of accuracy is achieved.

Ronald Salloum et al., 2017 [23]. Promising results are achieved in
the work done in [23] where the identification of EKG takes place through
RNN and NN with LSTM and GRU. The input to their NN is a vector of sev-
eral consecutive heartbeat waveforms. To achieve the results shown in Table
6.1 the authors use 9 heartbeats while with ELEKTRA 3, 5 o 7 heartbeats
are used. When they set the number of heartbeats used to three, the re-
sult changes to 98.2% of accuracy while with ELEKTRA a 96.8% is obtained
which is a very similar result achieved with a much simpler system. All in all,
their good results are achieved by using complex NN and a high number of
heartbeats per instance.

Gokhan Altan et al., 2019 [136]. A Second Order Difference Plot
is a non-linear time-series analysis method that allows extracting features.
The authors of [136] have based their identification work over the SODP to-
gether with a k-NN to perform user classification. Their method is tested over
three different databases as shown in Table 6.1. The accuracy of their model is
evaluated achieving 99.86% and 95.12% for the NSRDB and the MIT-BIHDB,
respectively. While, for the same databases, ELEKTRA achieves 99.84% and
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97.89%, respectively.

Qingxue Zhang et al., 2017 HeartID [24]. In line with the user iden-
tification using CNNs, the work presented in [24] presents their proposal based
on EKG segments that are transformed to the wavelet domain to set them
as the input of a 1-D CNN. The authors test it over eight different databases
with control users and users with CVD, but their results in terms of the IR
are not as accurate as the ones presented with ELEKTRA. As it can be seen
in Table 6.1 their IR over the NSRDB is a 95.1% while the IR obtained in
this thesis with the same database a 99.98%. The same happens with the
MIT-BIHDB where the authors obtain a 91.1% of IR while in Chapter 4 an
IR of 99.91% is offered.

Joao Ribeiro Pinto et al., 2020 [113]. The next work in Table 6.1
is the one found in [113] where this proposal is based on a 1-D CNN, where
the training is set over one database and the testing of the identification of
users, is done with another database. It is a very interesting proposal but it
may not offer very good performance as seen in their results. Their highest
result over the PTBDB is an EER of 9.06% while, over the same database,
the result achieved with ELEKTRA is a 3.04% of EER.

Mohamed Hammad et al., 2019 [113]. In the work presented in [117]
very good results are offered by achieving really low error rates. That might
be due to the that their proposal is based on fusing features extracted from a
fiducial analysis of the EKG signal together with one beat of the signal to set
them as the input of a 6-layer CNN. Hence, there is evidence that the authors
offer very good results but to do so, they have to use a very complex model
with a complex architecture which includes a fiducial analysis which may be
considered computationally costly compared to ELEKTRA. Hence, while in
[117] an EER of 1.63% is obtained over the PTBDB by fusing the fiducial
analysis of the signal with one beat of it, with ELEKTRA and a one-layer of
a 2D CNN a 3.04% of EER is achieved.

Zhidong Zhao et al., 2018 [133]. The last work in Table 6.1 is the
one found in [133] where the authors convert the EKG signal into a 2D image
through the S-transformation (by plotting the EKG trajectory image). To use
a transformation of an EKG into an image to feed a 2D CNN can be a delicate
task as the whole image has to provide useful and relevant information to the
CNN to be as efficient as possible. Therefore, some works have commented
that they do different transformations to the EKG signal to obtain an image
so the authors can use it as the classification method. As is the case of some
commented works such as [26], [137] and the work just commented in [133].
The main drawback of some of them ([26] and [132]) is that the authors create
the image with lots of blank spaces providing irrelevant information instead
of plotting different features (such as the frequency) as [137] or ELEKTRA
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does. As a consequence, despite having good results, a proposal which con-
siders images to provide useless information is considered to be less efficient
than other works in the state-of-the-art.

6.2 Summary of ELEKTRA's results

In this Section, Table 6.2 is presented as a summary of the results obtained
during the experimentation with four databases over ELEKTRA as a biomet-
ric system for user identification with EKG. The best results are shown for
each case regardless of the number of bpf chosen to extract the EKMs. In the
case of the GUDB the result obtained from the sitting scenario is the best
approach with this database.
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Proposal

DDBB

Subjects

Condition

Methodology

Metric

Result

(%)
s ) 50 healthy . 98.0
Jikui Liu et al., 2018 [99] PTBDB 50 non-healthy AutoRegressive Models ~ Acc 100
Joao Ribeiro Pinto et al., 2020 [113] ~ PTBDB pgp  healthy and IT-CNN EER  9.06
non-healthy
Ruggero Donida Labati et al., )
2019 Deep-ECG [93)] PTBDB 52 healthy CNN EER 1.63
o ) PTBDB 52 healthy CNN + 0.59
Yifan Chu et al., 2019 [94] healthy and FEuclidian Distance EER
MIT-BIHDB 47 4.74
non-healthy
Pei-Lun Hong et al., 2019 [129] PTBDB 200 E:ltliydﬁj Pretramed IR 981
healthy and
Beom-Hun Kim et al., 2020 [115] MIT-BIHDEB 47 non-healthy biLSTM Acc 998
NSRDB 18 healthy 100
Yazhao Li et al., 2020 [111] NSRDB 18 healthy Cascaded-CNN Acc 99.0
H = .
Eduardo José da Silva Luz et al., CYBHi 05 Ile};i(ﬁtllgn(l g )ec(i]r\(I)Nram EER 19.57
2017 [26] UofTDB 1020 non_he{mhy Pectrog 19.37
CYBHi 63 healthy 98.97
Mohamed Hammad et al., 2018 [137] healthy and CNN-2D Plot Acc
PTBDB 100 98.66
non-healthy
. healthy and DBNN 80.0
T.W. Shen et al., 2002 [56] MIT-BIHDB 47 non-healthy Template Matching Acc 95.0
Alex Barros et al., 2020 [167] You Sno.oze 1985 healthy Fiducial Analysis EER 0.32
You Win
DiSciRiDB 51 non-healthy NON - 99.3
Khairul Sidek et al., 2014 [63] SVDB 07 nowhealthy i p kNN /RBF Acc 964
MIT-BIHDB 47 Ay 96.7
non-healthy
ECG-ID 90 healthy 100.0
LSTM Acc
Ronald Salloum et al., 2017 [23] MIT-BIHDB A7 healthy and 100.0
non-healthy
ECG-ID 90 healthy 91.96
SODP +
Gokhan Altan et al., 2019 [136] NSRDB 18 heiﬁahlthgn . NN Acc 9986
MIT-BIHDB 47 Y 95.12
non-healthy
Qingxue Zhang et al., NSRDB 18 hcl;ftillthznd 1D CNN IR 9.1
2017 HeartID [24] MIT-BIHDB 47 aluhy ¢ 91.1
non-healthy
Joao Ribeiro Pinto et al., 2020 [113] PTBDB g3y healthy and 1D CNN EER  9.06
non-healthy
Mohamed Hammad et al., 2019 [117] ~ C Y DHI 0 ety oo NN mER
PTBDB 232 Y Y 1.63
non-healthy
Zhidong Zhao et al., 2018 [133] peeb gg nolrll(—eiiﬁ}tlhy S-transformation Acc gggg
’ 2017 Physionet 50 noisy + CNN 96.18

Table 6.1: Comparative analysis of EKG identification among the state-of-

the-art.

tNotation: Acc (Accuracy); EER (Equal Error Rate);
IR (Identification Rate).
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DDBB Subjects Condition Metric Result

(%)
Acc 99.84
NSRDB 18 healthy IR 99.98
EER  0.08
Acc 97.89
MIT-BIHDB A7 Eizltﬁlgaﬁi IR 99.91
- EER  1.075
Acc 93.96
9232 Eiiltﬁgaﬁ(; IR 99.94
- EER  3.04
PTBDB Acc 97.09
162 non-healthy IR 99.96
EER  1.465
Acc 99.19
GUDB 95 healthy R 99.93
sitting EER 042

Table 6.2: Best results obtained with ELEKTRA from every database .

fNotation: Acc (Accuracy); IR (Identification Rate);
EER (Equal Error Rate)
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CHAPTER [

DISCUSSION AND CONCLUSIONS

HE preceding chapters developed a detailed analysis of ELEKTRA as an
T identification system and an in-depth study of four public EKG databases
for user identification comprising control users, users with CVD and users
performing different activities. All this presented information and chapters
showed the proposed system’s feasibility through its accuracy and error rate
results. In this last chapter, a set of discussions that had to be faced during
the elaboration of this project are shown together with the summarised con-

clusions and achievements and the further work suggested as the next step
with ELEKTRA.

7.1 Discussion

In this section of this last chapter, different discussions, choices and problems
that have been faced during the elaboration of the thesis, or the elaboration
of some methods (seen in Chapter 2) and launching of the experiments are
seen.

7.1.1 Creation of the EKM segments

The work presented in [126]| shows the first development and application of
the EKM. Despite having a fascinating approach, the process of creating the
EKM is not explained in detail. For this reason, we asked the research authors
if there was any available implementation of how to create each EKM, but
there was not. Hence, we had to create our own implementation which is
available in Github! and in Appendix A.1. As it has been commented in
Section 2.3, where the creation of the EKM is explained, each EKG recording
has to be split into windows? to then be split again into smaller segments
containing two peaks each. To define begin and end of each segment of the
window, the following equations are followed:

InitSegment = p, — a;u (7.1)
EndSegment = p, + a; 1 (7.2)

where p, is each peak from the current window, «; is a hyperparameter set
for how much of the signal is going to be taken before and after the peak

LGithub available at: https://github.com/cfusterbarcelo/ELEKTRA-approach
2How large the windows are will depend on the number of parameters chosen to appear
on each EKM (see discussion on Section 7.1.3)
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(expressed as a percentage) and p is the mean distance between peaks. This
equation is used and expressed on Algorithm 2.

Hence, the free parameters «; and «, are two parameters that do not
depend on the database. They have to be fixed for all the users in the same
experiment. In detail, if we are comparing N users, the values of «; and a,
have to be the same for all the users to have the same matrix construction.
As shown in Figure 7.1, and as it has been commented, these two parameters
represent a percentage of how much we want to take before and after the first
peak (in a segment). Meaning that «; will have to be a value under a 50% of
the signal to take just some samples before the Ry and a, will be a value
above a 100% of the signal to have the representation of the next peak on this
segment. As a result, a; and «, are two hyperparameters that can be chosen
depending on the database to adjust how the EKM is plotted.

|
Px — ;iU Px Py + Al

Figure 7.1: EKG segment to create the EKM, detailed in Algorithm 2

In the case of the u value, which is expressing the mean distance between
peaks, it is calculated for each user of the database after the normalisation of
the signal. By calculating the mean distance between peaks, we can construct
the segments always taking two peaks for each segment. As each peak of the
window is being taken as a reference to construct each segment, the process
is repeated for each peak from the same window until all the peaks from that
window (3, 5 or 7 bps are taken in each window) are all segmented. The only
peak that is not taken is the last peak from the window as, if it was taken,
we would have to use the next peak of the next window which is not included
in the window that is being treated.

The discussion faced here, regarding the construction of each segment of
the EKM, is offered by the possibility of using either the minimum, the mean
or the maximum distance between peaks. The main goal is to plot always
two R-peaks in each segment. Thus, each of the possibilities has been studied
and considered to construct the EKM segment:

Minimum. If the minimum distance between peaks is taken, probably
and frequently, not two peaks would be taken to be drawn in each seg-

96



ment as the minimum distance could not be enough. As a possible case,
there exists a physical phenomenon which is called Heart Rate Variabil-
ity (HRV)? which consists of the variation in time between consecutive
heartbeats or R-peaks, that is, the time that happens between consecutive
heartbeats can vary. This phenomenon can happen almost undetected
but, when evaluating the distances between peaks, it can affect the final
result of it. Therefore, if the minimum distance between peaks was the
one used to construct the segments, taking the HRV into account, it may
not be enough to show always two peaks on the same segment.

Maximum. Again, we could have that HRV could affect the distances
between peaks but instead of reducing this time or distance between the
consecutive peaks, it could increase it resulting in some of the heartbeats
of the EKG signal being significantly apart from each other. Conse-
quently, if the maximum distance between peaks is taken, it might be
possible that, in some cases, three peaks were shown in the EKM seg-
ment instead of two.

Mean. Therefore, the most exact option to perform this step is to take
the mean distance between peaks. By taking the mean distance it does
not mean that in some of the EKMs there will appear only one peak or
even three. But the possibility of this happening is significantly lower
than with taking the minimum or maximum distances between peaks.

In fact, if for a database, it is discovered that even though we have taken
the mean distance to calculate and construct each segment, only one peak is
appearing for some of the segments, we could force it by changing the alpha,
value. If this is a general problem for the database, the possible solution taken
can be that, instead of, for example, taking the 130% of the signal multiplied
by the mean distance after the first peak, take the 150% of the signal making
sure that two peaks are taken and shown in the EKM segment.

7.1.2 Repeating heartbeats when creating the EKM

When creating the EKM, each one is created and extracted for each window
segmented from the EKG signal. This means that for each window, we will
obtain one EKM. This implies that if the EKG signal is not too large, not
many EKMs can be extracted. Or that, if the number of bpfs chosen to create
the EKM is 7 (this will be discussed in the next Section 7.1.3) the user that
is being identified has to wait for more time because more beats are needed
to perform user identification.

A possible solution for this, from a cybersecurity point of view, could be
to create one EKM for each beat processed instead of for each window. This
means that, if we have a window of 7bpf, instead of creating one single EKM
for that window, we would create seven EKMs. This way, the windows will

Shttps://www.firstbeat.com/en/blog/what-is-heart-rate-variability-hrv/
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only be used to plot each EKM but an EKM will be extracted from each beat
of the signal. By this, the number of EKMs extracted would be, in this case,
seven times more. With this, two improvements would be made:

1. More EKM images will be extracted for each EKG recording implying
that there would be more images for either training and testing with the
CNN and it might be an improvement of the results obtained.

2. Less time would be needed to identify a person as the EKMs would be
extracted more frequently.

From a cybersecurity point of view, some advantages are offered. But,
from an information theory point of view, we have to take into account that we
would be repeating a lot of information and a lot of beats would be represented
more than one time. Seeing that, some problems would be derived from using
each heartbeat to construct an EKM:

1. Extracting an EKM for each beat will make that if for example 7bpfs are
taken, each heartbeat or R,.,; would be shown in seven different EKMs.
This means that what is shown in an EKM would also be contained in
the other six EKMs. This implies that all EKMs would be very similar
among them and it could affect the classification.

2. In this work, the training and testing subsets of images have been ran-
domly chosen. This means that, once all the EKMs are created, they
are randomly sorted into training and testing subsets depending on the
number of images that we want for each of these subsets. With this new
approach, this would not be possible. As the information contained in
one EKM is also shown in the other six EKMs, to split randomly the im-
ages in train and test would make that the information would be repeated
in train and test and the classification with a CNN would not be fair. In
any Neural Network, when the classification is performed, there has to
be a clear partition between the training and testing information because
if the information that is going to be used in the test has already been
seen in the train, the model will be already trained with the supposedly
non-seen information and the final classification will not be fair.

A possible solution and use of this methodology in which each heartbeat
extracts an EKM could be to use it in a real-world application. This means
that the EKMs that would be used for training the model, would be extracted
as it has been done in this thesis. However, once we have the model already
trained, the testing images to identify a person in a real-world scenario could
be obtained by constructing each EKM for each heartbeat to take the advan-
tages that we have already commented on in the testing phase. This may be
possible as it is not important if the information is repeated when identifying
a user.
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7.1.3 Using 3, 5 and 7bpf

In the work presented in [126], which is the base work for this doctoral thesis
regarding the EKM, the authors segment each EKG signal into windows con-
taining 7 beats each. Other subsequent works such as [125], have reproduced
the work done in [126] and used the same method to construct the EKM with
7 beats in each window.

When this project was started (in 2020) there was not any work using a
CNN to process the EKM. Hence, we had to face how many beats were going
to be taken to construct the EKM to then process the images to perform user
identification.

Even though, in 2021, Salinas et al., used the EKM together with a CNN
to detect Atrial Fibrillation in [141]. To do so, they used windows of 10 con-

secutive beats plus 3 seconds to construct the EKMs and feed them into a
CNN.

By checking the literature regarding window segmentation to perform user
identification, many different approaches can be found where the segmenta-
tion of the EKG signal is performed either depending on a certain number of
heartbeats or in time intervals. Concerning time intervals, many works use
3s as it is known that a typical heart rate ranges from 40 to 208 beats per
minute. Therefore, 3s must be enough to have at least one heartbeat on each
window if the starting point of the window is set to the P wave from that
heartbeat or the T wave from the previous one. This is the case of the works
found in [132] and [167]. Other research is more conservative and, to make
sure there is at least one heartbeat per signal, take a window of 5s as it is
the case of [118] or [136]. And other do not give that important if there is
an entire cardiac cycle or not on their window, so they use 2s windows of the
EKG signal to perform user identification.

Concerning how many heartbeats have been chosen in the literature to
perform user identification with EKGs, again, many values can be found. In
the works presented in [94] and [132], the window segmentation is performed
after each heartbeat. The opposite case can be found in [25] where the authors
use segments of 10 heartbeats. Then, there is the special case of [23] where
they test their proposal by segmenting the window every 3 or 9 heartbeats.
Their best result is achieved by using 9 heartbeats.

Owing to the variety of approaches regarding window segmentation, we
had to face the decision of how many heartbeats were needed or enough to
construct the EKM and identify users. There is one sure thing: to construct
an EKM an odd number of heartbeats are needed because of the nature of
the EKM. For example, for the work performed in [141] where the EKM
was created using 10 heartbeats plus 3 seconds, they use an even number
of heartbeats but, this is the reason that they had to add 3 more seconds,
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to add one more heartbeat. Consequently, by adding one more heartbeat
that does not belong in the segmented window, we would have this extra
heartbeat would appear in two different EKMs. Therefore, the information
regarding that extra heartbeat would be represented and repeated in two
different EKMs. This problem is similar to the one faced in Section 7.1.2
where there was an information repetition. Since that, these are the number
of bpf that could be considered:

1bpf. As the EKM is, in fact, a coloured matrix, if we consider that
the Rpeqr defines the number of columns and rows of the matrix, the
minimum number of R.q; that has to be taken is 3. As we can see in
Figure 7.2a where a matrix with 3 R,eq is plotted, obtaining an EKM
with fewer beats would not be possible. If we had only 1 data point (one
Ryear) a matrix could not be constructed because we would have just
that: one data point, not a matrix.

3bpf. As we have just seen, the minimum number of beats that can be
taken to construct the EKM is 3bpf. It is important to remark that as the
second Rycqi appears twice in this EKM (see Figure 7.2a) while the first
and third peaks appear only once, we could consider that the information
regarding the second peak is duplicated compared to the other two peaks.
Even though, from a Cybersecurity point of view, as we introduced in
Section 7.1.1 it would be interesting to offer user identification with win-
dows of only 3 heartbeats as more images can be extracted per minute
and, consequently, less time would be needed to identify one person in a
real-world application.

5bpf. As commented before, from the second peak to the penultimate
one are repeated twice in the creation of an EKM. In this case, for 5bpf,
the repetition of information is fairer than for the 3bpf case. In Figure
7.2b we can see how the peaks number 2, 3 and 4 would be the ones
repeated. The approach with 5bpf would be the more fair regarding two
important points: i) the number of heartbeats that appear repeated and,
ii) the number of EKMs that can be extracted from the EKG signal.
Therefore, using 5bpf is one of the best approaches for this particular
case.

7bpf. Taking 7bpf was the value that was chosen by the authors who first
implemented the EKM. Of course, their main goal was not user identifi-
cation but inspection of cardiac signals for medical diagnosis. Hence, for
them, it might not be as important as for user classification how many
EKMs can be extracted from one EKG recording. If we focus on the
information repeated from the second to the penultimate R,c.. we can
see in Figure 7.2c that the peaks number 2, 3, 4, 5 and 6 are repeated
twice and the first and last peak are not repeated. Hence, we could con-
sider that there is not any peak which is more represented than others.
However, the problem that could be faced by having 7bpf to create the
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EKM is that not that much number of EKMs can be extracted from the
EKG signal as with 3bpf, for example. It is the case for the GUDB, the
EKG recordings were not long enough to extract sufficient EKM images
with 7bpf and perform user identification.

9bpf. As we have seen, other works in the literature, consider 9bpf as the
number of heartbeats used to perform user identification. Even though,
we considered that 9bpf would decrease even more the number of EKMs
that can be extracted from the EKG signal and, consequently, decrease
the performance of our method because the CNN would not have enough
images to properly train.

) Random EKM from ) Random EKM from ) Random EKM from
PTBDB 3bpf PTBDB 5bpf PTBDB Tbpf

Figure 7.2: Random EKMs from the PTBDB for 3, 5 and 7bpf

In conclusion, to have a fair representation of each of the heartbeats shown
in the EKM and to obtain as many EKMs as we could, we considered that
the best approaches have been obtained with 3, 5 and 7bpf being the bbpf
the fairest option.

7.1.4 Chosen Databases

In our experiments, we use three well-known databases (NSRDB, MIT-BIHDB
and PTBDB) used widely and previously in the literature together with the
GUDB [142, 143, 135, 144]. Reviewing the Table 6.1 in Chapter 6, we can
see that numerous previous studies that we have used to compare our model
to have also been validated with these same databases [23, 129, 93, 63, 115,
136, 24, 111, 113|.

The first database that we chose to perform user identification with ELEK-
TRA was the NSRDB. We had a set of requirements for this database to be
tested with our work. These are: i) a long-term database with long EKG
recordings to be able to test with a huge number of images, ii) to be freely
available, iii) with control or healthy users to have no biases between users
and, iv) with .dat and .hea files to be processed as it was what we had
processed before to do some first tests. The NSRDB fulfilled all of our re-
quirements. Hence, there were not many doubts about using it. Even more,
this database has been used for user identification in the literature thus we
were validated by the peer-reviewed journals that already used it.
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To follow the study over ELEKTRA but over users with CVD, we required
two different databases comprising different types of users (healthy and non-
healthy) and users with different types of CVD. The first database that was
proposed was the MIT-BIHDB as it is one of the most famous databases
for user identification with EKGs and even for the classification of EKGs for
other purposes such as medical diagnosis. This database is also available in
Physionet and contains the same type of files as the previous database making
the preprocessing steps simple. In fact, this database has also been used in
many research before making us confident of using it another time. On the
contrary, we had some difficulties finding another database to perform user
identification over users with CVD that fulfilled all our requirements. What
we needed, in this case, was a database that comprised healthy users and
users with different CVD as in the MIT-BIHDB. It might include Arrhythmia
patients but we did not want all of them to have Arrhythmia as it was already
studied in the previous database. By going through almost all databases from
Physionet and classifying them on how many users each database have, the
condition of the users (healthy, non-healthy or with which CVD) and, of
course, how large the EKG recordings where we discovered some database
that fulfilled some of our requirements:

MIT-BIH Malignant Ventricular Ectopy Database*. This database
is comprised of twenty-two recordings of thirty minutes each from users
with ventricular tachycardia, ventricular flutter, and ventricular fibrilla-
tion. It also has the type of files that we already knew how to process.
The problem with this database is that it does not contain healthy users
and the number of subjects contained is not sufficient enough. Therefore,
we could not offer a classification where healthy and non-healthy users
were mixed.

Sudden Cardiac Death Holter Database® This database is very sim-
ilar to the previous one but the number of recordings and subjects is
different. The 18 subjects comprised in this database were recorded to
obtain 23 EKG recordings. These subjects suffer mostly from ventricular
tachyarrhythmia and cardiac arrest. Hence, again, not enough users are
presented in this database and all of them have a CVD.

Physikalisch-Technische Bundesanstalt|143] The database used was
finally the PTBDB as it fulfills all the requirements. As it has been ex-
plained before, it holds 290 subjects with and without CVD. In fact, in the
.hea file where all the information regarding each subject is contained,
there is a line which specifies which is the CVD that the users have (i.e., #
Reason for admission: Myocardial infarction). Thanks to that,

4The MIT-BIH Malignant Ventricular Ectopy Database is available at https://www.
physionet.org/content/vfdb/1.0.0/

®The Sudden Cardiac Death Holter Database is available at https://www.physionet.
org/content/sddb/1.0.0/.
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before processing the signal, we can classify the users depending on the
CVD that they have and include them or not depending on what we
want to study. Moreover, the recordings from this database are between
38 to 104 seconds and there are 290 subjects which is more than sufficient
to perform user classification and to show ELEKTRA’s adaptability and
reliability.

For the last experiments, we thought that a good proposal would be to
test our biometric system over users performing different activities to offer
a different approach that has not been widely studied. When performing
the first steps of the research regarding user identification, we discovered
the GUDB([144|. Hence, as this type of database comprising users in different
scenarios or situations is not very common, we rapidly opted for this database
as it had each of the users performing each of the activities. This way, a fair
comparison between activities without biases between users, would be offered.

7.1.5 Gaussian Noise

In the experiment performed in Chapter 3.5, Gaussian Noise has been added
to the EKG signal to simulate real noise in a real-wold scenario. Hence, it
can be discussed if Gaussian Noise could be similar to a real noise obtained
from the environment.

The Central Limit Theorem (CLT) [168] is a well-known theorem in prob-
ability and statistics because it states that, under certain conditions, when
independent random variables are added will tend towards a normal distribu-
tion. Thus, this means that many random variables from many different areas
such as shoe size, birth weight, IQ) or even noise coming from low-resolution
sensors, will tend to follow a normal distribution. Noise is the “byproduct
of interference from potentially many different sources®”. Hence, if many of
these products coming from different sources are joined in one distribution, it
can be modeled as a Gaussian distribution.

In conclusion, as the CLT confirms, we could state that Gaussian Noise
can behave as noise obtained from a real-life situation

7.1.6 Ad-hoc or Pre-trained CNN

A Convolutional Neural Network is a classification algorithm capable of ex-
ploiting the spatial correlation between pixels in images. Hence, this type of
Neural Network is needed to perform user classification using images. In the
literature, it is widely common to use pre-trained CNNs for such a job. For
this reason, we tried to perform user classification with an ad-hoc CNN as
well as with a pre-trained one.

We first tried to launch a tailored CNN which we built for this classi-
fication problem. After launching some experiments, we saw that just one

6Random Noise and the Central Limit Theorem https://gregorygundersen.com/
blog/2019/02/01/c1t/
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convolutional layer was enough to extract the necessary information from the
images to perform user classification.

To study how a pre-trained CNN would cope with user identification with
EKMs, we studied the ResNet50 [169]. This CNN is a 50-layer CNN designed
to solve computer vision problems such as object detection or image recogni-
tion. To use this network, we added two classification layers to the pre-trained
CNN: a fine-tuning of the last layer of the network and a final classification
with a softmax activation (remember that we are facing a categorical classi-
fication).

To offer a comparison between the two approaches (a tailored CNN and
a pre-trained one) we trained both networks with the same database (the
NSRDB) and the same images, during 50 epochs and with a 70% of dropout
to offer regularisation and to prevent overfitting. The result of these two
training phases can be seen in Figure 7.3

Accuracies evolution over training epochs Accuracies evolution over training epochs
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(a) Accuracy evolution for training (b) Accuracy evolution for training
and validation with the two-layer and validation with the ResNet50 for
CNN for 50 epochs. 50 epochs.

Figure 7.3: Differences between using a particular CNN or a pre-trained one
on training.

It can be observed that many differences are noted between the two train-
ing. As a result, a smooth evolution of the training and validation accuracy
for the ad-hoc CNN is obtained and a spiky one for the ResNet50. A very
complex CNN such as the ResNet50 is designed to find latent information
that is somehow hidden in real data. As in our problem we have found data
that perfectly identifies each user (the EKM), a complex network suffers from
overfitting as it is extracting too complex information from really intuitive
data.

Consequently, we discarded the idea of using a pre-trained network as the
ones offered in the literature are too complex inducing overfit. The CNN
finally used is detailed in Appendix A.2.

7.2 Conclusions

Identification of users with Electrocardiogram (ECG) or Elektrokardiogramm
(EKG) is a widely used technique since 2002 [21] and many proposals including
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many different approaches exist since then as seen in Section 1.2.

This thesis proposes a cutting-edge biometric identification technique based
on the novel representation of an EKG trace named Electrocardiomatrix
(ECM or EKM). Recall that EKMs are a heatmap representation of several
aligned peaks of an EKG composed within a matrix as explained in Chapter
2. To show the identification proposal’s feasibility, a simple CNN is used,
showing that the approach presented in [13] is enough to identify each user
with just one convolutional layer.

It is important to remark that, apart from achieving good results in terms
of accuracies or error rates, the main focus of this work is to show ELEKTRA’s
feasibility by using a very simple CNN which shows that is capable to achieve
those higher results.

To show ELEKTRA'’s performance, different experiments have been con-
ducted during chapters 3, 4 and 5 of this thesis. A summary of the achieved
results in the preceding chapters can be found in Table 6.2.

In Chapter 3, ELEKTRA has been tested over healthy users (control users)
with the NSRDB. Really low error rates and high accuracy have been obtained
showing promising results with 3, 5 or 7bpf. A test to simulate a real-world
scenario with a One-vs-the-rest classifier is offered to show the adaptability of
the method proposed. ELEKTRA has even been tested over the classification
of a non-seen user and a user whose signal has been added noise achieving
always outperforming results. To test ELEKTRA’s feasibility over control
users, the size of the dataset has been increased until only 300 images per
user having just a slight decrease in the results.

Following the tests performed to show this thesis proposal, it has been
tested over users with different Cardiovascular Disease through the MIT-
BIHDB and PTBDB in Chapter 4. As seen in the experimentation with
both databases, the results obtained are really good in terms of accuracy
and error rates and competitive with the current state-of-the-art. Not many
works are focused on studying how a CVD can affect the identification of users
through their EKG as it is done in this thesis. However, studies of classifica-
tion techniques of different CVD such as Myocardial Infarction, Arrhythmia,
Ventricular Ectopic Beats (VEB) and Supraventricular Ectopic Beats (SVEB)
among others are very common (see [170, 171, 172, 173, 174]).

To sum up, the extensive study of the two databases commented how
ELEKTRA can adapt to databases closer to a real-life situation where con-
trol users and users with cardiac diseases are mixed.

Finally, the last experiments presented in this work in Chapter 5 are the
ones over the GUDB showing how variability over the heartbeat rate does
affect user identification. By performing experiments with over 25 users do-
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ing five different activities (sitting, walking, doing a maths test, biking and
jogging) it is confirmed that when a user is doing an activity that requires a
cardiovascular effort, it is more complex to identify. On the contrary, when a
user is sitting or doing a more calmly activity such as walking, higher accu-
racies and lower error rates are obtained.

The fact that identifying a user with higher heart rates is more complex
might be due to that a NN may focus on the possible noise of the EKG signal
instead of the user’s characteristics that make them unique.

As seen in all experiments, ELEKTRA is suggested as a biometric system
for accessing high-profile areas or assets such as a bank, a locker, a government
area or others as it has been demonstrated that it is a suitable identification
method and it might be more difficult to be identified while being nervous or
overwhelmed.

As a matter of fact, the work presented in this thesis, as far as the lit-
erature review covers, is the first work to show that identifying a user with
EKGs when this user is nervous or anxious with higher heart rates, is more

difficult.

With ELEKTRA a lot of statements are made as seen during all the
chapters. One of the most important affirmations of this thesis is the lack of
publicly available datasets. Many works perform user identification over EKG
or even other biometric traits with their private database. On the contrary,
in this thesis, reproducibility is assured by using exclusively public datasets.

Also, we can forecast the system acceptability due to the possibility of ac-
quiring an EKG through non-invasive devices such as a smartwatch and the
widespread adoption of these devices [175|. Furthermore, system usability is
guaranteed thanks that 3, 5 or 7 heartbeats are enough to generate the input
images (EKMs). Collectibility is also satisfied even via low-cost EKG sensors.

Another benefit that is acquired in a biometric system based on EKG and,
even more with the EKM is the possibility to acquire a diagnosis from the
EKG signal used to identify the user. As the previous works with the EKM
are all based on CVD diagnosis, it can be assured that ELEKTRA’s system
enables a possible diagnosis of the user who is being identified.

In conclusion, by the studies in this thesis, it can be assumed that ELEK-
TRA is a feasible and efficient identification method for biometrics with Elek-
trokardiograms.
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7.3 Suggestions for Future Research and Appli-
cation

In this last section of the thesis, future lines to follow the investigation or how
to apply ELEKTRA in the real world are studied. Different approaches are
discussed and investigated to have different perspectives on how ELEKTRA
can be continued, as it has been demonstrated to be a feasible method for
user identification.

7.3.1 Longitudinal Study

Despite having an in-depth study over ELEKTRA as an identification method,
one of the possible approaches to focus on future research is a longitudinal
perspective studying the time permanence of identification of users with EKG
with the presented method.

A few works or proposals exist studying the stability over time for EKG
biometrics, many of them over private databases. It is the example of [60]
in which Odinaka et al. measured ECG stability using three user sessions on
different days from a private database, achieving promising results (93.5% of
Accuracy and 4.75% of EER). Also, the work presented in [176] feeds a 2D
representation of an EKG to a CNN obtained from a private database com-
prising 400 users. In their work, the authors conclude that the experiments
where one single session of enrollment is used to train effects negatively by
making the accuracy degrade as time pass. Nevertheless, when more EKG
records from different sessions are used, the results in terms of accuracy im-
prove.

Then, the works found in [177], and |26] confirm an evident decay over time
when training with one session and testing with a session from another day
using the E-HOL-03-0202-003 and CYBHi databases, respectively. In brief,
even though the use of the EKG guarantees the universality (everyone alive is
beating) and permanence (cardiac signals are stable during at least five years
[178]) of the system, presumably, there exists a need of training with more
than one day to achieve good performance over time stability with an EKG
identification method. For this reason, future work comprising a balanced
database with sessions from different records from different days would be
needed to achieve a final evaluation over time permanence with ELEKTRA.

In fact, in a real-world scenario, to overcome the possible obstacles with
permanence over the EKG signal, a good approach could be to retrain the
last layer of the CNN (performing transfer learning as it is suggested in [177])
each time a user is being identified into the system to re-enrol each subject
each time and adapt the model and the biometric system to possible changes
over time.
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7.3.2 ELEKTRA implementation over a wearable

Regarding a real-scenario approach, a future line of work is widely open.
To test ELEKTRA in the wild, first of all, a wearable is needed to record
real user EKGs. Current literature is developing low-cost wearable systems
that record your EKGs in real-time, such as [179], where they claim that
their EKGs follow the gold standard of Physionet (same databases as used in
this thesis). Other authors, such as [180], create an EKG recorder wearable
system and train a Neural Network to identify cardiac arrhythmia. Moreover,
research has been done recording EKGs in the wild and using, then, a CNN
to identify arrhythmias [181]. As seen, recording EKGs with a wearable is
feasible. Therefore, as future work, we could test the feasibility of ELEKTRA
over a real scenario.

Then, in collaboration with other researchers, we could develop a wearable
system to be tested directly with ELEKTRA. First, we could record EKGs
over a certain time for each user to train the ELEKTRA model. Once trained,
ELEKTRA would be tested over the same user to identify them every time
they connect the wearable via Bluetooth to the smartphone (similar to the
OnevsRest classifier seen in Section 3.3). Finally, we could create an enroll-
ment system which, after a specific amount of EKGs are collected, retrains
ELEKTRA making the model dynamic and keeping it actualised.

7.3.3 ELEKTRA'’s feasibility over low-resolution sensors

All databases used in the studies of this thesis have been medical ones, i.e.,
with quality sensors recording the EKGs. Following the previously exposed
in Section 7.3.2, a proof-of-concept over low-quality sensors could be done as
future work.

Current research is done recording EKGs with low-resolutions sensors,
such as [182, 183, 179, 180, 181| . However, any of that works explicitly says
if those databases are public to the research community. Nevertheless, other
works such as [184] present a public and open database of EKGs recorded
with low-resolution sensors.

Hence, a future line of work could be to test ELEKTRA'’s feasibility over
these databases coming from low-resolution sensors and see its performance
in an environment similar to the real one.

7.3.4 Photoplethysmomatrix

A Photoplethysmogram (PPG) is an optical technique applied to the moni-
toring of the cardiac signal similar to an EKG. One of its main characteristics
is that it is capable of measuring HRV. The PPG measures changes in blood
volumes through tissues by the emission of light rays [185]. In figure 7.4 there
is shown how a PPG signal looks like. The PPG signal can be captured from
a small and low-cost sensor totally feasible to be connected into a wearable.
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Figure 7.4: PPG Image

For example, in the work presented in [186] the authors developed a peak
detection algorithm for PPG signals registered from a wearable.

Thus, a future line of experimentation could be to construct the Elek-
trokardiomatrix (EKM) but instead of using an EKG signal, using a PPG to
finally have a Photoplethysmomatrix (PPM). As we have seen for the con-
struction of the EKM in Sections 2.3 and A.1, the R,eq1s of the EKG signal
need to be detected to construct each EKM. As the PPG signal also records
those peaks, it might be possible to build a similar matrix with the PPG(the
PPM).

Once it is empirically proven that the PPM can be constructed and have
meaningful information, this thesis could be reproduced over this type of data.

7.3.5 User impersonation with a GAN

A future research line is open regarding the security of our approach and Al.
Nowadays, Generative Adversarial Networks (GAN)s are used to generate
fake images (such as faces), and bypass identification controls [187]. In this
field, literature has been creating powerful models to bypass face identification
[188] and real face generation [189]. Hence, a future line of work could be a
feasibility test for ELEKTRA to know if it can be fooled.

The procedure of this test would be the following. First, we would create
a GAN to generate realistic EKMs of a given user. A GAN is a network
that consists of two parts: a generator and a discriminator. The generator
usually is an AutoEncoder (AE), or a Variational AutoEncoder [190], which
given random noise can generate an image by minimising a reconstruction
loss and a Kullback Leibler (KL) divergence over the latent space. In this
case, we would train the reconstruction loss to reconstruct the EKMs of a
given user. Then, a discriminator consisting of an MLP binary classifier is
trained to distinguish between the generator’s fake EKMs and the real user’s
real EKMs. Then, both networks are trained simultaneously. Hence, the
generator learns how to create images that can fool the discriminator, i.e.,
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realistic EKMs indistinguishable from real ones.
In conclusion, a future study could use these realistic EKMs to test the
feasibility of our biometric system to a fake image generator attack.
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APPENDIX A

‘—AN IN-DEPTH STUDY OF EKM AND CNN

Throughout the document, the processes of how an EKM is created and how
our CNN is constructed are presented. This chapter will detail an in-depth
study of the processes needed to create the EKM database and the CNN.
Algorithms with pseudo-code are offered to illustrate those processes and fully
understand the steps, parameters and hyperparameters required in each case.
The detailed Python code is available in a Github project called ELEKTRA-
approach.

A.1 Creation of an EKM dataset

The process of creating an EKM has already been presented in Section 2.3.
Some other aspects regarding the construction of the EKM or its databases
are studied. In Chapter 7 a discussion of these aspects referring to how and
why we have chosen those parameters to construct the EKM is offered. The
mean distance used to calculate each segment of the EKM is discussed in Sec-
tion 7.1.1 and showed in detail in Figure 7.1. How many beats per frame or
EKM have been used to create the EKM is specified and discussed in Section
7.1.3. And lastly, the possibility of creating an EKM for each of the heart-
beats instead of for each window segmented from the EKG signal is studied
in Section 7.1.2.

Once all these aspects are studied, in this section, we will see in detail the
necessary steps, parameters and hyperparameters to create each EKM and
EKM database.

First of all, to create the EKM dataset, some specific and specialised
Python libraries have been used:

e SciPy. This library provides different algorithms as an extension to
NumPy, providing additional tools for array computing for specialised
data. In this case, it is used for signal processing.

e Biosignalsnotebooks. It is a Python library containing a set of note-
books and tools to perform signal processing. The algorithm Pan and
Tompkins is the one implemented and used through this library.

e wfdb. The Python package waveform-database (wfdb) is a library of
tools for reading, writing, and processing WEF'DB signals and annotations.
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e Seaborn. It is a Python library for data visualisation based on mat-
plotlib. With it, we can plot the EKM matrix into a heatmap.

In Algorithm 1 the process of creating the EKM dataset is presented.
The first step to perform user identification or classification with EKGs is to
obtain the EKG recordings from the databases chosen. In our work, as we
have commented, we have downloaded three of our databases from Physionet!
with an wget command. As databases from Physionet are not standardised,
each of the databases, regardless of the type files (.hea and .dat), comes in a
different directory format. For example, for the NSRDB, each file is contained
in one single directory. Otherwise, for the PTBDB, each file is included inside
a directory for each user. Hence, the first step, which is to read all .hea and
.dat files, must be adapted to each database.

Algorithm 1 Creation of an EKM database

Define path to .hea and .dat files
Initialise: Initial window =0, sf
Define Hyperparameters: bpf, a;, a., train percentage, #EKM total
R peaks list, filtered EKG +— PanTompkins(unfiltered EKG, sf)
detrend EKG < Detrend(filtered EKG)
norm EKG < Normalise(detrend EKG)
p = mean peak distance(R peaks list)
while (train and test EKM < #EKM total) do
Create EKM matriz(u, R peaks list, norm EKG, Initial window, «,
Q)
Standarise EKM(—1, 1)
Generate EKM image
Save EKM in train or test
Initial window + = bp f
end while

Once the EKG is read, some parameters are needed to be initialised. The
Sampling Frequency (sf) is given by each database. For example, for the
NSRDB will be 128 and 360 for the MIT-BIHDB. In the beginning, the ini-
tial window 1is initialised and will be updated after each EKM obtained as
we need to move the beginning of that window the number of bpf that have
been chosen as a hyperparameter (bpf = (3,5,7)). Hence, the next step is
defining those hyperparameters such as the bpf. As it has been explained
in Section 2.3 and 7.1.1, the values for «; and «, are the percentage of the
signal that is going to be taken before and after each peak of a window to
construct each segment of the EKM. Thus, it can be defined by the user who
who will construct the EKM under some thresholds (a; < 100% > a,). Also,
the total number of EKMs has to be specified if we are coping with an ex-
tensive database as it is the NSRDB as well as the percentage of the subsets

!Physionet: https://wuw.physionet.org

112


https://seaborn.pydata.org
https://www.physionet.org

for training and testing that are going to be obtained once the EKM datasets
are constructed.

Two lists are needed to construct each EKM: i) a clean and filtered EKG
signal and ii) a list of the R peaks of this EKG signal. Therefore, those lists
are obtained through the Pan and Tompkins algorithm [75] as it has been
specified in Section 2.2. Hence, the unfiltered EKG signal and the sampling
frequency are given to this algorithm to obtain those two lists finally. Once
the filtered EKG is obtained, the signal must be detrended to remove the
linear trend along its axis and normalise. Before creating the EKM, we need
to obtain the mean distance between R peaks for each signal. To do so, it is
calculated with the list of the R peaks that were obtained before.

The while condition will be performed while the number of training and
testing EKM images saved is less than the total number of EKMs (specified
at the beginning). This way, we obtain images until a total threshold is ob-
tained. If we had a shorter EKG recording, we would run through the whole
signal until we ran out of it. So, once the window is defined by the number of
bpf and the initial point of each window, an EKM matrix for this window can
be created. To see how each EKM is made for each window, we have to look
at Algorithm 2 as a function designed to construct each EKM for each window.

Hence, the requirements to create the EKM specified in 2 are the mean
distance between peaks (), the list of the R peaks that were obtained be-
fore through the PanTompkins algorithm, the normalised EKG, the initial or
starting point of the window, and the values for a; and a.. Each segment
of the EKM (see Figure 7.1) is obtained for each window peak. Hence, the
for condition will be repeated for each of the peaks of the window except for
the last peak. Each segment will be obtained from the normalised EKM and
defined by the «;, a. and u values. To obtain the segment, we will set the
starting point of that segment to a certain number of samples (a;u) before
the current peak (p,) and then, the segment will end a certain number of
samples (aeu) after that same peak ((p,)). This way, a segment containing
the current peak and the peak after that will be constructed. We will store
this segment and then concatenate all the segments from this window (i.e. six
segments if bpf = 7) by aligning them to form the EKG matrix.

Once the matrix is obtained, we return to the main Algorithm 1. Before
plotting the EKM, it will be standardised between —1 and 1 to have similar
colours when the matrix is plotted. After that, the EKM can be plotted with
the Seaborn library. As commented at the beginning of the algorithm, at the
end of it, the Initial window needs to be actualised to move to the next
window.

Hence, this process will be repeated for each window of the EKG signal
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Algorithm 2 Creation of one EKM
Require: pu, R peaks list, norm EKG, Initial window, «;, a.
for each peak (p,) of the current window do
segment = norm EKG|p, — a;u : py + el
All segments < Append(segment)
EKM = Concatenate(All segments, 1)

end for
return EKM

until we reach a certain threshold or run out of the signal. Again, this process
has to be repeated for each user of the database to obtain an EKM dataset
for the database chosen.

A.2 Classification with a CNN

In this thesis, the development of a tailored CNN has been needed to perform
user classification over the EKM datasets. Other possibilities were faced re-
garding a CNN, as seen in Section 7.1.6 where it is discussed if it would be
more efficient to use a tailored ad-hoc CNN or a pre-trained one. A tailored
CNN with only one convolutional layer is the best approach as it offers more
accurate results.

A.2.1 Objective Optimisation

How this CNN has been constructed is explained in Section 2.4 together with
all hyperparameters of the network. This section will show an in-depth analy-
sis of this chosen neural network. It is important to remark that the structure
followed by Algorithms 3 and 4 has been followed for all the experiments per-
formed in this doctoral thesis. The only differences that can be found are if the
experimentation that is being performed is categorical or binary as follows:

Classification #-classes Loss Function Activation
Categorical 18, 47, 290, 162, 25 CCE Softmax
Binary 2 BCE Sigmoid

Table A.1: Comparison between a Categorical and Binary classification when
training a CNN

As can be observed in Table A.1 there are some differences between a
categorical and a binary classification when training a CNN. By its nature,
a binary classification will only have two classes. Otherwise, a categorical
classification can have many different classes; it will be defined by the number
of users identified in each database. A loss function or cost function calculates
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the distance between the current and the expected output of the algorithm.
It is a method which will evaluate how the algorithm models the data. The
Categorical Cross-Entropy (CCE) loss function is used when dealing with a
categorical classification. It is defined by:

1 N C
CCE = —+ < DD (tue 1og(pu,c)))) (A1)

u=1 c=1
where u is a specific user of the current database, IV is the total number
of users in our database, ¢ is the current user we are testing of the C' total
users of the database, and t, . is the true identifier of that user, and p, . is
the Softmax output probability estimation from our CNN.

Then, in the case of binary classification, we use the Binary Cross-Entropy
(BCE) which is a specific case of the previous formula where C' = 2, then, the
formula is developed as follows:

1 N
BCE — —N(Z (talog(p)(1 — 1) log(1 — pu>>) (A2)

u=1

where u is a specific user of the current database, N is the total number
of users in our database, t, is the true identifier of that user, and p, is the
Sigmoid output probability estimation from our CNN.

Ultimately, the BCE or the CCE, depending on the problem faced, is
optimised to train the parameters of the network.

A.2.2 Code Implementation

To perform user classification, the code implementation seen in Algorithm
3 has to be followed. The first steps needed are always to define the paths
in which the EKM datasets obtained in the previous steps (Section A.1) are
stored and define the paths where the model, results and outputs will be
saved. Then, a set of hyperparameters that have already been commented on
in Section 2.4 are defined.

It is important to remark that the image size specified is not given by the
image loaded to train the model but by the user, as it is a hyperparameter.
When the EKMs are extracted from the EKG signal, the size of the generated
image is 4322288 pixels. In our experiments, we reduced the image size up to
54229 to reduce computational costs. Different experiments were launched to
validate this parameter. This means that we reduced the size of the image as
much as we could until the classification was affected. Consequently, the size
of each image has been reduced eight times by width and almost ten times
by height.
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Once the parameters of the network have been specified, the train and
validation dataset is obtained through an ImageDataGenerator to be able to
feed the images into the CNN model. Next, a model is constructed by the
addition of each of the layers forming this model.

The first layer is cropping the image to remove the axis and blank spaces;
how many pixels can be removed from each frame can be specified. Once we
have the clean EKM, the first and only convolutional layer takes place. The
channel’s output and kernel size must be set (we used a 323 kernel). Then,
the ReLu activation also takes place. After the convolution, the Max Pooling
operation is defined with a pool size (222 in all of our experiments) to finally
apply regularisation through a dropout defined to 70% of the parameters.

For the second layer of the CNN, a flatten is applied to construct a vec-
tor with all the parameters. Then, with a Dense layer and another ReLu
activation, reduce the number of neurons. Finally, a Dense layer is again ap-
plied to have at the output the number of specified classes (depending on the
database) together with a Softmax or Sigmoid activation (depending on the
problem faced).

Once all layers are constructed, the last layer specifies how the model will
be compiled by selecting the Loss function that will be used (BCE or CCE),
an optimiser (Adam optimiser) and the metrics that will be optimised. The
final step will be to store the trained model and results from this training and
validation phase.

Once we have a properly trained model, we can test it with the testing
dataset which is the subset of images that have not been seen in the training
phase as done in Algorithm 4. Once the model is trained, the only steps
that need to be performed are to define the test dataset, load the model
and execute the evaluation with the imported images and model. Once the
evaluation is done, all metrics, results and plots can be obtained from this
evaluation.
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Algorithm 3 Training the CNN

Define paths: EKM train dataset, results, output
Define hyperparameters: #epochs, #classes, batch size, validation per-
centage, image size, kernel size, pool size, dropout
train dataset, test dataset <— ImageDataGenerator(EKM train dataset, im-
age size, validation percentage)
for each layer in model do
Add(Cropping((top,bottom),(left,right), input shape))
Add(Conv2D(channel output, kernel size, activation))
Add(MaxPooling2D(pool size))
Add(Dropout(dropout))
(
(

Add(Flatten())
Add(Dense(neuron numbers, activation))
Add(Dense(##classes, activation))
Compile(CE, optimiser, metrics)
end for
trained model < Fit(train and validation datasets, model, batch size,
epochs)
Save model and results

Algorithm 4 User Classification - testing

Define paths: EKM test dataset, trained model

Define hyperparameters: image size

test dataset «— ImageDataGenerator(EKM test dataset, image size)
model < Load(trained model)

FP, TP, FN, TN <« Model Evaluation(model, test dataset)
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