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#### Abstract

In many fields of science and engineering, we are faced with an inverse problem where we aim to recover an unobserved parameter or variable of interest from a set of observed variables. Bayesian inference is a probabilistic approach for inferring this unknown parameter that has become extremely popular, finding application in myriad problems in fields such as machine learning, signal processing, remote sensing and astronomy. In Bayesian inference, all the information about the parameter is summarized by the posterior distribution. Unfortunately, the study of the posterior distribution requires the computation of complicated integrals, that are analytically intractable and need to be approximated. Monte Carlo is a huge family of sampling algorithms for performing optimization and numerical integration that has become the main horsepower for carrying out Bayesian inference. The main idea of Monte Carlo is that we can approximate the posterior distribution by a set of samples, obtained by an iterative process that involves sampling from a known distribution. Markov chain Monte Carlo (MCMC) and importance sampling (IS) are two important groups of Monte Carlo algorithms. This thesis focuses on developing and analyzing Monte Carlo algorithms (either MCMC, IS or combination of both) under different challenging scenarios presented below. In summary, in this thesis we address several important points, enumerated (a)-(f), that currently represent a challenge in Bayesian inference via Monte Carlo. A first challenge that we address is the problematic exploration of the parameter space by off-the-shelf MCMC algorithms when there is (a) multimodality, or with (b) highly concentrated posteriors. Another challenge that we address is the (c) proposal construction in IS. Furtheremore, in recent applications we need to deal with (d) expensive posteriors, and/or we need to handle (e) noisy posteriors. Finally, the Bayesian framework also offers a way of comparing competing hypothesis (models) in a principled way by means of marginal likelihoods. Hence, a task that arises as of fundamental importance is (f) marginal likelihood computation.


Chapters 2 and 3 deal with (a), (b), and (c). In Chapter 2, we propose a novel population MCMC algorithm called Parallel Metropolis-Hastings Coupler (PMHC). PMHC is very suitable for multimodal scenarios since it works with a population of states, instead of a single one, hence allowing for sharing information. PMHC combines independent exploration by the use of parallel Metropolis-Hastings algorithms, with cooperative exploration by the use of a population MCMC technique called Normal Kernel Coupler. In Chapter 3, population MCMC are combined with IS within the layered adaptive IS (LAIS) framework. The combination of MCMC and IS serves two purposes. First, an automatic proposal construction. Second, it aims at increasing the robustness, since the MCMC samples are not used directly to form the sample approximation of the posterior. The use of minibatches of data is proposed to deal with highly concentrated posteriors. Other extensions for reducing the costs with respect to the vanilla LAIS framework, based
on recycling and clustering, are discussed and analyzed.

Chapters 4, 5 and 6 deal with (c), (d) and (e). The use of nonparametric approximations of the posterior plays an important role in the design of efficient Monte Carlo algorithms. Nonparametric approximations of the posterior can be obtained using machine learning algorithms for nonparametric regression, such as Gaussian Processes and Nearest Neighbors. Then, they can serve as cheap surrogate models, or for building efficient proposal distributions. In Chapter 4, in the context of expensive posteriors, we propose adaptive quadratures of posterior expectations and the marginal likelihood using a sequential algorithm that builds and refines a nonparametric approximation of the posterior. In Chapter 5, we propose Regression-based Adaptive Deep Importance Sampling (RADIS), an adaptive IS algorithm that uses a nonparametric approximation of the posterior as the proposal distribution. We illustrate the proposed algorithms in applications of astronomy and remote sensing. Chapter 4 and 5 consider noiseless posterior evaluations for building the nonparametric approximations. More generally, in Chapter 6 we give an overview and classification of MCMC and IS schemes using surrogates built with noisy evaluations. The motivation here is the study of posteriors that are both costly and noisy. The classification reveals a connection between algorithms that use the posterior approximation as a cheap surrogate, and algorithms that use it for building an efficient proposal. We illustrate specific instances of the classified schemes in an application of reinforcement learning. Finally, in Chapter 7 we study noisy IS, namely, IS when the posterior evaluations are noisy, and derive optimal proposal distributions for the different estimators in this setting.

Chapter 8 deals with (f). In Chapter 8, we provide with an exhaustive review of methods for marginal likelihood computation, with special focus on the ones based on Monte Carlo. We derive many connections among the methods and compare them in several simulations setups. Finally, in Chapter 9 we summarize the contributions of this thesis and discuss some potential avenues of future research.
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## 1. INTRODUCTION

This chapter introduces the preliminary concepts of the thesis. This chapter is organized as follows. Section 1.1 gives a summary of Bayesian inference and introduces the notation used in the chapter. Then, Section 1.2 introduces Monte Carlo methods for the application of Bayesian inference, with special emphasis on the Markov chain Monte Carlo (MCMC) and importance sampling (IS) families. The MCMC and IS when working with noisy realizations of the posterior are briefly discussed in 1.2.4. Section 1.3 address the construction of a nonparametric approximation to the posterior and discuss the potential uses within Monte Carlo. Finally, Section 1.4 describes the structure of the thesis and the main contributions.

### 1.1. Bayesian inference

This section introduces the basics of the Bayesian inference. In many applications, after receiving a set of observations, the goal is to infer the underlying mechanism that have generated the data. Frequently, a parametric approach is considered. Let $\mathbf{x} \in \mathcal{X} \subseteq \mathbb{R}^{d_{x}}$ be the parameter of interest and $\mathbf{y} \in \mathbb{R}^{d_{y}}$ denote the vector of observations. A Bayesian statistical model comprises a likelihood function, $\ell(\mathbf{y} \mid \mathbf{x}): \mathbb{R}^{d_{y}} \times \mathbb{R}^{d_{x}} \rightarrow \mathbb{R}_{\geq 0}$, and a prior probability density function (pdf), $g(\mathbf{x}): \mathbb{R}^{d_{x}} \rightarrow \mathbb{R}_{\geq 0}$. The conditional distribution of $\mathbf{x}$ given $\mathbf{y}$, namely, the posterior pdf, is given by

$$
\begin{equation*}
p(\mathbf{x} \mid \mathbf{y})=\frac{\ell(\mathbf{y} \mid \mathbf{x}) g(\mathbf{x})}{\int_{X} \ell\left(\mathbf{y} \mid \mathbf{x}^{\prime}\right) g\left(\mathbf{x}^{\prime}\right) d \mathbf{x}^{\prime}} . \tag{1.1}
\end{equation*}
$$

Inferences about $\mathbf{x}$ are then obtained in terms of posterior expectations, i.e., by computing integrals of some function $f(\mathbf{x}): \mathbb{R}^{d_{x}} \rightarrow \mathbb{R}$ with respect to $p(\mathbf{x} \mid \mathbf{y})$,

$$
\begin{equation*}
\mathbb{E}_{p(\mathbf{x} \mid \mathbf{y})}[f(\mathbf{x})]=\int_{X} f(\mathbf{x}) p(\mathbf{x} \mid \mathbf{y}) d \mathbf{x} \tag{1.2}
\end{equation*}
$$

The setting described above is referred to as parameter estimation or level 1 of inference. The level 2 of inference addresses the problem of model selection [28, Ch. 28]. Let $\mathcal{M}_{i}, i=1, \ldots, L$, denote $L$ different models, each one comprising its likelihood function and prior pdf, and with parameters of possibly different dimension. A key quantity of model $\mathcal{M}_{i}$ is the so-called marginal likelihood or Bayesian evidence,

$$
\begin{equation*}
p\left(\mathbf{y} \mid \mathcal{M}_{i}\right)=\int_{X_{i}} \ell\left(\mathbf{y} \mid \mathbf{x}_{i}, \mathcal{M}_{i}\right) g\left(\mathbf{x}_{i} \mid \mathcal{M}_{i}\right) d \mathbf{x}_{i} \tag{1.3}
\end{equation*}
$$

which expresses the probability of the data under model $\mathcal{M}_{i}$. Note that $p\left(\mathbf{y} \mid \mathcal{M}_{i}\right)$ is essentially the normalizing constant of the parameter posterior $p\left(\mathbf{x}_{i} \mid \mathbf{y}, \mathcal{M}_{i}\right)$, as per Eq. (1.1). The interest lies then in the model posterior,

$$
\begin{equation*}
p\left(\mathcal{M}_{i} \mid \mathbf{y}\right)=\frac{p\left(\mathbf{y} \mid \mathcal{M}_{i}\right) p\left(\mathcal{M}_{i}\right)}{\sum_{j=1}^{L} p\left(\mathbf{y} \mid \mathcal{M}_{j}\right) p\left(\mathcal{M}_{j}\right)} \tag{1.4}
\end{equation*}
$$

where $p\left(\mathcal{M}_{j}\right), j=1, \ldots, L$, are prior probabilities associated to the models.

### 1.1.1. Approximate Bayesian inference

In a nutshell, Bayesian inference revolves around the study of the two posterior distributions in Eqs. (1.1) and (1.4). The applicability hence resides in being able to compute the integrals in Eqs. (1.2) and (1.3). Except for the most trivial settings, these integrals are intractable, hence numerical methods are required.

There are two popular strategies for carrying approximate Bayesian inference based on sampling and optimization, each one having its own advantages and disadvantages [42][7, Ch. 10]. The sampling-based approach use stochastic approximations via Monte Carlo, while the optimization-based approach relies on variational inference for approximating probability densities. The focus of this thesis is on Monte Carlo, that is introduced in the next section.

### 1.1.2. Notation

To simplify notation, from now on the vector of observations $\mathbf{y}$ is assumed to be fixed. Moreover, the focus is restricted to a single model. The following notation will be used in the subsequent sections. The posterior pdf is denoted as $\bar{\pi}(\mathbf{x})=p(\mathbf{x} \mid \mathbf{y}), \pi(\mathbf{x})=\ell(\mathbf{y} \mid \mathbf{x}) g(\mathbf{x})$ denotes the unnormalized posterior, and $Z=\int \ell(\mathbf{y} \mid \mathbf{x}) g(\mathbf{x}) d \mathbf{x}$ is the marginal likelihood, such that $\bar{\pi}(\mathbf{x})=\frac{1}{Z} \pi(\mathbf{x})$.

The notation $\mathbf{x}$ for the parameter of interest will be used throughout this chapter. Note however that, while this is a standard notation in the engineering literature, using the Greek letter $\boldsymbol{\theta}$ to denote model parameters is a more common choice in the statistics literature. This is the reason we use $\boldsymbol{\theta}$, instead of $\mathbf{x}$, in several of the works appearing in this dissertation.

### 1.2. Monte Carlo methods

This section overviews Monte Carlo, starting from the basic identity and then introducing two families of methods for implementing Monte Carlo in practice, namely, Markov chain Monte Carlo and importance sampling, that are the main focus of this work. Let us formulate the problem of parameter estimation as that of computing the following integral,

$$
\begin{equation*}
I=\int_{X} f(\mathbf{x}) \bar{\pi}(\mathbf{x}) d \mathbf{x}, \tag{1.5}
\end{equation*}
$$

where $f(\mathbf{x})$ is some function of interest (scalar for simplicity). Let $\mathbf{x}_{i}$ for $i=1, \ldots, N$, denote a set of independent and identically distributed samples from $\bar{\pi}(\mathbf{x})$. Equivalently,
we write $\left\{\mathbf{x}_{i}\right\}_{i=1}^{N} \sim \bar{\pi}(\mathbf{x})$. Hence, the above integral can be approximated by the following Monte Carlo estimator,

$$
\begin{equation*}
I \approx \frac{1}{N} \sum_{i=1}^{N} f\left(\mathbf{x}_{i}\right), \quad \text { where } \quad\left\{\mathbf{x}_{i}\right\}_{i=1}^{N} \sim \bar{\pi}(\mathbf{x}) . \tag{1.6}
\end{equation*}
$$

The Monte Carlo estimator is a random variable with desirable properties such as unbiasedness, asymptotic normality and variance decaying at rate $O\left(\frac{1}{N}\right)$ [42].

Sample independently from the Bayesian posterior $\bar{\pi}(\mathbf{x})$ is not possible in practice (see [33] for a review of independent random sampling methods). Hence, in the following sections we review Monte Carlo methods that deal with this issue.

### 1.2.1. Markov chain Monte Carlo

When it is not possible to sample independently from a probability distribution, a popular strategy is instead to generate dependent samples . Markov chain Monte Carlo (MCMC) is a family of Monte Carlo methods that rely on Markov chains for generating dependent samples from a probability distribution [42]. As an illustration, let us consider the wellknown Metropolis-Hastings (MH) algorithm. Let $\mathbf{x}_{t}$ be the current state of chain. A proposed state is sampled from a proposal distribution conditional on $\mathbf{x}_{t}, \mathbf{x}^{\prime} \sim q\left(\mathbf{x} \mid \mathbf{x}_{t}\right)$. The state $\mathbf{x}^{\prime}$ is accepted with probability

$$
\begin{equation*}
\alpha\left(\mathbf{x}_{t}, \mathbf{x}^{\prime}\right)=\min \left\{1, \frac{\pi\left(\mathbf{x}^{\prime}\right) q\left(\mathbf{x}_{t} \mid \mathbf{x}^{\prime}\right)}{\pi\left(\mathbf{x}_{t}\right) q\left(\mathbf{x}^{\prime} \mid \mathbf{x}_{t}\right)}\right\} . \tag{1.7}
\end{equation*}
$$

Note that $Z$ need not be known. The next state of the chain is then $\mathbf{x}_{t+1}=\mathbf{x}^{\prime}$ when accepted, or, in case of rejection, the current state is repeated, $\mathbf{x}_{t+1}=\mathbf{x}_{t}$. An analogous of the Monte Carlo estimator in Eq. (1.6) can be then formed by using the resulting set of dependent samples. The efficiency of this MCMC estimator is reduced due to the presence of correlation in the samples. Moreover, although the convergence of this algorithm is ensured under very mild conditions, this convergence can be very slow in practice, such as when the posterior is multimodal or is concentrated is a small region [9, 42].

The literature devoted to improve MCMC algorithms is very vast (see e.g. [27, 43] and references therein). Adaptive MCMC algorithms aim at changing the proposal on the fly based on the history of chain [24, 4]. In this group, several works attempt to build an independent proposal using non-parametric approximations to the posterior [30]. Other, more sophisticated, proposal generating mechanism and transition kernels can be used to build more efficient Markov chains, such as Hamiltonian Monte Carlo and Multiple-try MCMC, among others [9, Ch. 5][22][29]. Tempering and data-tempering are used to artificially increase the variance of the posterior and facilitate the subsequent exploration of the MCMC chains [27, Ch. 4][18, 19, 12]. Parallelization, although not directly applicable due to the sequencial nature of these algorithms, is also of great interest to the

MCMC community not only for the potential speed-ups but also because it fosters the exploration of the state space. Namely, running several parallel MCMC algorithms can help in discovering important regions of the posterior support [9, Ch. 6]. Population MCMC algorithms work by evolving a population of states, rather than a single one, so the information discovered by the individual chains is shared in order to improve the overall efficiency [27, Ch. 5]. Furthermore, population MCMC algorithms can be combined with independent parallel chains by running "horizontal" and "vertical" steps in the orthogonal MCMC framework [32].

Let us consider $N$ independent parallel MCMC chains, and let $\mathbf{x}_{n, t}$ denote the state of the $n$-th chain at iteration $t$. Let $\mathcal{T}_{n}\left(\mathbf{x}_{n, t} \rightarrow \mathbf{x}_{n, t+1}\right)$ denote the transition kernel applied to the state $\mathbf{x}_{n, t}$ in order to obtain the next state. For simplicity, consider that all $\mathcal{T}_{n}\left(\mathbf{x}_{n, t} \rightarrow\right.$ $\left.\mathbf{x}_{n, t+1}\right)$ are MH steps with proposal $q\left(\mathbf{x} \mid \mathbf{x}_{n, t}\right)$ as described above. More generally, each $\mathcal{T}_{n}\left(\mathbf{x}_{n, t} \rightarrow \mathbf{x}_{n, t+1}\right)$ could represent the application of one step of a different MCMC algorithm. By applying $\mathcal{T}_{n}\left(\mathbf{x}_{n, t} \rightarrow \mathbf{x}_{n, t+1}\right)$ to each chain, the population $\mathbf{X}_{t}=\left\{\mathbf{x}_{1, t}, \ldots, \mathbf{x}_{N, t}\right\}$ advances to $\mathbf{X}_{t+1}=\left\{\mathbf{x}_{1, t+1}, \ldots, \mathbf{x}_{N, t+1}\right\}$. The whole update can be written as $\mathcal{T}^{V}\left(\mathbf{X}_{t} \rightarrow\right.$ $\left.\mathbf{X}_{t+1}\right)=\prod_{n=1}^{N} \mathcal{T}_{n}\left(\mathbf{x}_{n, t} \rightarrow \mathbf{x}_{n, t+1}\right)$. Since the MH steps target the posterior $\bar{\pi}(\mathbf{x})$, the population $\mathbf{X}_{t+1}$ is an independent sample from $\bar{\pi}(\mathbf{x})$. Now, consider advancing the population by applying another transition "horizontal" kernel $\mathcal{T}^{H}\left(\mathbf{X}_{t+1} \rightarrow \mathbf{X}_{t+2}\right)$ that works on the whole population simultaneously. This transition kernel represents the application of one step of a population MCMC algorithm, whose target distribution is also $\bar{\pi}(\mathbf{x})$. The Orthogonal MCMC algorithms alternate between applying these two types of kernels, hence leveraging independent and cooperative exploration [32].

### 1.2.2. Importance sampling

Importance sampling (IS) consists in rewriting the integral of interest in Eq. (1.5) as a expected value with respect to a pdf $q(\mathbf{x})$, called importance density or proposal,

$$
\begin{equation*}
I=\int_{X} f(\mathbf{x}) \frac{\bar{\pi}(\mathbf{x})}{q(\mathbf{x})} q(\mathbf{x}) d \mathbf{x}=\mathbb{E}_{q(\mathbf{x})}\left[\frac{\bar{\pi}(\mathbf{x})}{q(\mathbf{x})} f(\mathbf{x})\right] . \tag{1.8}
\end{equation*}
$$

This identity immediately suggests the following standard IS estimator

$$
\begin{equation*}
I \approx \widehat{I}_{\mathrm{IS}}=\frac{1}{N} \sum_{i=1}^{N} \frac{\bar{\pi}\left(\mathbf{z}_{i}\right)}{q\left(\mathbf{z}_{i}\right)} f\left(\mathbf{z}_{i}\right), \quad\left\{\mathbf{z}_{i} i_{i=1}^{N} \sim q(\mathbf{x}) .\right. \tag{1.9}
\end{equation*}
$$

In comparison with Eq. (1.6), here the evaluations $f\left(\mathbf{z}_{i}\right)$ are weighted according to the ratio $\frac{\tilde{\pi}\left(\mathbf{z}_{i}\right)}{q\left(\mathbf{z}_{i}\right)}$, that accounts to the mismatch between target and proposal. However, since it is not possible to evaluate $\bar{\pi}(\mathbf{x})$, but only $\pi(\mathbf{x})$, due to $Z$ being unknown, the above estimator is not used in practice. Let $w_{i}=\frac{\pi\left(\mathbf{z}_{i}\right)}{q\left(\mathbf{z}_{i}\right)}$ denote the importance weight associated with sample $\mathbf{z}_{i}$. The following self-normalized IS estimator has to be used in practice,

$$
\begin{equation*}
I \approx \widehat{I}_{\text {sn-IS }}=\frac{\sum_{i=1}^{N} w_{i} f\left(\mathbf{z}_{i}\right)}{\sum_{j=1}^{N} w_{j}}=\sum_{i=1}^{N} \bar{w}_{i} f\left(\mathbf{z}_{i}\right), \quad\left\{\mathbf{z}_{i}\right\}_{i=1}^{N} \sim q(\mathbf{x}), \tag{1.10}
\end{equation*}
$$

where $\bar{w}_{i}=\frac{w_{i}}{\sum_{j=1}^{N} w_{j}}$. The estimator $\widehat{I}_{\text {sn-IS }}$ is not unbiased but consistent [42].
Compared to MCMC, the IS algorithms have the advantage of using independent samples, which facilitates their theoretical validation. Another advantage is that they provide with an straightforward estimation of the marginal likelihood,

$$
\begin{equation*}
Z=\int_{X} \pi(\mathbf{x}) d \mathbf{x} \tag{1.11}
\end{equation*}
$$

by taking the average of the importance weights,

$$
\begin{equation*}
Z \approx \widehat{Z}=\frac{1}{N} \sum_{i=1}^{N} w_{i} \tag{1.12}
\end{equation*}
$$

which is an unbiased estimation of $Z$. However, IS algorithms should not be viewed as a disjunctive alternative to MCMC. In fact, state-of-the-art Monte Carlo methods combine MCMC and IS [36, 35, 31]. This is particularly noticeable in the task of marginal likelihood computation, since MCMC do not provide with an straightforward estimation and so it is often employed in conjunction with IS $[36,35]$.

A crucial aspect of any IS algorithm is the choice of proposal $q(\mathbf{x})$. Optimal expressions of $q(\mathbf{x})$ can be analytically derived for the estimators $\widehat{I}_{\text {sn-IS }}$ and $\widehat{Z}$. Unsurprisingly, the optimal proposal for $\widehat{Z}$,

$$
\begin{equation*}
q_{\mathrm{opt}}=\arg \min _{q} \operatorname{Var}[\widehat{Z}]=\arg \min _{q} \operatorname{Var}\left[\frac{\pi(\mathbf{x})}{q(\mathbf{x})}\right], \tag{1.13}
\end{equation*}
$$

is $q_{\text {opt }}(\mathbf{x})=\bar{\pi}(\mathbf{x})$, since in this case it is trivial to obtain $\widehat{Z}=Z$. Although implementing this $q_{\text {opt }}(\mathbf{x})$ is not possible in practice, it informs us that $q(\mathbf{x})$ should be chosen so that it is close to $\bar{\pi}(\mathbf{x})$ in order to minimize the variance of the importance weights. Additionally, minimizing the variance of the importance weights is a sensible strategy for obtaining an efficient $\widehat{I}_{\text {sn-IS }}$, as the mean squared error of this estimator scales with the Pearson divergence between posterior and proposal [1]. As a consequence, IS algorithms that iteratively build $q(\mathbf{x})$ have been proposed, going under the name of adaptive IS, that we discuss in the next section.

### 1.2.3. Adaptive Importance Sampling

The basic idea of adaptive IS (AIS) algorithms is to use the information gained about $\bar{\pi}(\mathbf{x})$ from past weighted samples to improve the proposal. Many AIS algorithms iterate the flow "sample-weigh-adapt" [10]. The proposal $q_{t}(\mathbf{x})$ has now a subindex that depends on the iteration step. Starting with an initial proposal $q_{0}(\mathbf{x})$, an AIS algorithm iterates the following block.

- Sample $\left\{\mathbf{x}_{n, t}\right\}_{n=1}^{N} \sim q_{t}(\mathbf{x})$;
- Weigh $\left.w_{n, t}=\frac{\pi\left(\mathbf{X}_{n, t}\right)}{q_{t} \mathbf{X}_{n, t}}\right)$ for $n=1, \ldots, N$;
- Adapt $q_{t}(\mathbf{x})$.

Many AIS algorithms rely on updating a population of proposals, rather than a single proposal. The simultaneous use of several proposals is called multiple IS (MIS), and it allows for distinct weighting schemes that differ in computation cost and efficiency [14]. In order to introduce the basics of MIS, let us consider a static population of $M$ proposals, $q_{m}(\mathbf{x}), m=1, \ldots, M$. Assume we have drawn $N$ samples from each proposal, denoted as $\left\{\mathbf{x}_{n, m}\right\}_{n=1}^{N} \sim q_{m}(\mathbf{x}), m=1, \ldots, M$. Let

$$
\begin{equation*}
w\left(\mathbf{x}_{n, m}\right)=\frac{\pi\left(\mathbf{x}_{n, m}\right)}{\Psi\left(\mathbf{x}_{n, m}\right)}, \tag{1.14}
\end{equation*}
$$

denote the weight associated with sample $\mathbf{x}_{n, m}$. The different weighting schemes differ in the choice of $\Psi(\cdot)$. It can be shown that the so-called full-deterministic mixture (f-DM) scheme,

$$
\begin{equation*}
\Psi_{\mathrm{f}-\mathrm{DM}}\left(\mathbf{x}_{n, m}\right)=\frac{1}{M} \sum_{j=1}^{M} q_{j}\left(\mathbf{x}_{n, m}\right), \tag{1.15}
\end{equation*}
$$

has lower variance than the standard choice $\Psi_{\text {std }}\left(\mathbf{x}_{n, m}\right)=q_{n, m}\left(\mathbf{x}_{n, m}\right)$ [14]. Note that in $\Psi_{\text {f-DM }}$, the samples are weighted according to the uniform mixture of all proposals, while in $\Psi_{\text {std }}$ each sample is only weighted according to the proposal that actually generated it. Intuitively, $\Psi_{\text {f-DM }}$ is more stable than $\Psi_{\text {std }}$ since samples from a "bad" proposal can be compensated by the presence of "good" ones, at the expense of an increase in the computation cost. In fact, $\Psi_{\mathrm{f}-\mathrm{DM}}$ requires $N M^{2}$ proposal evaluations, compared to $\Psi_{\text {std }}$ that requires $N M$ proposal evaluations. Frequently, evaluating $\pi(\mathbf{x})$ is the main computation bottleneck, so choosing between $\Psi_{\mathrm{f}-\mathrm{DM}}$ and $\Psi_{\text {std }}$ has very little impact on the overall computation time.

The layered AIS (LAIS) is a class of AIS algorithms that rely on MCMC algorithms to update the proposal $q_{t}(\mathbf{x})$, hence separating the updating step from the sampling-weighting steps [31]. LAIS take advantage of the exploratory behavior of MCMC algorithms to sample the location parameters of a population of proposals. Let $\left\{q_{m, t}\left(\mathbf{x} \mid \boldsymbol{\mu}_{m, t}\right)\right\}_{m=1}^{M}$ denote the population of proposals at time $t$. LAIS applies a MCMC transition kernel to evolve the location parameters $\left\{\boldsymbol{\mu}_{m, t}\right\}_{m=1}^{M}$ for $T$ iterations. For instance, in the simplest case, $M$ independent MH algorithms are used. The final set of $T M$ proposals is sampled and the samples are assigned weights according to three possible MIS weighting schemes. Consider for simplicity that exactly one sample is obtained from each proposal, the following spatial and temporal f-DM denominators are possible,

$$
\begin{align*}
& \Psi_{\mathrm{s}}\left(\mathbf{x}_{m, t}\right)=\frac{1}{M} \sum_{j=1}^{M} q_{j, t}\left(\mathbf{x}_{m, t}\right),  \tag{1.16}\\
& \Psi_{\mathrm{t}}\left(\mathbf{x}_{m, t}\right)=\frac{1}{T} \sum_{\tau=1}^{T} q_{m, \tau}\left(\mathbf{x}_{m, \tau}\right) . \tag{1.17}
\end{align*}
$$

The LAIS framework allows for different choices in both the upper layer and lower layer, regarding the sampling of the locations parameters $\boldsymbol{\mu}_{m, t}$, and the weighting of the samples $\mathbf{x}_{m, t}$, resulting in algorithms with different efficiency and computation cost.

Instead of adapting a population of parametric proposals, another possibility is the construction of a single proposal that mimics the posterior distribution using techniques of nonparametric regression, that we discuss in Sect. 1.3.

### 1.2.4. Noisy Monte Carlo

This section discusses Monte Carlo methods in scenarios where $\pi(\mathbf{x})$ cannot evaluated. These scenarios include latent variable models [3], doubly-intractable posteriors [37], and the likelihood-free setting [38, 6]. In some cases, specific algorithms have been designed (see e.g. [37]). A powerful result is the following: if evaluations of $\pi(\mathbf{x})$ are substituted with unbiased estimations, the algorithms remain exact. To illustrate, let us informally introduce the noisy versions of the MH algorithm and standard IS..

Let $\widetilde{\pi}(\mathbf{x})$ denote an unbiased estimation of $\pi(\mathbf{x})$ at $\mathbf{x}$, i.e., $\mathbb{E}[\widetilde{\pi}(\mathbf{x}) \mid \mathbf{x}]=\pi(\mathbf{x})$. A noisy MH algorithm is obtained by substituting the exact evaluations $\pi\left(\mathbf{x}^{\prime}\right), \pi\left(\mathbf{x}_{t}\right)$ with $\widetilde{\pi}\left(\mathbf{x}^{\prime}\right), \widetilde{\pi}\left(\mathbf{x}_{t}\right)$ in Eq. (1.7), namely

$$
\begin{equation*}
\widetilde{\alpha}\left(\mathbf{x}_{t}, \mathbf{x}^{\prime}\right)=\min \left\{1, \frac{\widetilde{\pi}\left(\mathbf{x}^{\prime}\right) q\left(\mathbf{x}_{t} \mid \mathbf{x}^{\prime}\right)}{\widetilde{\pi}\left(\mathbf{x}_{t}\right) q\left(\mathbf{x}^{\prime} \mid \mathbf{x}_{t}\right)}\right\} . \tag{1.18}
\end{equation*}
$$

The use of this acceptance probability give rise to two algorithms known in the literature as pseudo-marginal MH and Monte Carlo-within-Metropolis. These algorithms differ in whether $\tilde{\pi}\left(\mathbf{x}_{t}\right)$ is recomputed at each iteration or reused from past iteration. The pseudomarginal theorem states that the latter alternative ensures the algorithm is exact. More generally, instead of using unbiased estimations of $\pi(\mathbf{x})$, the noisy Monte Carlo framework in [2] analyzes the discrepancy between the exact MH and noisy algorithms, where the acceptance probability in Eq. (1.7) is substituted with stochastic approximations.

Similarly, let us denote with $\widetilde{w}_{i}=\frac{\widetilde{\pi}\left(\mathbf{x}_{i}\right)}{q\left(\mathbf{x}_{i}\right)}$ the noisy importance weight obtained by substituting the exact evaluation $\pi\left(\mathbf{x}_{i}\right)$ with the unbiased estimation $\widetilde{\pi}\left(\mathbf{x}_{i}\right)$. The noisy versions of the estimators in Eqs. (1.10) and (1.12) can be shown to converge to the true quantities. The noisy IS is also named IS squared and random-weight IS in the literature [15, 16, 49].

In both noisy MH and noisy IS, the use of random realizations produces efficiency losses in the final estimators that scale with the noise variance. In the case of noisy IS, the noise contribute with an additional term in the variance of the estimators, and hence change the expression of optimal proposals. Furthermore, obtaining such unbiased estimations is often a costly step. The use of surrogates $\widehat{\pi}(\mathbf{x})$ of $\pi(\mathbf{x})$, built with regression techniques, can help in alleviating these problems.

### 1.3. Nonparametric approximations

This section deals with the approximation of $\pi(\mathbf{x})$ from a set of evaluations $\pi\left(\mathbf{x}_{1}\right), \ldots, \pi\left(\mathbf{x}_{N}\right)$, at a set of points $\mathbf{X}=\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right\}$. The set $\mathbf{X}$ is usually referred to as nodes or design points, and they do not necessarily have to be distributed from $\bar{\pi}(\mathbf{x})$. The evaluations of $\pi(\mathbf{x})$ are assumed to be noiseless for simplicity, but they could be corrupted with noise instead. This task is known as the recovery problem in the literature of function approximation from scattered data [50, 44]. Finding an approximation $\pi(\mathbf{x})$ from a set of evaluations is also the goal of machine learning regression algorithms, such as $k$-nearest neighbor or Gaussian processes [11, 40]. Below, we give a general description of nonparametric approximations based on combinations of basis functions placed at the design points. Alternatively, one could seek an approximation of some transformation of $\pi(\mathbf{x})$ or some internal part such as the likelihood function or a forward model. The latter approach is very popular in, e.g., the study of physical phenomena by the use of surrogate models of expensive computer simulators [26, 45, 41, 48].

We consider approximations of $\pi(\mathbf{x})$ as linear combinations of basis functions $\varphi_{i}(\mathbf{x})$, each one centered at a different node $\mathbf{x}_{i}$,

$$
\begin{equation*}
\widehat{\pi}(\mathbf{x})=\sum_{i=1}^{N} \beta_{i} \varphi_{i}(\mathbf{x}), \tag{1.19}
\end{equation*}
$$

where $\beta=\left[\beta_{1}, \ldots, \beta_{N}\right]^{\top}$ is the vector of coefficients. Denote with $\mathbf{d}=\left[\pi\left(\mathbf{x}_{1}\right), \ldots, \pi\left(\mathbf{x}_{N}\right)\right]^{\top}$ the vector of evaluations. The coefficients are determined by imposing the interpolation condition, i.e., $\widehat{\pi}\left(\mathbf{x}_{i}\right)=\pi\left(\mathbf{x}_{i}\right)$ for $i=1, \ldots, N$. Writing it in matrix form gives

$$
\begin{equation*}
\mathbf{K} \boldsymbol{\beta}=\mathbf{d} \Rightarrow \boldsymbol{\beta}=\mathbf{K}^{-1} \mathbf{d} \tag{1.20}
\end{equation*}
$$

where $\mathbf{K}_{i j}=\varphi_{j}\left(\mathbf{x}_{i}\right)$ for $1 \leq i, j \leq N$. Hence the basis functions must satisfy that $\mathbf{K}$ is invertible. Substituting Eq. (1.20) in Eq. (1.19) results in $\widehat{\pi}(\mathbf{x})$ being a linear combination of the evaluations $\mathbf{d}$. The passing condition can be relaxed by adding $\sigma^{2}$ times the identity matrix to $\mathbf{K}$, hence having $\beta=\left(\mathbf{K}+\sigma^{2} \mathbf{I}\right)^{-1} \mathbf{d}$. Connections with kernel regression and radial-basis interpolation can be established by imposing properties on the basis functions $\varphi_{i}(\mathbf{x})$, such as $\varphi_{i}(\mathbf{x})$ being a proper covariance function (i.e. a kernel) or $\varphi_{i}(\mathbf{x})$ being a radial-basis function (i.e. a stationary kernel). For instance, if $\varphi_{i}(\mathbf{x}) \propto e^{-\frac{1}{2 n^{2}}\left\|\mathbf{x}-\mathbf{x}_{i}\right\|^{2}}$, namely, a Gaussian kernel, then $\widehat{\pi}(\mathbf{x})$ corresponds to the predictive mean function of a Gaussian process with Gaussian kernel [40]. See, e.g., [34, 25] for connections between Gaussian process and kernel methods.

The error in the approximation of $\pi(\mathbf{x})$ by $\widehat{\pi}(\mathbf{x})$ has been studied in the related literatures of function approximation [50]. Clearly, this error depends on the assumed properties of $\pi(\mathbf{x})$, the chosen $\varphi_{i}(\mathbf{x})$, as well as on the selection of $\mathbf{X}$. Adding more nodes to $\mathbf{X}$ is likely to improve the approximation, but it also requires more evaluations of $\pi(\mathbf{x})$. This trade-off has been addressed in the active learning and experimental design literatures
[39, 46]. Experimental designs aim at finding $\mathbf{X}$ that optimize some utility function. In active learning, the idea is to use the current approximation of $\pi(\mathbf{x})$ to guide the search of new nodes by optimizing acquisition functions that balance exploration of new regions with exploitation of the already-discovered important regions. Indeed, when the view of GP can be adopted, the uncertainty in the approximation can be used to build these acquisition functions [17].

### 1.3.1. Uses of the interpolant

Here, we discuss different uses of the interpolant $\widehat{\pi}(\mathbf{x})$ within Monte Carlo algorithms. The main reason of employing an approximation to the posterior instead of the true posterior is the promise of computational savings, as it is assumed that the surrogate is much cheaper to evaluate than the exact model. Hence, a first possibility is to apply a Monte Carlo algorithm directly on $\widehat{\pi}(\mathbf{x})$, rather than on $\pi(\mathbf{x})$. For instance, in the MH algorithm this account to using $\widehat{\pi}(\mathbf{x})$ in the computation of the acceptance probability in Eq. (1.7). Similarly, the interpolant $\widehat{\pi}(\mathbf{x})$ can be used to compute the weights in IS algorithms. The resulting Monte Carlo algorithms are approximate, in the sense of the final estimators converging to expectations with respect to (the density proportional to) $\widehat{\pi}(\mathbf{x})$. However, the increase in bias can be compensated with a greater reduction in variance as the algorithms can be run for more iterations in the same computation time. Furthermore, when only unbiased estimations of the posterior are available, the use of a surrogate can be motivated by a denoising effect. A related approach is to substitute $\widehat{\pi}(\mathbf{x})$ directly in the integrals in Eqs. (1.5) and (1.11), giving rise to quadrature formulas [47, 8]. In some cases, the resulting integrals can have closed form. In other cases, intensive Monte Carlo algorithms or other quadratures can be applied as they no longer require the evaluation of $\pi(\mathbf{x})$. These approaches can be used jointly with strategies for improving the interpolant $\widehat{\pi}(\mathbf{x})$ in order to reduce the bias.

A second possibility is employing $\widehat{\pi}(\mathbf{x})$ as proposal within Monte Carlo. The use of interpolative proposals in Monte Carlo has a long history, and can be ascribed to the rejection sampling and adaptive rejection sampling schemes [21, 20, 23]. Informally, a Monte Carlo algorithm can be viewed as a method for generating samples from a target density by "filtering" samples from a proposal. Then, the closer the proposal to the target density, the higher the efficiency. If $\widehat{\pi}(\mathbf{x})$ is employed as independent proposal in a MH algorithm, the acceptance probability in Eq. (1.7) approaches 1 as $\widehat{\pi}(\mathbf{x})$ gets closer to $\pi(\mathbf{x})$. In the case of IS, we already saw in Eq. (1.13) that the optimal proposal (that minimizes the variance of the importance weights) is $q_{\text {opt }}(\mathbf{x}) \propto \pi(\mathbf{x})$. Hence, using $q(\mathbf{x}) \propto \widehat{\pi}(\mathbf{x})$ is a sensible option. However, finding a construction of $\widehat{\pi}(\mathbf{x})$ that is sufficiently close to $\pi(\mathbf{x})$ but is still easy to sample is not trivial. Indeed, the task of sampling $\widehat{\pi}(\mathbf{x})$ can be as hard as the original task of sampling $\pi(\mathbf{x})$. The popular delayed-acceptance schemes employ a two-step procedure to deal with this issue $[13,5]$. First, a MH step is applied considering $\widehat{\pi}(\mathbf{x})$ as the target density, i.e., substituting $\widehat{\pi}(\mathbf{x})$ instead of $\pi(\mathbf{x})$ in Eq. (1.7). Upon acceptance, another MH
step is applied to correct the algorithm, substituting $\widehat{\pi}(\mathbf{x})$ instead of $q\left(\mathbf{x} \mid \mathbf{x}_{t}\right)$ and using $\pi(\mathbf{x})$ as the target density in Eq. (1.7). When the proposed state is accepted in the first step, it is considered as it were sampled from $\widehat{\pi}(\mathbf{x})$. This algorithm can be also viewed as way of saving computation time for "bad" proposals, since those that are rejected in the first step are not tested against $\pi(\mathbf{x})$.

### 1.4. Main contributions

The contributions of this thesis are divided in seven different chapters. The seven chapters can be classified according to the following related topics.

- Chapters 2 and 3 introduce two novel Monte Carlo algorithms based on parallel and population MCMC.
- Chapters 4 and 5 introduce two novel Monte Carlo algorithms that use a nonparametric approximation of the posterior.
- Chapters 6 and 7 study Monte Carlo algorithms in presence of noise in the posterior evaluation.
- Chapters 8 is framed within the theme of Bayesian model selection.

Chapters 2 and 3 deal with the problem of applying Monte Carlo algorithms when the posterior is multimodal or highly concentrated, in which case exploration becomes difficult. Chaper 2 proposes a novel MCMC scheme called Parallel Metropolis-Hastings Coupler (PMHC), that combines the use of parallel independent MH algorithms with a population MCMC algorithm called Normal Kernel Coupler (NKC). The use of independent MCMC chains allows to explore different regions, hence avoiding that they all be trapped in the same region. The combination with NKC, a powerful population MCMC algorithm, allows also to share the information discovered by the different chains. Hence, PMHC is especially suitable for multimodal scenarios. Chapter 3 propose MCMC-driven importance samplers for Bayesian inference. More specifically, the proposed algorithms are extensions of the LAIS framework for dealing with challenging problems such as concentrated posteriors. Here, the MCMC chains use subsets of data in order to produce a data-tempering effect, which allows to locate faster the regions of high-posterior probability. Since LAIS is an adaptive IS algorithm, the states of the MCMC are not used directly in the estimators, but they serve as location parameters for the subsequent MIS scheme. This also contributes to a more robust overall behavior. Several MCMC algorithms and MIS weighting strategies, as well as recycling and compression schemes to reduce the cost of the approaches, are proposed and tested.

Chapters 4 and 5 both deal with the construction of a nonparametric approximation of
the posterior using regression techniques. The work in Chapter 4 is motivated by posterior densities that are costly to evaluate. Hence, our goal, instead of applying Monte Carlo algorithms directly on the posterior, is to make a more efficient use of the posterior evaluations by a building a surrogate model. The framework proposed in Chapter 4 employs the approximation to build quadratures of posterior expectations and the marginal likelihood. Two types of regression techniques are applied, namely, interpolation with Gaussian kernels and nearest neighbor approximation. These constructions then lead to quadratures that require the use of additional Gaussian quadratures and IS, respectively, but do not depend on evaluating further the posterior. A procedure is proposed for sequentially improving the interpolant by maximizing a suitable acquisition function, composed of two terms to balance exploration and exploitation. The algorithms are tested in simulated examples and a real application of exoplanet detection. On the other hand, Chapter 5 proposes to employ the interpolant as a proposal within an adaptive IS algorithm, named Regression Adaptive Deep Importance Sampling (RADIS). The motivation here is to build a very efficient Monte Carlo algorithm by building a proposal that mimics the posterior distribution. Compared to Chapter 4, the resulting algorithm targets the true posterior since the interpolant is employed only as proposal density. The same nonparametric constructions are considered in this work for building the interpolant. The challenge here is to be able to sample from the interpolant. This is achieved by an additional sampling-importance-resampling procedure. The resulting samples are approximately distributed from the interpolant. These samples are weighted according to the posterior and then are used to update the interpolant for the next iteration. RADIS is tested in the retrieval of biophysical parameters of the radiatrive transfer PROSAIL model.

Chapter 6 and 7 consider Monte Carlo algorithms with noisy evaluations of the posterior. Chapter 6 surveys the use of surrogates (i.e. approximations of the posterior built with noisy evaluations) within Monte Carlo algorithms for dealing with noisy and costly posteriors. Hence, Chapter 6 serves as a bridge between the cited scenario and Chapter 5. The main contribution of Chapter 6 is the classification of the studied algorithms in different families, and providing several explanatory tables and figures. Specifically, the Monte Carlo algorithms using surrogates are divided in three broad classes (i) two-stage, (ii) iterative refinement, and (iii) exact. A schematic view of the different families in terms of a series of building blocks is also provided. For instance, RADIS from Chapter 5 is included in the family of exact methods, and it is indeed the IS analogous of the well-known delayed-acceptance MCMC schemes. Chapter 6 also discusses several application scenarios where it is common to work with noisy posterior evaluations, such as Approximate Bayesian Computation (ABC) and reinforcement learning. Chapter 7 focus the study on noisy IS, i.e., IS when the posterior evaluations are corrupted with noise. The expressions for the optimal proposals of the standard, self-normalized and marginal likelihood estimators are derived, which is the main contribution of the work. The expressions of the optimal proposals feature the noise variance, allowing practitioners to account for it when designing IS algorithms in the presence of noise.

Chapter 8 is devoted to Bayesian model selection. Chapter 8 reviews computational approaches for estimating the marginal likelihood of a model, which is the key quantity for performing model comparison. We have classified the approaches in 4 families, namely, (1) Deterministic approximations, (2) Methods based on density estimation, (3) Importance sampling schemes, and (4) Methods based on a vertical representation. Special focus is on IS based approaches, which are the largest family containing the most popular algorithms. The different techniques are presented with a unified notation, highlighting their differences, connections, limitations and strengths. Other aspects such as the use of improper priors and the connection of marginal likelihoods with information criteria and Bayesian predictive model selection are briefly discussed.
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#### Abstract

Bayesian methods and their implementations by means of sophisticated Monte Carlo (MC) techniques, such as Markov chain Monte Carlo (MCMC) and particle filters, have become very popular in signal processing over the last years. In this work, we present a novel interacting parallel MCMC scheme, called Parallel Metropolis-Hastings Coupler (PMHC), where the information provided by different parallel MCMC chains is properly combined by the use of another advanced MCMC method, called Normal Kernel Coupler (NKC). The NKC employs a mixture of densities as proposal density, which is updated according to a population of states. The PMHC is particularly efficient in multimodal scenarios since it obtains a faster exploration of the state space with respect to other benchmark techniques. Several numerical simulations are provided showing the efficiency and robustness of the proposed method.
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### 2.1. Introduction

The Markov Chain Monte Carlo (MCMC) are well-known Monte Carlo (MC) methodologies, which have become very popular in signal processing, statistics and machine learning during the past decades, in order to perform Bayesian inference and stochastic optimization [1, 5, 6, 14]. They generate a Markov chain which converges to the desired stationary probability density function (pdf).

In the last decades, the available computing power has also grown substantially. For instance, the possible use of a network of processors/machines has become common and widespread. For this reason, the interest in running several independent parallel MCMC chains has also increased in the last years. Clearly, If $N$ chains of length $T$ are run in parallel processors, the total number of generated samples is $N T$ instead of $N$, obtained with the same running time of a unique chain. Even if only one processor is used, employing independent parallel chains (IPCs) speeds up the exploration of the state space, which is crucial for the performance of a MCMC technique, specially in high-dimensional applications $[4,12,13,7]$. Thus, several MC schemes consider the application of parallel chains
for building efficient samplers, even when only one processor is employed [12, 13, 3, 2]. For instance, in $[4,8]$, several chains are run in parallel, and a unique joint proposal or different proposal densities are adapted using the samples generated by all the chains. In $[15,10]$ a modified target pdf is considered to produce a repulsion among the parallel chains. In [11], the authors design an importance sampling scheme, where the IPCs are used for adapting the location parameters of different proposal densities.

In this work, we present a novel MCMC scheme, called Parallel Metropolis-Hastings Coupler (PMHC). The PMHC combines efficiently the use of the IPCs with a populationbased MCMC technique, called Normal Kernel Coupler (NKC) [16]. The PMHC obtains a fast exploration of the state space, ensuring the overall ergodicity. The information provided by $N$ parallel MCMC chains are properly shared by the use of the NKC. The NKC is an advanced MCMC technique which uses a mixture of densities as proposal pdf. This mixture is updated using the information given by a cloud of generated states. Specifically, NKC induces a suitable random walk over a population of states which determines the means of components of the proposal mixture, ensuring the ergodicity [16].

When it is run in a unique processor, the PMHC can be considered a population MCMC scheme, which is particularly efficient in highly multimodal scenarios. When several independent processors are also employed, the computational speed up, as result of the parallelization of the IPCs, is considered an additional advantage of the proposed approach.

More specifically, the PMHC belongs to the class of Orthogonal MCMC algorithms (OMCMC) [12], formed by vertical and horizontal iterations. The vertical iterations, i.e., the IPCs, and the horizontal iterations, i.e., the NKC scheme, are cyclically repeated until reaching the desired number of samples. Unlike the OMCMC schemes proposed in [12], the PMHC employs a random walk kernel in the horizontal steps, due to the application of the NKC. This explorative behavior in the horizontal steps increases the robustness and the efficiency of the resulting algorithm, as shown in the numerical simulations.

The remaining of the paper is organized as follows. The problem statement is described in Section 2.2. The proposed technique is introduced in Section 2.3. Section 2.4 contains the numerical experiments. We conclude with a brief summary in Section 2.5.

### 2.2. Bayesian inference

In many applications, we aim at inferring a variable of interest given a set of observations or measurements. Let us denote the variable of interest by $\mathbf{x} \in \mathcal{D} \subseteq \mathbb{R}^{d_{x}}$, and let $\mathbf{y} \in \mathbb{R}^{d_{y}}$ be the observed data. The posterior pdf is then

$$
\begin{equation*}
\bar{\pi}(\mathbf{x})=p(\mathbf{x} \mid \mathbf{y})=\frac{\ell(\mathbf{y} \mid \mathbf{x}) g(\mathbf{x})}{Z(\mathbf{y})} \tag{2.1}
\end{equation*}
$$

where $\ell(\mathbf{y} \mid \mathbf{x})$ is the likelihood function, $g(\mathbf{x})$ is the prior pdf and $Z(\mathbf{y})$ is the model evidence (a.k.a. marginal likelihood). Generally, $Z(\mathbf{y})$ is unknown, so we are able to evaluate the
unnormalized target function,

$$
\begin{equation*}
\pi(\mathbf{x})=\ell(\mathbf{y} \mid \mathbf{x}) g(\mathbf{x}) . \tag{2.2}
\end{equation*}
$$

The analytical study of the posterior density $\bar{\pi}(\mathbf{x}) \propto \pi(\mathbf{x})$ is unfeasible, so that numerical approximations are required. Our goal is to approximate efficiently the measure of $\bar{\pi}(\mathbf{x})$ employing a cloud of random samples. Thus, an integral involving $\bar{\pi}(\mathbf{x})$ can be approximated via Monte Carlo quadrature. Generally, a direct method for drawing independent samples from $\bar{\pi}(\mathbf{x})$ is not available and alternative approaches (e.g., MCMC algorithms) are needed. The only required assumption is being able to evaluate the unnormalized target function $\pi(\mathbf{x})$.

### 2.3. Parallel Metropolis-Hastings Coupler

In this section we describe the Parallel Metropolis-Hastings Coupler (PMHC) scheme. At the $t$-th iteration, with $t \in \mathbb{N}$, the PMHC algorithm considers a population of samples

$$
\begin{equation*}
\mathcal{P}_{t}=\left\{\mathbf{x}_{1, t}, \mathbf{x}_{2, t}, \ldots, \mathbf{x}_{N, t}\right\}=\left\{\mathbf{x}_{n, t}\right\}_{n=1}^{N} . \tag{2.3}
\end{equation*}
$$

In a first stage of the algorithm, $N$ independent parallel MH chains are run considering $\mathcal{P}_{t}=\left\{\mathbf{x}_{n, t}\right\}_{n=1}^{N}$ as current states. Each chain performs $T_{V}$ (vertical) iterations, yielding a new population $\mathcal{P}_{t+T_{V}}=\left\{\mathbf{x}_{n, t+T_{V}}\right\}_{n=1}^{N}$ of samples. Then, the information of the parallel independent chains is mixed by the use of $T_{H}$ (horizontal) iterations of the Normal Kernel Coupler (NKC) technique. The NKC employs a mixture of densities $\varphi\left(\mathbf{x} \mid \boldsymbol{\mu}_{n, t}, \boldsymbol{\Sigma}_{n}\right)$ as proposal density $\Psi\left(\mathbf{x} \mid \mathcal{P}_{t}\right)$ (where $\boldsymbol{\mu}_{n, t}$ and $\boldsymbol{\Sigma}_{n}$ represent a mean and a covariance matrix, respectively). In the horizontal iterations, the current cloud of samples $\mathcal{P}_{t}$ are used as means, $\boldsymbol{\mu}_{n, t}$, of the $N$ components $\varphi\left(\mathbf{x} \mid \boldsymbol{\mu}_{n, t}, \boldsymbol{\Sigma}_{n}\right)$. The NKC generates a random walk behavior, where the mixture $\Psi\left(\mathbf{x} \mid \mathcal{P}_{t}\right)$ changes with the iterations, considering only the last state of chain. After $T_{H}$ iterations of the NKC, one epoch of the PMHC has been completed. Another epoch of the PMHC consists of running again $T_{V}$ iterations of the $N$ parallel MH chains using as initial states the samples contained in the current population $\mathcal{P}_{t}$, and then performing again the $T_{H}$ of the NKC. The total number of epochs is denoted as $M$.

The general outline of the PMHC algorithm is given in Table 2.1. The standard MH algorithm used in a vertical chain is described in Table 2.2. The NKC is summarized in Table 2.3 and also described in Section 2.3.1. It is possible to ensure the ergodicity of the PMHC since its kernel function can be expressed as product of kernel functions with invariant density $\bar{\pi}(\mathbf{x})$ (for further details, see [12]).

### 2.3.1. Normal Kernel Coupler (NKC)

Let us denote with $\tau \in \mathbb{N}$ another iteration index, in order to avoid confusion with the global index $t$ of the PMHC. At iteration $\tau$, given the current population of samples $\mathcal{P}_{\tau-1}=$

Table 2.1: Parallel Metropolis-Hastings Coupler

- Initialization: Choose the $N$ starting vectors, $\mathcal{P}_{0}=\left\{\mathbf{x}_{n, 0}\right\}_{n=1}^{N}$, three values $M, T_{V}, T_{H} \in \mathbb{N}^{+}$, and set $t=0$,
- $\mathbf{F o r} m=1, \ldots, M$ :

1. Parallel MH steps: Using the cloud $\mathcal{P}_{t}$ as initial states, perform $T_{V}$ iterations of $N$ parallel MH schemes, obtaining the populations $\mathcal{P}_{t+1}, \mathcal{P}_{t+2} \ldots \mathcal{P}_{t+T_{V}}$.
2. NKC steps: Using the cloud $\mathcal{P}_{t+T_{V}}$, perform $T_{H}$ iterations of the NKC, obtaining the populations $\mathcal{P}_{t+T_{V}+1}, \mathcal{P}_{t+T_{V}+2 \ldots} \mathcal{P}_{t+T_{V}+T_{H}}$.
3. Set $t \leftarrow t+T_{V}+T_{H}$.

- Outputs: The $N T=N M\left(T_{V}+T_{H}\right)$ samples contained in $\left\{\mathcal{P}_{t}\right\}_{t=1}^{T}$ with $T=M\left(T_{V}+\right.$ $T_{H}$ ).

Table 2.2: $n$-th Metropolis-Hastings (MH) chain

- Initialization: Choose the initial state, $\mathbf{x}_{n, 0}$, and $T_{V} \in \mathbb{N}$.
- $\operatorname{For} \tau=1, \ldots, T_{V}$ :

1. Draw $\mathbf{x}^{\prime} \sim q_{n}\left(\mathbf{x} \mid \mathbf{x}_{n, \tau-1}\right)$.
2. Set $\mathbf{x}_{n, \tau}=\mathbf{x}^{\prime}$ with probability

$$
\begin{equation*}
\alpha=\min \left[1, \frac{\pi\left(\mathbf{x}^{\prime}\right) q\left(\mathbf{x}_{n, \tau-1} \mid \mathbf{x}^{\prime}\right)}{\pi\left(\mathbf{x}_{n, \tau-1}\right) q\left(\mathbf{x}^{\prime} \mid \mathbf{x}_{n, \tau-1}\right)}\right], \tag{2.4}
\end{equation*}
$$

otherwise, set $\mathbf{x}_{n, \tau}=\mathbf{x}_{n, \tau-1}($ with probability $1-\alpha)$.

- Outputs: The $T_{V}$ samples $\left\{\mathbf{x}_{n, \tau}\right\}_{\tau=1}^{T_{V}}$.
$\left\{\mathbf{x}_{n, \tau-1}\right\}_{n=1}^{N}$, the NKC [16] employs the following mixture

$$
\begin{equation*}
\Psi\left(\mathbf{x} \mid \mathcal{P}_{\tau-1}\right)=\frac{1}{N} \sum_{n=1}^{N} \varphi\left(\mathbf{x} \mid \mathbf{x}_{n, \tau-1}, \sigma_{h}^{2} \mathbf{I}\right), \tag{2.5}
\end{equation*}
$$

as proposal density in a MH-type algorithm. Note that $\varphi(\mathbf{x} \mid \boldsymbol{\mu}, \boldsymbol{\Sigma})$ denotes a density with mean $\boldsymbol{\mu}$, covariance matrix $\boldsymbol{\Sigma} ; \sigma_{h}>0$ is chosen by the user and $\mathbf{I}$ is a $d_{x} \times d_{x}$ identity matrix.

The NKC scheme can be seen as MH-type method where: (a) a "past" sample $\mathbf{x}_{k, \tau-1}$ is selected uniformly within $\mathcal{P}_{\tau-1}$, to compare it with a new candidate $\mathbf{x}^{\prime}$ as new state of
the chain; (b) a new candidate $\mathbf{x}^{\prime}$ is drawn from the mixture $\Psi\left(\mathbf{x} \mid \mathcal{P}_{\tau-1}\right)$; (c) then a test involving $\mathbf{x}_{k, \tau-1}$ and $\mathbf{x}^{\prime}$ is performed, in order to choose the next state $\mathbf{x}_{k, \tau}$ of the chain; more precisely, with a suitable probability $\alpha$ shown Eq. (2.7), we set $\mathbf{x}_{k, \tau}=\mathbf{x}^{\prime}$; otherwise, with probability $1-\alpha$, we set $\mathbf{x}_{k, \tau}=\mathbf{x}_{k, \tau-1}$; (d) we update the population $\mathcal{P}_{\tau}=\left\{\mathbf{x}_{n, \tau}\right\}_{n=1}^{N}$. Note that the new population, $\mathcal{P}_{\tau}$, differs to the previous one, $\mathcal{P}_{\tau-1}$, at most for one sample. Namely, if the new candidate has been accepted, i.e., $\mathbf{x}_{k, \tau}=\mathbf{x}^{\prime}$, then $\mathcal{P}_{\tau}$ differs to $\mathcal{P}_{\tau-1}$ in the $k$-th element. Otherwise, if $\mathbf{x}_{k, \tau}=\mathbf{x}_{k, \tau-1}$, then we have $\mathcal{P}_{\tau}=\mathcal{P}_{\tau-1}$.

Since the population $\mathcal{P}_{\tau}$ varies with $\tau$, then the proposal mixture $\Psi\left(\mathbf{x} \mid \mathcal{P}_{\tau}\right)$ is also changing with $\tau$. For this reason, several authors have classified the NKC as an adaptive MCMC scheme. More precisely, the NKC is a MH-type algorithm with a random walk proposal density. Indeed, only the last state of the chain is employed to update the proposal. The difference with respect to (w.r.t.) the standard MH method is that the random walk is carried out in a mixture of densities, in a suitable way such that the ergodicity is ensured. Indeed, the NKC can be interpreted as a MH-within-Gibbs scheme working in an extended space with a generalized target $\bar{\pi}\left(\mathbf{x}_{1: N}\right)=\prod_{n=1}^{N} \bar{\pi}\left(\mathbf{x}_{n}\right)$ [16]. Unlike for the adaptive MCMC techniques, no additional theoretical requirements are needed. Table 2.3 provides a detailed description of the NKC, where we have rewritten the mixture in Eq. (2.5) as

$$
\begin{align*}
& \Psi\left(\mathbf{x} \mid \mathcal{P}_{\tau-1}\right)=\Psi\left(\mathbf{x} \mid \mathcal{P}_{\tau-1}^{(-k)}, \mathbf{x}_{k, \tau-1}\right) \\
& =\frac{1}{N} \sum_{n \neq k}^{N} \varphi\left(\mathbf{x} \mid \mathbf{x}_{n, \tau-1}, \sigma_{h}^{2} \mathbf{I}\right)+\frac{1}{N} \varphi\left(\mathbf{x} \mid \mathbf{x}_{k, \tau-1}, \sigma_{h}^{2} \mathbf{I}\right) . \tag{2.6}
\end{align*}
$$

where $\mathcal{P}_{\tau-1}^{(-k)}=\mathcal{P}_{\tau-1} \backslash\left\{\mathbf{x}_{k, \tau-1}\right\}$. Note that equations (2.5) and (2.6) are the same. However, the expression above is required to properly understand the Eq. (2.7) below. The name with the attribute "Normal" is due to the use of Gaussian components, $\varphi(\mathbf{x} \mid \boldsymbol{\mu}, \boldsymbol{\Sigma})=$ $\mathcal{N}(\mathbf{x} \mid \boldsymbol{\mu}, \boldsymbol{\Sigma})$, in the original work [16].

Now, let us consider the PMHC. The use of the IPCs for generating the initial population of states allows the construction of a tailored proposal mixture that can be interpreted as a kernel density estimation of the target $\bar{\pi}$. Moreover, the NKC is an excellent tool to share the information of different parallel chains as we show in the numerical results.

### 2.3.2. Computational cost and running time

In the Monte Carlo techniques, the most costly step is often the evaluation of the target posterior density $\bar{\pi}$, due to the use of complex models and/or a large number of data to be analyzed (i.e., a costly likelihood). Generally the other factors, such as sampling from the proposal or performing the MH test, are negligible w.r.t. the cost of evaluating the posterior. Note that in the MH and the NKC methods at each iteration we have just one new evaluation of the target at the novel candidate $\mathbf{x}^{\prime}$. Therefore, in each epoch of the PMHC, we have $N T_{V}+T_{H}$ evaluations of $\bar{\pi}(\mathbf{x})$. Hence, the total number of target

Table 2.3: Normal Kernel Coupler (NKC)

- Initialization: Denote as $\mathcal{P}_{0}=\left\{\mathbf{x}_{n, 0}\right\}_{n=1}^{N}$ the starting cloud of states, and choose the variance, $\sigma_{h}^{2}$, of each component of the mixture.
- $\boldsymbol{F o r} \tau=1, \ldots, T_{H}$ :

1. Draw uniformly an index $k \in\{1, \ldots, N\}$.
2. Draw $\mathbf{x}^{\prime}$ from $\Psi\left(\mathbf{x} \mid \mathcal{P}_{\tau-1}\right)=\Psi\left(\mathbf{x} \mid \mathcal{P}_{\tau-1}^{(-k)}, \mathbf{x}_{k, \tau-1}\right)$, given in Eq. (2.6).
3. Set $\mathbf{x}_{k, \tau}=\mathbf{x}^{\prime}$ with probability

$$
\begin{equation*}
\alpha=\min \left[1, \frac{\pi\left(\mathbf{x}^{\prime}\right) \Psi\left(\mathbf{x}_{k, \tau-1} \mid \mathcal{P}_{\tau-1}^{(-k)}, \mathbf{x}^{\prime}\right)}{\pi\left(\mathbf{x}_{k, \tau-1}\right) \Psi\left(\mathbf{x}^{\prime} \mid \mathcal{P}_{\tau-1}^{(-k)}, \mathbf{x}_{k, \tau-1}\right)}\right], \tag{2.7}
\end{equation*}
$$

otherwise, set $\mathbf{x}_{k, \tau}=\mathbf{x}_{k, \tau-1}$ with probability $1-\alpha$.
4. Set $\mathbf{x}_{n, \tau}=\mathbf{x}_{n, \tau-1}$ for all $n \neq k$, and $\mathcal{P}_{\tau}=\left\{\mathbf{x}_{n, \tau}\right\}_{n=1}^{N}$.

- Outputs: The $N T_{H}$ samples $\left\{\mathcal{P}_{\tau}\right\}_{\tau=1}^{T_{H}}$.
evaluations is $E=M\left(N T_{V}+T_{H}\right)^{1}$.
In terms of running time, i.e., the length of time required to perform a run of the PMHC, we have to take into account that the vertical iterations in one epoch can be parallelized. Therefore, denoting as $s_{u}=1$ the unit of time required for performing one iteration of an MCMC algorithm, ${ }^{2}$ we have that the total amount of time is $T=M\left(T_{V}+T_{H}\right)$, where the factor $N$ disappears, w.r.t. $E$, due to the parallelization. Taking into account these two quantities, $E$ and $T$, is essential for providing a fair comparison w.r.t. other MCMC algorithms.


### 2.4. Numerical Simulations

In this section, we test the performance of proposed PMHC technique comparing with other benchmark schemes. We consider a bivariate and highly multimodal target pdf, which is a mixture of 5 Gaussian densities, i.e.,

$$
\begin{equation*}
\bar{\pi}(\mathbf{x})=\frac{1}{5} \sum_{i=1}^{5} \mathcal{N}\left(\mathbf{x} ; \boldsymbol{v}_{i}, \boldsymbol{\Lambda}_{i}\right), \quad \mathbf{x} \in \mathbb{R}^{2}, \tag{2.8}
\end{equation*}
$$

[^0]with means $\boldsymbol{v}_{1}=[-10,-10]^{\top}, \boldsymbol{v}_{2}=[0,16]^{\top}, \boldsymbol{v}_{3}=[13,8]^{\top}, \boldsymbol{v}_{4}=[-9,7]^{\top}$, and $\boldsymbol{v}_{5}=$ $[14,-14]^{\top}$, and with covariance matrices $\boldsymbol{\Lambda}_{1}=[2,0.6 ; 0.6,1], \boldsymbol{\Lambda}_{2}=[2,-0.4 ;-0.4,2]$, $\boldsymbol{\Lambda}_{3}=[2,0.8 ; 0.8,2], \boldsymbol{\Lambda}_{4}=[3,0 ; 0,0.5]$, and $\boldsymbol{\Lambda}_{5}=[2,-0.1 ;-0.1,2]$. Note that the target $\operatorname{pdf} \bar{\pi}(\mathbf{x})$ has 5 different modes. We apply different MCMC algorithms to estimate the expected value $E[\mathbf{X}]$ of the random variable $\mathbf{X} \sim \bar{\pi}(\mathbf{x})$. The ground-truth is $[1.6,1.4]^{\top}$. We compute the Mean Square Error (MSE) averaging the results over 500 independent runs. For the vertical MH chains, we consider Gaussian proposals $q_{n}\left(\mathbf{x} \mid \mathbf{x}_{n, t-1}\right)=\mathcal{N}\left(\mathbf{x} \mid \mathbf{x}_{n, t-1}, \sigma_{v}^{2} \mathbf{I}\right)$, using the same isotropic covariance matrix. For the horizontal NKC iterations, we employ also Gaussian components for the mixture $\Psi(\mathbf{x})$, i.e., $\varphi\left(\mathbf{x} \mid \mathbf{x}_{n, t-1}\right)=\mathcal{N}\left(\mathbf{x} \mid \mathbf{x}_{n, t-1}, \sigma_{h}^{2} \mathbf{I}\right)$. Moreover, for the sake of simplicity, we set $\sigma_{v}$ and $\sigma_{h}$ to a common value denoted as $\sigma$, i.e., $\sigma_{v}=\sigma_{h}=\sigma$.


Figure 2.1: MSE in a log-scale as function (a) as function of $T_{H}$ and $T_{V}=6-T_{H}$ (first experiment; each curve corresponds to a different value of $\sigma$ ), or (b) as function of $N$ (second experiment; each curve corresponds to a different MCMC method with $\sigma=5$ ).

First Experiment. For a first numerical test, we set $N=10$, we fix the total number of target evaluations $E=10^{4}$, and we consider different values of $\sigma \in\{3,5,7,10\}$. We also set that $T_{V}+T_{H}=6$ and $T_{H} \in\{0,1,2,3,4,5,6\}$, hence in each epoch we do 6 iterations where $T_{H}$ are the horizontal NKC steps, and $T_{V}=6-T_{H}$ the vertical steps. Note that when $T_{H}=0$, we only perform the independent parallel chains (IPCs). Otherwise, when $T_{H}=6$, we have only NKC steps. Therefore, we can compare the PMHC, the IPCs and the NKC schemes. Since we have fixed $E=10^{4}$, the number of epochs is $M=\left\lfloor\frac{E}{N T_{V}+T_{H}}\right\rfloor$. Furthermore, we choose deliberately an inappropriate initialization to test the robustness of the different schemes (we can observe the exploration abilities of the different methods). Indeed, the initialization does not contain the modes of $\bar{\pi}(\mathbf{x})$. More specifically, we set $\mathbf{x}_{n, 0} \sim \mathcal{U}([-4,4] \times[-4,4])$, for all $n \in\{1, \ldots, N\}$ and $\mathcal{P}_{0}=\left\{\mathbf{x}_{n, 0}\right\}_{n=1}^{N}$.
Discussion. The results in terms of MSE are given in Figure 2.1(a). Each curve corresponds to a value of $\sigma \in\{3,5,7,10\}$. All the points at $T_{H}=0$ corresponds to the IPCs, and all the points for $T_{H}=6$ represents the MSE of the NKC. All the intermediate points, for $1 \leq T_{H} \leq 5$, corresponds to the PMHC algorithms. We can observe that the PMHC always outperforms the IPCs and NKC for any value of $\sigma$ and $T_{H}$, i.e., regardless the
choices of $\sigma$ and $T_{H}$. Given the same target evaluations $E$ (i.e., a fair comparison), these results clearly show that the PMHC improves the performance of the IPCs and the NKC. Namely, the PMHC is a clever and efficient mix of the IPCs and the NKC kernels (the product of these kernels) that improves the performance of each single method (i.e., IPCs and NKC) applied independently. Note that, in this highly multimodal scenario, the NKC has worse performance compared with the the IPCs. Clearly, this is because the IPCs are able to discover all the modes in a faster way. After this observation, it is surprising to note that the best results of the PMHC with $\sigma=10$ are obtained for $T_{H}=5$ and $T_{V}=6-T_{H}=1$. Again, this shows the potentiality of the PMHC. Indeed, only changing one iteration of NKC with one iteration of the IPCs (i.e., $T_{H}=5$ and $T_{V}=1$, keeping the target evaluations $E$ constant), provides a remarkable drop in the MSE. Notice that the optimal number of horizontal iterations $\left(T_{H}\right)$ increases as $\sigma$ grows. Indeed, the increase of $\sigma$ allows the IPC's to explore the state space in a easier way (less iterations are required). This simple example shows that the NKC is an excellent tool for sharing information among the IPCs. At the same time, the IPCs are also excellent tools for improving the performance of the NKC.
Second Experiment. In this case, we set $\sigma=5, M=50$ and vary $N \in\{5,10,20,50,80,100\}$. We compare the PMHC with different MCMC schemes: the IPCs, the NKC, the OMCMCSMH algorithm in [12], and two single MH methods with a longer chain (one with an independent proposal $\Psi\left(\mathbf{x} \mid \mathcal{P}_{0}\right)$ and $T=300$, denoted as IMH, and a second one with a random walk proposal with $T=300 \mathrm{~N}$, denoted as RWMH). Here, we compare the different methods considering the same running time, $T=M\left(T_{V}+T_{H}\right)=300$, and the use of $N$ different parallel processors. Thus, since we set $T_{H}=T_{V}=3$ for the PMHC, we have $T_{V}=6$ for the IPCs (and $T_{H}=0$ ) and we have $T_{H}=6$ for NKC (and $T_{V}=0$ ). For the OMCMC-SMH algorithm, we also set $T_{H}=T_{V}=3$ and the same proposals $q_{n}$ and $\varphi$, for providing a fair comparison with the PMHC. For all these techniques, we have $T=300$. For the same reason, we set $T=300$ for the single Independent MH (IMH) chain with proposal $\Psi\left(\mathbf{x} \mid \mathcal{P}_{0}\right)$. Note that, when $N$ varies the only change is the number of component in the proposal mixture $\Psi\left(\mathbf{x} \mid \mathcal{P}_{0}\right)$. Here, we consider a good initialization, setting $\mathbf{x}_{n, 0} \sim \mathcal{U}([-20,20] \times[-20,20])$ for all $n$, and $\mathcal{P}_{0}=\left\{\mathbf{x}_{n, 0}\right\}_{n=1}^{N}$, which covers all the modes of $\bar{\pi}(\mathbf{x})$.
Discussion. The results in terms of MSE are shown in Figure 2.1(b). Again, the PMHC outperforms the rest of methodologies, providing the smallest MSEs. Comparing the results of the NKC and the longer MH chain with a static proposal mixture, we can see the importance of moving the components of the mixture $\Psi\left(\mathbf{x} \mid \mathcal{P}_{0}\right)$ according to the suitable random walk induced by NKC. The use of the IPCs is even more convenient with the good initialization and with an increasing number of chains. Again, this is owing to the ability to reach quickly all the modes of the target $\bar{\pi}(\mathbf{x})$. The PMHC also outperforms the OMCMC-SMH algorithm, where the Sample Metropolis Hastings (SMH) with an adaptive proposal pdf is employed in the horizontal steps. This confirms that the NKC fits particularly well within the OMCMC scheme as horizontal technique. The benefit of the PMHC with respect to OMCMC-SMH is more evident for small values of $N$. When $N$
grows, the performance of the IPCs, OMCMC-SMH and the PMHC becomes more similar due to the good initialization considered in this experiment. Indeed, as $N$ grows, the population-based methods discover in a easier way all the modes of $\bar{\pi}(\mathbf{x})$.

### 2.5. Conclusions

In this work, we have introduced the Parallel Metropolis-Hastings Coupler (PMHC). The PMHC combines the use of the IPCs with the application of the NKC. The numerical results show that the PMHC outperforms the use of IPCs and NKC applied separately, as well as other benchmark techniques. The PMHC fits particularly well in highly multimodal scenarios, since it obtains a faster exploration of the state space. If several independent processors are available, the IPCs steps in the PMHC can be parallelized, and the computational speed up is an additional advantage of the proposed approach.
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#### Abstract

Monte Carlo sampling methods are the standard procedure for approximating complicated integrals of multidimensional posterior distributions in Bayesian inference. In this work, we focus on the class of layered adaptive importance sampling algorithms, which is a family of adaptive importance samplers where Markov chain Monte Carlo algorithms are employed to drive an underlying multiple importance sampling scheme. The modular nature of the layered adaptive importance sampling scheme allows for different possible implementations, yielding a variety of different performances and computational costs. In this work, we propose different enhancements of the classical layered adaptive importance sampling setting in order to increase the efficiency and reduce the computational cost, of both upper and lower layers. The different variants address computational challenges arising in real-world applications, for instance with highly concentrated posterior distributions. Furthermore, we introduce different strategies for designing cheaper schemes, for instance, recycling samples generated in the upper layer and using them in the final estimators in the lower layer. Different numerical experiments show the benefits of the proposed schemes, comparing with benchmark methods presented in the literature, and in several challenging scenarios.
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### 3.1. Introduction

The general framework called Layered Adaptive Importance Sampling (LAIS) is a combination of the desirable exploratory behavior of Markov chain Monte Carlo (MCMC) algorithms, and the robustness (and easier theoretical validation) of the importance sampling (IS) schemes [20]. Let us denote with $\bar{\pi}(\mathbf{x})=\bar{\pi}(\mathbf{x} \mid \mathbf{y})$ the posterior density in a Bayesian inference problem. The main underlying idea of this algorithm is the layered (i.e., hierarchical) procedure for generating samples. In order to generate one sample, a location parameter is drawn from a probability density function (pdf) $\boldsymbol{\mu}_{i} \sim p(\boldsymbol{\mu})$ (that plays the role of a prior pdf over a location parameter in the hierarchical procedure) and, conditionally on it, a sample is generated from a proposal density centered at $\boldsymbol{\mu}_{i}$, i.e., $\mathbf{x}_{i} \sim q_{i}\left(\mathbf{x} \mid \boldsymbol{\mu}_{i}\right)$. Then, the sample $\mathbf{x}_{i}$ is properly weighted according to a multiple IS (MIS)
procedure $[10,34]$. Hence, the upper layer is formed by the generation of $\boldsymbol{\mu}$ 's, while in the lower layer, we have the generation of $\mathbf{x}$ 's and its weighting. More generally, parallel MCMC algorithms addressing different $p_{i}(\boldsymbol{\mu})$ 's, for $i=1, \ldots, N$, can be employed to obtain the location parameters $\boldsymbol{\mu}_{i}$. The use of parallel MCMC chains in the upper layer makes the LAIS framework particularly suitable in multimodal scenarios. Note that the samples $\mu_{i}$ are not included in the final estimators (just the samples $\mathbf{x}_{i}$ ), but only used as location parameters for the proposal densities. In [20], the specific choice $p_{i}(\boldsymbol{\mu})=\bar{\pi}(\boldsymbol{\mu})$ has been suggested and successfully tested.

With respect to other benchmark AIS techniques in the literature (see, e.g.,[4]), the LAIS scheme provides very competitive results and exhibits a relevant robustness with respect to tuning of the parameters of proposal densities $q_{i}$ (such as the scale parameters). The interested reader can observe these properties in the numerical comparison, provided in Section 3.9.1. Moreover, LAIS can be interpreted as:

- An efficient procedure of combining the outputs of several parallel MCMC chains. Several other attempts can be found in the literature (see, e.g., [5]).
- An efficient procedure for estimating the marginal likelihood by using MCMC chains, which is a well-known difficult task for the MCMC techniques [17].

These strengths of the LAIS scheme are very appealing for practitioners and researchers. At the same time, the generic LAIS framework offers a remarkable flexibility which have not been completely exploited in [20], and have been not explored in the further works. For instance, in the upper layer, the user must specify the choices of $p_{i}(\boldsymbol{\mu})$ and the type of MCMC algorithms; in the lower layer, a specific MIS weighting scheme must be selected. This flexibility allows the LAIS algorithm to handle efficiently different complex inference scenarios, not only multimodality. Introducing specific LAIS schemes for tackling other difficult scenarios of inference is the first main goal of this work. The second main objective of this paper is to describe different procedures for reducing the computational cost of the LAIS scheme.

In this work, as disclosed above, we introduce different schemes for improving the overall performance and reduce the total computational cost. Specifically, we discuss suitable configurations of the LAIS algorithm for addressing the problem of sampling concentrated posteriors (due to complex model or great number of data) and posteriors in high dimensional spaces. This is possible by the use of data-tempered posteriors in the upper layer, that we refer to as partial posteriors (see Section 3.4), and advanced MCMC schemes such as Hamiltonian MC (HMC) and sophisticated Gibbs-type techniques (see Section 3.5) [13]. We also discuss different strategies for reducing the overall computational cost. For instance, we propose a procedure for recycling the samples in upper layer and use them in the final estimators, in such a way that the sampling step in the lower layer can be avoided. This drastically reduces the number of evaluations of the
posterior. Moreover, in the lower layer, the cost of weighting can be quite high if we have run long MCMC chains in the upper layer. This problem can also be alleviated by using ideas such as compression or alternative weighting schemes, that reduce the cost but maintain the same performance for the final estimators (see, e.g., [8] or [18]). We test the variants in different scenarios with synthetic and real data. A theoretical discussion about the optimal choice of $p(\boldsymbol{\mu})$ is also provided in the Appendix 3.11.1. Several numerical simulations show the benefits of the proposed LAIS techniques in different challenging sampling problems. Table 3.1 summarizes the main contributions (and the novel schemes) and main acronyms employed in this work. Finally, Table 3.2 summarizes the main notation of the work. In Table 3.2, with the acronym MH, we denote the Metropolis-Hastings algorithm [30]. Related Python and Matlab codes are available at https://github.com/FLlorente/LAIS_extensions.

Table 3.1: Summary of the main contributions and the main acronyms of the work.

| Contribution/Proposed scheme | Section | Reducing cost | Improving performance |
| :---: | :---: | :---: | :---: |
| Partial posteriors LAIS (PLAIS) | 3.4 | $\checkmark$ | $\checkmark$ |
| Hamiltonian-driven IS (HMC-LAIS) | 3.5 |  | $\checkmark$ |
| Gibbs-driven IS (Gibbs-LAIS) | 3.5 |  | $\checkmark$ |
| Compressed LAIS (CLAIS) | 3.6 | $\checkmark$ |  |
| Recycling LAIS (RLAIS) | 3.7 | $\checkmark$ |  |
| Partial posteriors RLAIS (PA-RLAIS) | 3.7 | $\checkmark$ | $\checkmark$ |
| Discussion about the computation cost | 3.8 | related |  |
| Numerical comparisons | 3.9 | related | related |
| Theoretical discussion | App. 3.11.1-3.11 |  | related |

Table 3.2: Main notation of work.

| $\mathbf{x} \in \mathcal{X}_{\text {tot }} \subseteq \mathbb{R}^{D_{X}}$ | vector of parameters to infer | $\bar{\pi}\left(\mathbf{x} \mid \mathbf{y}_{\text {tot }}\right)$ | normalized full posterior |
| :---: | :--- | :---: | :--- |
| $\mathbf{y}_{\text {tot }}$ | data | $\pi\left(\mathbf{x} \mid \mathbf{y}_{\text {tot }}\right)$ | unnormalized full posterior |
| $\mathbf{y}_{n}$ | subset of data | $\bar{\pi}_{n}\left(\mathbf{x} \mid \mathbf{y}_{n}\right)$ | normalized partial posterior |
| $D_{Y}$ | total number of data (in $\left.\mathbf{y}_{\text {tot }}\right)$ | $\pi_{n}\left(\mathbf{x} \mid \mathbf{y}_{n}\right)$ | unnormalized partial posterior |
| $K_{n}$ | number of data in $\mathbf{y}_{n}$ | $L(\mathbf{y} \mid \mathbf{x})$ | likelihood function |
| $q_{n}\left(\mathbf{x} \mid \boldsymbol{\mu}_{n}\right)$ | proposal density in the lower layer | $g(\mathbf{x})$ | prior density |
| $\varphi_{n}\left(\mathbf{x} \mid \boldsymbol{\mu}_{n}\right)$ | proposal density within MH (in RLAIS) | $Z=p\left(\mathbf{y}_{\text {tot }}\right)$ | marginal likelihood |
| $\boldsymbol{\mu}_{n}$ | location parameter (e.g., mean) | $\mathbf{I}$ | integral of interest |
| $N$ | number of the MCMC chains | $w=\frac{\pi\left(\mathbf{x} \mid \mathbf{y}_{\text {tot }}\right)}{\Phi(\mathbf{x})}$ | importance weight |
| $T$ | length of the MCMC chains | $\boldsymbol{\Phi ( \mathbf { x } )}$ | denominator in MIS weights |
| $M$ | number of samples per proposal | $\boldsymbol{\Psi ( \mathbf { x } )}$ | denominator in MIS weights (in RLAIS) |
| $B$ | number of sub-regions $\mathcal{X}_{m}$ | $\mathcal{X}_{m}$ | m-th sub-region, $\mathcal{X}_{1} \cup \ldots \cup \mathcal{X}_{B}=\mathcal{X}_{\text {tot }}$ |

### 3.2. Problem statement

In many applications, the interest lies in making inference about the vector $\mathbf{x}=\left[x_{1}, \ldots, x_{D_{X}}\right] \in$ $\mathcal{X}_{\text {tot }} \subseteq \mathbb{R}^{D_{X}}$. A set of $D_{Y}$ measurements, $\mathbf{y}_{\text {tot }}=\left[y_{1}, y_{2}, \ldots, y_{D_{Y}}\right]$, is received, related to
the variable of interest $\mathbf{x}$. The complete likelihood function is denoted as $L\left(\mathbf{y}_{\text {tot }} \mid \mathbf{x}\right)$. Considering a prior probability density function (pdf) $g(\mathbf{x})$, the complete posterior pdf can be written as

$$
\begin{equation*}
\bar{\pi}\left(\mathbf{x} \mid \mathbf{y}_{\mathrm{tot}}\right)=\frac{1}{p\left(\mathbf{y}_{\mathrm{tot}}\right)} L\left(\mathbf{y}_{\mathrm{tot}} \mid \mathbf{x}\right) g(\mathbf{x})=\frac{1}{Z} \pi\left(\mathbf{x} \mid \mathbf{y}_{\mathrm{tot}}\right) \tag{3.1}
\end{equation*}
$$

where we have denoted $Z=p\left(\mathbf{y}_{\mathrm{tot}}\right)$, and $\pi\left(\mathbf{x} \mid \mathbf{y}_{\mathrm{tot}}\right)=L\left(\mathbf{y}_{\mathrm{tot}} \mid \mathbf{x}\right) g(\mathbf{x})$. Note that $\bar{\pi}\left(\mathbf{x} \mid \mathbf{y}_{\mathrm{tot}}\right) \propto$ $\pi\left(\mathbf{x} \mid \mathbf{y}_{\text {tot }}\right)$ for fixed $\mathbf{y}_{\text {tot }}$.

Goal. The objective is to make inference about the variable $\mathbf{x}$ given the information provided by the knowledge of $\mathbf{y}_{\text {tot }}$. Generally, this task requires computing integrals of type

$$
\begin{equation*}
\mathbf{I}=\int_{X_{\mathrm{tot}}} \mathbf{f}(\mathbf{x}) \bar{\pi}\left(\mathbf{x} \mid \mathbf{y}_{\mathrm{tot}}\right) d \mathbf{x} \tag{3.2}
\end{equation*}
$$

where $\mathbf{f}(\mathbf{x}): \mathbb{R}^{D_{X}} \rightarrow \mathbb{R}^{s}$ and $\mathbf{I} \in \mathbb{R}^{s}$ with $s \geq 1$. When $\mathbf{f}(\mathbf{x})=\mathbf{x}$, the integral $\mathbf{I}$ represents the minimum mean square error (MMSE) estimator of $\mathbf{x}$ [30]. Moreover, we are also interested in the so-called marginal likelihood,

$$
\begin{equation*}
Z=p\left(\mathbf{y}_{\mathrm{tot}}\right)=\int_{\mathcal{X}_{\mathrm{tot}}} \pi\left(\mathbf{x} \mid \mathbf{y}_{\mathrm{tot}}\right) d \mathbf{x} \tag{3.3}
\end{equation*}
$$

This quantity is particularly useful for the model selection purposes [17, 30]. Generally, we are not able to calculate analytically the integrals above. Importance sampling (IS) and Markov chain Monte Carlo (MCMC) are popular Monte Carlo techniques for approximating integrals as in Eq. (3.2) using random samples [16]. IS provides also an estimator of Eq. (3.3), something that is not straightforward with MCMC (see e.g. [17] for a review of methods for estimating $Z$ ). In this work, we consider the LAIS framework which mixes the benefits of MCMC and IS algorithms [20]. In the rest of the work, the dependence on the data $\mathbf{y}$ is often not (explicitly) included in the notation, using for instance $\bar{\pi}(\mathbf{x})$ and $\pi(\mathbf{x})$ instead of $\bar{\pi}\left(\mathbf{x} \mid \mathbf{y}_{\mathrm{tot}}\right)$ and $\pi\left(\mathbf{x} \mid \mathbf{y}_{\mathrm{tot}}\right)$.

### 3.3. Layered adaptive importance sampling (LAIS)

LAIS is an adaptive IS framework that consists of two sampling layers, which are detailed in Table 3.3 and described next. Let $\left\{q_{n, 0}\left(\mathbf{x} \mid \boldsymbol{\mu}_{n, 0}\right)\right\}_{n=1}^{N}$ denote an initial set of $N$ parametric proposals. In the upper layer, the location parameters of the proposals are updated by means of MCMC algorithms. In the simplest case, at iteration $t$, each $\boldsymbol{\mu}_{n, t-1}$ independently evolves to $\boldsymbol{\mu}_{n, t}(n=1, \ldots, N)$ by running one iteration of a MCMC algorithm with invariant density $p_{n}(\boldsymbol{\mu})$. More generally, the whole population $\left\{\boldsymbol{\mu}_{n, t-1}\right\}_{n=1}^{N}$ can be updated to $\left\{\boldsymbol{\mu}_{n, t}\right\}_{n=1}^{N}$, e.g., considering more sophisticated population MCMC algorithms [15]. Then, after performing $T$ such iterations, a population of $N T$ location parameters is obtained $\left\{\boldsymbol{\mu}_{n, t}\right\}_{n=1}^{N}$ for all $t$. In the lower layer, we sample $\mathbf{x}_{n, t} \sim q_{n, t}\left(\mathbf{x} \mid \boldsymbol{\mu}_{n, t}\right)$ for $n=1, \ldots, N$ and
$t=1, \ldots, T$, and assign weights to each sample.
The weighting procedure is done according to the so-called deterministic mixture approach [10]. Some possible choices of the denominator of the importance weights are given in Table 3.4. Clearly, in the specific case of a unique chain $N=1$, the spatial denominator becomes the standard IS denominator. If $N$ single MCMC steps are performed, i.e., $T=1$, then the temporal denominator becomes the standard IS denominator. Note that, in LAIS, the adaptation (upper layer) is independent from the sampling and weighting steps (lower layer). As an example, we can run first, e.g., $N$ parallel chains for $T$ iterations each in order to obtain the $N T$ locations parameters $\left\{\boldsymbol{\mu}_{n, t}\right\}$, and then perform standard IS with the $N T$ proposals.
The estimators of Eq. (3.2) and Eq. (3.3) are then given by

$$
\begin{align*}
\widehat{\mathbf{I}} & =\frac{1}{N T \widehat{Z}} \sum_{n=1}^{N} \sum_{t=1}^{T} w_{n, \mathbf{f}} \mathbf{f}\left(\mathbf{x}_{n, t}\right),  \tag{3.4}\\
\widehat{Z} & =\frac{1}{N T} \sum_{t=1}^{T} \sum_{n=1}^{N} w_{n, t} . \tag{3.5}
\end{align*}
$$

Some bounds and theoretical results related to these estimators can be found in [1].
Table 3.3: LAIS algorithm

Choose $\left\{q_{n, 0}\right\}_{n=1}^{N},\left\{\mu_{n, 0}\right\}_{n=1}^{N}$ and the MCMC algorithms in the upper layer.

## Upper layer (MCMC).

- Adaptation: Apply MCMC transitions with invariant pdf $p_{n}(\boldsymbol{\mu})$, e.g., $p_{n}(\boldsymbol{\mu})=$ $\bar{\pi}\left(\mu \mid \mathbf{y}_{\mathrm{tot}}\right)$, i.e.,

$$
\left\{\boldsymbol{\mu}_{n, t-1}\right\}_{n=1}^{N} \xrightarrow{\text { MCMC }}\left\{\boldsymbol{\mu}_{n, t}\right\}_{n=1}^{N}, \quad \forall t=1, \ldots, T .
$$

## Lower layer (IS).

- Sampling: $\mathbf{x}_{n, t} \sim q_{n, t}\left(\mathbf{x} \mid \boldsymbol{\mu}_{n, t}\right)$, for all $n, t$.
- Weighting:

$$
\begin{equation*}
w_{n, t}=\frac{\pi\left(\mathbf{x}_{n, t} \mid \mathbf{y}_{\mathrm{tot}}\right)}{\boldsymbol{\Phi}\left(\mathbf{x}_{n, t}\right)}, \quad \forall n, t, \tag{3.6}
\end{equation*}
$$

where different denominators, $\boldsymbol{\Phi}\left(\mathbf{x}_{n, t}\right)$, are possible. See Table 3.4.

Consistency. The LAIS scheme can be interpreted as a standard, static IS scheme with $N T$ proposals, and the consistency only depends on the proper choice of the denominator $\boldsymbol{\Phi}(\mathbf{x})$ in the importance weights. In Table 3.4, some proper choices, that ensure consistency, are provided which follows the deterministic mixture approach [34]. It is important

Table 3.4: Possible denominators $\boldsymbol{\Phi}\left(\mathbf{x}_{n, t}\right)$.

| complete | temporal | spatial | standard |
| :---: | :---: | :---: | :---: |
| $\frac{1}{N T} \sum_{\tau=1}^{T} \sum_{i=1}^{N} q_{i, \tau}\left(\mathbf{x}_{n, t} \mid \boldsymbol{\mu}_{i, \tau}\right)$ | $\frac{1}{T} \sum_{\tau=1}^{T} q_{n, \tau}\left(\mathbf{x}_{n, t} \mid \boldsymbol{\mu}_{n, \tau}\right)$ | $\frac{1}{N} \sum_{i=1}^{N} q_{i, t}\left(\mathbf{x}_{n, t} \mid \boldsymbol{\mu}_{i, t}\right)$ | $q_{n, t}\left(\mathbf{x}_{n, t} \mid \boldsymbol{\mu}_{n, t}\right)$ |

to remark that the consistency does not depend on the choice of the densities $p_{n}(\boldsymbol{\mu})$ in the upper layer, but, clearly, the efficiency of LAIS is affected by the selected pdfs $p_{n}(\boldsymbol{\mu})$.

Remark. For the sake of simplicity, we have assumed to draw only one sample $\mathbf{x}_{n, t}$ from each proposal $q_{n, t}\left(\mathbf{x} \mid \boldsymbol{\mu}_{n, t}\right)$, in the lower layer. More generally, one could draw $M>1$ samples, $\mathbf{x}_{n, t}^{(1)}, \ldots, \mathbf{x}_{n, t}^{(M)}$ from each $q_{n, t}\left(\mathbf{x} \mid \boldsymbol{\mu}_{n, t}\right)$. This is often necessary for performing a fair comparison with other AIS techniques and is an additional degree of freedom offered by the LAIS framework (see Sections 3.9.1 and 3.9.4). For simplicity, in the rest of work we consider $M=1$, unless state otherwise that $M>1$.

Evaluations of the posterior. In the standard LAIS implementation (i.e. setting $p_{n}(\boldsymbol{\mu})=$ $\bar{\pi}\left(\mu \mid \mathbf{y}_{\text {tot }}\right)$ for all $n$ ), the total number of evaluations $E$ of the posterior is $E=2 N T$ (or, more generally, $E=N T+M N T$ ), where $N T$ evaluations are performed in the upper layer and $N T$ (or, more generally, $M N T$ ) in the lower layer. However, the final estimators only involve $S=N T$ samples. With $M>1$, the final estimators would involve $S=M N T$ samples.

### 3.3.1. About the choice of the denominator

The computation of the weights in the lower layer allows for different possible denominators, shown in Table 3.4. The function $\boldsymbol{\Phi}\left(\mathbf{x}_{n, t}\right)$ can be taken to be the proposal that actually generated $\mathbf{x}_{n, t}$ (standard), the mixture of proposals across different chains (spatial), the mixture of proposals within the chain (temporal), or the mixture of all proposals (complete). Note that, we always have the evaluation of the complete posterior in the numerator, hence all the weighting strategies have the same number of posterior evaluations, i.e., $N T$. However, in practice, the cost of the complete, temporal and spatial weighting schemes is higher than the standard one, and it will increase the overall computation time. This is more obvious in real applications where many chains are run for a long time, i.e., $T$ and $N$ are very large. Commonly, $T \gg N$, so that the spatial scheme is cheaper than the temporal scheme, and both are much cheaper than the complete scheme. In return, these schemes can produce a remarkable improvement in the performance of the final estimators. It can be theoretically proved that the deterministic mixture denominators produce estimators with lower (or equal) variance than the standard weighting [10]. Indeed, our experiments in Section 3.9.3 show that the complete denominator consistently produces more stable estimators with only a small increase in computational cost, as compared to
the overall cost of the algorithm.

### 3.3.2. Elements for the design of a specific LAIS implementation

A specific implementation of the LAIS algorithm is determined by the choices of

1. the invariant densities $p_{n}(\boldsymbol{\mu})$;
2. the MCMC approach (e.g., parallel or single longer chain Metropolis-Hastings, advanced MCMC schemes, etc.);
3. the proposals $q_{n, t}\left(\mathbf{x} \mid \boldsymbol{\mu}_{n, t}\right)$; and
4. the denominator $\boldsymbol{\Phi}(\mathbf{x})$.

Namely, a particular LAIS implementation is completely defined by the choice of those four elements. Below, we present several variants and improvements for the LAIS framework concerning each one of the elements above. For instance, regarding the pdfs $p_{n}(\boldsymbol{\mu})$, we describe the suitable use of different type of tempered posteriors. The application of sophisticated MCMC algorithms in the upper layer is also discussed. Recycling sample schemes (which involve the selection of proposals $q_{n, t}$ as well) and the design of cheap denominators $\boldsymbol{\Phi}$ in the lower layer are also introduced in the next sections.

### 3.4. Data tempering and partial posteriors in the upper layer

The LAIS framework has flexibility in the upper layer design of selecting different invariant densities $p_{n}(\boldsymbol{\mu})$. A theoretical discussion regarding the optimal choice of the invariant densities, $p_{n}(\boldsymbol{\mu})$, is given in Appendix 3.11.1. In this section, we introduce the possibility of using partial posteriors (i.e., posteriors considering a reduced number of data) as invariant pdfs $p_{n}(\boldsymbol{\mu})$. The benefit is twofold: (a) reducing the cost of the posterior evaluations in the upper layer, and (b) helping the space exploration of MCMC chains. This second effect is often called data tempering. See Appendix 3.11.1 for further details. Specifically, let $\mathbf{y}_{n} \in \mathbb{R}^{K_{n}}$ denote a subset of data points, i.e., $\mathbf{y}_{n} \subset \mathbf{y}_{\text {tot }}$ (with $K_{n} \ll D_{Y}$ ) and assume we have $N$ subsets $\mathbf{y}_{1}, \ldots, \mathbf{y}_{N}$. For the sake of simplicity, we assume that $\left\{\mathbf{y}_{n}\right\}_{n=1}^{N}$ represents a partition of $\mathbf{y}_{\text {tot }}$, i.e., $N$ non-overlapping pieces such that $\sum_{n=1}^{N} K_{n}=D_{Y}$. However, more generally, we could also have $\mathbf{y}_{n} \cap \mathbf{y}_{n^{\prime}} \neq \emptyset$. Note that we are keeping the vector notation for data subset $\mathbf{y}_{n}$ but sometimes we use it as a set notation, just for the sake of simplicity. Hence, let us define the partial posteriors, for using them as invariant densities in the upper layer,

$$
\begin{equation*}
p_{n}(\mathbf{x})=\bar{\pi}_{n}\left(\mathbf{x} \mid \mathbf{y}_{n}\right) \propto L_{n}\left(\mathbf{y}_{n} \mid \mathbf{x}\right) g_{n}(\mathbf{x}), \tag{3.7}
\end{equation*}
$$

where $L_{n}\left(\mathbf{y}_{n} \mid \mathbf{x}\right)$ is the likelihood of the batch $\mathbf{y}_{n}$, and $g_{n}(\mathbf{x})$ plays the role of a partial prior pdf. For our purpose, we can keep $g_{n}(\mathbf{x})=g(\mathbf{x})$ for all $n$, or we can split the prior
contribution into each data subset, for instance, setting $g_{n}(\mathbf{x})=g(\mathbf{x})^{\frac{1}{N}}$ for all $n$, which is a typical choice in several distributed settings (motivated so that the product of $\bar{\pi}_{n}\left(\mathbf{x} \mid \mathbf{y}_{n}\right)$ is proportional to the complete posterior) (e.g., see [33]) . Therefore, the partial posterior $\bar{\pi}_{n}\left(\mathbf{x} \mid \mathbf{y}_{n}\right)$ is a tempered version of the complete posterior since its likelihood $L_{n}\left(\mathbf{y}_{n} \mid \mathbf{x}\right)$ is less informative, i.e., wider, than in the case where we consider all data.

Thus, we consider that each MCMC chain in the upper layer addresses a different partial posterior $p_{n}(\mathbf{x})=\bar{\pi}_{n}\left(\mathbf{x} \mid \mathbf{y}_{n}\right)(n=1, \ldots, N)$. Hence, there are as many chains as number of partial posteriors. We call this scheme as partial posteriors LAIS (PLAIS) method. Note that, in PLAIS, we still evaluate the complete posterior in the lower layer, so the total number of full posterior evaluations is $N T$ (in the lower layer). Furthermore, the use of partial posteriors produces more dispersed location parameters of the proposals in the lower layer. This increases the robustness of the method, since it reduces the chance of obtaining huge weight values and, as a consequence, avoids IS estimators with infinite variance (see the example 1 in [17]).

### 3.5. Hamiltonian and Gibbs-driven importance samplers

The simplest choice of MCMC schemes in the upper layer is a unique Metropolis-Hastings (MH) chain, or to employ $N$ independent parallel MH algorithms. However, more sophisticated algorithms can be considered (such as Langevin, Hamiltonian and Gibbs samplers), which can further enhance the performance of the algorithm. On the other hand, the LAIS algorithm can be interpreted as a way to help these MCMC schemes to improve their efficiency and allow them to estimate efficiently the marginal likelihood $Z$ (as shown in the numerical experiments in Section 3.9).

Hamiltonian MC in the upper layer. The Hamiltonian Monte Carlo (HMC) algorithm is usually considered as the state-of-the-art technique in the MCMC world [25]. However, as with the rest of MCMC methods, it is not straightforward to estimate the marginal likelihood with HMC samples [17]. Additionally, it is well-known the difficulty of tuning its hyperparameters for obtaining efficient sampling [25]. In this context, we propose using different HMC algorithms in the upper layer in Table 3.3 , each chain employing possibly different parameters. Thus, several sets of parameters are jointly used. Note also that we do not need to fine-tune the hyperparameters since the states in the upper layer are not used directly as samples in our framework. The lower layer in the LAIS scheme provides a straightforward estimation of the marginal likelihood. We compare the performance of these algorithms, denoted as HMC-LAIS, with HMC in Sect. 3.9.3.

Gibbs algorithms in the upper layer. Another possibility is to use Gibbs samplers in the upper layer [30]. The Gibbs sampler is component-wise scheme, i.e., at each iteration each component of the parameter vector $\mathbf{x}$ is drawn from the corresponding fullconditional density keeping fixed the rest of components. Thus, they have the advantage
of working in lower dimension at each iteration, which allows the design more efficient samplers in high dimensional spaces. For instance, extremely efficient MH-within-Gibbs algorithms can be designed using Adaptive Rejection Metropolis schemes for drawing from each one-dimensional full-conditional (e.g., see [11] and [23]). Another important benefit is the use of a Gibbs sampler is particularly useful for drawing from very tight posteriors, as shown in [22] (see also Section 3.9.5).

More generally, the joint use of HMC, Langevin, and Gibbs-based schemes can be potentially applied in the upper layer. For instance, an extension of the Gibbs sampling idea is the so-called adaptive direction sampling, which can speed up the mixing of generated chains, choosing different one-dimensional direction of sampling at each iteration [12]. Note that both, HMC-LAIS and Gibbs-LAIS, are very useful schemes for sampling from concentrated/tight posteriors or high-dimensional posteriors (see the numerical simulations in Section 3.9).

### 3.5.1. Optimizers versus samplers

Let us consider for simplicity the choice $p_{n}(\boldsymbol{\mu})=\bar{\pi}(\boldsymbol{\mu})$ suggested in [20]. Instead of sampling, a simpler alternative could be simply to perform optimization steps for obtaining the location parameters $\boldsymbol{\mu}_{i}$. However, a sampler takes into account not just the modes of $\bar{\pi}(\mu)$ but all the probability mass around these modes. Therefore, using a sampler, location parameters $\bar{\pi}(\mu)$ would be spread out in the regions of high probability mass (not only at the modes; or close to the modes). This aspect ensures and induces robustness in the IS scheme which uses proposal densities with location parameters $\boldsymbol{\mu}_{i}$, since the full-mixture of proposal densities tends to have a greater variance than the variance of posterior distribution. See Appendix 3.11.1, for further details. This property is extremely important since it avoids the catastrophic scenario of infinite variance in the final IS estimators, which can occur when the proposal density has smaller variance than the target pdf (see the illustrative example 1 in [17]).

### 3.5.2. Upper layer design: a summary

So far (in Sections 3.4 and 3.5), we have proposed strategies for improving the efficiency of the final estimators of LAIS, focusing so far on the upper layer in Table 3.3. These enhancements are particularly relevant in different challenging inference scenarios, such as tight posteriors and/or high dimensional problems. For other complex settings, such as multimodal posteriors, the use of parallel MCMC chains (already suggested in [20]) is important. Table 3.5 outlines the correspondence between inference scenarios (as well as other features and benefits) and the proposed procedures to employ in the upper layer. For instance, the data tempering is useful in multimodal and high-dimensional scenarios, and particularly useful in the case of concentrated posteriors. The cost of running the upper layer gets also reduced when using partial posteriors since the MCMC algorithms
do not require to process all the data at each iteration. Moreover, the data tempering generally increases the robustness of the LAIS algorithm. Last but not least, observe that all the techniques can be employed jointly in the upper layer, for instance, parallel HMC (or Gibbs) chains (with different parameters) considering each one a different partial posterior. In this sense, LAIS can ensure good and robust performance. See Section 3.9 for further details.

Table 3.5: Table of correspondence between benefits and inference scenarios, versus the proposed procedures (and methods) in the upper layer ( $\checkmark=$ useful, and $\star=$ very useful).

| Methods/ <br> Procedures <br> (upper layer) | Multimodality/ <br> helping <br> the exploration | Robustness <br> (e.g., to the choice <br> of proposal parameters) | concentrated/tight <br> posteriors | high <br> dimensional <br> spaces |
| :---: | :---: | :---: | :---: | :---: |
| parallel chains | $\star$ | $\star$ |  | $\star$ |

### 3.6. Compression for parsimonious sampling and weighting

The complete weighting scheme (see Table 3.4) provides the best performance in terms of variance, at the expense of an increase in the computational cost, especially in real applications since $T$ and $N$ can be very large (note that it requires $N T$ proposal evaluations per sample). One possibility in order to reduce this cost, without decreasing $T$ or $N$, is the use of partial MIS denominators [10]. Another approach consists in using some technique that summarizes the population of $N T$ samples. A first attempt has been provided in [8]. Another possible way is to apply a compression of Monte Carlo samples [18], as we describe below. These schemes reduce the cost of both sampling and weighting in the lower layer.

Compressed LAIS (CLAIS). Let consider a set of $R$ means $\left\{\boldsymbol{\mu}_{k}\right\}_{k=1}^{R}$ generated by MCMC in the upper layer, and let $B$ be a constant value such that $B<R$. Note that, in the case of $N$ parallel chains of length $T$ in the upper layer, we have $R=N T$. Given a partition of $\mathcal{X}_{\text {tot }}$, i.e., $\mathcal{X}_{1} \cup \mathcal{X}_{2} \cup \ldots \cup \mathcal{X}_{B}=\mathcal{X}_{\text {tot }}$ formed by convex, disjoint sub-regions $\mathcal{X}_{m}$, we denote the subset of the set of indices $\{1, \ldots, R\}$,

$$
\mathcal{J}_{m}=\left\{i=1, \ldots, R: \mu_{i} \in \mathcal{X}_{m}\right\}, \quad m=1, \ldots, B,
$$

which are associated with the samples in the $m$-th sub-region $\mathcal{X}_{m}$. The partition $\mathcal{X}_{1} \cup \mathcal{X}_{2} \cup$ $\ldots \cup \mathcal{X}_{B}=\mathcal{X}_{\text {tot }}$ can be obtained using some a-priori information or, as an example, by means of a clustering method. The cardinality $\left|\mathcal{J}_{m}\right|$ denotes the number of samples in $X_{m}$ and we have $\sum_{m=1}^{B}\left|\mathcal{J}_{m}\right|=R$. We can compress the information contained in samples, constructing a stratified approximation based on $B$ weighted particles $\left\{\mathbf{s}_{m}, a_{m}\right\}_{m-1}^{B}$, where
$\mathbf{s}_{m}$ is a (properly chosen) point in $\mathcal{X}_{m}$ and $a_{m}=\frac{\left|J_{m}\right|}{R}$.
Possible choices of $\mathbf{s}_{m}$. The summary points $\mathbf{s}_{m}$ can be randomly chosen, picking uniformly a mean in $\mathcal{X}_{m}$, in the set $\left\{\boldsymbol{\mu}_{i}\right\}_{i \in \mathcal{J}_{m}}$ or using a deterministic procedure, e.g.,

$$
\begin{equation*}
\mathbf{s}_{m}=\frac{1}{\left|J_{m}\right|} \sum_{j \in J_{m}} \boldsymbol{\mu}_{j} . \tag{3.8}
\end{equation*}
$$

For the statistical properties of these choices see [18]. Other choices based on empirical quantiles are also possible. As an example, a suitable compression scheme can be provided applying a clustering method to the set $\left\{\boldsymbol{\mu}_{k}\right\}_{k=1}^{R}$, where $B$ represents the number of clusters. After the compression, we can consider as proposal and denominator in the lower layer the following mixture of densities $p(\mathbf{x} \mid \mathbf{s}, \boldsymbol{\Sigma})$ where $\mathbf{s}, \boldsymbol{\Sigma}$ represent a location parameter and a covariance matrix,

$$
\begin{equation*}
q_{B}(\mathbf{x})=\sum_{m=1}^{B} a_{m} p\left(\mathbf{x} \mid \mathbf{s}_{m}, \mathbf{\Sigma}\right) . \tag{3.9}
\end{equation*}
$$

Thus, the mixture $q_{B}$ is used for sampling and computing the weights in the lower layer. A suitable choice of $\mathbf{s}_{m}$ and $\boldsymbol{\Sigma}$ is the key point for the success of the compressed scheme. For the summary points $\mathbf{s}_{m}$, we suggest the use of the deterministic procedure in Eq. (3.8).

Suitable choice of $\boldsymbol{\Sigma}$. We suggest to obtain the $D_{X} \times D_{X}$ covariance matrix $\boldsymbol{\Sigma}$ as

$$
\begin{equation*}
\boldsymbol{\Sigma}=\mathbf{Q}_{\mu}-\mathbf{Q}_{C}+\sigma_{p}^{2} \mathbf{I} . \tag{3.10}
\end{equation*}
$$

where $\mathbf{Q}_{\mu}=\frac{1}{R} \sum_{k=1}^{R}\left(\boldsymbol{\mu}_{k}-\mathbf{m}\right)\left(\boldsymbol{\mu}_{k}-\mathbf{m}\right)^{\top}$ with $\mathbf{m}=\frac{1}{R} \sum_{k=1}^{R} \boldsymbol{\mu}_{k}$ is the covariance matrix of all $R$ means $\boldsymbol{\mu}_{k}$, and $\mathbf{Q}_{C}=\sum_{m=1}^{B} a_{m}\left(\mathbf{s}_{m}-\mathbf{m}_{C}\right)\left(\mathbf{s}_{m}-\mathbf{m}_{C}\right)^{\top}$ with $\mathbf{m}_{C}=\sum_{m=1}^{B} a_{m} \mathbf{s}_{m}$ is the covariance matrix of the summary samples. Clearly, if $\mathbf{s}_{m}$ are chosen as in Eq. (3.8), then $\mathbf{m}=\mathbf{m}_{C}$. Finally, $\sigma_{p}^{2}$ is chosen by the user. With $\mathbf{s}_{m}$ in Eq. (3.8), it is possible to show that

$$
\begin{equation*}
\mathbf{Q}_{\mu}-\mathbf{Q}_{C}=\sum_{m=1}^{B} a_{m}\left(\frac{1}{\left|J_{m}\right|} \sum_{j \in \mathcal{J}_{m}}\left(\boldsymbol{\mu}_{j}-\mathbf{s}_{m}\right)\left(\boldsymbol{\mu}_{j}-\mathbf{s}_{m}\right)^{\top}\right) \tag{3.11}
\end{equation*}
$$

That is, the covariance of each component in $q_{B}(\mathbf{x})$ is the weighted average of the covariances within clusters plus the term $\sigma_{p}^{2} \mathbf{I}$. We remark that a suitable choice of $\boldsymbol{\Sigma}$ is crucial for the performance of the compression technique. The proposed covariance matrix $\boldsymbol{\Sigma}$ in Eq. (3.10) is a robust choice which provides good performance, as shown in Section 3.9.3, and below we explain the reasons.

The combined choice of $\mathbf{s}_{m}$ in Eq. (3.8) and $\boldsymbol{\Sigma}$ in (3.10) has the following property. Let us assume the use of denominator with $B$ components $(1 \leq B \leq R)$ in the mixture $q_{B}(\mathbf{x})$. Without compression, we have $B=R, \mathbf{s}_{k}=\boldsymbol{\mu}_{k}, \mathbf{Q}_{\mu}=\mathbf{Q}_{C}$, so we have the covariance of each mixture component is $\boldsymbol{\Sigma}=\sigma_{p}^{2} \mathbf{I}$, as expected. With the maximum compression, $B=1$, then $\mathbf{Q}_{C}$ is the null matrix and $\boldsymbol{\Sigma}=\mathbf{Q}_{\mu}+\sigma_{p}^{2} \mathbf{I}$. Hence, with maximum compression, the proposal $q_{B}$ takes into account the dispersion set by the user (by the term $\sigma_{p}^{2} \mathbf{I}$ ) plus
the covariance matrix of the $R$ location parameters $\boldsymbol{\mu}_{k}$ (i.e., the term $\mathbf{Q}_{\mu}$ ), obtained in the upper layer. Finally, note that the cost of the employed compression technique must be lower than the cost of evaluating the full denominator. We test the performance of CLAIS with several choices of $R$, and compare it with standard LAIS in Section 3.9.3.

### 3.7. Recycling LAIS (RLAIS)

In this Section, we discuss the possibility of recycling the samples, and their corresponding evaluations, from the upper layer for their use in the lower layer, hence reducing the overall computational cost. For simplicity, let us assume the use of $N$ parallel MetropolisHastings (MH) algorithms in the upper layer. Moreover, in this first part of the section, assume that $p_{n}=\bar{\pi}$ for all $n$. Given the initial state $\boldsymbol{\mu}_{n, 0}$, a proposal pdf $\varphi_{n}$, and a length value $T$, the $n$-th MH chain follows the following steps:

- $\boldsymbol{F o r} t=1, \ldots, T$ :

1. Draw $\mathbf{z}_{n, t} \sim \varphi_{n}\left(\mathbf{x} \mid \boldsymbol{\mu}_{n, t-1}\right)$.
2. Set $\boldsymbol{\mu}_{n, t}=\mathbf{z}_{n, t}$ with probability

$$
\begin{equation*}
\alpha=\min \left[1, \frac{\pi\left(\mathbf{z}_{n, t} \mid \mathbf{y}_{\mathrm{tot}}\right) \varphi_{n}\left(\boldsymbol{\mu}_{n, t-1} \mid \mathbf{z}_{n, t}\right)}{\pi\left(\boldsymbol{\mu}_{n, t-1} \mid \mathbf{y}_{\mathrm{tot}}\right) \varphi_{n}\left(\mathbf{z}_{n, t} \mid \boldsymbol{\mu}_{n, t-1}\right)}\right] \tag{3.12}
\end{equation*}
$$

otherwise, set $\boldsymbol{\mu}_{n, t}=\boldsymbol{\mu}_{n, t-1}$ (with probability $1-\alpha$ ).

- Outputs: The chain $\left\{\boldsymbol{\mu}_{n, t}\right\}_{t=0}^{T-1}$. Additionally, we obtain and store $\left\{\mathbf{z}_{n, t}\right\}_{t=1}^{T}$, $\left\{\pi\left(\mathbf{z}_{n, t} \mid \mathbf{y}_{\mathrm{tot}}\right)\right\}_{t=1}^{T}$ and $\left\{\varphi_{n}\left(\mathbf{z}_{n, t} \mid \boldsymbol{\mu}_{n, t-1}\right)\right\}_{t=1}^{T}$.

Therefore, at each iteration, a candidate is drawn $\mathbf{z}_{n, t} \sim \varphi_{n}\left(\mathbf{x} \mid \boldsymbol{\mu}_{n, t-1}\right)$ and then it is tested (accepted or discarded) as possible new state, according to the acceptance MH probability. If we store all candidates $\left\{\mathbf{z}_{n, t}\right\}_{t=1}^{T}$ and the corresponding evaluations of the posterior $\left\{\pi\left(\mathbf{z}_{n, t} \mid \mathbf{y}_{\text {tot }}\right)\right\}_{t=1}^{T}$ (for all $n$ ), required in the computation of $\alpha$ in Eq. (3.12), we can use them in the lower layer as samples, i.e., we set $\mathbf{x}_{n, t-1}=\mathbf{z}_{n, t}$. In this way, we reduce the computation time since we do not need to draw additional samples.
Note that $\varphi_{n}\left(\mathbf{x} \mid \boldsymbol{\mu}_{n, t-1}\right)$ becomes the proposal in the lower layer, i.e., we set $q_{n, t}(\mathbf{x})=$ $\varphi_{n}\left(\mathbf{x} \mid \boldsymbol{\mu}_{n, t-1}\right)$. The evaluations of the proposal $\varphi_{n}\left(\mathbf{z}_{n, t} \mid \mu_{n, t-1}\right)$ can be also stored. Depending on the choice of the weighting scheme, other evaluations of different proposals $\varphi_{j}$, with $j \neq n$, can be required. This also produces a slight reduction of the cost of evaluating the denominator of the weights in the lower layer. See the next section for further details. The algorithm is outlined in Table 3.6, and Table 3.7 shows different weighting procedures. Since $p_{n}=\bar{\pi}$ and the posterior evaluations are recycled, the total number of posterior evaluations in RLAIS is only $E=N T$.

Consistency. It is important to note that we can find an equivalent proposal $\widetilde{q}_{M H}(\mathbf{x})$ of

MH-type algorithms which can be expressed as a convolution integral, similarly as we have done in LAIS. See the Appendix 3.11 for more details. In RLAIS, the different MIS denominators can be considered as Monte Carlo approximations of this equivalent proposal $\widetilde{q}_{M H}$, expressed as an integral in Eq. (3.24). Therefore, in the case of the first 3 different MIS denominators (the complete, spatial and temporal mixtures) as $N$ and $T$ grow, the chosen denominator provides a better approximation of the $\widetilde{q}_{M H}$ and the MIS weights becomes closer and closer to standard importance weights of the form $w_{n, t}=\frac{\pi\left(\mathbf{X}_{n, t}, \mathrm{Y}_{\mathrm{t}}(\mathrm{t})\right.}{\tilde{q}_{M H}\left(\mathbf{X}_{n, t}\right)}$. RLAIS can be seen as a multiple-chain generalization of $[31,32]$.

## Table 3.6: LAIS with recycling (RLAIS)

1. Sampling: Let consider Metropolis-Hastings (MH)-type schemes with random walk proposal densities $\varphi_{n, t}\left(\mathbf{x} \mid \boldsymbol{\mu}_{n, t}\right)\left(\varphi_{n, t}\right.$ can vary with $t$ since we assume they can be also adaptive schemes), generating $N$ MCMC chains of length $T$.

Then, the states of the chains are $\mu_{n, t}$, for $n=1, \ldots, N$ and $t=1, \ldots, T$. At each iteration of one MH scheme, we draw a candidate $\mathbf{z}_{n, t} \sim \varphi_{n, t}\left(\mathbf{x} \mid \boldsymbol{\mu}_{n, t-1}\right)$ that will be accepted or rejected in the MH step. We save all the $N T$ candidates $\mathbf{z}_{n, t}$ for $n=1, \ldots, N$ and $t=1, \ldots, T$.
2. Weighting: Assign to $\mathbf{z}_{n, t}$ the weights

$$
\begin{equation*}
w_{n, t}=\frac{\pi\left(\mathbf{z}_{n, t} \mid \mathbf{y}_{\mathrm{tot}}\right)}{\boldsymbol{\Psi}\left(\mathbf{z}_{n, t}\right)} \tag{3.13}
\end{equation*}
$$

where different possible choices for $\boldsymbol{\Psi}\left(\mathbf{z}_{n, t}\right)$ are possible (see Table 3.7).
3. Output: Return all the pairs $\left\{\mathbf{z}_{n, t}, w_{n, t}\right\}$, and/or the estimators given in Eqs (3.5) and (3.4).

Table 3.7: Possible denominators $\boldsymbol{\Psi}\left(\mathbf{x}_{n, t}\right)$.

| complete | temporal | spatial | standard |
| :---: | :---: | :---: | :---: |
| $\frac{1}{N T} \sum_{\tau=0}^{T-1} \sum_{n=1}^{N} \varphi_{n, \tau}\left(\mathbf{x}_{n, t} \mid \boldsymbol{\mu}_{n, \tau}\right)$ | $\frac{1}{T} \sum_{\tau=0}^{T-1} \varphi_{n, \tau}\left(\mathbf{x}_{n, t} \mid \boldsymbol{\mu}_{n, \tau}\right)$ | $\frac{1}{N} \sum_{n=1}^{N} \varphi_{n, t}\left(\mathbf{x}_{n, t} \mid \boldsymbol{\mu}_{n, t}\right)$ | $\varphi_{n, t}\left(\mathbf{x}_{n, t} \mid \boldsymbol{\mu}_{n, t}\right)$ |

PLAIS with recycling (PA-RLAIS). We can combine the idea of using the partial posteriors and the RLAIS approach. Indeed, also in PLAIS, it is possible to avoid the sampling step if we recycle all candidates produced within the MH algorithms in the upper layer. We denote the resulting scheme as PA-RLAIS. We can recycle the candidates $\left\{\mathbf{z}_{n, t}\right\}_{t=1}^{T}$ and the proposal evaluations $\left\{\varphi_{n}\left(\mathbf{z}_{n, t} \mid \boldsymbol{\mu}_{n, t-1}\right)\right\}_{t=1}^{T}$ (for all $n$ ) but, in this scenario, we have not evaluations of the full posterior in the upper layer (then we cannot recycle the posterior evaluations).

### 3.8. Computation costs of the proposed schemes

Generally, the most costly step is the evaluation of the complete posterior $\pi\left(\mathbf{x} \mid \mathbf{y}_{\mathrm{tot}}\right)$ (due to a costly model or number of data). The evaluation of the partial posteriors is not that costly since we choose the batch sizes such that $K_{n} \ll D_{Y}$ for all $n=1, \ldots, N$. Thus, the comparison among PLAIS, RLAIS and PAPIS, as well as with other methods, must be done in terms of number of evaluations of the (unnormalized) posteriors, the complete posterior $\pi(\mathbf{x})$, and/or the partial posteriors $\pi_{n}(\mathbf{x})$ 's. A summary of the number of evaluations of $\pi(\mathbf{x})$ and all partial posteriors $\pi_{n}(\mathbf{x})$ 's is given below:

| Method | Upper layer |  | Lower layer |
| :---: | :---: | :---: | :---: | :---: |
| evals of $\pi\left(\mathbf{x} \mid \mathbf{y}_{\mathrm{tot}}\right)$ | evals of $\pi\left(\mathbf{x} \mid \mathbf{y}_{n}\right)$ | Drawing samples <br> evals of $\pi\left(\mathbf{x} \mid \mathbf{y}_{\mathrm{tot}}\right)$ |  |
| in the lower layer |  |  |  |$|$|  |  |  |
| :---: | :---: | :---: |
| LAIS | $N T$ | 0 |
| PLAIS | 0 | $N T$ |
| RLAIS | $N T$ | 0 |
| PA-RLAIS | 0 | $N T$ |

CLAIS can be also combined with the other schemes above for building cheaper denominators.
Therefore, the total number of full-posterior evaluations of the standard LAIS scheme is $E=N T+N T=2 N T$. If we draw $M>1$ samples from each proposal density $q_{n, t}$ in the lower layer, the total number of full-posterior evaluations is $E=N T+M N T=(M+1) N T$.

If we denote as $C$ the atomic cost of evaluating once the likelihood function with only one data point, then the total cost associated to the total number of the target evaluations (considering evaluations of full-posterior and/or evaluations of partial posteriors) of the different techniques is given below:

| Method | Total cost associated to the posterior evaluations |
| :---: | :--- |
| LAIS | $2 N T C D_{Y}$ |
| PLAIS | $T C\left(\sum_{n=1}^{N} K_{n}\right)+N T C D_{Y}$ <br> $=T C D_{Y}+N T C D_{Y}=(N+1) T C D_{Y}$ |
| RLAIS | $N T C D_{Y}$ |
| PA-RLAIS | $T C D_{Y}+N T C D_{Y}=(N+1) T C D_{Y}$ |

where $N$ is the number of chains (with length $T$ ) in the upper layer, $D_{Y}$ is the total number of data, and $C$ is the atomic cost previously described. We have used that $\sum_{n=1}^{N} K_{n}=D_{Y}$ where $K_{n}$ are the number of data in the $n$-th partial posterior. Clearly, RLAIS and standard LAIS are the algorithms with lowest and greatest costs, respectively, as shown below.

```
Inequalities in terms of cost of total posterior evaluations:
Cost of RLAIS < Cost of PA-RLAIS = Cost of PLAIS < Cost of LAIS 
```

However, considering also the cost of sampling from the proposal pdfs, PA-RLAIS is less costly than PLAIS since it does not require extra samples in the lower layer. This is an additional advantage of RLAIS as well. We recall that the reason of using partial posteriors is not only a reduction on the computational cost. Indeed, the use of partial posteriors fosters the space exploration due to the data-tempering effect. Finally, we also remark that the overall computational cost also depends on the denominator choice: this is the reason of employing the proposed scheme in Section 3.6, denoted as CLAIS. The number of proposal evaluations per sample in the lower layer with the different possible denominators is given below:

| Method | complete | temporal | spatial | standard |
| :---: | :---: | :---: | :---: | :---: |
| Stand. LAIS | $N T$ | $T$ | $N$ | 1 |
| RLAIS | $N T-1$ | $T-1$ | $N-1$ | 0 |

Recall that, for simplicity, throughout this work we have considered to draw $M=1$ sample from each proposal, in the lower layer. However, all the formulas above just suffer some mild changes for $M>1$.

### 3.9. Numerical experiments

In this section, we test the performance of the algorithms described in this work. We have considered different challenging scenarios. As an example, we tackle multimodal target densities (in Sections 3.9.1 and 3.9.4), high-dimensional problems (in Section 3.9.4) and extremely sharp/tight posteriors (in Section 3.9.5). In the last experiment (Section 3.9.6), we also analyze real data in a regression problem on the daily deaths during the COVID19 pandemic in Italy. The correspondence between proposed algorithms and sections is given below:

| Method | Section 3.9.1 | Section 3.9.2 | Section 3.9.3 | Section 3.9.4 | Section 3.9.5 | Section 3.9.6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stand. LAIS | $\checkmark$ | $\checkmark$ |  |  |  |  |
| PLAIS |  | $\checkmark$ |  |  |  |  |
| CLAIS |  |  | $\checkmark$ |  |  |  |
| RLAIS |  | $\checkmark$ |  |  |  |  |
| PA-RLAIS |  |  | $\checkmark$ |  |  |  |
| HMC-LAIS |  |  | $\checkmark$ |  |  |  |
| Gibbs-LAIS |  |  | $\checkmark$ |  |  | $\checkmark$ |
| Diff. Den. $\boldsymbol{\Phi ( \mathbf { x } )}$ |  |  |  |  |  |  |

### 3.9.1. Comparison with benchmark AIS schemes

In this section, we compare LAIS with the most relevant and benchmark AIS schemes proposed in the literature [4, 6, 9, 19]. The objective of this section is to highlight the robustness of the LAIS scheme with respect to the choice of the parameters, comparing with the results of the other AIS techniques. With this aim, we consider a highly-multimodal bivariate target pdf defined as a mixture of five Gaussians, i.e.,

$$
\begin{equation*}
\pi(\mathbf{x})=\frac{1}{5} \sum_{i=1}^{5} \mathcal{N}\left(\mathbf{x} ; \boldsymbol{v}_{i}, \boldsymbol{\Lambda}_{i}\right), \quad \mathbf{x} \in \mathbb{R}^{2}, \tag{3.14}
\end{equation*}
$$

where $\mathcal{N}\left(\mathbf{x} ; \boldsymbol{v}_{i}, \boldsymbol{\Lambda}_{i}\right)$ denotes a Gaussian density with mean vector $\boldsymbol{v}_{i}$ and covariance ma$\operatorname{trix} \boldsymbol{\Lambda}_{i}, v_{1}=[-10,-10]^{\top}, \boldsymbol{v}_{2}=[0,16]^{\top}, \boldsymbol{v}_{3}=[13,8]^{\top}, \boldsymbol{v}_{4}=[-9,7]^{\top}, \boldsymbol{v}_{5}=[14,-14]^{\top}$, $\boldsymbol{\Lambda}_{1}=[2,0.6 ; 0.6,1], \boldsymbol{\Lambda}_{2}=[2,-0.4 ;-0.4,2], \boldsymbol{\Lambda}_{3}=[2,0.8 ; 0.8,2], \boldsymbol{\Lambda}_{4}=[3,0 ; 0,0.5]$, and finally $\boldsymbol{\Lambda}_{5}=[2,-0.1 ;-0.1,2]$. This is a very challenging scenario since we have 5 different modes, far away one from another. In this example, we can analytically compute different moments of the target in (3.14), and therefore we can easily validate the performance of the different techniques. In particular, we consider the computation of the mean of the target, $E[\mathbf{X}]=[1.6,1.4]^{\top}$, and the normalizing constant, $Z=1$, for $\mathbf{X} \sim \frac{1}{Z} \pi(\mathbf{x})$. We compute the mean squared error (MSE) in the estimation of $E[\mathbf{X}]$ and in the normalizing constant $Z$ (which usually represents a marginal likelihood, when the density of interest is a Bayesian posterior).

We apply LAIS with $N$ parallel MH chains in the upper layer (of length $T$ ). We assume Gaussian proposal densities for all of the methods compared, and deliberately choose a bad initialization of the means in order to test the robustness and the adaptation capabilities. Specifically, the initial location parameters of the proposals are selected uniformly within the $[-4,4] \times[-4,4]$ square, i.e., $\mu_{n, 0} \sim \mathcal{U}([-4,4] \times[-4,4])$ for $n=1, \ldots, N$. Note that none of the modes of the target are contained within this initialization square. We test all the alternatives using the same isotropic covariance matrices for all the Gaussian proposals, $\mathbf{C}_{n}=\sigma^{2} \mathbf{I}_{2}$, where in some simulations we vary $\sigma$. All the results have been averaged over $10^{3}$ independent runs, where the total number of target evaluations $E$ is the same in all the techniques (see Section 3.8 for LAIS). In order to make possible a fair comparison with other schemes, in LAIS we draw $M>1$ samples from each proposal density $q_{n, t}$ in the lower layer, so that the total number of full-posterior evaluations in LAIS is $E=N T+M N T=(M+1) N T$ (as shown in the previous section). We apply also the following schemes: the standar Population Monte Carlo (PMC) technique [4], the Adaptive Population Importance Sampling (APIS) method [19], the improved PMC schemes GR-PMC and LR-PMC [9], and the Adaptive Multiple Importance Sampling (AMIS) approach [6]. We remark that all the comparisons have been performed with the same number of target evaluations $E$.
For instance, in Figure 3.1(a), we vary the standard deviation of the proposal densities $\sigma$, and we set $N=10, M=9, T=100$ for LAIS, $N=10, M=10 T=100$ for APIS, GRPMC and LR-PMC, and $M=100$ and $T=100$ in AMIS (since in AMIS we have a unique
proposal density). We repeat the experiment in Figure 3.1(b), but considering $N=100$. In Figure 3.1(c), we set $\sigma=5$ and vary $N$. We can observe that stand. LAIS generally outperforms the other techniques. Even when LAIS does not provide the smallest MSE, it obtains close results. Namely, LAIS provides competitive results for any of the values $\sigma$ or $N$, proving its robustness. As $N$ grows, LAIS becomes even more competitive.


(c) $\sigma=5$

Figure 3.1: MSE in log-scale obtained by different techniques, of the experiment in Section 3.9.1. (a) With $N=10$, and varying $\sigma$; (b) with $N=100$ and varying $\sigma$; (c) with $\sigma=5$ and varying $N$.

### 3.9.2. Parameter fitting in a non-linear regression problem

In this section, we consider a non-linear regression problem. This is a simplified version of astronomical models, e.g., see the second numerical example in [21]. We generate 50 observations, $\mathbf{y}_{\text {tot }}=\left\{y_{i}\right\}_{i=1}^{50}$, from the following observation model

$$
y_{i}=\exp \left(-\alpha t_{i}\right) \sin \left(\beta t_{i}\right)+v_{i}
$$

where the values $\alpha$ and $\beta$ were fixed at 0.1 and 2 , respectively. The error terms $v_{i}$ were independently generated from a Gaussian, $\mathcal{N}\left(0,0.1^{2}\right)$. For this model, we take $\mathbf{x}=[\alpha, \beta]^{\top}$ and set a uniform density over the rectangle $[0,10] \times[0,2 \pi]$ as prior density for $\mathbf{x}$. Figure 3.2(a) shows the function $\exp (-\alpha t) \sin (\beta t)$ and some data generated according to the model. The goal is to investigate the use of partial posteriors in the LAIS framework when computing $\mathbb{E}\left[\mathbf{x} \mid \mathbf{y}_{\mathrm{tot}}\right]$, $\operatorname{var}\left[\mathbf{x} \mid \mathbf{y}_{\text {tot }}\right]$ (marginal variances) and $Z=p\left(\mathbf{y}_{\mathrm{tot}}\right)$. By using a very thin grid over the space, we are able to calculate the true values, obtaining $\mathbb{E}\left[\mathbf{x} \mid \mathbf{y}_{\text {tot }}\right]=[0.1,2]^{\top}, \operatorname{var}\left[\mathbf{x} \mid \mathbf{y}_{\text {tot }}\right]=\left[6.88 \cdot 10^{-5}, 8.38 \cdot 10^{-5}\right]^{\top}$ and $Z=3.03 \cdot 10^{-15}$. We compute the MSE in estimating those quantities with the following methods: (a) LAIS, (b) PLAIS, and (c) PA-RLAIS.

For all the methods, the upper layer consists of $N$ independent random walk MetropolisHastings (MH) algorithms with Gaussian proposals (the same for all the schemes). In the upper layer, PLAIS and PA-RLAIS differ from LAIS in that, instead of the full posterior, each of the $N$ chains targets a different partial posterior (with the same number of data $K_{n}$ for all $n$ ). In the lower layer, one sample was drawn from each of the Gaussian proposal pdf. The covariance matrix of all the Gaussian proposals was set to $\mathbf{C}_{n}=2 \mathbf{I}_{2}$ where $\mathbf{I}_{2}$ is a $2 \times 2$ unit matrix. In the lower layer, PA-RLAIS differs from LAIS and PLAIS, in that we do not need to draw samples, but all samples are recycled from the chains in the upper layer. In a first experiment, we test the values $N \in\{1,2,5,10,25\}$, and set $T=20$, $K_{n}=10$ for all $n$. The results (averaged over $10^{3}$ runs) in terms of MSE are shown in Figure 3.2(b). We can already see the benefits of PLAIS and PA-RLAIS.
In a second experiment, we fix the number of total evaluations of the full-posterior to $E=2000$. In this case, for any value of $N \in\{1,2,5,10,25,50\}$ we change $T$, in order to keep constant the total number evaluations of the full-posterior (see Section 3.8). In each simulation the partial posteriors were created by choosing randomly $K_{n}$ data, with $K_{n} \in\{5,10\}$. Figure 3.2(a) depicts some data generated according to the model. The orange dots are the observations chosen to construct the partial posterior in one simulation with $K_{n}=5$. Finally, in all the methods, the initial mean vectors were drawn from the prior, i.e., $\boldsymbol{\mu}_{n, 0} \sim \mathcal{U}([0,10] \times[0,2 \pi])$, for all $n$. The results are averaged over 500 independent simulations.

In Figure 3.3, we show the obtained results of this a second experiment. In both figures (a)-(b), we see the behavior of the MSE as $N$ grows (and also $T$ decreases, since we keep $E=2000$ constant). The solid line corresponds to the standard LAIS implementation where we use all the data available for the computation of the likelihood in the upper layer. The dashed lines show the behavior of the errors when partial posteriors are considered in the upper layer. The left side shows the case $K_{n}=5$ for all $n$, while, on the right side, we show $K_{n}=10$ for all $n$. In both graphics, it can be seen that PLAIS and PA-RLAIS outperform the results of standard LAIS, for the values of $N$ considered. Hence, in this simple example, using partial posteriors improves the performance of the algorithms. For all methods, the error tends to grow after certain optimal $N$ (recall that $T$ is also varying in this figure). However, the methods that use partial posteriors show better performance,


Figure 3.2: Results corresponding to the experiment in Section 3.9.2. (a) The solid line is the function that defines the model, and the blue dots are the observations generated from it. The yellow dots represent an example of random subset of data used in a partialposterior. (b) MSE versus $N$, with $T=20$ and $K_{n}=10$ for all $n=1, \ldots, N$.
as compared to standard LAIS, when $N$ increases, that is, when there is more number of shorter chains. This can be due to the fact that the partial posteriors are wider, and hence easier to explore in a small number of iterations. Also in both cases, the errors of PLAIS and PA-RLAIS are rather similar, although, as expected, PLAIS outperforms PA-RLAIS.


Figure 3.3: Results corresponding to the experiment in Section 3.9.2. MSE obtained by the different algorithms for distinct numbers of data in the partial posteriors. Note that we keep fixed the total number of posterior evaluations to $E=2000$. This means that as $N$ grows, then $T$ decreases (e.g., in standard LAIS we have $E=2 N T$ ); (a) with $K_{n}=5$; (b) with $K_{n}=10$.

### 3.9.3. HMC-LAIS vs HMC algorithms

For the next experiment, we consider $\bar{\pi}(\mathbf{x})$ which consists of an equally-weighted mixture of two Gaussian pdfs. The Gaussians pdfs are located at $[0,0]^{\top}$ and $[-4,4]^{\top}$, respectively. The covariance matrix of both is $\boldsymbol{\Sigma}=[4,3 ; 3,4]$. Here, it is straightforward to calculate the true values for the quantities of interest: the expected value is $[-2,2]^{\top}$, the variances are $[8,8]$ and the covariance is -1 . We test the performances of HMC-LAIS algorithms in estimating these quantities, i.e., expected value of $\bar{\pi}(\mathbf{x})$ (2 quantities), and covariance matrix of $\bar{\pi}(\mathbf{x})$ (3 quantities). The goal is to compare their performances against only using HMC algorithms. The error measure we employ is the averaged Mean Squared Error (MSE)

The computational budget is fixed to $E=2400$ target evaluations. We consider HMC algorithms with kinetic energy using a Gaussian distribution with covariance matrix equal to $2 \mathbf{I}$, and test the following values for step length and path length $\{(0.25,1),(0.5,1),(1,3),(1,5)\}$. In the lower layer, we also consider Gaussian proposals with covariance matrix equal to $\mathbf{C}_{\mathbf{n}}=2 \mathbf{I}$. Here, we compare the performance of three deterministic-mixture weighting schemes: spatial, temporal and complete.
For setting the number of chains, $N$, and the number of iterations, $T$, we follow the same rules as for the previous experiment. We kept constant the product $N T=\frac{E}{2}=1200$ and vary $N$ within $\{2,3,4,6,8,10,12,16,20,25,30,40,50,60,100\}$. For a fair comparison, when we only consider HMC algorithms, the $N$ chains were run for $2 T$ iterations each (i.e. twice number of iterations than the HMC algorithms in the upper layer of the HMC-LAIS algorithms), so that the final number of target evaluations is $2 N T=E=2400$. The initial mean vectors were chosen uniformly within the square $[-10,10]^{2}$. The results were averaged over 500 independent simulations.
In Figure 3.4, we show the MSE of the HMC and HMC-LAIS algorithms, with three weighting schemes, as a function of $N$. Recall that, for every $N$, the HMC algorithms were run for twice number of iterations, i.e., they were run for $2 T$ iterations, in order to have the same number of target evaluations. Each figure corresponds to a different choice of step and path lengths in the HMC algorithms.
First main observation. We can observe that the LAIS schemes (except some few specific cases) always outperform the HMC algorithms.
Second main observation. It is important to remark the excellent and robust performance provided by HMC-LAIS with the complete denominator, regardless the parameters of HMC chains (in the upper layer) used and the number of chains $N$. In fact, HMC-LAIS algorithm with complete denominator clearly outperforms the rest of techniques, providing the smallest error and remaining constant for all $N$ and all HMC parameters.
Other considerations. The error of HMC is smallest when $N$ is close to the minimum (i.e. when the chains are longer), and gets worse as $N$ increases since, consequently, the chains become shorter and cannot explore properly the two modes. Interestingly, even in the best scenario, the results show that the error of HMC is always greater than the one
provided by HMC-LAIS algorithms with temporal and complete denominators. Namely, even when HMC works best, it is better to run it for half number of iterations and then use it within the LAIS framework with a temporal or complete denominator.
Spatial vs Temporal. The performance of the temporal and spatial denominators behave in an opposite manner. As expected, the error corresponding to the spatial denominator is worse when $N$ is small. In fact, the greatest error is achieved always when $N$ is minimum. As $N$ increases, the performance greatly improves. It rapidly beats HMC and its performance matches that of the complete weighting scheme for large $N$. Conversely, in the temporal denominator, the best results are always achieved when $N$ is minimum, since in this case, the chain length $T$ is maximum. As $N$ increases, the performance of the temporal denominator worsens, but in a slower fashion than the corresponding error of the HMC algorithms.
In this experiment, the spatial denominator seems to outperform the temporal denominator for more values of $N$. This means that the mixture of spatial proposals is usually better than the mixture of temporal proposals. For some value $N_{*}$, both weighting schemes provide the same results. Only for values $N \leq N_{*}$, the temporal denominator is better than the spatial denominator. Namely, if $T$ is not sufficiently big ( $T \leq \frac{E}{2 N_{*}}$ ), the temporal denominator does not pay off, as compared to the spatial denominator. In fact, for $N>50$, the spatial denominator can be considered as a compressed version of the complete denominator, i.e., it provides almost the same performance but with a smaller number of components (recall that the complete denominator has $\frac{E}{2}=1200$ mixture components).
Compressed schemes. We have also tested the performance of compressed LAIS (CLAIS), where a compression technique is applied to the $N T$ proposals from the upper layer (see Sect. 3.6). Here, we have run a clustering algorithm with $B \in\{3,21,50,200\}$ clusters to obtain the compressed denominators. In Figure 3.5, we show the error of these schemes against the three previous weighting schemes and HMC. With the proposed compression scheme, we see that the performance is very close to that of the complete denominator and it is insensitive to the choice of number of clusters and $N$. For moderately low $N$, CLAIS outperforms LAIS with spatial denominator. However, as $N$ increases, the spatial denominator matches the performance of CLAIS, i.e., the spatial denominator is also a very efficient way of compressing the $N T$ proposals as discussed above. Finally, in Figure 3.6 we display the computation time of CLAIS versus the compression level $\eta$, which is $\eta=0$ when there is no compression at all ( $B=N T$, i.e. the maximum number of clusters), and $\eta=1-\frac{1}{N T}$ when we have $B=1$ clusters.


Figure 3.4: Results corresponding to the experiment in Section 3.9.3. MSE in estimation obtained by HMC-LAIS and HMC versus $N$, with the same number of evaluations of the posterior $E=2400$ (hence, the HMC chains have twice the length of the HMC chains used in the upper layer of HMC-LAIS). Each figure corresponds to a different choice of step and path lengths in the HMC algorithms.


Figure 3.5: Results corresponding to the experiment in Section 3.9.3. MSE of CLAIS with different values of $B \in\{3,21,50,200\}$, compared with LAIS with different denominators and parallel HMC chains (with twice lengths with respect to the LAIS schemes, in order to have the same number of posterior evaluations, $E=2400$, for all methods).


Figure 3.6: Results corresponding to the experiment in Section 3.9.3. Normalized computational time versus compression level $\eta$, where $\eta=1-\frac{B}{N T}$, and $B$ is the number of clusters.

### 3.9.4. High-dimensional experiment

In order to be able to compare different schemes in a high-dimensional sampling problem, we need to know the groundtruth. For this reason, we assume a mixture of Gaussians as target pdf, i.e.,

$$
\begin{equation*}
\bar{\pi}(\mathbf{x})=\frac{1}{3} \sum_{k=1}^{3} \mathcal{N}\left(\mathbf{x} ; \boldsymbol{v}_{k}, \chi_{k}^{2} \mathbf{I}_{D_{X}}\right), \quad \mathbf{x} \in \mathbb{R}^{D_{X}}, \tag{3.15}
\end{equation*}
$$

where $\boldsymbol{v}_{k}=\left[v_{k, 1}, \ldots, v_{k, D_{X}}\right]^{\top}$, for $k \in\{1,2,3\}$, with $\mathbf{I}_{D_{X}}$ being the $D_{X} \times D_{X}$ identity matrix and $D_{X}$ is the dimension of the space. In this section, we vary the dimension of the state space in Eq. (3.15) considering $2 \leq D_{X} \leq 50$. Moreover, we set $v_{1, j}=-5, v_{2, j}=6$, $v_{3, j}=3$ for all $j=1, \ldots, D_{X}$, and $\chi_{k}=8$ for all $k \in\{1,2,3\}$. Note that the expected value of $\mathbf{X} \sim \bar{\pi}(\mathbf{x})$ is $E\left[X_{j}\right]=\frac{4}{3}$ for $j=1, \ldots, D_{X}$. In order to study the performance of different Monte Carlo methods, we consider the problem of approximating this expected value. We apply HMC-LAIS considering $N=100$ parallel chains of HMC in the upper layer, each chain with different parameters. The HMC chains require the selection of following parameters: a positive integer number of "leap-frog steps" $Q$, a positive number for the step size $\zeta$ and the covariance matrix of the Gaussian kinetic energy $\lambda^{2} \mathbf{I}_{D_{X}}$ (where we set $\lambda=10$ ). We select the two first parameters both randomly, for each chain and at each run: we select $Q$ uniformly between 1 and 7 (it must be an integer), and $\zeta \in \mathcal{U}([0.01,0.7])$. The proposal pdfs used in the lower layer, $q_{n, t}\left(\mathbf{x} \mid \boldsymbol{\mu}_{n, t}, \mathbf{C}_{n}\right)$, are Gaussian pdfs with covariance matrices $\mathbf{C}_{n}=\sigma^{2} \mathbf{I}_{D_{X}}$ again with $\sigma=10$. We also draw $M>1$ (more than one samples) from each proposal in the upper layer. More precisely, we set $M=19$ and the length of the chains $T=100$ because, since $N=100$, we have a total number of target evaluations of $E=(M+1) N T=2 \cdot 10^{5}$.
We compare HMC-LAIS with different benchmark schemes: (a) the standard PMC scheme [4], (b) $N$ parallel independent MH chains (Par-MH), (c) and a Sequential Monte Carlo (SMC) scheme [24]. For a fair comparison, all the mentioned algorithms have been implemented in such a way that the number of total evaluations of the target is $E=2 \cdot 10^{5}$ as in HMC-LAIS. Moreover, all the proposal pdfs involved in the experiments are Gaussians, with the same covariance matrices for all the techniques. The initial mean vectors in all techniques are selected randomly and independently as $\mu_{n, 0} \sim \mathcal{U}\left([-6,6]^{D_{X}}\right)$ for $n=1, \ldots, N$.
The results are averaged over $10^{3}$ independent runs. Figure 3.7 shows (in log-scale) the MSE in the estimation of $E[\mathbf{X}]$ as a function of the dimension $D_{X}$ of the support space. We remark that we have kept fixed the number of total evaluations of the target $E=2 \cdot 10^{5}$ for all the techniques. As expected, the performance of all the methods deteriorates as the dimension of the problem, $D_{X}$ increases, since we maintain fixed the computational cost $E=2 \cdot 10^{5}$. HMC-LAIS always provides the best results, i.e., obtaining the lower MSE values.


Figure 3.7: Results corresponding to the experiment in Section 3.9.4. MSE (in log-scale) versus the dimension of the space $D_{X}$, obtained by the different samplers, with the same total number of target evaluations $E=2 \cdot 10^{5}$. Namely, we keep fixed the computational cost, that in HMC-LAIS means keeping fixed the parameters $N=100, M=19$ and $T=100\left(\right.$ for all $\left.D_{X}\right)$.

### 3.9.5. Parameter estimation in a chaotic system

In this section, we show that the use of Gibbs-LAIS can be useful in complex inference scenarios where sophisticated MCMC techniques seem to fail (see, for instance, [27] or [28]). We consider the problem of estimating parameters in a chaotic system, which is considered a very challenging framework in the literature (see, e.g., [14] or [27]). This is due to the very tight and sharp posteriors induced by this model. As an example, see the conditional posterior densities in Figure 3.8. The density in Figure 3.8(c) is extremely tight (resembling a delta function), so even sophisticated adaptive Monte Carlo techniques fail. This type of systems are often utilized for modeling the evolution of population sizes, for instance in ecology [28]. Specifically let us consider a logistic map [3] perturbed by multiplicative noise,

$$
\begin{equation*}
y_{k+1}=R\left[y_{k}\left(1-\frac{y_{k}}{\Omega}\right)\right] \exp \left(\epsilon_{k}\right), \quad \epsilon_{k} \sim \mathcal{N}\left(0, \lambda^{2}\right), \quad k=1, \ldots, K, \tag{3.16}
\end{equation*}
$$

starting with $y_{1} \sim \mathcal{U}([0,1])$. The parameters $R>0$ and $\Omega>0$ are unknown and object of the inference. Hence, using the notation in this work, we have $\mathbf{x}=[R, \Omega]$. Let us assume that a sequence $\mathbf{y}=y_{1: K}=\left[y_{1}, \ldots, y_{K}\right]$ is observed and, for the sake of simplicity, let us consider that the standard deviation $\lambda$ of the noise is known. The corresponding likelihood function is given by

$$
L(\mathbf{y} \mid \mathbf{x})=p\left(y_{1: K} \mid R, \Omega\right)=\prod_{k=1}^{K-1} p\left(y_{k+1} \mid y_{k}, R, \Omega\right),
$$

where, denoting $b\left(y_{k}, R, \Omega\right)=R\left[y_{k}\left(1-\frac{y_{k}}{\Omega}\right)\right]$, we have

$$
p\left(y_{k+1} \mid y_{k}, R, \Omega\right) \propto\left|\frac{g\left(y_{k}, R, \Omega\right)}{y_{k+1}}\right| \exp \left(-\frac{\log \left(\frac{y_{k+1}}{g\left(y_{k}, R, \Omega\right)}\right)^{2}}{2 \lambda^{2}}\right), \quad \text { if } b\left(y_{k}, R, \Omega\right)>0,
$$

and $p\left(y_{k+1} \mid y_{k}, R, \Omega\right)=0$, if $b\left(y_{k}, R, \Omega\right) \leq 0$. We set uniform priors, $R \sim \mathcal{U}\left(\left[0,10^{4}\right]\right)$ and $\Omega \sim \mathcal{U}\left(\left[0,10^{4}\right]\right)$, our goal is computing the mean of the bivariate posterior pdf, $\bar{\pi}(\mathbf{x} \mid \mathbf{y})=p\left(R, \Omega \mid y_{1: K}\right) \propto p\left(y_{1: K} \mid R, \Omega\right)$, which represents the minimum mean square error estimator of the vector parameter $\mathbf{x}=[R, \Omega]$ (computing the MSE obtained by the different techniques).
We have generated artificial data $\mathbf{y}=y_{1: K}$, setting $R=3.7, \Omega=0.4$ and $K=20$ (i.e., a trajectory of 20 values). We employ different values of standard deviation $\lambda=$ $\{0.001,0.005,0.01,0.05,0.08,0.1\}$ of the noise in the system (3.16) of the same order of magnitude considered in [27]. We apply a Gibbs-LAIS scheme where, for drawing from the full-conditional pdfs, we apply (within the Gibbs sampler) the so-called FUSS technique proposed in [22]. For simplicity, we consider a unique Gibbs chain $(N=1)$ in the upper layer with length $T=25$ iterations, i.e., $\boldsymbol{\mu}_{1}, \ldots, \boldsymbol{\mu}_{T}$. In the lower layer of Gibbs-LAIS scheme, we consider two-dimensional Gaussian proposals $q\left(\mathbf{x} \mid \boldsymbol{\mu}_{t}\right)=\mathcal{N}\left(\mathbf{x} \mid \boldsymbol{\mu}_{t}, \sigma_{p}^{2} \mathbf{I}_{2}\right)$ with $\sigma_{p}=1$ and $\mathbf{I}_{2}$ is the $2 \times 2$ identity matrix. We draw one sample from each proposal $q\left(\mathbf{x} \mid \boldsymbol{\mu}_{t}\right)$, hence we have $S=25$ samples in the lower layer. Therefore, the total number of posterior evaluations of the Gibbs-LAIS scheme is $E=25+25=50$. Since we have only one chain ( $N=1$ ), we use a temporal weighting scheme. We also apply the corresponding GibbsRLAIS with the same parameters (then $E=25$ ), and also we perform a Gibbs-RLAIS but increasing the length of the Gibbs sampler to $T=50$ (so that again $E=50$ ). Finally, we compare the results with an MH-within-Gibbs approach with a Gaussian random walk proposal ( $\sigma_{p}=1$ again) for drawing from the full-conditionals, i.e., with $T=50$ steps for the Gibbs samplers, in order to have $E=50$ for a fair comparison. For the employed MCMC techniques, the initial states of the chains are chosen randomly from $\mathcal{U}([1,5])$ for $R$ and $\mathcal{U}([0.38,1.5])$ for $\Omega$.
The MSE in estimation obtained by the different techniques (averaged over 1000 independent runs) is given in Table 3.8. The Gibbs-LAIS schemes outperform clearly the MH-within-Gibbs approach. Moreover, Gibbs-RLAIS with $E=25$ obtains very close results to Gibbs-LAIS, and Gibbs-RLAIS with $E=50$ even outperforms Gibbs-LAIS when $\lambda$ grows. Another remarkable advantage of employing the Gibbs-LAIS schemes is that one could easily approximating the marginal likelihood $Z=p(\mathbf{y})=p\left(y_{1: K}\right)$ in this problem, by computing the estimator $\widehat{Z}$ in (3.5). In this way, we could perform a model selection study. On the other hand, approximating $Z$ by MH-within-Gibbs method is not a straightforward task [17].

Table 3.8: MSE in estimation of $R$ and $\Omega$, obtained by the different compared techniques.

|  | $\lambda$ |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: |
|  | $E$ | Parameter | 0.001 | 0.005 | 0.01 | 0.05 | 0.08 | 0.10 |
| Gibbs-LAIS | 50 | $R$ | 0.0065 | 0.0067 | 0.0085 | 0.0125 | 0.0142 | 0.0681 |
|  |  | $\Omega$ | $4.9710^{-5}$ | $6.1610^{-5}$ | $4.1810^{-5}$ | $5.2610^{-5}$ | $6.3310^{-5}$ | $1.7010^{-4}$ |
| Gibbs-RLAIS | 25 | $R$ | 0.0082 | 0.0090 | 0.0089 | 0.0138 | 0.0160 | 0.0752 |
|  |  | $\Omega$ | $5.2110^{-5}$ | $6.2210^{-5}$ | $6.1310^{-5}$ | $4.2210^{-5}$ | $5.8910^{-5}$ | $1.8210^{-4}$ |
| Gibbs-RLAIS | 50 | $R$ | 0.0070 | 0.0069 | 0.0078 | 0.0126 | 0.0130 | 0.0547 |
|  |  | $\Omega$ | $5.0110^{-5}$ | $6.2010^{-5}$ | $5.7510^{-5}$ | $5.1910^{-5}$ | $6.0810^{-5}$ | $1.5610^{-4}$ |
| MH-within-Gibbs | 50 | $R$ | 0.6830 | 0.7264 | 0.7067 | 1.1631 | 1.3298 | 1.3293 |
|  |  | $\Omega$ | 0.0373 | 0.0402 | 0.0423 | 0.0399 | 0.0471 | 0.0440 |



Figure 3.8: Results corresponding to the experiment in Section 3.9.5. (a)-(b) Examples of conditional densities in log-domain with $\lambda=0.1$, and considering $K=20$ observations. (a) Fixing $\Omega=4$. (b) Fixing $R=0.7$. (c) The conditional pdf corresponding to the plot (b). Even advanced and adaptive MCMC techniques often fail in drawing samples from this kind of sharp/tight densities.

### 3.9.6. Experiment with COVID-19 data

This section is devoted to a model selection application. We consider the number of daily deaths caused by SAR-CoV-2 in Italy from 18 February 2020 to 6 July 2020 as the dataset. We denote the values of daily deaths as $\mathbf{y}=\left[y_{1}, \ldots, y_{D_{Y}}\right]^{\top}$. Let $t_{i}$ denote the $i$-th day, we model each observation as

$$
y_{i}=f\left(t_{i}\right)+e_{i}, \quad i=1, \ldots, D_{Y}=140,
$$

where $f$ is the function that we aim to approximate and $e_{i}$ 's are independent Gaussian realizations with zero means and variance $\sigma_{e}^{2}$. We consider the approximation of $f$ at $t$ as a weighted sum of $M$ localized basis functions,

$$
f(t)=\sum_{m=1}^{M} \rho_{m} \psi\left(t \mid \mu_{m}, h, v\right),
$$

where $\psi\left(t \mid \mu_{m}, h\right)$ is $m$-th basis located at $\mu_{m}$ with bandwidth $h$. Let also be $v$ an index denoting the type of basis. We consider $M \in\left\{1, \ldots ., D_{Y}\right\}$, then $1 \leq M \leq D_{Y}$. When $M=D_{Y}$,
the model becomes a Relevance Vector Machine (RVM), and the interpolation of all data points (maximum overfitting, with zero fitting error) is possible [2, 29]. We study 2 possible kinds of basis (i.e., $v=1,2$ ): Gaussian $(v=1)$, and Laplacian ( $v=2$ ). After fixing $v$ and $M$, we select the locations $\left\{\mu_{m}\right\}_{m=1}^{M}$ as a uniform grid in the interval $\left[1, D_{Y}\right]$ (recall that $D_{Y}=140$ ). Hence, by knowing $v$ and $M$, the locations $\left\{\mu_{m}\right\}_{m=1}^{M}$ are given.

We define the vector of coefficients $\boldsymbol{\rho}=\left[\rho_{1}, \ldots, \rho_{M}\right]^{\top}$. Let also $\boldsymbol{\Psi}$ be a $D_{Y} \times M$ matrix with elements $[\Psi]_{i, m}=\psi\left(t_{i} \mid \mu_{m}, h\right)$ for $i=1, \ldots, D_{Y}$ and $m=1, \ldots, M$. Then, the observation equation in vector form is

$$
\mathbf{y}=\boldsymbol{\Psi} \rho+\mathbf{e}
$$

where $\mathbf{e} \sim \mathcal{N}\left(\mathbf{0}, \sigma_{e}^{2} \mathbf{I}_{D_{Y}}\right)$ is a $D_{Y} \times 1$ vector of noise, where $\mathbf{I}_{D_{Y}}$ is the $D_{Y} \times D_{Y}$ identity matrix. Therefore, the likelihood function will be

$$
\ell\left(\mathbf{y} \mid \boldsymbol{\rho}, h, \sigma_{e}, v, M\right)=\mathcal{N}\left(\mathbf{y} \mid \boldsymbol{\Psi} \boldsymbol{\rho}, \sigma_{e}^{2} \mathbf{I}_{D_{Y}}\right) .
$$

We assume a Gaussian prior density over the vector of coefficients $\rho$, i.e., $g(\rho \mid \lambda)=$ $\mathcal{N}\left(\rho \mid \mathbf{0}, \boldsymbol{\Sigma}_{\rho}\right)$, where $\boldsymbol{\Sigma}_{\rho}=\lambda \mathbf{I}_{M}$ and $\lambda>0$. Therefore, the complete set of parameters to infer is $\left\{\rho, v, M, h, \lambda, \sigma_{e}\right\}$. The conditional posterior of $\rho$ given the rest of parameters is also Gaussian,

$$
\bar{\pi}\left(\rho \mid \mathbf{y}, \lambda, h, \sigma_{e}, v, M\right)=\frac{\ell\left(\mathbf{y} \mid \boldsymbol{\rho}, h, \sigma_{e}, v, M\right) g(\boldsymbol{\rho} \mid \lambda)}{p\left(\mathbf{y} \mid \lambda, h, \sigma_{e}, v, M\right)}=\mathcal{N}\left(\boldsymbol{\rho} \mid \boldsymbol{\mu}_{\rho \mid y}, \boldsymbol{\Sigma}_{\rho \mid y}\right),
$$

and a likelihood marginalized w.r.t. $\rho$ is available in closed-form,

$$
\begin{equation*}
p\left(\mathbf{y} \mid \lambda, h, \sigma_{e}, v, M\right)=\mathcal{N}\left(\mathbf{y} \mid \mathbf{0}, \boldsymbol{\Psi} \boldsymbol{\Sigma}_{\rho} \mathbf{\Psi}^{\top}+\sigma_{e}^{2} \mathbf{I}_{D_{Y}}\right) . \tag{3.17}
\end{equation*}
$$

For further details see [2,29]. Now, we assume $g_{\lambda}(\lambda), g_{h}(h), g_{\sigma}\left(\sigma_{e}\right)$ are folded-Gaussian priors over $h, \lambda, \sigma_{e}$, defined on $\mathbb{R}_{+}=(0, \infty)$ with location and scale parameters $\{0,100\}$, $\{0,400\}$ and $\{1.5,9\}$, respectively. Then, we study the following posterior marginalized w.r.t. $\rho$ and conditioned to $\mu, M$,

$$
\bar{\pi}\left(\lambda, h, \sigma_{e} \mid \mathbf{y}, v, M\right)=\frac{1}{p(\mathbf{y} \mid v, M)} p\left(\mathbf{y} \mid \lambda, h, \sigma_{e}, v, M\right) g_{\lambda}(\lambda) g_{h}(h) g_{\sigma}\left(\sigma_{e}\right),
$$

Finally, we want to compute the marginal likelihood, i.e.,

$$
\begin{equation*}
p(\mathbf{y} \mid v, M)=\int_{\mathbb{R}_{+}^{3}} p\left(\mathbf{y} \mid \lambda, h, \sigma_{e}, v, M\right) g_{\lambda}(\lambda) g_{h}(h) g_{\sigma}\left(\sigma_{e}\right) d \lambda d h d \sigma_{e} . \tag{3.18}
\end{equation*}
$$

Furthermore, assuming a uniform probability mass $p(M=i)=\frac{1}{D_{Y}}$ as prior over $M$, we have $p(M \mid \mathbf{y}, v)=\frac{p(\mathbf{y} \mid, M) p(M)}{p(\mathbf{y} \mid v)} \propto \frac{1}{D_{Y}} p(\mathbf{y} \mid v, M)$. We can marginalize out $M$ obtaining

$$
\begin{equation*}
p(\mathbf{y} \mid v)=\frac{1}{D_{Y}} \sum_{M=1}^{D_{Y}} p(\mathbf{y} \mid v, M), \quad \text { for } \quad v=1,2 . \tag{3.19}
\end{equation*}
$$

Considering also a uniform prior over $v$, we can obtain the marginal posterior $p(v \mid \mathbf{y}) \propto$ $\frac{1}{2} p(\mathbf{y} \mid v)$.
Goal. Our purpose is: (a) to make inference regarding the parameters of the model $\left\{\lambda, h, \sigma_{e}\right\}$, (b) approximate $Z=p(\mathbf{y} \mid v, M)$, (c) study the posterior $p(M \mid \mathbf{y}, v)$. We also study the marginal posterior $p(v \mid \mathbf{y})$ for $v=1,2$.
Methods. For approximating $p(\mathbf{y} \mid v, M)$, for $M=1, \ldots, D_{Y}$, and $p(v \mid \mathbf{y})$, we first apply a Naive Monte Carlo (NMC) method with $10^{4}$ samples [17]. We apply also a Gibbs-LAIS scheme with a MH-within-Gibbs sampler in the upper layer. More specifically, we employ an interpolative piecewise constant function as proposal in the MH scheme to draw from the full-conditionals (considering 2 internal steps) [22]. Hence, in the upper layer, we obtain a unique Markov chain $(N=1)$ of $\mu_{t}=\left[\lambda_{t}, h_{t}, \sigma_{e, t}\right]$ for $t=1, \ldots, T$. We set $T=5000$, hence also 5000 samples drawn in the lower layer and used in estimators. The total number of evaluations of the posterior is $2 T=10^{4}$ for both, NMC and Gibbs-LAIS schemes.
Results. With both methods, We obtain that the MAP estimator of $M$ is $M^{*}=8$. In Figure 3.9 , we show the fitting obtained with $M=8$ bases and the parameter estimations provided by the Gibbs-LAIS scheme. Thus, a first conclusion is that the results obtained with models such as RVMs and Gaussian Processes (GPs) (both having $M=140[2,29]$ ) can be approximated in a very good way with a much more scalable model, as our model here with only $M=8[2,29]$. Regarding the marginal posterior $p(\nu \mid \mathbf{y})$, we can observe the results in Table 3.9. With the results provided by both schemes, we should prefer slightly the Laplacian basis. These considerations are reasonable after having a look at Figure 3.9.

Table 3.9: The approximate marginal posterior $p(v \mid \mathbf{y})$ with different techniques.

| Method | $p(v=1 \mid \mathbf{y})$ | $p(v=2 \mid \mathbf{y})$ |
| :---: | :---: | :---: |
| NMC | 0.4831 | 0.5169 |
| Gibbs-LAIS | 0.4930 | 0.5070 |



Figure 3.9: Results corresponding to the experiment in Section 3.9.6. Best fit with 8 bases with different types of basis, $v=1,2$. The circles represent the analyzed data and the squares show the positions of the bases.

### 3.10. Conclusions

We show the LAIS scheme is a flexible framework for designing efficient and robust AIS algorithms. Furthermore, we have introduced several enhancements in the LAIS framework in order to improve the performance and reduce the overall computational cost. Specifically, we have proposed that the MCMC algorithms in the upper layer address different partial posteriors (i.e., posteriors of subsets of data) to improve the mixing of the chains due to the data-tempering effect, and at the same time, reducing the costs of the upper layer. We have also studied the use of sophisticated MCMC algorithms, such as HMC and advanced Gibbs techniques, in the upper layer. These improvements allow the inference in very complex inference problems where other sophisticated techniques fail [27], as we have shown in Section 3.9.5. The proposed schemes are particularly useful to make inference with extremely concentrated posteriors, as shown in Figure 3.8(c), and where the computation of the marginal likelihood is also required. Moreover, the proposed methods provide also a clear improvement in high-dimensional inference spaces, as shown in Figure 3.7, obtaining at least a reduction of $25 \%$ in the estimation error. Furthermore, we have designed a compression scheme for reduce the cost of the lower layer. Specifically, with the compression scheme, we can save more of the $70 \%$ of evaluations in the denominator of the IS weights (see Section 3.9.3). Numerous numerical experiments show that the proposed schemes outperform standard applications of the LAIS scheme and other benchmark algorithms. Interesting related theoretical considerations have been provided in the Appendices.
As future research lines, we consider that the automatic choice and the possible adaptation of the covariance matrices of the proposal densities in the lower layer are still open problems. Furthermore, the possible use of the MCMC samples also in the final estimators deserves additional studies.

### 3.11. Appendix

### 3.11.1. On the choice of the upper layer densities

## Theoretical considerations: optimal invariant distribution in upper layer

Let us consider a hierarchical procedure which mimics the LAIS sample generation approach. For this purpose, we consider a single proposal pdf $q$ in the lower layer defined by the mean $\boldsymbol{\mu} \in \mathbb{R}^{D_{X}}$ and scale matrix $\mathbf{C} \in \mathbb{R}^{D_{X} \times D_{X}}$, so that the proposal can be denoted as $q(\mathbf{x} \mid \boldsymbol{\mu}, \mathbf{C})$, and it fulfills $q(\mathbf{x} \mid \boldsymbol{\mu}, \mathbf{C})=q(\mathbf{x}-\mu \mid \mathbf{0}, \mathbf{C})$. This property is satisfied by relevant distributions such as Gaussian, Student's $t$ and Laplace pdfs, for instance. The assumption is that the location parameter $\boldsymbol{\mu}$ is drawn exactly from the density $p(\boldsymbol{\mu})$. This is clearly a simplification since, with MCMC chains, we obtain correlated samples. Hence, the simplified LAIS generation procedure is given below:

1. Draw a possible location parameter $\boldsymbol{\mu}^{\prime} \sim p(\boldsymbol{\mu})$.
2. $\operatorname{Draw} \mathbf{x} \sim q\left(\mathbf{x} \mid \boldsymbol{\mu}^{\prime}, \mathbf{C}\right)$.

Note that $p(\boldsymbol{\mu})$ plays the role of a prior pdf over the location parameter of the proposal density $q(\mathbf{x} \mid \boldsymbol{\mu}, \mathbf{C})$. The sample $\mathbf{x}$ is distributed according to the following equivalent density,

$$
\begin{equation*}
\widetilde{q}(\mathbf{x} \mid \mathbf{C})=\int_{X} q(\mathbf{x} \mid \boldsymbol{\mu}, \mathbf{C}) p(\boldsymbol{\mu}) d \boldsymbol{\mu}=\int_{X} q(\mathbf{x}-\boldsymbol{\mu} \mid \mathbf{0}, \mathbf{C}) p(\boldsymbol{\mu}) d \boldsymbol{\mu}, \tag{3.20}
\end{equation*}
$$

i.e., $\mathbf{x} \sim \widetilde{q}(\mathbf{x} \mid \mathbf{C})$. From Eq. (3.20) we can deduce the following considerations. The last expression in (3.20) is a convolution integral. Hence, considering the sum of two independent random variables

$$
\begin{equation*}
\mathbf{X}=\mathbf{Z}+\mathbf{M} \tag{3.21}
\end{equation*}
$$

where $\mathbf{Z} \sim q(\mathbf{x} \mid \mathbf{0}, \mathbf{C})$ (with $\boldsymbol{\mu}=0$ ) and $\mathbf{M} \sim p(\boldsymbol{\mu})$, then $\mathbf{X}$ is distributed as $\widetilde{q}(\mathbf{x} \mid \mathbf{C})$ [30].
Now, let us consider the problem of finding the optimal density $p^{*}(\mu \mid \mathbf{C})$ over the location parameter $\boldsymbol{\mu}$. In the LAIS scheme, the samples obtained by this procedure are then used in a self-normalized importance estimator. The variance of the IS weights is minimized when the proposal is exactly $\bar{\pi}\left(\mathbf{x} \mid \mathbf{y}_{\text {tot }}\right)$ [1,30]. Therefore, the desirable scenario is to have $\widetilde{q}(\mathbf{x} \mid \mathbf{C})=\bar{\pi}\left(\mathbf{x} \mid \mathbf{y}_{\text {tot }}\right)$. The optimal pdf depends on the chosen scale parameter $\mathbf{C}$ and since $q(\mathbf{x} \mid \boldsymbol{\mu}, \mathbf{C})=q(\mathbf{x}-\mu \mid \mathbf{0}, \mathbf{C})$, as $\boldsymbol{\mu}$ is a location parameter, we can write

$$
\begin{equation*}
\bar{\pi}\left(\mathbf{x} \mid \mathbf{y}_{\mathrm{tot}}\right)=\int_{X} q(\mathbf{x}-\boldsymbol{\mu} \mid \mathbf{0}, \mathbf{C}) p^{*}(\boldsymbol{\mu} \mid \mathbf{C}) d \boldsymbol{\mu} \tag{3.22}
\end{equation*}
$$

Equation (3.22) above can be rewritten in terms of the characteristic functions: $Q(v \mid \mathbf{C})=$ $\int q(\mathbf{x} \mid \mathbf{0}, \mathbf{C}) e^{i \boldsymbol{v}^{\top} \mathbf{x}} d \mathbf{x}, P^{*}(\boldsymbol{v} \mid \mathbf{C})=\int p^{*}(\mathbf{x} \mid \mathbf{C}) e^{i \boldsymbol{v}^{\top} \mathbf{x}} d \mathbf{x}$, and $\bar{\Pi}(\boldsymbol{v})=\int \bar{\pi}\left(\mathbf{x} \mid \mathbf{y}_{\text {tot }}\right) e^{i \boldsymbol{v}^{\top} \mathbf{x}} d \mathbf{x}$, where $\boldsymbol{v} \in$ $\mathbb{R}^{D_{X}}$. The characteristic function of $\mathbf{X}$ is the product of characteristic functions of $\mathbf{Z}$ and M. Hence, in some cases, the optimal invariant pdf in the upper layer has the following characteristic function,

$$
\begin{equation*}
P^{*}(v \mid \mathbf{C})=\frac{\bar{\Pi}(\boldsymbol{v})}{Q(v \mid \mathbf{C})} \tag{3.23}
\end{equation*}
$$

In a general case, it is not possible to determine analytically the expression of the optimal pdf $p^{*}(\mu \mid \mathbf{C})$, and thus, other practical choices must be considered, as discussed below.

## Practical choices of the invariant distribution in the upper layer

Here, we discuss some practical selection of $p(\mu)$. First of all, from Eq. (3.21), we can obtain the following relevant considerations for this purpose:

1. $\mathrm{E}[\mathbf{X}]=\mathrm{E}[\mathbf{Z}]+\mathrm{E}[\mathbf{M}]=0+\mathrm{E}[\mathbf{M}]$, i.e., the expected value of the equivalent proposal $\widetilde{q}$ is equal to the expected value of the density $p(\boldsymbol{\mu})$ in the upper layer.
2. $\operatorname{Var}[\mathbf{X}]=\operatorname{Var}[\mathbf{Z}]+\operatorname{Var}[\mathbf{M}] \geq \operatorname{Var}[\mathbf{M}]$, where $\operatorname{Var}[\cdot]$ returns the elements in the diagonal of the covariance matrix and, the inequality $\geq$ is applied to each element in the diagonal. Namely, the variances of each component of the equivalent proposal $\widetilde{q}$ are greater or equal to the variances of each component of the density $p(\mu)$ in the upper layer.

Thus, the equivalent density $\widetilde{q}(\mathbf{x} \mid \mathbf{C})$ has the same expected value and a bigger variance with respect to the density $p(\boldsymbol{\mu})$.

Consideration about the optimal pdf $p^{*}(\boldsymbol{\mu})$. Given Eq. (3.22) and the observations above, we can deduce that the optimal $\operatorname{pdf}^{p^{*}}(\boldsymbol{\mu})$ will have the same mean as the posterior, and it will have lighter tails than the posterior $\bar{\pi}$ (i.e., $p^{*}$ is more "concentrated" than $\bar{\pi}$ ).

A possible choice of $p(\mu)$ in the upper layer. In practice, we cannot employ the optimal density $p^{*}(\boldsymbol{\mu})$. However, the choice $p(\boldsymbol{\mu})=\bar{\pi}\left(\mu \mid \mathbf{y}_{\mathrm{tot}}\right)$ provides an equivalent proposal with the same mean as the posterior, but with heavier tails. This is a relevant property: indeed, it avoids infinite variance estimators (see example 1 in [17]) and, as a consequence, this is the reason why this choice provides good performance in practice [20]. It can be shown that, in this case, the equivalent proposal is the kernel density estimator of the posterior (for a fixed optimal choice of $\mathbf{C}$ ). However, with a large amounts of data, evaluating the posterior can be very costly, so that the upper layer can require too much computational time. Furthermore, it is common that $\pi\left(\mathbf{x} \mid \mathbf{y}_{\mathrm{tot}}\right)$ is highly concentrated in some regions, so the MCMC algorithms in the upper layer can suffer from bad mixing. For these reasons, we provide the enhancements described in this work.

## Standard tempering and anti-tempering

One idea for solving the second issue above, i.e., the bad mixing of the MCMC chains when $\pi\left(\mathbf{x} \mid \mathbf{y}_{\text {tot }}\right)$ is highly concentrated, is the so-called tempering. Roughly speaking, tempering is a technique used to artificially change the scale of the target density. It is commonly used in order to improve the exploration of the posterior support in optimization, MCMC and IS [7, 26]. For instance, taking $p(\boldsymbol{\mu}) \propto \pi\left(\mu \mid \mathbf{y}_{\text {tot }}\right)^{\beta}$ with $0<\beta<1$ as the target density can be useful if $\bar{\pi}$ concentrates in a small region that is not easy to discover. The $\beta$ is usually referred to as the (inverse) temperature parameter. More generally, a temperature schedule is a sequence of tempered posteriors ending with $\bar{\pi}$. A common choice is the geometric path between prior and posterior $\bar{\pi}_{\beta_{n}}\left(\mathbf{x} \mid \mathbf{y}_{\mathrm{tot}}\right) \propto \pi\left(\mathbf{x} \mid \mathbf{y}_{\mathrm{tot}}\right)^{\beta_{n}} g(\mathbf{x})^{1-\beta_{n}}=$ $L\left(\mathbf{y}_{\text {tot }} \mid \mathbf{x}\right)^{\beta_{n}} g(\mathbf{x})$, for a sequence $0=\beta_{0}<\beta_{1}<\cdots<\beta_{N}=1$, such $\bar{\pi}_{\beta_{0}}\left(\mathbf{x} \mid \mathbf{y}_{\text {tot }}\right)=g(\mathbf{x})$ (i.e., the prior pdf over $\mathbf{x}$ ) and $\bar{\pi}_{\beta_{N}}\left(\mathbf{x} \mid \mathbf{y}_{\mathrm{tot}}\right)=\bar{\pi}\left(\mathbf{x} \mid \mathbf{y}_{\mathrm{tot}}\right)$. Note that the tempered posterior has a powered, less informative (i.e., wider) likelihood.
Therefore, in order to improve the exploration of the posterior support, one possibility consists in taking $p_{n}(\boldsymbol{\mu})=\bar{\pi}_{\beta_{n}}\left(\mathbf{x} \mid \mathbf{y}_{\text {tot }}\right)$ in the upper layer.
Anti-tempering. An important point is that, in LAIS, one could set $\beta \leq 1$ in order to
foster the mixing of the chains, but also we can choose some $\beta>1$ since, theoretically, the optimal $\operatorname{pdf} p^{*}(\boldsymbol{\mu})$ is more "concentrated" than the posterior $\bar{\pi}$ (as described above). In any case, with a standard tempering strategy (using an auxiliary parameter $\beta$ ), we only solve one of the two issues pointed out in the rest of the work: improving the exploration of the posterior support. The cost of evaluating a tempered posterior $\bar{\pi}_{\beta_{n}}(\mathbf{x})$ is the same as the cost of evaluating the non-tempered posterior $\bar{\pi}$. An alternative to the standard tempering procedure is the so-called data tempering, which reduces also the evaluation cost by the use of the partial posteriors.

## Hierarchical interpretation of the random walk Metropolis-Hastings (MH) algorithm

Consider a target density $\pi(\mathbf{x}) \propto \bar{\pi}(\mathbf{x})$ and a random-walk proposal pdf $q\left(\mathbf{x} \mid \mathbf{x}_{t-1}, \mathbf{C}\right)=$ $q\left(\mathbf{x}-\mathbf{x}_{t-1} \mid \mathbf{0}, \mathbf{C}\right)$, where $\mathbf{x}_{t-1}$ the current state of the chain and $\mathbf{C}$ is a covariance matrix. One transition of the MH algorithm is summarized by 1. Draw $\mathbf{x}^{\prime}$ from a proposal pdf $q\left(\mathbf{x} \mid \mathbf{x}_{t-1}, \mathbf{C}\right)$. 2 . Set $\mathbf{x}_{t}=\mathbf{x}^{\prime}$ with probability

$$
\alpha=\min \left[1, \frac{\pi\left(\mathbf{x}^{\prime}\right) q\left(\mathbf{x}_{t-1} \mid \mathbf{x}^{\prime}, \mathbf{C}\right)}{\pi\left(\mathbf{x}_{t-1}\right) q\left(\mathbf{x}^{\prime} \mid \mathbf{x}_{t-1}, \mathbf{C}\right)}\right]
$$

otherwise set $\mathbf{x}_{t}=\mathbf{x}_{t-1}$ (with probability $1-\alpha$ ). There are two well-known general classes of proposal pdf: independent proposal $q$ (independent from the current state), and random walk proposal, $q\left(\mathbf{x} \mid \mathbf{x}_{t-1}, \mathbf{C}\right)$, as previously considered. The use of a random walk proposal $q\left(\mathbf{x}-\mathbf{x}_{t-1} \mid \mathbf{0}, \mathbf{C}\right)$ is often preferred due to its explorative behavior, since it relocates the proposal at the current state of the chain at each iteration. See Figure 3.10(a)-(b), for an example. As a consequence, this approach is more robust with respect to the choice of the tuning parameters. Below, we provide some further arguments explaining the success of the random walk approach.

We provide a hierarchical interpretation in the same fashion on LAIS. Let us assume a "burn-in" length $T_{b}-1$. Hence, considering an iteration $t \geq T_{b}$, we can assert $\mathbf{x}_{t} \sim \bar{\pi}(\mathbf{x})$. It implies that the random walk generating process is equivalent, for $t \geq T_{b}$, to the following hierarchical procedure: (a) draw a location parameter $\mu^{\prime}$ from $\bar{\pi}(\mu)$, (b) draw $\mathbf{x}^{\prime}$ from $q\left(\mathbf{x} \mid \boldsymbol{\mu}^{\prime}, \mathbf{C}\right)$. Therefore, for $t \geq T_{b}$, the probability of proposing a new sample (i.e., the equivalent proposal) can be written as

$$
\begin{align*}
\widetilde{q}_{M H}(\mathbf{x} \mid \mathbf{C}) & =\int_{X} q\left(\mathbf{x} \mid \mathbf{x}_{t-1}, \mathbf{C}\right) \bar{\pi}\left(\mathbf{x}_{t-1}\right) d \mathbf{x}_{t-1}, \\
& =\int_{X} q\left(\mathbf{x}-\mathbf{x}_{t-1} \mid \mathbf{0}, \mathbf{C}\right) \bar{\pi}\left(\mathbf{x}_{t-1}\right) d \mathbf{x}_{t-1}, \quad \text { for } t \geq T_{b}, \tag{3.2}
\end{align*}
$$

since $\mathbf{x}_{t-1} \sim \bar{\pi}\left(\mathbf{x}_{t-1}\right)$ after a burn-in period, $t \geq T_{b}$, and $\mathbf{x}_{t-1}$ represents the location parameter of $q$. The function $\widetilde{q}_{M H}(\mathbf{x} \mid \mathbf{C})$ is an equivalent independent proposal pdf corresponding to a random walk generating process within an MCMC method (after the "burn-in" period). See Figure 3.10(c) for an example of $\widetilde{q}_{M H}$.


Figure 3.10: Graphical representation of the equivalent proposal of a random-walk proposal in a MH method. A bimodal target pdf $\pi(\mathbf{x})$ is shown in solid line. The proposal densities are depicted in dashed lines. (a) A proposal pdf $q\left(\mathbf{x} \mid \mathbf{x}_{t-1}, \mathbf{C}\right)=q\left(\mathbf{x}-\mathbf{x}_{t-1} \mid \mathbf{0}, \mathbf{C}\right)$ at the iteration $t-1$, and the next state of the chain $\mathbf{x}_{t}$. (b) The proposal pdf $q\left(\mathbf{x} \mid \mathbf{x}_{t}, \mathbf{C}\right)=$ $q\left(\mathbf{x}-\mathbf{x}_{t} \mid \mathbf{0}, \mathbf{C}\right)$ at the $t$-th iteration. (c) The equivalent independent proposal $\operatorname{pdf} \widetilde{q}_{M H}(\mathbf{x} \mid \mathbf{C})$ is represented in dashed line.

Clearly, this interpretation has no direct implications for practical purposes, since we are not able to draw directly form the target $\bar{\pi}$. However, it is useful for clarifying the main advantage of the random walk approach, i.e., that the equivalent proposal $\widetilde{q}_{M H}$ is a better choice than an independent proposal roughly tuned by the user with non-optimal parameters. In fact, as an example, Eq. (3.24) ensures that the equivalent proposal $\widetilde{q}_{M H}(\mathbf{x} \mid \mathbf{C})$ has a fatter tails than the target $\bar{\pi}$. Indeed, the random walk generating procedure includes indirectly certain information about the target: denoting $\mathbf{X} \sim \tilde{q}_{M H}(\mathbf{x} \mid \mathbf{C}), \mathbf{Z} \sim q(\mathbf{x} \mid \mathbf{0}, \mathbf{C})$ and $\mathbf{M} \sim \bar{\pi}(\mathbf{x})$, we have

$$
E[\mathbf{X}]=E[\mathbf{M}], \quad \boldsymbol{\Sigma}_{X}=\mathbf{C}+\boldsymbol{\Sigma}_{M},
$$

where $E[\mathbf{M}]$ and $\boldsymbol{\Sigma}_{M}$ are the mean and covariance matrix of the target pdf $\bar{\pi}(\mathbf{x})$.
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#### Abstract

We propose novel adaptive quadrature schemes based on an active learning procedure. We consider an interpolative approach for building a surrogate posterior density, combining it with Monte Carlo sampling methods and other quadrature rules. The nodes of the quadrature are sequentially chosen by maximizing a suitable acquisition function, which takes into account the current approximation of the posterior and the positions of the nodes. This maximization does not require additional evaluations of the true posterior. We introduce two specific schemes based on Gaussian and Nearest Neighbors bases. For the Gaussian case, we also provide a novel procedure for fitting the bandwidth parameter, in order to build a suitable emulator of a density function. With both techniques, we always obtain a positive estimation of the marginal likelihood (a.k.a., Bayesian evidence). An equivalent importance sampling interpretation is also described, which allows the design of extended schemes. Several theoretical results are provided and discussed. Numerical results show the advantage of the proposed approach, including a challenging inference problem in an astronomic dynamical model, with the goal of revealing the number of planets orbiting a star.
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### 4.1. Introduction and brief overview

In this work, we consider the approximation of intractable integrals of type

$$
I=\int_{X} f(\mathbf{x}) \bar{\pi}(\mathbf{x}) d \mathbf{x},
$$

where $f(\mathbf{x})$ is a generic integrable function and $\bar{\pi}(\mathbf{x})$ is a probability density function (pdf). These integrals usually appear in Bayesian inference problems where $\bar{\pi}(\mathbf{x})$ represents the posterior distribution of the variable of interest given the observed data. In the next subsections, we briefly review several approaches presented in the literature, which are related to the methodology presented this work.

### 4.1.1. Main families of quadrature methods

With the term numerical integration, we refer to a broad family of algorithms for calculating definite integrals, and by extension, the term is also used to describe the numerical solution of differential equations. Although exact analytical solutions to integrals are always desirable, such "unicorns" are rarely available, specially in real-world systems. Indeed, many applications in signal processing, statistics, and machine learning inevitably require the approximation of intractable integrals [ $9,65,52$ ]. In particular, Bayesian methods need the computation of posterior expectations which, generally, are analytically intractable [65, 46]. The term numerical quadrature (or simply quadrature) is employed as a synonym for numerical integration [9]. More specifically, a quadrature formula is often stated as a weighted sum of integrand evaluations at specified points (a.k.a., nodes or knots) within the domain of integration.
Deterministic quadratures. A first family of numerical integration methods are the deterministic quadrature rules. A subclass within this family is the Newton-Cotes quadrature rules [9]. The Newton-Cotes formulas are based on evaluating the integrand at equally spaced nodes and are obtained by substituting the integrand function with a corresponding polynomial interpolation. Smaller approximation errors can often be obtained by using the Gaussian quadratures, where the nodes are optimally placed [ $9,38,29$ ]. However, their applicability is restricted to certain particular cases.
Monte Carlo (MC) methods. A second family is formed by stochastic quadrature rules based on MC sampling methods [65, 46], such as Markov chain Monte Carlo (MCMC) and importance sampling algorithms. In this framework, the nodes of the quadrature rules are randomly chosen. However, the resulting estimators often have a high variance, specially when the dimension of the problem grows.
Variance Reduction. A third family, formed by the variance reduction techniques [56, 65], combines elements of the first two classes. In order to reduce the variance of the corresponding Monte Carlo estimators, deterministic procedures are included within the sampling algorithms, e.g., conditioning, stratification, antithetic sampling, and control variates [56]. Other interesting examples are the Riemann-based approximations which are combinations of a Riemann quadrature and random sampling [65, Chapter 4.3]. The Quasi-Monte Carlo (QMC) algorithms can be also included in this family. In QMC, deterministic sequences of points are generated (based on the concept of low-discrepancy) and then used as nodes of the corresponding quadrature [52]. Several other combinations of the previous classes above, mixing determinism with random sampling schemes, can be found in the literature [18, 2, 39].
Bayesian quadrature (BQ). The BQ framework represents a fourth approach which employs Gaussian Process (GP) regression algorithms for approximating the integrand function (and, as a consequence, the resulting integral as well) [54, 36, 63]. In the last years, this approach has raised the interest of several authors. One problem with this approach is that, in some cases, a negative estimation of the marginal likelihood can be obtained. Some possible solutions have been proposed, although they are quite complex based on
successive approximations [55, 26]. In this work, we provide two novel and much simpler alternatives for solving this issue. Moreover, unlike this work, most contributions in BQ literature focus on the GP approximation of the function $f(\mathbf{x})[55,26,7]$, although other papers on BQ describe quite general frameworks where $f(\mathbf{x})$ can contain the likelihood or $\pi(\mathbf{x})$ [54, 36,63]. A connection between classical quadratures and BQ can be found in [34]. Finally, theoretical guarantees for adaptive BQ schemes can be found in the insightful work of [31].

### 4.1.2. Emulation of complex models

Many Bayesian inference problems involve the evaluation of computationally intensive models, because of (i) the use of particularly complex systems or (ii) a large number of available data (or both). To overcome this issue, one possible strategy consists in replacing the true model by a surrogate model (a.k.a. an emulator), that could be also adaptively improved [10, 57, 72]. Then, Bayesian inference is carried out on this approximate, cheaper model.
Use of the emulator. The emulator can be applied mainly in three different ways. (a) One possibility is to apply MC sampling methods considering the surrogate model as the target pdf [77, 62]. This is used to speed up the MC algorithms. (b) In order to improve the efficiency of MC estimators, a second option is to use the emulator as a proposal density within an MC technique, as we discuss in Section 4.1 .3 [22, 21, 43]. (c) A third possibility is to replace the true posterior with the emulator in the integrals of interest, and computing them [54, 36, 63]. Here, we mainly focus on the last approach, also combining it with MC methods (and other quadrature rules).
Construction of the emulator. In the literature, the surrogate model is often built by using a regression algorithm, like a GP model or similar techniques [11, 75]. This probabilistic approach provides also uncertainty quantification that is used for estimating the approximation error and adapting the emulator [71]. Sometimes, the approximation regards only some part of the model or is applied in a different domain (as the log-domain) $[6,15,32,30]$. Other authors employ density estimation techniques for building the surrogate model, and then using it as a proposal density within MC algorithms [13, 27, 45] or for replacing the true posterior (again within MC methods) [16].

### 4.1.3. Interpolative proposal densities within Monte Carlo schemes

The first use of an interpolative procedure for building a proposal density is ascribable to the adaptive rejection sampling schemes [22, 28, 24, 47]. The proposal is formed by polynomial pieces (constant, linear, etc.). Several works have proposed the use of interpolative proposal densities within MCMC algorithms [21, 50, 48, 49]. For more details, see also [46, Chapters 4 and 7]. Their use within an importance sampling scheme is considered in [20]. The adaptation is carried out considering different statistical tests, by measuring the discrepancy between the emulator and the posterior [43].

The conditions needed for applying an emulator as an proposal density are discussed in [43]. For this purpose, we need to be able to: (a) update the construction of the emulator, (b) evaluate the emulator, (c) normalize the function defined by the emulator, and (d) draw samples from the emulator. It is not straightforward to find an interpolative construction which satisfies all those conditions jointly, for an arbitrary dimension of the problem. However, the resulting algorithms (when they can be applied) provide good performance, confirming that the interpolative approach deserves more attention.

### 4.1.4. Contributions

In this work, we leverage the advances in different fields of numerical integration and emulation, in order to design algorithms which build (a) better emulators and (b) more efficient quadrature rules. The novel algorithms are adaptive schemes which automatically select the nodes of the quadrature and of the resulting emulator. Namely, the set of nodes used by the emulator is sequentially updated by maximizing a suitable acquisition function. Below, we list the main contributions of the work.

- We propose a novel design of a suitable acquisition function defined as product of the posterior and a diversity term, taking into account the current positions of the nodes. Note that, unlike several works in the literature, e.g., [10, 4, 59, 57], we consider jointly both: the information regarding the posterior and the distances among the current nodes. For the selection of the nodes, some authors also consider the use of MCMC runs [77] or more sophisticated procedures combining sampling and deterministic quadrature schemes for selecting the nodes [74]. Unlike [77, 74], our adaptive approach is based on an active learning procedure. We also provide cheap versions of the acquisition function. The cheap acquisition functions do not require the evaluation of the posterior but only the evaluation of the emulator. The overall schemes are then parsimonious techniques which require the evaluation of the posterior density only at the nodes, sequentially selected by optimizing a cheap acquisition function. The proposed active learning strategy is also connected to the idea of obtaining a finite set of weighted representative points which can summarize, in some sense, a distribution. This topic has gained attention in the last years [14, 37, 42, 44].
- We consider an interpolative approximation of the posterior density $\bar{\pi}(\mathbf{x})$, where the interpolant is expressed as a linear combination of generic kernel-basis functions. Unlike several BQ techniques in [55, 26, 7], we approximate $\bar{\pi}(\mathbf{x})$ instead of the function $f(\mathbf{x})$ in the integral $I$. For this purpose, we also propose the combination of the interpolant approach with MC and other quadrature schemes.
- With respect to other schemes in the literature [36, 63], our assumptions regarding the kernel-basis functions are less restrictive, e.g., they do not need to be symmetric. We could also employ different type of bases jointly, e.g., one different basis for each node. For instance, our framework allows the use of nearest neighbors (NN) basis functions, which presents several advantages: it does not require any matrix inversion and the coefficients of the linear combination (which defines the interpolator) are always positive [33],
obtaining always a positive estimation of the marginal likelihood. These benefits are very appealing as shown in [55, 26, 35, 33].
- Section 4.5 presents an importance sampling (IS) interpretation of the proposed schemes, where the weights involve the interpolant instead of the true posterior density. This again shows that we can improve the Monte Carlo approximations without requiring additional evaluations of $\bar{\pi}(\mathbf{x})$. Moreover, the alternative IS interpretation allows to design different techniques. One possible example is given in the final part of Section 4.5.
- We also introduce a novel procedure for fitting the bandwidth parameter of the Gaussian kernel in order to build an emulator of a density function. In this scenario, the proposed strategy performs better than the standard maximization of the marginal likelihood of the corresponding GP. Using this tuning procedure, we always obtain positive estimation of the marginal likelihood, even with Gaussian kernels (this is an important point; see [55, 26]).
We provide the theoretical support for the proposed methods in Section 4.7. Most of the convergence results are mainly known in the scattered data approximation literature [68, 76, 60]. The efficiency of the proposed schemes is also confirmed by several numerical experiments (in Section 4.8) with different target pdfs and dimensions of the problem. One of them is also a challenging astronomical application, where the goal is to detect the number of exoplanets orbiting a star, and infer their orbital parameters.


### 4.2. Interpolative quadratures for Bayesian inference

In many signal processing applications, the goal is to infer a variable of interest given a set of observations or measurements. Let us denote the variable of interest by $\mathbf{x} \in \mathcal{X} \subseteq \mathbb{R}^{d_{x}}$, and let $\mathbf{y} \in \mathbb{R}^{d_{y}}$ be the observed data. The posterior pdf is then

$$
\bar{\pi}(\mathbf{x})=p(\mathbf{x} \mid \mathbf{y})=\frac{\ell(\mathbf{y} \mid \mathbf{x}) g(\mathbf{x})}{Z(\mathbf{y})},
$$

where $\ell(\mathbf{y} \mid \mathbf{x})$ is the likelihood function, $g(\mathbf{x})$ is the prior pdf, and $Z(\mathbf{y})$ is the model evidence (a.k.a. marginal likelihood). Generally, $Z(\mathbf{y})$ is unknown, so we are able to evaluate the unnormalized target function,

$$
\pi(\mathbf{x})=\ell(\mathbf{y} \mid \mathbf{x}) g(\mathbf{x}) .
$$

Usually, the analytical computation of the posterior density $\bar{\pi}(\mathbf{x}) \propto \pi(\mathbf{x})$ is unfeasible, hence numerical approximations are required. Our goal is to approximate integrals of the form

$$
\begin{equation*}
I=\int_{X} f(\mathbf{x}) \bar{\pi}(\mathbf{x}) d \mathbf{x}=\frac{1}{Z} \int_{X} f(\mathbf{x}) \pi(\mathbf{x}) d \mathbf{x}, \tag{4.1}
\end{equation*}
$$

where $f(\mathbf{x})$ is some integrable function, and

$$
\begin{equation*}
Z=\int_{X} \pi(\mathbf{x}) d \mathbf{x} . \tag{4.2}
\end{equation*}
$$

In the literature, random sampling or deterministic quadratures are often used $[46,12,65]$. In this work, we consider alternative quadrature rules based on an adaptive interpolative procedure. The adaptation is obtained by applying an active learning scheme.

### 4.2.1. Interpolative approach

Let us consider a set of distinct nodes $\mathbf{x}_{1}, \ldots, \mathbf{x}_{N} \in \mathcal{X}$ and some non-negative kernel or basis function, $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right): \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}^{+} \cup\{0\}$ (i.e., $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \geq 0$ ). From now on, we use the terms basis or kernel as synonyms. The interpolant of $\pi(\mathbf{x})$ is as follows

$$
\begin{equation*}
\widehat{\pi}(\mathbf{x})=\sum_{i=1}^{N} \beta_{i} k\left(\mathbf{x}, \mathbf{x}_{i}\right), \tag{4.3}
\end{equation*}
$$

where the coefficients $\beta_{i}$ must be such that $\widehat{\pi}(\mathbf{x})$ interpolates the points $\pi\left(\mathbf{x}_{1}\right), \ldots, \pi\left(\mathbf{x}_{N}\right)$, that is, $\widehat{\pi}\left(\mathbf{x}_{i}\right)=\pi\left(\mathbf{x}_{i}\right)$ for $i=1, \ldots, N$. Hence, the $\beta_{i}$ are the solutions to the following linear system

$$
\left\{\begin{array}{c}
\beta_{1} k\left(\mathbf{x}_{1}, \mathbf{x}_{1}\right)+\ldots .+\beta_{N} k\left(\mathbf{x}_{1}, \mathbf{x}_{N}\right)=\pi\left(\mathbf{x}_{1}\right),  \tag{4.4}\\
\beta_{1} k\left(\mathbf{x}_{2}, \mathbf{x}_{1}\right)+\ldots .+\beta_{N} k\left(\mathbf{x}_{2}, \mathbf{x}_{N}\right)=\pi\left(\mathbf{x}_{2}\right), \\
\vdots \\
\beta_{1} k\left(\mathbf{x}_{N}, \mathbf{x}_{1}\right)+\ldots .+\beta_{N} k\left(\mathbf{x}_{N}, \mathbf{x}_{N}\right)=\pi\left(\mathbf{x}_{N}\right)
\end{array}\right.
$$

Denoting $(\mathbf{K})_{i, j}=k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)(1 \leq i, j \leq N), \boldsymbol{\beta}=\left[\beta_{1}, \ldots, \beta_{N}\right]^{\top}$ and $\mathbf{d}=\left[\pi\left(\mathbf{x}_{1}\right), \ldots, \pi\left(\mathbf{x}_{N}\right)\right]^{\top}$, Eq. (4.4) can be written in matrix form as $\mathbf{K} \boldsymbol{\beta}=\mathbf{d}$. Thus, the coefficients are given by

$$
\begin{equation*}
\beta=\mathbf{K}^{-1} \mathbf{d} . \tag{4.5}
\end{equation*}
$$

Note that, depending on the choice of kernel and its parameters, these coefficients can be negative.

Remark 1. The only requirement regarding the functions $k\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)$ is that the interpolation matrix $\mathbf{K}$ must be non-singular (i.e., invertible) for any set of distinct nodes. The symmetry of $k\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)$ is not required. Different type of bases can be employed, for instance, one for each node $\mathbf{x}_{i}$, i.e., $k_{i}\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right)$.

Remark 2. For simplicity, in this first part of the paper, we consider a fixed number of nodes $N$. However, a key point of the work is the adaptation procedure in Section 4.6, where new nodes are sequentially added.

A detailed theoretical analysis is provided in Section 4.7.

### 4.2.2. Interpolative quadrature schemes

We can approximate both $Z$ and $I$ by substituting the true $\pi(\mathbf{x})$ with its interpolant $\widehat{\pi}(\mathbf{x})$.
Approximation of $Z$. Let $\int_{X} k\left(\mathbf{x}, \mathbf{x}_{i}\right) d \mathbf{x}=C_{i}>0$ be the measure of the $i$-th kernel. An
approximation of $Z$ can be obtained, by substituting Eq. (4.3) in (4.2),

$$
\begin{equation*}
\widehat{Z}=\int_{X} \widehat{\pi}(\mathbf{x}) d \mathbf{x}=\sum_{i=1}^{N} \beta_{i} \int_{X} k\left(\mathbf{x}, \mathbf{x}_{i}\right) d \mathbf{x}=\sum_{i=1}^{N} \beta_{i} C_{i} . \tag{4.6}
\end{equation*}
$$

If the kernels are normalized, i.e., $C_{i}=1$, note that $\widehat{Z}=\sum_{i=1}^{N} \beta_{i}$.
Remark 3. Although $Z>0, \widehat{Z}$ can take negative values, since the coefficients $\beta_{i}$ can be negative. However, in this work, we suggest two schemes (with Gaussian bases and a suitable tuning procedure, and with NN bases) which ensure a positive estimation of $Z$.

Approximation of $I$. By substituting (4.3) and (4.6) in (4.1), we obtain an approximation of $I$ as

$$
\begin{equation*}
I \approx \widehat{I}=\frac{1}{\widehat{Z}} \int_{X} f(\mathbf{x}) \widehat{\pi}(\mathbf{x}) d \mathbf{x} . \tag{4.7}
\end{equation*}
$$

Note that, given $\widehat{\pi}(\mathbf{x})=\sum_{i=1}^{N} \beta_{i} k\left(\mathbf{x}, \mathbf{x}_{i}\right)$, the approximation of $I$ in (4.7) can be expressed as

$$
\begin{align*}
\widehat{I}=\frac{1}{\widehat{Z}} \sum_{i=1}^{N} \beta_{i} \int_{X} f(\mathbf{x}) k\left(\mathbf{x}, \mathbf{x}_{i}\right) d \mathbf{x} & =\frac{1}{\widehat{Z}} \sum_{i=1}^{N} \beta_{i} J_{i},  \tag{4.8}\\
& =\frac{1}{\widehat{Z}} \sum_{i=1}^{N} v_{i} \pi\left(\mathbf{x}_{i}\right),
\end{align*}
$$

where $J_{i}=\int_{X} f(\mathbf{x}) k\left(\mathbf{x}, \mathbf{x}_{i}\right) d \mathbf{x}, v=\left[v_{1}, \ldots, v_{N}\right]^{\top}=\mathbf{K}^{-1} \zeta$ with $\zeta=\left[J_{1}, \ldots, J_{N}\right]^{\top}$ being the vector of integrals. Clearly, the performance of $\widehat{I}$ depends on the discrepancy between $\widehat{\pi}(\mathbf{x})$ and $\pi(\mathbf{x})$, as shown by Theorem 1 . This discrepancy is reduced by properly adding new nodes, as suggested in Section 4.6.

### 4.2.3. Monte-Carlo based interpolative quadrature schemes

In this work, we assume that the evaluation of the target function $\pi(\mathbf{x})$ is the main computational bottleneck $[10,72]$. We consider that other operations, such as sampling and evaluating different proposal densities, are negligible with respect to the target evaluation. The techniques, presented in this section, do not require additional target evaluations with respect to Eq. (4.8). In some specific cases, we can compute the integrals $J_{i}$ and $C_{i}$ analytically (e.g., see next section). Otherwise, we need to approximate $J_{i}$, and in some cases, also $C_{i}$. Some general ideas are described below.
Normalized kernels $\left(C_{i}=1\right)$. If the values $C_{i}=1$ are known, ${ }^{3}$ we can compute $\widehat{Z}=\frac{1}{N} \sum_{n=1}^{N} \beta_{i}$. Moreover, if we are able to draw samples from each $k\left(\mathbf{x}, \mathbf{x}_{i}\right)$, we have

$$
\begin{equation*}
J_{i}=\int_{X} f(\mathbf{x}) k\left(\mathbf{x}, \mathbf{x}_{i}\right) d \mathbf{x} \approx \widehat{J_{i}}=\frac{1}{M} \sum_{m=1}^{M} f\left(\mathbf{z}_{i, m}\right), \tag{4.9}
\end{equation*}
$$

[^1]with $\mathbf{z}_{i, m} \sim k\left(\mathbf{x}, \mathbf{x}_{i}\right)$, hence
\[

$$
\begin{equation*}
\widehat{I} \approx \frac{1}{\widehat{Z} M} \sum_{i=1}^{N} \beta_{i} \sum_{m=1}^{M} f\left(\mathbf{z}_{i, m}\right) \tag{4.10}
\end{equation*}
$$

\]

If we know $C_{i}$, another possible scenario is when we are not able to draw from $k\left(\mathbf{x}, \mathbf{x}_{i}\right)$. In this case, we can employ the importance sampling (IS) procedure described below to approximate the integrals $J_{i}$.
Kernels with unknown $C_{i}$. In this case, we also have to approximate $\int_{X} k\left(\mathbf{x}, \mathbf{x}_{i}\right) d \mathbf{x}=$ $C_{i}$. For this purpose, we can employ IS with proposal densities $q_{i}(\mathbf{x})$, with $i=1, \ldots, N$, obtaining

$$
\begin{equation*}
C_{i} \approx \widehat{C}_{i}=\frac{1}{M} \sum_{m=1}^{M} w_{i, m}, \tag{4.11}
\end{equation*}
$$

where the weights are $w_{i, m}=\frac{k\left(\mathbf{z}_{i, m}, \mathbf{x}_{i}\right)}{q_{i}\left(\mathbf{z}_{i, m}\right)}$ and $\mathbf{z}_{i, m} \sim q_{i}(\mathbf{x})$. Moreover, we also obtain

$$
\begin{equation*}
J_{i} \approx \widehat{J_{i}}=\frac{1}{M} \sum_{m=1}^{M} w_{i, m} f\left(\mathbf{z}_{i, m}\right) \tag{4.12}
\end{equation*}
$$

Replacing (4.11)-(4.12) into (4.8), the final estimator is given by

$$
\begin{align*}
\widehat{I} & \approx \frac{1}{\sum_{i=1}^{N} \beta_{i} \sum_{m=1}^{M} w_{i, m}} \sum_{i=1}^{N} \beta_{i} \sum_{m=1}^{M} w_{i, m} f\left(\mathbf{z}_{i, m}\right)  \tag{4.13}\\
& =\sum_{m=1}^{M} \sum_{i=1}^{N} \bar{\rho}_{i, m} f\left(\mathbf{z}_{i, m}\right) \tag{4.14}
\end{align*}
$$

where $\bar{\rho}_{i, m}=\frac{\beta_{i} w_{i, m}}{\sum_{j=1}^{N} \sum_{k=1}^{N} \beta_{j} w_{j, k}}$.
Remark 4. Note that, in any of the scenarios above, we do not need to evaluate the target $\pi(\boldsymbol{x})$ at the samples $\boldsymbol{z}_{i, m}$. Namely, we do not require additional target evaluations with respect to Section 4.2.2. Moreover, as $M \rightarrow \infty$, the estimators in Eqs. (4.10)-(4.14) converge to the expression (4.8), under standard MC arguments [65].

For further details, see the theoretical results in Section 4.7.2 and Theorems 6 and 7. So far we have considered Monte Carlo approaches to estimate $J_{i}$ and $C_{i}$. Other particular and more efficient approaches (such as deterministic quadratures) are possible if we consider specific kernel functions. In the next sections, we analyze two specific cases (with Gaussian and NN kernels).

### 4.3. Interpolation with Gaussian kernels

Let us consider the case of Gaussian kernels (with an unbounded support $\mathcal{X}=\mathbb{R}^{d_{x}}$ ),

$$
\begin{align*}
& k_{G}\left(\mathbf{x}, \mathbf{x}_{i}\right)= \\
& \frac{1}{(2 \pi)^{\frac{d x}{2}}|\boldsymbol{\Sigma}|^{\frac{1}{2}}} \exp \left(-\frac{1}{2}\left(\mathbf{x}-\mathbf{x}_{i}\right)^{\top} \boldsymbol{\Sigma}^{-1}\left(\mathbf{x}-\mathbf{x}_{i}\right)\right), \tag{4.15}
\end{align*}
$$

where $\boldsymbol{\Sigma}$ is a positive definite matrix. We take $\boldsymbol{\Sigma}=h^{2} \mathbf{I}$ where $h>0$ is the bandwidth hyperparameter that needs to be tuned (see Section 4.3.1). Alternatively, note that we can also use unnormalized Gaussian kernels $k_{G}\left(\mathbf{x}, \mathbf{x}_{i}\right)=A \exp \left(-\frac{1}{2}\left(\mathbf{x}-\mathbf{x}_{i}\right)^{\top} \boldsymbol{\Sigma}^{-1}\left(\mathbf{x}-\mathbf{x}_{i}\right)\right)$, where $A$ is another parameter to possibly tune, and then consider $C_{i}=A(2 \pi)^{\frac{d_{x}}{2}}|\boldsymbol{\Sigma}|^{\frac{1}{2}}$.
Polynomial functions $f(\mathbf{x})$. The use of Gaussian kernel functions $k_{G}\left(\mathbf{x}, \mathbf{x}_{i}\right)$ with $f(\mathbf{x})$ being polynomial, ensures that the integrals in (4.8) are available in closed-form. Let $\mathbf{f}(\mathbf{x})=\mathbf{x}^{r}=\left[x_{1}^{r}, \ldots, x_{d_{x}}^{r}\right]^{\top}$ be componentwise powers of $\mathbf{x} \in \mathbb{R}^{d_{x}}(r=1,2, \ldots)$. Then,

$$
J_{i}=\int_{\mathbb{R}^{d_{x}}} \mathbf{f}(\mathbf{x}) k_{G}\left(\mathbf{x}, \mathbf{x}_{i}\right) d \mathbf{x}=\int_{\mathbb{R}^{d_{x}}} \mathbf{x}^{r} k_{\mathrm{G}}\left(\mathbf{x}, \mathbf{x}_{i}\right) d \mathbf{x},
$$

corresponds to the $r$-th marginal moments of a multivariate Gaussian centered at $\mathbf{x}_{i}$. Note that the marginal moments of a Gaussian density are well-known. Some instances are

$$
\begin{aligned}
& \int_{\mathbb{R}^{d_{x}}} \mathbf{x} k_{\mathrm{G}}\left(\mathbf{x}, \mathbf{x}_{i}\right) d \mathbf{x}=\mathbf{x}_{i} \quad(r=1), \\
& \int_{\mathbb{R}^{d_{x}}} \mathbf{x}^{2} k_{\mathrm{G}}\left(\mathbf{x}, \mathbf{x}_{i}\right) d \mathbf{x}=\mathbf{x}_{i}^{2}+\operatorname{diag}(\mathbf{\Sigma}), \quad(r=2),
\end{aligned}
$$

where the power $\mathbf{x}_{i}^{2}$ is considered a componentwise operation. Then, in this case, we can directly replace the values of $J_{i}$ in Eq. (4.8).
Generic functions $f(\mathbf{x})$. Each of the $N$ integrals on the right hand of (4.8) may be also approximated efficiently with a Gauss-Hermite quadrature (GH) [38, 29], i.e.,

$$
\int_{\mathbb{R}^{d_{x}}} f(\mathbf{x}) k_{G}\left(\mathbf{x}, \mathbf{x}_{i}\right) d \mathbf{x} \approx \widehat{J_{i}}=\sum_{m=1}^{M} \bar{w}_{m}^{\mathrm{GH}} f\left(\mathbf{z}_{i, m}\right),
$$

where $\bar{w}_{m}^{\mathrm{GH}}$ and $\mathbf{z}_{i, m}$ are the weights and nodes of the GH quadrature used for $i$-th integral. Note the quadrature weights are independent of $i$ and are normalized, i.e., $\sum_{m=1}^{M} \bar{w}_{m}^{\mathrm{GH}}=1$. Moreover, we have $\mathbf{z}_{i, m}=\widetilde{\mathbf{z}}_{m}+\mathbf{x}_{i}$, that is, the only difference is a translation of a single set of GH nodes $\widetilde{\mathbf{z}}_{m}$ [29] (see also the Suppl. Material). Again, we do not need extra evaluations of the target $\pi(\mathbf{x})$. Note that, with enough number of points $\mathbf{z}_{i, m}$, GaussHermite quadrature is also exact when $f(\mathbf{x})$ are polynomial functions [19]. Theoretical results, valid for positive definite radial basis functions, can be found in Section 4.7.2.

### 4.3.1. Probabilistic interpretation

If $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=k\left(\mathbf{x}^{\prime}, \mathbf{x}\right)$ (i.e., it is symmetric) and $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ is semi positive definite, as in the Gaussian case, we can interpret the construction of the interpolant $\widehat{\pi}(\mathbf{x})$ as a Gaussian process (GP) [64]. In our setting, $\mathbf{d}=\left[\pi\left(\mathbf{x}_{1}\right), \ldots, \pi\left(\mathbf{x}_{N}\right)\right]^{\top}$ represents the observed vector. The process starts by placing a GP prior on $\pi(\mathbf{x}), \pi(\mathbf{x}) \sim \mathcal{G P}\left(\mathbf{0}, k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)\right)$, where the GP mean is $\mathbf{0}$ and $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ is the covariance function. Conditioning on $\mathbf{d}$, it can be shown that the posterior of $\pi(\mathbf{x})$ is given by

$$
\pi(\mathbf{x}) \mid \mathbf{d} \sim \mathcal{G} \mathcal{P}\left(\widehat{\pi}(\mathbf{x}), C\left(\mathbf{x}, \mathbf{x}^{\prime}\right)\right)
$$

where the mean function is the interpolant $\widehat{\pi}(\mathbf{x})$ given in (4.3), and the posterior covariance function is $C\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)-\mathbf{k}(\mathbf{x})^{\top} \mathbf{K}^{-1} \mathbf{k}\left(\mathbf{x}^{\prime}\right)$, with

$$
\mathbf{k}(\mathbf{x})=\left[k\left(\mathbf{x}, \mathbf{x}_{1}\right), \ldots, k\left(\mathbf{x}, \mathbf{x}_{N}\right)\right]^{\top},
$$

and $(\mathbf{K})_{i, j}=k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$. The variance at $\mathbf{x}$ is

$$
\begin{equation*}
V(\mathbf{x})=C(\mathbf{x}, \mathbf{x})=k(\mathbf{x}, \mathbf{x})-\mathbf{k}(\mathbf{x})^{\top} \mathbf{K}^{-1} \mathbf{k}(\mathbf{x}) . \tag{4.16}
\end{equation*}
$$

Observe that $V\left(\mathbf{x}_{i}\right)=0$ for all $i=1, \ldots, N$. If we assume that the vector of evaluations d is noisy, we can relax the exact fit requirement by introducing a regularization term, replacing $\mathbf{K}$ with the matrix $\mathbf{K}+\sigma^{2} \mathbf{I}$, where $\mathbf{I}$ is an $N \times N$ identity matrix. The noise term $\sigma^{2}$ also provides numerical stability. The probabilistic interpretation of the integrals involving $\pi$ is given in Appendix 4.10.2.

### 4.3.2. Tuning of hyperparameters

Let us denote as $\boldsymbol{\theta}$ the vector as hyperparameters of the kernel functions $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$. A standard way of fitting the hyperparameters $\boldsymbol{\theta}$ is to maximize the marginal likelihood of the GP [64]. In this case, the evaluations of $\pi(\mathbf{x})$ play the role of data. Given the evaluations $\mathbf{d}=\left[\pi\left(\mathbf{x}_{1}\right), \ldots, \pi\left(\mathbf{x}_{N}\right)\right]^{\top}$, the marginal likelihood is given by $p(\mathbf{d} \mid \boldsymbol{\theta})=\mathcal{N}(\mathbf{d} \mid \mathbf{0}, \mathbf{K})$, and its log-version is

$$
\log p(\mathbf{d} \mid \boldsymbol{\theta})=-\frac{1}{2} \mathbf{d}^{\top} \mathbf{K}^{-1} \mathbf{d}-\frac{1}{2} \log |\mathbf{K}|+c,
$$

where $c$ is a constant. Note that $\mathbf{K}$ depends on $\boldsymbol{\theta}$. However, for fitting the bandwidth parameter $h$ of the Gaussian kernels, we propose an alternative procedure described in Appendix 4.10.1, specifically designed for building an emulator of a density function. In this context, the proposed procedure performs better then the maximization of $p(\mathbf{d} \mid \boldsymbol{\theta})$.

Remark 5. Using the novel tuning procedure in Appendix 4.10.1, the corresponding estimator $\widehat{Z}$ takes always positive values.

### 4.4. Constant kernels based on Nearest Neighbors

Given the set of nodes $\left\{\mathbf{x}_{i}\right\}_{i=1}^{N}$ in a bounded domain $\mathcal{X}$, consider now the use of constant kernels with finite support

$$
\begin{equation*}
k\left(\mathbf{x}, \mathbf{x}_{i}\right)=\mathbb{I}_{\mathcal{R}_{i}}(\mathbf{x}), \tag{4.17}
\end{equation*}
$$

where $\mathbb{I}_{\mathcal{R}_{i}}(\mathbf{x})$ is the indicator function in $\mathcal{R}_{i}$, i.e., $\mathbb{I}_{\mathcal{R}_{i}}(\mathbf{x})=1$ for all $x \in \mathcal{R}_{i}$ and zero otherwise. Each $\mathcal{R}_{i}$ consists of the points $\mathbf{x} \in \mathcal{X}$ that are closest to $\mathbf{x}_{i}$, i.e.,

$$
\mathcal{R}_{i}=\left\{\mathbf{x} \in \mathcal{X}:\left\|\mathbf{x}-\mathbf{x}_{i}\right\|_{p} \leq \min _{j \neq i}\left\|\mathbf{x}-\mathbf{x}_{j}\right\|_{p}\right\},
$$

where $\|\cdot\|_{p}$ denotes the $p$-norm. That is, $\mathcal{X}=\cup_{i=1}^{N} \mathcal{R}_{i}$ is the Voronoi partition of $\mathcal{X}$ using $\left\{\mathbf{x}_{i}\right\}_{i=1}^{N}$ as support points. In this case, solving (4.5) for the coefficients $\boldsymbol{\beta}$ is straightforward since the matrix $\mathbf{K}$ is the identity matrix, and thus

$$
\beta_{i}=\pi\left(\mathbf{x}_{i}\right) \text { for } i=1, \ldots, N .
$$

Note that all $\beta_{i} \geq 0$ with this kernel. Hence the interpolant is given by

$$
\begin{equation*}
\widehat{\pi}(\mathbf{x})=\sum_{i=1}^{N} \pi\left(\mathbf{x}_{i}\right) \mathbb{I}_{\mathcal{R}_{i}}(\mathbf{x}) . \tag{4.18}
\end{equation*}
$$

Note that to evaluate $\widehat{\pi}(\mathbf{x})$ at any $\mathbf{x}$ we need to find just the closest node. We do not need to know the borders of regions $\left\{\mathcal{R}_{i}\right\}_{i=1}^{N}$ for this purpose. This choice of kernels has three clear advantages:
(i) no need to solve the linear system in (4.5) since $\mathbf{K}=\mathbf{I}$ and hence $\boldsymbol{\beta}=\mathbf{d}$,
(ii) the coefficients $\boldsymbol{\beta}=\mathbf{d}$ are always non-negative (this ensures that $\widehat{Z} \geq 0$ ),
(iii) no need of tuning the bandwidth hyperparameter.

The difficulty, however, is determining the Voronoi partition, as well as the measures $C_{i}=\int_{X} k\left(\mathbf{x}, \mathbf{x}_{i}\right) d \mathbf{x}$. We show how to address these issues in Section 4.4.1. In this case,

$$
C_{i}=\int_{\mathcal{X}} \mathbb{I}_{\mathcal{R}_{i}}(\mathbf{x}) d \mathbf{x}=\left|\mathcal{R}_{i}\right|,
$$

where $\left|\mathcal{R}_{i}\right|$ denotes the measure of the $i$-th Voronoi region. The approximation of $Z$ is given by

$$
\begin{equation*}
\widehat{Z}=\sum_{i=1}^{N} \pi\left(\mathbf{x}_{i}\right) C_{i}, \tag{4.19}
\end{equation*}
$$

and Eq. (4.8) is expressed as

$$
\begin{align*}
\widehat{I} & =\frac{1}{\widehat{Z}} \sum_{i=1}^{N} \pi\left(\mathbf{x}_{i}\right) \int_{\mathcal{R}_{i}} f(\mathbf{x}) d \mathbf{x}, \\
& =\frac{1}{\sum_{k=1}^{N} \pi\left(\mathbf{x}_{k}\right) C_{k}} \sum_{i=1}^{N} \pi\left(\mathbf{x}_{i}\right) \int_{\mathcal{R}_{i}} f(\mathbf{x}) d \mathbf{x} . \tag{4.20}
\end{align*}
$$

The convergence of this scheme is guaranteed as $N$ grows, as shown by Theorems 8 and 9 . Further theoretical analysis are provided in Section 4.7.3. Note that we need to estimate the measures $C_{i}$, as well as the integrals $\int_{\mathcal{R}_{i}} f(\mathbf{x}) d \mathbf{x}$ to compute $\widehat{Z}$ and $\widehat{I}$. The next section is devoted to this purpose.

### 4.4.1. Approximating Voronoi regions and resulting estimators

In order to approximate $C_{i}$, we can generate $M$ uniform vectors $\left\{\mathbf{z}_{m}\right\}_{m=1}^{M}$ in $\mathcal{X}$ via Monte Carlo sampling or Quasi-Monte Carlo sequences (e.g. a Sobol sequence) [12]. Define the set $\mathcal{U}_{i}$ as

$$
\begin{aligned}
\mathcal{U}_{i} & =\left\{\mathbf{z}_{m}:\left\|\mathbf{z}_{m}-\mathbf{x}_{i}\right\|_{p} \leq \min _{j \neq i}\left\|\mathbf{z}_{m}-\mathbf{x}_{j}\right\|_{p}\right\} \\
& =\left\{\mathbf{z}_{\ell_{i}}\right\}_{\ell_{i}=1}^{\left|\mathcal{U}_{i}\right|},
\end{aligned}
$$

i.e., the $\left|\mathcal{U}_{i}\right|$ vectors closest to $\mathbf{x}_{i}$ in $p$-norm, which form a discrete approximation of $\mathcal{R}_{i}$. Note that $\sum_{i=1}^{N}\left|\mathcal{U}_{i}\right|=M$. Hence, the measure $C_{i}$ can be approximated by noting that $\frac{C_{i}}{|X|} \approx \frac{\left|\mathcal{X}_{i}\right|}{M}$, hence

$$
\begin{equation*}
C_{i} \approx \frac{\left|\mathcal{U}_{i}\right|}{M}|\mathcal{X}| \tag{4.21}
\end{equation*}
$$

where $|\mathcal{X}|$ is the measure of $\mathcal{X}$. Thus, the estimator in Eq. (4.19) can be rewritten as

$$
\begin{equation*}
\widehat{Z} \approx \frac{|X|}{M} \sum_{i=1}^{N} \pi\left(\mathbf{x}_{i}\right)\left|\mathcal{U}_{i}\right| \tag{4.22}
\end{equation*}
$$

We can also obtain an approximation of the integral $J_{i}=\int_{\mathcal{R}_{i}} f(\mathbf{x}) d \mathbf{x}$ by leveraging a QMC or MC approximation of the Voronoi regions. Specifically, the uniform vectors $\mathbf{z}_{\ell_{i}}$ in $\mathcal{U}_{i}$ can be used to approximate the integral in (4.20) as follows

$$
\begin{equation*}
J_{i}=\int_{\mathcal{R}_{i}} f(\mathbf{x}) d \mathbf{x} \approx \frac{C_{i}}{\left|\mathcal{U}_{i}\right|} \sum_{\ell_{i}=1}^{\left|\mathcal{Z}_{i}\right|} f\left(\mathbf{z}_{\ell_{i}}\right) \approx \frac{|\mathcal{X}|}{M} \sum_{\ell_{i}=1}^{\left|\mathcal{U}_{i}\right|} f\left(\mathbf{z}_{\ell_{i}}\right) \tag{4.23}
\end{equation*}
$$

where we used (4.21) again in (4.23). The procedure above can be seen as an acceptreject method, and the estimators are also unbiased [46, Chapter 3 and Section 6.6]. Note that a simpler possible approximation with one point is $J_{i}=\int_{\mathcal{R}_{i}} f(\mathbf{x}) d \mathbf{x} \approx f\left(\mathbf{x}_{i}\right) C_{i}$. Thus, replacing the expressions (4.22)-(4.23) in (4.20), the final estimator becomes

$$
\begin{equation*}
\widehat{I} \approx \frac{1}{\sum_{k=1}^{N} \pi\left(\mathbf{x}_{k}\right)\left|\mathcal{U}_{k}\right|} \sum_{i=1}^{N} \pi\left(\mathbf{x}_{i}\right) \sum_{\ell_{i}=1}^{\left|\mathcal{U}_{i}\right|} f\left(\mathbf{z}_{\ell_{i}}\right) . \tag{4.24}
\end{equation*}
$$

Connection with Section 4.2.3. The estimators above can be interpreted as the application of an importance sampling (IS) scheme as described in Section 4.2.3, for kernel functions with unknown $C_{i}$. However, unlike in Section 4.2.3, here we consider a unique and uniform proposal density

$$
q_{i}(\mathbf{x})=q(\mathbf{x})=\frac{1}{|\mathcal{X}|} \mathbb{I}_{X}(\mathbf{x}), \quad \forall i=1, \ldots, N .
$$

Then, we can also remove the subindex $i$ in the sample $\mathbf{z}_{i, m} \sim q(\mathbf{x})$, i.e., we have only $M$ samples $\mathbf{z}_{m} \sim q(\mathbf{x})$. Hence, following Eqs. (4.11)-(4.12), we have

$$
\begin{gather*}
C_{i} \approx \frac{1}{M} \sum_{m=1}^{M} w_{i, m},  \tag{4.25}\\
J_{i}=\int_{\mathcal{R}_{i}} f(\mathbf{x}) d \mathbf{x} \approx \frac{1}{M} \sum_{m=1}^{M} w_{i, m} f\left(\mathbf{z}_{m}\right), \tag{4.26}
\end{gather*}
$$

where $\mathbf{z}_{m} \sim q(\mathbf{x})=\frac{1}{|X|} \mathbb{I}_{X}(\mathbf{x})$, and the weights are

$$
w_{i, m}=\frac{k\left(\mathbf{z}_{m}, \mathbf{x}_{i}\right)}{q\left(\mathbf{z}_{m}\right)}=\left\{\begin{array}{lll}
|X| & \text { if } & \mathbf{z}_{m} \in \mathcal{R}_{i},  \tag{4.27}\\
0 & \text { if } & \mathbf{z}_{m} \notin \mathcal{R}_{i} .
\end{array}\right.
$$

Replacing the expression of the weights $w_{i, m}$ into the formulas above, we recover the estimators in (4.22) and (4.24).

### 4.5. An alternative IS interpretation

In this section, we discuss a special case of the IS scheme given in Section 4.2.3, when a unique proposal $q_{i}(\mathbf{x})=q(\mathbf{x})$ is employed and only $M$ samples $\mathbf{z}_{m} \sim q(\mathbf{x})$ are drawn (as already considered in the previous section). In this scenario, the IS procedure in Section 4.2.3 has another relevant interpretation, which allows us to design other different schemes. Considering a generic kernel $k\left(\mathbf{x}, \mathbf{x}_{i}\right)$ and Eq. (4.25), we can rearrange $\widehat{Z}$ as

$$
\begin{aligned}
\widehat{Z}=\sum_{i=1}^{N} \beta_{i} C_{i} & \approx \sum_{i=1}^{N} \beta_{i} \frac{1}{M} \sum_{m=1}^{M} w_{i, m} \\
& =\sum_{i=1}^{N} \beta_{i} \frac{1}{M} \sum_{m=1}^{M} \frac{k\left(\mathbf{z}_{m}, \mathbf{x}_{i}\right)}{q\left(\mathbf{z}_{m}\right)} \\
& =\frac{1}{M} \sum_{m=1}^{M} \frac{\sum_{i=1}^{N} \beta_{i} k\left(\mathbf{z}_{m}, \mathbf{x}_{i}\right)}{q\left(\mathbf{z}_{m}\right)} .
\end{aligned}
$$

Then, recalling that $\widehat{\pi}(\mathbf{x})=\sum_{i=1}^{N} \beta_{i} k\left(\mathbf{x}, \mathbf{x}_{i}\right)$ and replacing this expression above, we finally obtain

$$
\begin{equation*}
\widehat{Z} \approx \frac{1}{M} \sum_{m=1}^{M} \frac{\widehat{\pi}\left(\mathbf{z}_{m}\right)}{q\left(\mathbf{z}_{m}\right)}=\frac{1}{M} \sum_{m=1}^{M} \gamma_{m} \tag{4.28}
\end{equation*}
$$

where $\gamma_{m}=\gamma\left(\mathbf{z}_{m}\right)=\frac{\widehat{\pi}\left(\mathbf{z}_{m}\right)}{q\left(\mathbf{z}_{m}\right)}$ for $m=1, \ldots, M$. Moreover, with similar steps, we can obtain

$$
\begin{equation*}
\widehat{I} \approx \frac{1}{M \widehat{Z}} \sum_{m=1}^{M} \gamma_{m} f\left(\mathbf{z}_{m}\right), \tag{4.29}
\end{equation*}
$$

Remark 6. The weights $\gamma_{m}$ have the form of the standard IS weights with the target function $\widehat{\pi}$ in the numerator, and the proposal density $q$ in the denominator. Hence, the entire sampling procedure can be interpreted as a standard IS scheme where the target function is $\widehat{\pi}$ instead of $\pi$. This shows again that we do not need extra target evaluations and, hence, we can employ an arbitrary large value of $M$.

Remark 7. Note that this result is valid for any kernel $k\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right)$, and we use a unique proposal $q(\boldsymbol{x})$ in the procedure described in Section 4.2.3.

Below, we consider the NN case with a uniform proposal $q(\mathbf{x})$, deriving the same formulas in Section 4.4.1.
Uniform proposal density and NN interpolator. Let us consider $q(\mathbf{x})=\frac{1}{|X|} \mathbb{I}_{\mathcal{X}}(\mathbf{x})$, i.e., a uniform density in $\mathcal{X}$, and the NN kernel function. For each sample $\mathbf{z}_{m}$, the corresponding weight $\gamma_{m}$ is

$$
\gamma_{m}=\gamma\left(\mathbf{z}_{m}\right)=\frac{\widehat{\pi}\left(\mathbf{z}_{m}\right)}{\frac{1}{|X|}}=\frac{\pi\left(\mathbf{x}_{k_{m}}\right)}{\frac{1}{|X|}}=|\mathcal{X}| \pi\left(\mathbf{x}_{k_{m}}\right),
$$

where $\mathbf{x}_{k_{m}}$ is the closest node to sample $\mathbf{z}_{m}$, i.e., $\mathbf{x}_{k_{m}}=\arg \min _{j}\left\|\mathbf{z}_{m}-\mathbf{x}_{j}\right\|_{p}$. Then, the IS approximation of $\widehat{Z}$ is

$$
\widehat{Z} \approx \frac{1}{M} \sum_{m=1}^{M} \gamma_{m}=\frac{|\mathcal{X}|}{M} \sum_{m=1}^{M} \pi\left(\mathbf{x}_{k_{m}}\right)=\frac{|\mathcal{X}|}{M} \sum_{k=1}^{N} \pi\left(\mathbf{x}_{k}\right)\left|\mathcal{U}_{k}\right|,
$$

where $\left|\mathcal{U}_{k}\right|$ counts the number of $\mathbf{z}_{m}$ whose closest node is $\mathbf{x}_{k}(k=1, \ldots, N)$. Note that this expression is the same as in (4.22). Similarly, the IS estimate of $\widehat{I}$ is given by

$$
\begin{aligned}
\widehat{I} \approx \frac{1}{M \widehat{Z}} \sum_{m=1}^{M} \gamma_{m} f\left(\mathbf{z}_{m}\right) & =\frac{|X|}{M \widehat{Z}} \sum_{m=1}^{M} \pi\left(\mathbf{x}_{k_{m}}\right) f\left(\mathbf{z}_{m}\right) \\
& =\frac{|\mathcal{X}|}{M \widehat{Z}} \sum_{k=1}^{N} \pi\left(\mathbf{x}_{k}\right) \sum_{\ell_{k}=1}^{\left|\mathcal{U}_{k}\right|} f\left(\mathbf{z}_{\ell_{k}}\right),
\end{aligned}
$$

which is the same expression as in (4.24). However, this alternative IS interpretation allows us to design different schemes using a different proposal density, as shown below.
Gaussian mixture proposal. We consider now an alternative to the uniform proposal in $\mathcal{X}$. More specifically, we propose drawing $\left\{\mathbf{z}_{\ell}\right\}_{m=1}^{M}$ from a Gaussian mixture proposal pdf built considering the set of nodes $\left\{\mathbf{x}_{i}\right\}_{i=1}^{N}$, i.e.,

$$
\mathbf{z}_{m} \sim q(\mathbf{x})=\sum_{i=1}^{N} \xi_{i} \mathcal{N}\left(\mathbf{x} \mid \mathbf{x}_{i}, \mathbf{C}_{i}\right)
$$

where the mixture weights $\xi_{i}$ are

$$
\xi_{i}=\frac{\pi\left(\mathbf{x}_{i}\right)}{\sum_{n=1}^{N} \pi\left(\mathbf{x}_{n}\right)}, \quad i=1, \ldots, N
$$

and the covariances $\mathbf{C}_{i}$ can be determined by the minimum distance of $\mathbf{x}_{i}$ to its closest node. In this case, the IS weights are given by

$$
\gamma\left(\mathbf{z}_{m}\right)=\frac{\widehat{\pi}\left(\mathbf{z}_{m}\right)}{\sum_{i=1}^{N} \xi_{i} \mathcal{N}\left(\mathbf{z}_{m} \mid \mathbf{x}_{i}, \mathbf{C}_{i}\right)}=\frac{\pi\left(\mathbf{x}_{k_{m}}\right)}{\sum_{i=1}^{N} \xi_{i} \mathcal{N}\left(\mathbf{z}_{m} \mid \mathbf{x}_{i}, \mathbf{C}_{i}\right)},
$$

where $\mathbf{x}_{k_{m}}$ is the closest node to $\mathbf{z}_{m}$, with $m=1, \ldots, M$.


Figure 4.1: Example of application of NN-AQ. The cross-marks represent the starting nodes, while the points added adaptively by NN-AQ are shown with dots. (a) The banana-shaped target and the starting nodes. (b)-(c)-(d) The NN-AQ emulator with $E=50,250,10^{3}$ number of target evaluations.

### 4.6. Adaptive procedure

In this section, we present an adaptive mechanism to add new nodes to the interpolant. Our algorithm adds nodes sequentially with the aim to discover high-valued regions of $\pi(\mathbf{x})$ while fostering the exploration of the state space. We employ an active learning procedure where a new point is obtained by maximizing a suitable acquisition function. The resulting adaptive algorithm is shown in Table 4.1. Note that the final number of nodes is $N_{T}=T+N_{0}$. The adaptive quadrature scheme based on the Gaussian kernels is denoted as GK-AQ, whereas the other scheme based on the Nearest Neighbors (NN) kernels is denoted as NN-AQ. Figure 4.1 depicts an example of application of the NN-AQ.

### 4.6.1. Building suitable acquisition functions

Let us denote as $t \in \mathbb{N}$ the $t$ th iteration of the algorithm. In the update stage, we decide to add a new node where the acquisition function, $A_{t}: \mathcal{X} \rightarrow\{0\} \cup \mathbb{R}^{+}$, is maximum. The acquisition function takes into account the shape of $\pi(\mathbf{x})$ and the spatial distribution of the current nodes. More specifically, it must fulfill

$$
A_{t}\left(\mathbf{x}_{i}\right)=0 \text { for all } t \text { and } i=1, \ldots, N_{t},
$$

and grow as we move apart from the nodes. We consider acquisition functions $A_{t}(\mathbf{x})$ of the form

$$
\begin{equation*}
A_{t}(\mathbf{x})=\pi(\mathbf{x}) D_{t}(\mathbf{x}), \tag{4.30}
\end{equation*}
$$

where $D_{t}(\mathbf{x})$ is a diversity term that penalizes the proximity to the current nodes. Note that the information of $f(\mathbf{x})$ could be also included as $A_{t}(\mathbf{x})=f(\mathbf{x}) \pi(\mathbf{x}) D_{t}(\mathbf{x})$. In some settings, the function $A_{t}(\mathbf{x})$ above could be directly used after choosing a diversity term $D_{t}(\mathbf{x})$. However, in this work, we consider that evaluating $\pi(\mathbf{x})$ is costly, so we propose cheaper versions of (4.30).

Table 4.1: Adaptive Quadrature algorithm.

Initialization: Set $N_{0}$ initial nodes and set $\mathbf{X}_{0}=\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{N_{0}}\right\}, \mathbf{d}_{0}=$ $\left[\pi\left(\mathbf{x}_{1}\right), \ldots, \pi\left(\mathbf{x}_{N_{0}}\right)\right]^{\top}$.

For $t=0, \ldots, T$ :

1. Build the interpolator. Use the set $\mathbf{X}_{t}=\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{N_{t}}\right\}$ and corresponding evaluations $\mathbf{d}_{t}=\left[\pi\left(\mathbf{x}_{1}\right), \ldots, \pi\left(\mathbf{x}_{N_{t}}\right)\right]^{\top}$ to build $\widehat{\pi}_{t}(\mathbf{x})$ using Gaussian kernels (see Section 4.3) or constant kernels (see Section 4.4).
2. Build the acquisition function. Use $\widehat{\pi}_{t}(\mathbf{x})$ and the set of current nodes $\mathbf{X}_{t}$ to build the acquisition function $A_{t}(\mathbf{x})$, e.g., Eqs. (4.33)-(4.34).
3. Update stage. Obtain new node $\mathbf{x}_{N_{t}+1}$ by

$$
\begin{equation*}
\mathbf{x}_{N_{t}+1}=\arg \max _{\mathbf{x} \in \mathcal{X}} A_{t}(\mathbf{x}), \tag{4.31}
\end{equation*}
$$

append $\mathbf{X}_{t+1}=\left\{\mathbf{X}_{t}, \mathbf{x}_{N_{t}+1}\right\}$ and $\mathbf{d}_{t+1}=\left[\mathbf{d}_{t}, \pi\left(\mathbf{x}_{N_{t}+1}\right)\right]^{\top}$.
Outputs: Build the final interpolant $\widehat{\pi}_{T}(\mathbf{x})$ and obtain the approximations $\widehat{I}$ and $\widehat{Z}$.


Figure 4.2: 1D example of application of $A_{t}(\mathbf{x})=\pi(\mathbf{x}) D_{t}(\mathbf{x})$ with the diversity term $D_{t}(\mathbf{x})=\min _{i=1, \ldots, N_{t}}\left|x-x_{i}\right|$. At each iteration, the new node, shown with a green square, is added where $A_{t}(x)$ is maximum.

### 4.6.2. Cheap acquisition functions

We recall that the most costly step is the evaluation of the target function $\pi(\mathbf{x})$. This is often due to the use of complex models and/or large amounts of data. For that reason, we propose a cheap type of $A_{t}(\mathbf{x})$,

$$
\begin{equation*}
A_{t}(\mathbf{x})=\widehat{\pi}_{t}(\mathbf{x}) D_{t}(\mathbf{x}), \tag{4.32}
\end{equation*}
$$

so that no evaluations of the true $\pi(\mathbf{x})$ are required. In this case, in terms of posterior evaluations $E$, the cost of the overall algorithm in Table 4.1, is $E=N_{0}+T$.

Remark 8. The particular case $A_{t}(\boldsymbol{x})=D_{t}(\boldsymbol{x})$ corresponds to the space-filling experi-
mental designs (e.g., see [59, 60, 51] and Theorem 4). In the other particular case with $A_{t}(\boldsymbol{x})=\widehat{\pi}_{t}(\boldsymbol{x})$, the resulting schemes are similar to other approaches in literature which combine sampling and optimization (e.g., see [2]).

In the Gaussian kernel scenario, we may use the variance in (4.16) as diversity term

$$
\begin{equation*}
A_{t}(\mathbf{x})=\widehat{\pi}_{t}(\mathbf{x}) V_{t}(\mathbf{x}) \tag{4.33}
\end{equation*}
$$

where we have set $D_{t}(\mathbf{x})=V_{t}(\mathbf{x})$, that fulfills $V_{t}\left(\mathbf{x}_{i}\right)=0$ for $i=1, \ldots, N_{t}$. This choice is motivated by the fact that the approximation error is bounded by the maximum value of $V_{t}(\mathbf{x})$ (e.g., see Theorem 3). Since the function $V_{t}(\mathbf{x})$ is unfeasible with constant NN kernels, we suggest a diversity term of the form

$$
\begin{equation*}
A_{t}(\mathbf{x})=\widehat{\pi}_{t}(\mathbf{x}) \min _{i=1, \ldots, N_{t}}\left\|\mathbf{x}-\mathbf{x}_{i}\right\|_{p} \tag{4.34}
\end{equation*}
$$

Note that the term $D_{t}(\mathbf{x})=\min _{i=1, \ldots, N_{t}}\left\|\mathbf{x}-\mathbf{x}_{i}\right\|_{p}$ is zero when evaluated at any current node: for each $\mathbf{x}_{j} \in \mathbf{X}_{t}$ the minimum distance is w.r.t. itself, which is zero. This choice is motivated by Theorem 4, since the approximation error is also bounded by the maximum value of $D_{t}(\mathbf{x})$. Figure 4.2 depicts an example with this choice of $D_{t}(\mathbf{x})$. Note that the choice $D_{t}(\mathbf{x})=\min _{i=1, \ldots, N_{t}}\left\|\mathbf{x}-\mathbf{x}_{i}\right\|_{p}$ can be also employed in the Gaussian kernel scenario.

Another alternative is to consider tempering versions of the acquisition function,

$$
\begin{equation*}
A_{t}(\mathbf{x})=\left[\widehat{\pi}_{t}(\mathbf{x})\right]^{\alpha}\left[D_{t}(\mathbf{x})\right]^{\beta}, \tag{4.35}
\end{equation*}
$$

where $\alpha \geq 0$ can be used to prioritize moving towards high-valued zones of $\widehat{\pi}_{t}(\mathbf{x})$, while $\beta \geq 0$ to encourage exploration. The values $\alpha$ and $\beta$ can also vary with the iteration $t$. The maximization of $A_{t}(\mathbf{x})$ can be performed by simulated annealing or other optimization techniques. The performance of different acquisition functions have been compared in Figure 4.4 (see Section 4.8.1). One can observe that maximizing the proposed acquisition functions provides much better results than adding uniformly random nodes.
Observations. For the GK-AQ algorithm, the most costly step corresponds to the inversion of the $N_{t} \times N_{t}$ matrix $\mathbf{K}_{t}$, needed to be done in order to build the acquisition function in Eq. (4.33). Note that the inverse $\mathbf{K}_{t}^{-1}$ is used for both evaluating the interpolant $\widehat{\pi}_{t}(\mathbf{x})$ and computing the variance $V_{t}(\mathbf{x})$. We can alleviate the cost of this step by building $\mathbf{K}_{t}^{-1}$ iteratively from $\mathbf{K}_{t-1}^{-1}$. The recursion formula is given in Appendix 4.10.3. In the case of NN-AQ, evaluating the acquisition function in (4.34) requires only to calculate the distances with respect to each node. This computation can be used for both evaluating the interpolant and the diversity term $D_{t}(\mathbf{x})=\min \left\|\mathbf{x}-\mathbf{x}_{i}\right\|_{p}$. Note that the cost of searching for the nearest neighbor has only a weak dependence on the dimension of the space.

### 4.7. Theoretical support

In this section, we provide some theoretical results supporting the proposed schemes. We consider $\bar{\pi}(\mathbf{x})=\frac{1}{Z} \pi(\mathbf{x})$ a bounded target pdf and a bounded domain $\mathcal{X} \subset \mathbb{R}^{d_{x}}$. Let also
$f(\mathbf{x}): \mathcal{X} \rightarrow \mathbb{R}$ be an integrable function. In this section, we consider $J=\int_{X} f(\mathbf{x}) \pi(\mathbf{x}) d \mathbf{x}$ as the integral of interest. For a generic $f(\mathbf{x}), J$ corresponds to the numerator of the integral $I$ in Eq. (4.1). For $f(\mathbf{x})=1, J$ becomes the normalizing constant of $\pi(\mathbf{x})$, i.e., $J=Z$, which is the denominator of $I$. Thus, working with $J$ is equivalent to working with $I$. Let also $\widetilde{J}=\int_{X} f(\mathbf{x}) \widehat{\pi}(\mathbf{x}) d \mathbf{x}$, be the approximation of $J$ given by substituting the interpolant $\widehat{\pi}(\mathbf{x})$. A first general result valid for any interpolation procedure is given below.

Theorem 1. The error incurred by substituting $\pi(\boldsymbol{x})$ with $\widehat{\boldsymbol{\pi}}(\boldsymbol{x})$ in $J$ is bounded,

$$
\begin{aligned}
|J-\widetilde{J}| & \leq \| f\left(\pi-\widehat{\pi} \|_{1}\right. \\
& \leq\|f\|_{2}\|\pi-\widetilde{\pi}\|_{2} \\
& \leq|\mathcal{X}|\|f\|_{\infty}\|\pi-\widetilde{\pi}\|_{\infty},
\end{aligned}
$$

where $\|\cdot\|_{1},\|\cdot\|_{2}$ and $\|\cdot\|_{\infty}$ denote the $L^{1}, L^{2}$ and $L^{\infty}$ norms respectively.

Proof. See Appendix 4.10.4.
Therefore, if are able to build an interpolant $\widehat{\pi}$ in a way such $\|\pi-\widehat{\pi}\|_{\infty}$ vanishes to zero, then the approximation $\widetilde{J}$ will converge to $J$. Note that, in this section, we ensure the convergence of numerator $J$ and denominator $Z$ of $I=\frac{J}{Z}$, independently. A complete treatment (yet more complicated) should consider the convergence of the two quantities at the same time. For the rest of results, we need to distinguish between the case of Gaussian kernel and constant kernel interpolators. To establish convergence of both schemes we need to make some preliminary definitions and considerations.

### 4.7.1. Space-filling measures and related results

We introduce two well-known measures of dispersion widely employed in the function approximation literature. In this section, we always consider a bounded support $\mathcal{X}$.
Fill distance. Given the set of nodes $\left\{\mathbf{x}_{i}\right\}_{i=1}^{N} \subset \mathcal{X}$, let us define the following quantity

$$
\begin{equation*}
r=\max _{\mathbf{x} \in X} \min _{1 \leq i \leq N}\left\|\mathbf{x}-\mathbf{x}_{i}\right\|_{2}, \tag{4.36}
\end{equation*}
$$

which is the fill distance.
Separation distance. The separation distance is defined as

$$
\begin{equation*}
s=\min _{i \neq j}\left\|\mathbf{x}_{i}-\mathbf{x}_{j}\right\|_{2}, \tag{4.37}
\end{equation*}
$$

i.e., the minimal distance between two nodes. Note that $s \leq 2 r$. Having a small $s$ increases the numerical instability and can have a detrimental effect in the error bounds. The adaptive procedure described in Sect. 4.6 produces a sequence of nodes that sequentially minimizes $r$.

Proposition 1. Consider the acquisition function given in Eq. (4.35) with $\alpha=0$ and $\beta=1$, and the choice $A_{t}(\boldsymbol{x})=\min _{i=1, \ldots, N_{t}}\left\|\boldsymbol{x}-\boldsymbol{x}_{i}\right\|_{2}$, where $\left\{\boldsymbol{x}_{i}\right\}_{i=1}^{N_{t}}$ are the current nodes of the
interpolator. The maximum of this function is the fill distance $r_{t}$ in Eq. (4.36), at iteration $t$. Adding the point $\boldsymbol{x}_{N_{t}+1}$ corresponding to $r_{t}$ to the set of current nodes ensures that

$$
r_{t+1}=\max \min _{i=1, \ldots, N_{t+1}}\left\|\boldsymbol{x}-\boldsymbol{x}_{i}\right\|_{2} \leq r_{t},
$$

and that $r_{t} \rightarrow 0$ when $t \rightarrow \infty$.
Proof. See Sect. 4.1 in [60] and [4]. This procedure is related to the "coffee house design" in [51].

Proposition 2. For isotropic kernels, the variance function $V(\boldsymbol{x})$ given in Eq. (4.16) satisfies that $\max _{x \in X}[V(x)]^{\frac{1}{2}} \leq \Phi(r)$, where $\Phi(r)$ is an increasing function of $r$, depending on the kernel function. In the case of Gaussian kernels, $\Phi(r)$ is an exponential function.

Proof. See Sect. 2.1 in [60] and Sect. 2 in [4].
Proposition 3. Consider the acquisition function given in Eq. (4.35) with $\alpha=0$ and $\beta=1$, i.e., and the choice $A_{t}(\boldsymbol{x})=V_{t}(\boldsymbol{x})$. Let us set also $\varphi_{t}=\max _{\boldsymbol{x} \in \mathcal{X}} V_{t}(\boldsymbol{x})$. By adding new nodes according to the rule

$$
\boldsymbol{x}_{N_{t}+1}=\arg \max A_{t}(\boldsymbol{x}),
$$

we are minimizing $\varphi_{t}$ over the iterations $t$, i.e., $\varphi_{t}$ is a non-increasing function of $t$ and $\varphi_{t} \rightarrow 0$ as $t \rightarrow \infty$.

Proof. This algorithm is known as p-greedy algorithm in [66]. See the behavior of the variance of a GP interpolant [64]. This acquisition function is commonly used in the kriging literature. For instance, see [41] and [59].

Proposition 4. Consider the acquisition function given in Eq. (4.34) with $\alpha=0$ and $\beta=1$, and the choice $A_{t}(\boldsymbol{x})=\min _{i=1, \ldots, N_{t}}\left\|\boldsymbol{x}-\boldsymbol{x}_{i}\right\|_{2}$, where $\left\{\boldsymbol{x}_{i}\right\}_{i=1}^{N_{t}}$ are the current nodes of the interpolator. The sequence of nodes obtained as $\boldsymbol{x}_{N_{t}+1}=\arg \max A_{t}(\boldsymbol{x})$, for $t \in \mathbb{N}^{+}$, is a uniform low-discrepancy sequence in a bounded $\mathcal{X}$ [53].

Proof. This procedure can be interpreted as deterministic and sequential version of the well-known latin hypercube sampling (LHS) [53].

Remark 9. Note that the proposed schemes do not need that the space is covered uniformly. The only requirement, for decreasing the fill distance $r$, is to be able to reach any subset of the domain $\mathcal{X}$ with a non-null probability (strictly positive).

### 4.7.2. Results for interpolators based on radial basis functions (RBFs)

In this section, we consider that $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ is the Gaussian kernel considered in Sect. 4.3. More generally, the results from this section are valid for any $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ that is a (positive definite) radial basis function (RBF).

## Exact computation of $J_{i}$

Recall $\widehat{\pi}(\mathbf{x})=\sum_{i=1}^{N} \beta_{i} k\left(\mathbf{x}, \mathbf{x}_{i}\right)$, where the weights are $\boldsymbol{\beta}=\left[\beta_{1}, \ldots, \beta_{N}\right]=\mathbf{K}^{-1} \mathbf{d}$ using the interpolation matrix $\mathbf{K}$ and the vector of target evaluations $\mathbf{d}$. The approximation $\widetilde{J}$ can be written as

$$
\widetilde{J}=\int_{X} f(\mathbf{x}) \widehat{\pi}(\mathbf{x}) d \mathbf{x}=\sum_{i=1}^{N} \beta_{i} J_{i}=\sum_{i=1}^{N} v_{i} \pi\left(\mathbf{x}_{i}\right),
$$

where $J_{i}=\int_{\mathcal{X}} f(\mathbf{x}) k\left(\mathbf{x}, \mathbf{x}_{i}\right) d \mathbf{x}$, and the weights $\boldsymbol{v}=\left[v_{1}, \ldots, v_{N}\right]^{\top}$ are given by $\boldsymbol{v}=\mathbf{K}^{-1} \boldsymbol{\zeta}$ with $\zeta$ being the vector of $J_{i}$ 's. In this form, $\widetilde{J}$ is expressed as a combination of evaluations of $\pi(\mathbf{x})$, i.e., a quadrature. The following theorem establishes that the weights $\boldsymbol{v}=\mathbf{K}^{-1} \boldsymbol{\zeta}$ are optimal for a quadrature of this kind. Note that the Gaussian kernels are symmetric positive definite functions, and are special cases of radial basis functions (RBF).

Theorem 2. Let us consider a symmetric kernel function $k\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)=k\left(\boldsymbol{x}_{j}, \boldsymbol{x}_{i}\right)$ which always defines a positive definite matrix $\mathbf{K}$. The native space related to $k\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)$ is a reproducing kernel Hilbert space (RKHS) [3, 69]. Given the points $\left\{\boldsymbol{x}_{i}\right\}_{i=1}^{N}$ and $\boldsymbol{v}=\mathbf{K}^{-1} \zeta$, the quadrature $\widetilde{J}=\sum_{i=1}^{N} v_{i} \pi\left(\boldsymbol{x}_{i}\right)$ is optimal in the sense of Golomb-Weinberg [23], i.e., the weights $v_{i}$ minimizes the norm of the integration error functional in the dual space [3, 69].

Proof. A sketch of the proof is in App. 4.10.4. See also [70] and [7] and references therein.

Theorem 3. Suppose that $\pi(\boldsymbol{x})$ belongs to the RKHS generated by the kernel function $k\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)$. The interpolant $\widehat{\pi}(\boldsymbol{x})=\sum_{i=1}^{N} \beta_{i} k\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right)$ satisfies $|\pi(\boldsymbol{x})-\widehat{\pi}(\boldsymbol{x})| \leq\|\pi\|_{\mathcal{H}}[V(\boldsymbol{x})]^{\frac{1}{2}}$ for all $\boldsymbol{x} \in \mathcal{X}$ and hence $\|\pi-\overparen{\pi}\|_{\infty} \leq\|\pi\|_{\mathcal{H}} \max _{x \in \mathcal{X}}[V(\boldsymbol{x})]^{\frac{1}{2}}$, where $\|\cdot\|_{\mathcal{H}}$ denotes the norm in the RKHS, and $V(\boldsymbol{x})$ is the variance function given in Eq. (4.16). Hence, from Theorem 1, we have

$$
|J-\widetilde{J}| \leq|\mathcal{X}|\|f\|_{\infty}\|\pi\|_{\mathcal{H}} \max _{\boldsymbol{x} \in \mathcal{X}}[V(\boldsymbol{x})]^{\frac{1}{2}} .
$$

Proof. See Sect. 2.1 in [60] and Sect. 2 in [4].

The theorem above, jointly with Proposition 3, justify the choice of the diversity term $D_{t}(\mathbf{x})=V_{t}(\mathbf{x})$ in Section 4.6.2. The next theorem, based on results from the literature on approximating functions with RBFs, establishes that the approximation error tends to zero when $r \rightarrow 0$, and that the rate of convergence can be exponentially fast in the case of infinitely smooth RBFs, such as the Gaussian kernels.

Theorem 4. The error of the quadrature $\widetilde{J}$ is

$$
|J-\widetilde{J}| \leq|X|\|f\|_{\infty}\|\pi-\widehat{\pi}\|_{\infty}=O(\lambda(r)),
$$

where $\lambda(r) \rightarrow 0$ as $r \rightarrow 0$, with $r$ being the fill distance given in Eq. (4.36). The convergence rate depends on the regularity degree of $\pi(\boldsymbol{x})$. For $\pi(\boldsymbol{x})$ sufficiently regular (technically, belonging to the RKHS induced by the RBF kernel), and Gaussian RBF the bound $\lambda(r)$ decreases exponentially

$$
\lambda(r)=e^{-c_{h}|\log r| / r},
$$

with a certain constant $c_{h}>0$, which generally depends on the bandwidth $h$.

## Proof. See Sect. 11.3 and table in page 188 of [76].

Recall that the diversity term in (4.34) produces a monotonically decreasing sequence of fill distances that converges to zero in the limit of $t \rightarrow \infty$, as stated in Proposition 1. The next theorem states that the approximation error tends to zero as $N \rightarrow \infty$, and provides a quite pessimistic upper bound.

Theorem 5. Given a sequence of nodes $\left\{\boldsymbol{x}_{i}\right\}_{i=1}^{N}$ generated as in Proposition 4, it can be shown that $r \leq C_{d_{x}, X} N^{-1 / d_{x}} \log N$, where $C_{d_{x}, X}$ is a constant that probably depends on the dimension $d_{x}$ and the measure of $\mathcal{X}$. Then, the following (pessimistic) upper bound can be provided

$$
|J-\widetilde{J}|=O\left(e^{-c_{1} \frac{1}{N^{-1 / d x} \log N}-c_{2} \frac{\log \left(\mathcal{l}^{\left.-1 / d x_{\log } N\right) \mid}\right.}{N^{-1 / d / \log N}}}\right),
$$

where $c_{1}>0$ and $c_{2}>0$ are constants depending on $h, d_{x}$ and the measure of $\mathcal{X}$.
Proof. See Sect. 2.5.1 in [60] and [53].

## Noisy computation of $J_{i}$

Theorem 4 above states that the convergence of $\widetilde{J}$ is achieved when the fill distance $r$ goes to zero. Recall that in $\widetilde{J}=\sum_{i=1}^{N} \beta_{i} J_{i}$ we consider the exact computation of $J_{i}=$ $\int_{X} f(\mathbf{x}) k\left(\mathbf{x}, \mathbf{x}_{i}\right) d \mathbf{x}$. In this section, we consider of approximating $J_{i}$ by the estimator $\widehat{J_{i}}$, so that we finally have a noisy version of $\widetilde{J}$, i.e., $\widehat{J}=\sum_{i=1}^{N} \beta_{i} \widehat{J}_{i}$. Below, we show some results related to $\widehat{J}$, but we need some previous definitions.
Stability. The numerical stability of the solution depends on the inversion of the interpolation matrix $\mathbf{K}$ and it is connected to the separation distance $s$. Clearly, if two nodes are very close, then the corresponding two rows of the interpolation matrix are almost identical and the matrix becomes ill-conditioned [67, 76].
Reproduction quality. Roughly speaking, an interpolant built with more nodes (i.e., $N$ grows) filling the space, generally yields a better approximation. This concept is connected to the fill distance $r$ in Eq. (4.36). Recall that the fill distance is a measure of how well the data fills the space [76].
Uncertainty principle. A typical problem when reconstructing functions is the trade-off
between reproduction quality and numerical stability. Let us consider RBF kernels with a fixed bandwidth, as $N$ grows. Generally, when one aims at a very good approximation of the function of interest, the numerical stability gets compromised, and conversely, if one aims to have good numerical stability, the approximation will be poor. This is known in the literature as uncertainty principle [67].

Let us denote as $h$ the parameter which controls the bandwidth of the RBFs, as $\boldsymbol{\Sigma}=h^{2} \mathbf{I}$ in the Gaussian kernel. The next theorem illustrates the case where the numerical instability combined with the error in computing the vector of integrals $\zeta=\left[J_{1}, \ldots, J_{N}\right]^{\top}$ deteriorates the error bound of Theorem 4 (for a fixed $h$ ). Let us denote the vector of approximated integrals by $\widehat{\zeta}=\left[\widehat{J}_{1}, \ldots, \widehat{J}_{N}\right]^{\top}$ and recall $\mathbf{d}=\left[\pi\left(\mathbf{x}_{1}\right), \ldots, \pi\left(\mathbf{x}_{N}\right)\right]^{\top}$ is the vector of evaluations of $\pi$.

Theorem 6. (for a fixed bandwidth $h$ ) Let us consider a bounded support $\mathcal{X}$. If we take into account the error in the evaluation of the integrals $\zeta=\left[J_{1}, \ldots, J_{N}\right]^{\top}$, denoted by $\widehat{\zeta}=\left[\widehat{J_{1}}, \ldots, \widehat{J}_{N}\right]^{\top}$, the corresponding approximation $\widehat{J}=\sum_{i=1}^{N} \beta_{i} \widehat{J_{i}}$ has an error of

$$
\begin{aligned}
|J-\widehat{J}| & \leq|X|\|f\|_{\infty}\|\pi-\widehat{\pi}\|_{\infty}+\left\|\mathbf{K}^{-1}\right\|_{2}\|\mathbf{d}\|_{2}\|\zeta-\widehat{\zeta}\|_{2} \\
& =O(\lambda(r))+O(v(s, h))\|\zeta-\widehat{\zeta}\|_{2},
\end{aligned}
$$

where $\lambda(r) \rightarrow 0$ as $r \rightarrow 0, v(s, h) \rightarrow \infty$ as $s \rightarrow 0$, with $r$ and $s$ being, respectively, the fill distance and separation distance given in Eqs. (4.36) and (4.37). The parameter $h$, which determines the bandwidth of the radial kernel, is considered fixed. The function $v(s, h)$ is an upper bound for $\left\|\mathbf{K}^{-1}\right\|_{2}$, which is a measure of stability (note that $\left\|\mathbf{K}^{-1}\right\|_{2}$ corresponds to the inverse of the lowest eigenvalue of $\mathbf{K}$ ).

Proof. See Appendix 4.10.4. For the bound $v(s, h)$ see Corollary 12.4 in [76].
The bound in Theorem 6 expresses the uncertainty relation. Indeed, we see that making $s \rightarrow 0$ poses a problem if we use a fixed bandwidth $h$. Indeed, the interpolation matrix $\mathbf{K}$ becomes ill-conditioned as two nodes are too close, and the error $\|\zeta-\widehat{\zeta}\|_{2}$ is amplified. The growing rate of $v(s, h)$, as $\lambda(r)$, depends on the smoothness of the RBF. For Gaussian kernels, the rates of $v(s, h)$ and $\lambda(r)$ are both exponential. However, with a Monte Carlo approximation, we can always improve the approximation $\widehat{\zeta}$ by increasing the number of samples $M$, so that $\|\zeta-\widehat{\zeta}\|_{2} \rightarrow 0$. Recall that the increase of the number of Monte Carlo samples $M$ does not require additional evaluations of the target $\pi$ in the proposed schemes. Furthermore, even with a fixed $M$, we can control the value $\left\|\mathbf{K}^{-1}\right\|_{2}$ by decreasing the bandwidth $h$ of the kernel function. The following results consider these two cases.

Theorem 7. (for a fixed bandwidth $h$ and $M \rightarrow \infty$ ) Given a bounded support $\mathcal{X}$, consider the application of a Monte Carlo method to approximate $\zeta$, then $\|\zeta-\widehat{\zeta}\|_{2} \rightarrow 0$ as $M \rightarrow \infty$, where $M$ is the number of samples. Hence, the approximation $\widehat{J}=\sum_{i=1}^{N} \beta_{i} \widehat{J_{i}}$ has an error

$$
|J-\widehat{J}|=O(\lambda(r)),
$$

where $\lambda(r) \rightarrow 0$ as the fill distance $r \rightarrow 0$ and $M \rightarrow \infty$.
Proof. The term $\|\zeta-\widetilde{\zeta}\|_{2} \rightarrow 0$ as the number of Monte Carlo samples $M \rightarrow \infty$ [65].
Conjecture 1. (for a decreasing bandwidth $h$ and fixed $M$ ) Given a bounded support $\mathcal{X}$, consider a noisy approximation $\widehat{\zeta}$ of $\zeta$. Assume that we decrease $h$ as the number of nodes $N$ grows (in order to control the instability term, i.e., the magnitude of $\left\|\mathbf{K}^{-1}\right\|_{2}$ ). Hence, the approximation $\widehat{J}=\sum_{i=1}^{N} \beta_{i} \widehat{J_{i}}$ has an error

$$
|J-\widehat{J \mid}|=O(\lambda(r))+b,
$$

where $b$ is some constant bias, $\lambda(r) \rightarrow 0$ as $r \rightarrow 0$, and making $h \rightarrow 0$ when $N \rightarrow \infty$.

Note that, as $h$ approaches 0 , the interpolation matrix $\mathbf{K}$ becomes a diagonal matrix, with the maximum values of the kernels in the diagonal. Thus, controlling the maximum values of the kernel functions, we can control the minimum value of the eigenvalues, such that the interpolation matrix $\mathbf{K}$ be well-conditioned. Moreover, recall that we are using an interpolative approach and the probabilistic interpretation in Section 4.3.1 is not strictly required. Therefore, we have more flexibility in the choice and/or tuning of the kernel functions. Indeed, one could consider different bandwidths (one for each kernel function), bigger in regions with lower density of points, while smaller bandwidths in regions with a higher density of nodes. This would improve the numerical stability.

Remark 10. The interplant based on NN kernels does not suffer the uncertainty problem, since they have compact non-overlapping supports. Namely, we can interpret that the bandwidths are automatically tuned.

### 4.7.3. Results for local interpolators

In a local interpolation method, the addition and/or a change of one node, only affects the solution in a subset of the support domain. This scenario corresponds to the use of the constant NN kernels. Recall that the interpolant based on constant kernels,

$$
\widehat{\pi}(\mathbf{x})=\sum_{i=1}^{N} \pi\left(\mathbf{x}_{i}\right) \mathbb{I}_{\mathcal{R}_{i}}(\mathbf{x}),
$$

where $\mathcal{R}_{i}$ denotes the Voronoi region associated with node $\mathbf{x}_{i}$. Let us first state a result for sufficiently smooth $\pi(\mathbf{x})$. If $\pi(\mathbf{x})$ is Lipschitz continuous, i.e., for all $\mathbf{x}, \mathbf{z} \in \mathcal{X}$ we have $|\pi(\mathbf{z})-\pi(\mathbf{x})| \leq L_{0}\|\mathbf{z}-\mathbf{x}\|$ for some constant $L_{0}$, then we have the following result.

Theorem 8. Given the NN interpolant $\widehat{\pi}(\boldsymbol{x})$, if $\pi(\boldsymbol{x})$ is Lipschitz continuous we have that $\|\pi-\vec{\pi}\|_{\infty} \leq L_{0} r$, where $L_{0}$ is the Lipschitz constant and $r$ is the fill distance introduced in Eq. (4.36). Then, from Theorem 1, we have

$$
|J-\widetilde{J}| \leq|X|\|f\|_{\infty} L_{0} r .
$$

Moreover, given a sequence of nodes $\left\{\boldsymbol{x}_{i}\right\}_{i=1}^{N}$ generated as in Proposition 4, and since $r \leq C_{d_{x}, X} N^{-1 / d_{x}} \log N$, we have the following (pessimistic) bound

$$
|J-\widetilde{J}|=O\left(N^{1 / d_{x}} \log N\right)
$$

Proof. See Appendix 4.10.4.
Now, recall the approximation of $\widetilde{J}$ given by

$$
\widetilde{J}=\int_{X} f(\mathbf{x}) \widehat{\pi}(\mathbf{x}) d \mathbf{x} \approx S_{N}=\sum_{i=1}^{N} \pi\left(\mathbf{x}_{i}\right) f\left(\mathbf{x}_{i}\right) C_{i},
$$

where $S_{N}$ is the Riemann approximation, which has been also discussed in Sect. 4.4.1, and $C_{i}=\int_{\mathcal{R}_{i}} d \mathbf{x}$, i.e., the measure of $\mathcal{R}_{i}$. Here, we used the approximation $\int_{\mathcal{R}_{i}} f(\mathbf{x}) d \mathbf{x} \approx f\left(\mathbf{x}_{i}\right) C_{i}$. We will show that $S_{N}$ converges to $J=\int_{X} f(\mathbf{x}) \pi(\mathbf{x}) d \mathbf{x}$ as we add more nodes according to one of the proposed acquisition functions, that is, as $t \rightarrow \infty$. As with Gaussian kernels, the convergence is related with how well the nodes fill space. Here, the role of fill distance is played by the maximum of the measures $C_{i}$. The theorem below states that, as we fill the space, the measures $C_{i}$ converges to zero. Recall that the Voronoi partition $\left\{\mathcal{R}_{i}\right\}_{i=1}^{N}$ generated from the set of nodes $\left\{\mathbf{x}_{i}\right\}_{i=1}^{N}$ corresponds to the subdivision of $\mathcal{X}$ in $N$ nonoverlapping pieces.

Proposition 5. Consider a sequence of points $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{N}$ covering the space $\mathcal{X}$, then for the associated Voronoi regions $\mathcal{R}_{i}$, we have that $\max _{i} C_{i} \rightarrow 0$ as $N \rightarrow \infty$.

Proof. See the proofs of Theorems 1 and 4 in [17].
Theorem 9. Let $\pi(\boldsymbol{x})$ be a continuous and bounded target pdf (up to a normalizing constant) defined on a bounded support $\mathcal{X} \subset \mathbb{R}^{d_{x}}$. Let $f(\boldsymbol{x}): \mathcal{X} \rightarrow \mathbb{R}$ bounded on $\mathcal{X}$. Consider the integral $J=\int_{\mathcal{X}} f(\boldsymbol{x}) \pi(\boldsymbol{x}) d \boldsymbol{x}$. Let us consider a Voronoi partition of $\mathcal{X}$, generated by the nodes $\left\{\boldsymbol{x}_{i}\right\}_{i=1}^{N}$, defined as $\mathcal{R}_{1}, \ldots, \mathcal{R}_{N}$ (recall that $C_{i}=\left|\mathcal{R}_{i}\right|$ ). Given the Riemann sum $S_{N}=\sum_{i=1}^{N} f\left(\boldsymbol{x}_{i}\right) \pi\left(\boldsymbol{x}_{i}\right) C_{i}$, the convergence of $S_{N} \rightarrow J$ is guaranteed as max $C_{i} \rightarrow 0$ when $N \rightarrow \infty$.

Proof. See Sect 8.3 in [61].

Above, we have assumed that $C_{i}$ are known. However, we can have very accurate Monte Carlo estimates without requiring additional evaluations of the target $\pi(\mathbf{x})$ (but just of the interpolant $\widehat{\pi}(\mathbf{x})$ ), i.e., only with a slight increase in the overall computation cost.

### 4.8. Numerical experiments

In this section, we provide several numerical tests in order to show the performance of the proposed adaptive quadrature schemes and compare them with benchmark approaches


Figure 4.3: (a) Rel-MSE in log-scale for $Z$ as function of number of target evaluations $E$. (b) Rel-MSE in log-scale for $\mu$ as function of number of target evaluations $E$. (c) Rel-MSE in log-scale for estimating [ $\sigma_{1}^{2}, \sigma_{2}^{2}$ ] as function of number of target evaluations $E$.
in the literature. The first example corresponds to a nonlinear banana-shaped density in dimension $d_{x}=2,3,4$ and 5 . The second test is a multimodal scenario with dimension $d_{x}=10$. Finally, we test our schemes in a challenging astronomic inference problem of detecting the number of exoplanets orbiting a star.

### 4.8.1. Banana target

As a first example, we consider a banana-shaped target pdf,

$$
\begin{equation*}
\bar{\pi}(\mathbf{x}) \propto \exp \left\{-\frac{\left(\eta_{1}-B x_{1}-x_{2}^{2}\right)^{2}}{2 \eta_{0}^{2}}-\sum_{i=1}^{d_{x}} \frac{x_{i}^{2}}{2 \eta_{i}^{2}}\right\} \tag{4.38}
\end{equation*}
$$

with $\mathbf{x} \in \mathcal{X}=[-10,10]^{d_{x}}, B=4, \eta_{0}=4$ and $\eta_{i}=3.5$ for $i=1, \ldots, d_{x}$. We consider $d_{x}=\{2,3,4,5\}$ (i.e., different dimensions) and compute in advance the true moments of the target (i.e., the groundtruth) by using a costly grid, in order to check the performance of the different techniques.

## Experiment 1

We set $d_{x}=2$ and test the different algorithms in order to compute the vector mean $\boldsymbol{\mu}=[-0.4,0]$ and the diagonal of the covariance matrix $\left[\sigma_{1}^{2}, \sigma_{2}^{2}\right]=[1.3813,8.9081]$. Moreover, our schemes are also able to estimate $Z$, whose ground-truth is $Z=7.9979$, thus we also measure the error in this estimation. We compare the performance in terms of Relative Mean Square Error (Rel-MSE), averaged over 500 independent runs, using different methodologies: (a) NN-AQ starting with $N_{0}=10$ nodes randomly chosen in $[-10,10] \times[-10,10]$ and $M=10^{5}$; (b) an independent MH algorithm (I-MH) with random initialization in $[-10,10] \times[-10,10]$; (c) random-walk MH algorithms (RW-MH) with different proposal variance, and random initialization in $[-10,10] \times[-10,10]$; (d) an IS algorithm. The proposal density for both I-MH and IS is a uniform in $[-10,10] \times[-10,10]$, whereas for the RW-MHs is a Gaussian density centered at the current state of the chain


Figure 4.4: (a) Rel-MSE in log-scale for $Z$ as function of number of target evaluations $E$. (b) Rel-MSE in log-scale for $\boldsymbol{\mu}$ as function of number of target evaluations $E$. (c) Rel-MSE in log-scale for estimating [ $\sigma_{1}^{2}, \sigma_{2}^{2}$ ] as function of number of target evaluations $E$.
with covariance matrix $v^{2} \mathbf{I}$ where $v \in\{1,2,5\}$ (so we consider 3 different RW-MHs). For a fair comparison, we need that all methods have the same number $E$ of target evaluations (fixing $E=70$ ). Since NN-AQ, I-MH and RW-MH require one new target evaluation per iteration, we run $T=70$ iterations for I-MH and RW-MH $(E=T)$, and $T-N_{0}=60$ iterations for NN-AQ. In this regard, the IS algorithm use 70 samples drawn from the uniform proposal. Hence, all methods need $T=70$ target evaluations. The results are given in Figures 4.3(a)-(b). Note that the estimation of $Z$ via MCMC techniques is not straightforward (e.g., see [40]).
Discussion 1. We can observe that NN-AQ outperforms the other methods in terms of Rel-MSE in estimation. Moreover, in Fig. 4.3(a)-(b) we can see that the decrease is much greater, as $E$ grows, than the other methods. Namely, NN-AQ has more benefits with new evaluations of $\pi(\mathbf{x})$.

## Experiment 2

In this case, we fix the number of target evaluations $E$, and vary $d_{x}=\{2,3,4,5\}$. The Rel-MSE in the estimation of $Z$ is given in Table 4.2 (with $E \in\{100,1000\}$ ).
Discussion 2. In this experiment, $E$ is fixed along different dimensions. The results given in Table 4.2, with fixed $E$, does not show all the potential of NN-AQ. However, NN-AQ outperforms IS in all the dimensions $d_{x}$ considered when $E=1000$.

Table 4.2: Relative MSE of $Z$ with $E \in\{100,1000\}$ for different $d_{x}$

| methods | $E$ | $d_{x}=2$ | $d_{x}=3$ | $d_{x}=4$ | $d_{x}=5$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| NN-AQ | 100 | 0.0027 | 0.1127 | 0.3798 | 1.9730 |
|  | 1000 | $4 \cdot 10^{-4}$ | 0.0023 | 0.0140 | 0.0374 |
| IS | 100 | 0.2645 | 0.4427 | 0.7627 | 1.1115 |
|  | 1000 | 0.0226 | 0.0378 | 0.0641 | 0.1094 |



Figure 4.5: (a) Example of application of GK-AQ with 10 starting points (red cross-marks) and $\mathrm{T}=60$ iterations (red dots), i.e., $E=70$ target evaluations. (b) Rel-MSE in log-scale for $Z$ as function of number of target evaluations $E$. (c) Rel-MSE in log-scale for $\boldsymbol{\mu}$ as function of number of target evaluations $E$. (d) Rel-MSE in log-scale for estimating $\left[\sigma_{1}^{2}, \sigma_{2}^{2}\right]$ as function of number of target evaluations $E$.

## Experiment 3

For $d_{x}=2$, we compare now IS, NN-AQ, and three variants of NN-AQ: (i) NN-U, where the optimization step in (4.31) is substituted with sampling uniformly the new node in $[-10,10] \times[-10,10]$ (i.e., without using an acquisition function), (ii) NN-AQ only diversity, which uses the acquisition in (4.35) with $\alpha=0, \beta=1$, i.e., with only the diversity term $D_{t}(\mathbf{x})$, and (iii) NN-AQ tempered, which uses the acquisition in (4.35) with $\alpha=0$, $\beta_{t}=\frac{200}{t}$, i.e., $A_{t}(\mathbf{x})=\left[D_{t}(\mathbf{x})\right]^{\beta_{t}}$. Note that the adaptation in NN-AQ only diversity can be viewed as filling the space in a deterministic way. Note also that the adaptation in NN-AQ tempered will encourage more exploration than NN-AQ in the early iterations. Again, we compare the error in estimating $Z, \boldsymbol{\mu}$ and $\left[\sigma_{1}^{2}, \sigma_{2}^{2}\right]$ as a function of target evaluations $E$ (up to $E=70$ ). The results are given in Figures 4.4(a)-(b).
Discussion 3. We can observe that NN-AQ and NN-AQ tempered outperform the others in terms of Rel-MSE in estimation. Moreover, in Fig. 4.4(a)-(b) we can see that for NNAQ and NN-AQ tempered, the RMSE decreases at a faster rate as $E$ grows, than the NN-U and NN-AQ only diversity, highlighting the importance of taking into account the current interpolant to locate the new nodes. It can be seen that NN-AQ only diversity works much better than NN-U in the early iterations. We explain these results by the fact that NN-AQ only diversity tends to cover the space more efficiently in these early iterations since it avoids placing new nodes near the existing ones. However, as $E$ grows, the performance of NN-U and NN-AQ only diversity is similar since both end up filling uniformly the space. Interestingly, NN-U performs better than IS as $E$ increases, which demonstrate the power of the interpolative approach even when the new nodes are randomly chosen.

## Experiment 4

For $d_{x}=2$, we investigate the performance of GK-AQ in the estimation of $Z, \mu$ and [ $\left.\sigma_{1}^{2}, \sigma_{2}^{2}\right]$ as function of $E$. NN-GK employs the acquisition in (4.33). The kernel bandwidth $h$ is fitted using the procedure in Appendix 4.10.1. As commented in Sect. 4.3.2, we consider a small noise of $\sigma=10^{-2}$ for numerical stability. We will compare the performance against NN-AQ. The results are given in Figures 4.5(a)-(d), along with an
example of GK-AQ interpolant, with $E=70$, obtained in a specific run.
Discussion 4. The results are shown in Figures 4.5(b)-(d). GK-AQ outperforms NN-AQ in this particular experiment. However, it is important to remark that the results of GKAQ may worsen considerably if $h$ is not selected adequately (we have used the procedure in App. 4.10.1), in contrast to $\mathrm{NN}-\mathrm{AQ}$ which is free of hyperparameter tuning and hence more robust.

### 4.8.2. Multimodal target

In this experiment, we consider a multimodal Gaussian target in $d_{x}=10$,

$$
\bar{\pi}(\mathbf{x})=\frac{1}{3} \mathcal{N}\left(\mathbf{x} \mid \boldsymbol{\mu}_{1}, \boldsymbol{\Sigma}_{1}\right)+\frac{1}{3} \mathcal{N}\left(\mathbf{x} \mid \boldsymbol{\mu}_{2}, \boldsymbol{\Sigma}_{2}\right)+\frac{1}{3} \mathcal{N}\left(\mathbf{x} \mid \boldsymbol{\mu}_{3}, \boldsymbol{\Sigma}_{3}\right),
$$

with $\boldsymbol{\mu}_{1}=[5,0, \ldots, 0], \boldsymbol{\mu}_{2}=[-7,0, \ldots, 0], \boldsymbol{\mu}_{3}=[1, \ldots, 1]$ and $\boldsymbol{\Sigma}_{1}=\boldsymbol{\Sigma}_{2}=\boldsymbol{\Sigma}_{3}=4^{2} \mathbf{I}_{10}$. We want to test the performance of the different methods in estimating the normalizing constant $Z=1$. We consider an application of GK-AQ with $N_{0}=500$ initial nodes, random in $[-15,15]^{10}$, and $T=1000-N_{0}$, hence fixing the number of evaluations to $E=1000$. We compare it against three sophisticated AIS schemes, namely PMC, LAIS and AMIS [8]. For PMC, we choose Gaussian proposal pdfs and test different number of proposals $L \in\{10,100,200,500\}$, whose means are also initialized at random in $[-15,15]^{10}$. At each iteration one sample is drawn from each proposal, hence the algorithm is run for $T_{\text {PMC }}=\frac{1000}{L}$ iterations for a fair comparison. As a second alternative, we consider the deterministic mixture weighting approach for PMC, which is shown to have better overall performance, denoted DM-PMC. For LAIS, we also consider different number of proposals $L \in\{10,100,200,500\}$. More specifically, we consider two versions of LAIS: the one-chain version and an ideal version. In ideal LAIS, the means of the $L$ Gaussian proposals are drawn exactly from $\bar{\pi}(\mathbf{x})$. The one-chain application of LAIS (OC-LAIS) requires to run a MCMC algorithm targeting $\bar{\pi}(\mathbf{x})$ to obtain the $L$ proposal means, hence it requires $L$ evaluations of the target. At each iteration one sample is drawn from the mixture of the $L$ Gaussian proposals, hence we run the algorithm for $T_{\text {LAIS }}=1000-L$ iterations for a fair comparison. We used a Gaussian random walk Metropolis to obtain the $L$ means in the one-chain scenario. Finally, we consider AMIS with several combinations of number of iterations $T_{\text {AMIS }}$ and number of samples per iteration $R$. At each iteration, $R$ samples are drawn from a single Gaussian proposal, hence the total number of evaluations is $E=R T_{\text {AMIS }}$. In this case, we test $E \in\{1000,2000,3000,5000\}$, so the comparison is not fair except for $E=1000$. For PMC, LAIS and AMIS, as well as for the random walk proposal within the Metropolis algorithm, the covariance of the Gaussian proposals was fixed to $h^{2} \mathbf{I}_{10}$ (for $h=1, \ldots, 6$ ), where $h$ is the initial bandwidth parameter used in GKAQ. ${ }^{4}$ All the methods are compared through the mean absolute error (MAE) in estimating $Z$, and the results are averaged over 500 independent simulations. The results are shown in Table 4.3 and Table 4.4. For each method, the best and worst MAE are boldfaced.

[^2]Discussion. We can observe that GK-AQ obtains the best range of MAE values [0.078, 0.4782] and the best results for $h=1$. For $h>1$, we can see in Tables 4.3-4.4 that the lowest MAE values are obtained by ideal LAIS with $L=500$ and $h=3$. We stress that ideal LAIS is not available in practice, since we usually cannot sample directly from $\bar{\pi}(\mathbf{x})$. Regardless of the ideal LAIS scheme (not applicable in practice), GK-AQ provides the best results. Moreover, we see that GK-AQ with $h=3$ is the best performing method in this experiment, since it achieves a lower MAE than PMC, DM-PMC and OC-LAIS for every combination of $L$ and $h$. Table 4.4 shows that AMIS performs worse than GK-AQ for $E=1000$ (fair comparison), but even with much more AMIS evaluations $E \in\{2000,3000\}$ (unfair comparison in favor of AMIS). AMIS needs to reach a big enough value of $E(E=5000)$, to beat GK-AQ in terms of MAE.

Table 4.3: MAE of $Z$ with $E=1000$ (best and worst MAE of each method are boldfaced)

| Methods |  | $\mathrm{h}=1$ | $\mathrm{h}=2$ | h = 3 | $\mathrm{h}=4$ | h = 5 | $\mathrm{h}=6$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GK-AQ |  | 0.4782 | 0.1741 | 0.0780 | 0.1362 | 0.1497 | 0.2322 |
| PMC | $N=10$ | 0.9993 | 0.9526 | 0.8603 | 0.6743 | 0.6024 | 0.6155 |
|  | $N=100$ | 0.9998 | 0.9896 | 0.8853 | 0.6761 | 0.5192 | 0.4544 |
|  | $N=200$ | 1.0002 | 0.9893 | 0.8816 | 0.7099 | 0.6389 | 0.5384 |
|  | $N=500$ | 0.9995 | 0.9916 | 0.9741 | 0.8700 | 0.7421 | 0.6544 |
| DM-PMC | $N=10$ | 0.9991 | 0.9478 | 0.8505 | 0.6009 | 0.5352 | 0.5814 |
|  | $N=100$ | 0.9997 | 0.8719 | 0.4490 | 0.2425 | 0.1901 | 0.2193 |
|  | $N=200$ | 0.9999 | 0.9321 | 0.5708 | 0.3257 | 0.2374 | 0.2524 |
|  | $N=500$ | 1.0000 | 0.9888 | 0.7969 | 0.5009 | 0.3684 | 0.3800 |
| Ideal LAIS | $N=10$ | 0.9992 | 0.8114 | 0.2579 | 0.0863 | 0.0819 | 0.1091 |
|  | $N=100$ | 0.9918 | 0.3638 | 0.0547 | 0.0407 | 0.0598 | 0.1053 |
|  | $N=200$ | 0.9846 | 0.2486 | 0.0352 | 0.0411 | 0.0680 | 0.1093 |
|  | $N=500$ | 0.9687 | 0.1852 | 0.0335 | 0.0473 | 0.0891 | 0.1353 |
| OC-LAIS | $N=10$ | 1.0000 | 1.0000 | 0.9992 | 0.9883 | 0.9468 | 0.9079 |
|  | $N=100$ | 0.9999 | 0.8731 | 0.4434 | 0.2785 | 0.2392 | 0.2870 |
|  | $N=200$ | 0.9982 | 0.7028 | 0.2418 | 0.1243 | 0.1406 | 0.2070 |
|  | $N=500$ | 0.9937 | 0.4949 | 0.1221 | 0.0857 | 0.1195 | 0.1786 |

### 4.8.3. Applications to exoplanet detection

In recent years, the problem of revealing objects orbiting other stars has acquired large attention. Different techniques have been proposed to discover exo-objects but, nowadays, the radial velocity technique is still the most used [25, 5, 1, 73]. The problem consists in fitting a dynamical model to data acquired at different moments spanning during long time periods (up to years). The model is highly non-linear and, for certain sets of parameters, its evaluation is quite costly in terms of computation time. This is due to the fact that its

Table 4.4: MAE of $Z$ of AMIS with $E \in\{1000,2000,3000,5000\}$

| Methods |  | $\mathbf{h}=\mathbf{1}$ | $\mathbf{h}=\mathbf{2}$ | $\mathbf{h}=\mathbf{3}$ | $\mathbf{h}=\mathbf{4}$ | $\mathbf{h}=\mathbf{5}$ | $\mathbf{h}=\mathbf{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GK-AQ $(\mathrm{E}=1000)$ |  | $\mathbf{0 . 4 7 8 2}$ | 0.1741 | $\mathbf{0 . 0 7 8 0}$ | 0.1362 | 0.1497 | 0.2322 |
|  | $M=10$ | 0.9998 | 0.9997 | 0.9997 | 0.9996 | 0.9996 | 0.9995 |
| AMIS | $M=100$ | 1.0000 | 1.0000 | 1.0000 | 0.9999 | 0.9997 | 0.9990 |
| $E=1000$ | $M=200$ | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.9998 | 0.9994 |
|  | $M=500$ | $\mathbf{1 . 0 0 0 0}$ | 1.0000 | 1.0000 | 1.0000 | 0.9998 | $\mathbf{0 . 9 9 8 9}$ |
|  | $M=10$ | 0.9155 | 0.9117 | 0.8981 | 0.8987 | 0.8891 | $\mathbf{0 . 8 8 7 8}$ |
| AMIS | $M=100$ | 0.9998 | 0.9986 | 0.9934 | 0.9784 | 0.9559 | 0.9072 |
| $E=2000$ | $M=200$ | 1.0000 | 1.0000 | 0.9998 | 0.9981 | 0.9888 | 0.9712 |
|  | $M=500$ | $\mathbf{1 . 0 0 0 0}$ | 1.0000 | 1.0000 | 0.9998 | 0.9984 | 0.9953 |
|  | $M=10$ | 0.3293 | 0.3402 | $\mathbf{0 . 3 0 5 1}$ | 0.3381 | 0.3540 | 0.3443 |
| AMIS | $M=100$ | 0.9725 | 0.9040 | 0.7963 | 0.6384 | 0.4964 | 0.3816 |
| $E=3000$ | $M=200$ | 0.9998 | 0.9977 | 0.9884 | 0.9527 | 0.8308 | 0.7119 |
|  | $M=500$ | $\mathbf{1 . 0 0 0 0}$ | 1.0000 | 0.9998 | 0.9988 | 0.9859 | 0.9566 |
|  | $M=10$ | 0.0766 | 0.0768 | $\mathbf{0 . 0 6 9 5}$ | 0.0722 | 0.0699 | 0.0725 |
| AMIS | $M=100$ | 0.1626 | 0.1176 | 0.0957 | 0.0810 | 0.0737 | 0.0656 |
| $E=5000$ | $M=200$ | 0.8771 | 0.6040 | 0.2824 | 0.1473 | 0.1163 | 0.0899 |
|  | $M=500$ | $\mathbf{1 . 0 0 0 0}$ | 0.9982 | 0.9904 | 0.9449 | 0.7944 | 0.4532 |

evaluation involves numerically integrating a differential equation, or using an iterative procedure for solving a non-linear equation (until a certain condition is satisfied). This loop can be very long for some sets of parameters.

## Likelihood function

When analyzing radial velocity data of an exoplanetary system, it is commonly accepted that the wobbling of the star around the center of mass is caused by the sum of the gravitational force of each planet independently and that they do not interact with each other. Each planet follows a Keplerian orbit and the radial velocity of the host star is given by

$$
\begin{equation*}
y_{t}=V_{0}+\sum_{i=1}^{S} K_{i}\left[\cos \left(u_{i, t}+\omega_{i}\right)+e_{i} \cos \left(\omega_{i}\right)\right]+\xi_{t}, \tag{4.39}
\end{equation*}
$$

with $t=1, \ldots, T .{ }^{5}$ The number of objects in the system is $S$. Both $y_{t}, u_{i, t}$ depend on time $t$, and $\xi_{t}$ is a Gaussian noise perturbation with variance $\sigma_{e}^{2}$. We consider the noise variance $\sigma_{e}^{2}$ an unknown parameter as well. The meaning of each parameter in Eq. (4.39) is given in Table 4.5. The likelihood function is jointly defined by (4.39) and some indicator variables described below. The angle $u_{i, t}$ is the true anomaly of the planet $i$ and it can be

[^3]Table 4.5: Description of parameters in Eq. (4.39).

| Parameter | Description | Units |
| :--- | :--- | :--- |
| For each planet |  |  |
| $K_{i}$ | amplitude of the curve | $\mathrm{m} \mathrm{s}^{-1}$ |
| $u_{i, t}$ | true anomaly | rad |
| $\omega_{i}$ | longitude of periastron | rad |
| $e_{i}$ | orbit's eccentricity | $\ldots$ |
| $P_{i}$ | orbital period | s |
| $\tau_{i}$ | time of periastron passage | s |
| Below: not depending on the number of objects/satellite |  |  |
| $V_{0}$ | mean radial velocity |  |

determined from

$$
\frac{d u_{i, t}}{d t}=\frac{2 \pi}{P_{i}} \frac{\left(1+e_{i} \cos u_{i, t}\right)^{2}}{\left(1-e_{i}\right)^{\frac{3}{2}}}
$$

This equation has an analytical solution. As a result, the true anomaly $u_{i, t}$ can be determined from the mean anomaly $M_{i, t}$. However, the analytical solution contains a non-linear term that needs to be determined by iterating. First, we define the mean anomaly $M_{i, t}$ as

$$
M_{i, t}=\frac{2 \pi}{P_{i}}\left(t-\tau_{i}\right),
$$

where $\tau_{i}$ is the time of periastron passage of the planet $i$ and $P_{i}$ is the period of its orbit (see Table 4.5). Then, through the Kepler's equation,

$$
\begin{equation*}
M_{i, t}=E_{i, t}-e_{i} \sin E_{i, t}, \tag{4.40}
\end{equation*}
$$

where $E_{i, t}$ is the eccentric anomaly. Equation (4.40) has no analytic solution and it must be solved by an iterative procedure. A Newton-Raphson method is typically used to find the roots of this equation [58]. For certain sets of parameters, this iterative procedure can be particularly slow and the computation of the likelihood becomes quite costly. We also have

$$
\begin{equation*}
\tan \frac{u_{i, t}}{2}=\sqrt{\frac{1+e_{i}}{1-e_{i}}} \tan \frac{E_{i, t}}{2}, \tag{4.41}
\end{equation*}
$$

Therefore, the variable of interest $\mathbf{x}$ is the vector of dimension $d_{X}=1+5 S$ (where $S$ is the number of planets),

$$
\mathbf{x}=\left[V_{0}, K_{1}, \omega_{1}, e_{1}, P_{1}, \tau_{1}, \ldots, K_{S}, \omega_{S}, e_{S}, P_{S}, \tau_{S}\right],
$$

For a single object (e.g., a planet or a natural satellite), the dimension of $\mathbf{x}$ is $d_{X}=5+1=6$, with two objects the dimension of $\mathbf{x}$ is $d_{X}=11$, etc. All the Eqs. from (4.39) to (4.41) induce a likelihood function $\ell\left(\mathbf{y} \mid \mathbf{x}, \sigma_{e}\right)=\prod_{t=1}^{T} \ell\left(y_{t} \mid \mathbf{x}, \sigma_{e}\right)$, where $\mathbf{y}=\left\{y_{1}, \ldots, y_{T}\right\}$.

## Prior and posterior densities

The prior $g(\mathbf{x})$ is defined as multiplication of indicator variables $V_{0} \in[-20,20], K_{i} \in$ $\left[0, \max y_{i, t}-\min y_{i, t}\right], e_{i} \in[0,1], P_{i} \in[0,365], \omega_{i, t} \in[0,2 \pi], \tau_{i} \in[0,30]$, (i.e., the prior is zero outside these intervals), for all $i=1, \ldots, S$. This means that the prior density is zero when the particles fall out of these intervals. Note that the interval of $\tau_{i}$ is conditioned to the value $P_{i}$. This parameter is the time of periastron passage, i.e. the time passed since the object crossed the closest point in its orbit. It has the same units of $P_{i}$ and can take values from 0 to $P_{i}$. The complete posterior is

$$
p\left(\mathbf{x} \mid \mathbf{y}, \sigma_{e}\right)=\frac{1}{p\left(\mathbf{y} \mid \sigma_{e}\right)} \ell\left(\mathbf{y} \mid \mathbf{x}, \sigma_{e}\right) g(\mathbf{x}) .
$$

We are interested in inferring the parameters $\mathbf{x}$ and, more specifically, computing the marginal likelihood

$$
Z=p\left(\mathbf{y} \mid \sigma_{e}\right)=\int_{\mathcal{X}} \ell\left(\mathbf{y} \mid \mathbf{x}, \sigma_{e}\right) g(\mathbf{x}) d \mathbf{x},
$$

obtained integrating out $\mathbf{x}$, in order to infer the number of planets. The noise variance $\sigma_{e}^{2}$ is also inferred after the sampling, by maximizing $Z=p\left(\mathbf{y} \mid \sigma_{e}\right)$, i.e., $\widehat{\sigma}_{e}^{2}=\arg \max _{\sigma_{e}} p\left(\mathbf{y} \mid \sigma_{e}\right)$.

## Experiments

Given a set of data $\mathbf{y}$ generated according to the model (see the initial parameter values below), our goal is to infer the number $S$ of planets in the system. For this purpose, we have to approximate the model evidence $Z=p\left(\mathbf{y} \mid \sigma_{e}\right)$ of each model. In all experiments, we consider 60 total number of observations. We consider three different experiments: (E1) $S=0$, i.e., no object, (E2) $S=1$ (one object) and (E2) the case of two objects $S=2$. We set $V=2$, in all cases. For the first object in $\mathbf{E 1}$ and $\mathbf{E 2}$, we set $K_{1}=25$, $\omega_{1}=0.61, e_{1}=0.1, P_{1}=15, \tau_{1}=3$. For $\mathbf{E} 2$, we also consider a second object with $K_{2}=5, \omega_{2}=0.17, e_{2}=0.3, P_{2}=115, \tau_{2}=25$ (in that case $S=2$ ). All the data are generated with $\sigma_{e}^{2}=2$. The rest of trajectories are generated according to the transition model (and the corresponding measurements $y_{t}$ according to the observation model).

## Methods

For each experiment, three models (i.e. three different target pdfs) are considered: a model with $S=0$ (Zero-Planets), a model with $S=1$ (One-Planet) and a model with $S=2$ (Two-Planets). The goal is to estimate the marginal likelihood of these models and then correctly detect the number of planets, i.e., $S=0$ for (E1), $S=1$ for (E2) and $S=2$ for (E3). The marginal likelihoods corresponding to the Zero-planets models are available in closed form and need not be estimated (the model is simply Gaussian in that case). For this purpose, we apply NN-AQ (with $M=10^{7}$ ) and and an IS procedure. We allocate a budget of $4 \cdot 10^{6}$ evaluations of the target. In IS, this budget is used to draw $4 \cdot 10^{6}$


Figure 4.6: Plot of marginal likelihood estimates of Model 1 (one-planet) and Model 2 (two-planets) versus $\sigma$ for the three data sets. The straight lines represent the known marginal likelihoods of Model 0 (zero planets) for each data set. (a) data set with zero planets, (b) data set with one planet, (c) data set with two planets.
samples from the priors. While NN-AQ uses first $4 \cdot 10^{6}-5000$ of these samples to look for a good initialization, more specifically, the sample with the highest target evaluation is kept, along with 9 more samples taken at random, to use them as initial nodes. Then, NNAQ is run for 5000 iterations. Both One-Planet and Two-Planets models are estimated for different values of $\sigma_{e}=1,2, \ldots, 15$. Note that we do not need to evaluate the target again when considering different $\sigma_{e}$, i.e., a single target evaluation can be reused for all values of $\sigma_{e}$. The results are shown in Figure 4.6.

## Results

For each experiment (E1)-(E3), Figure 4.6(a)-(c) depicts the estimations of $Z$ of the different models provided by NN-AQ and IS, versus $\sigma_{e}$. The horizontal lines correspond to the known marginal likelihoods of Zero-Planets models. Overall, NN-AQ outperforms IS and predicts correctly the number of planets as well as the true value of $\sigma_{e}$ (indeed, the curves corresponding to NN-AQ reach a maximum at $\sigma_{e}=2$ ). Figure 4.6(a) shows that the estimations provided by NN-AQ and IS correctly rank the Zero-planets model ( $S=0$ ) as the most probable one. Figure 4.6(b) shows both NN-AQ and IS predict correctly the One-Planet model $(S=1)$ to be the correct one. However, for $\sigma_{e}=2$, IS barely differentiates between the Zero-Planet and One-Planets models. Further, for $\sigma_{e}=1$, it wrongly predicts Zero-Planets as the best one. Conversely, NN-AQ is able to predict the correct model for every value of $\sigma_{e}$, and besides, also predicts the true value $\sigma_{e}=2$. In Figure 4.6(c), the difference in performance of NN-AQ and IS is more acute. While NN-AQ is able to correctly predict the Two-Planets model $(S=2)$ as the most probable for all values of $\sigma_{e}$, IS is unable to detect that second planet and, therefore, considers the One-Planet model more probable. As in the previous case, IS fails at detecting any planet for small values of $\sigma_{e}$. Again, NN-AQ predict the correct value of $\sigma_{e}$.

### 4.9. Conclusions

In this work, we have described a general framework for adaptive interpolative quadrature schemes, leveraging an in-depth study of different fields and related techniques in the literature, such as Bayesian quadrature algorithms, scattered data approximations, emulation, experimental design and active learning schemes. The nodes of the quadrature are adaptively chosen by maximizing a suitable acquisition function, which depends on the current interpolant and the positions of the nodes. This maximization does not require extra evaluations of the true posterior. The proposed methods supply also a surrogate model (emulator) which approximates the true posterior density, that can be also employed in further statistical analyses. Two specific schemes, based on Gaussian and NN bases, have been described. In both cases, a non-negative estimation $\widehat{Z}$ of the marginal likelihood $Z$ is ensured.
In the proposed framework, we also relax the assumptions regarding the kernel-basis functions with respect to other approaches in the literature, e.g., the bases could be nonsymmetric. For instance, the NN bases are non-symmetric functions and their use has different important benefits: (a) they ensure obtaining non-negative interpolation coefficients and estimators $\widehat{Z}$, (b) the linear system is directly solved without the need of inverting any matrix (the interpolation matrix is always diagonal), and (c) the bandwidth of the bases are automatically selected. Our scheme also allows selecting different kernel functions for each node point. Therefore, the quadrature rules in Bayesian quadrature are a special case of our proposed scheme. Indeed, Bayesian quadrature considers a single symmetric and semi positive definite kernel function. An importance sampling interpretation has been also provided. It is important to remark that the true posterior is only evaluated at the nodes selected sequentially by the algorithm, and the rest of other computations does not query the true model. The convergence of the proposed quadrature rules has been discussed, jointly with other theoretical results. The new algorithms are powerful techniques as also shown by several numerical experiments.

### 4.10. Appendix

### 4.10.1. Procedure for tuning the Gaussian kernel bandwidth

In this Appendix, we propose a procedure for fitting the bandwidth parameter $h$ of the Gaussian kernel (GK),

$$
\begin{equation*}
k_{G}\left(\mathbf{x}, \mathbf{x}_{i}\right)=\frac{1}{(2 \pi)^{\frac{d_{x}}{2}} h^{d_{x}}} \exp \left(-\frac{1}{2 h^{2}}\left(\mathbf{x}-\mathbf{x}_{i}\right)^{\top}\left(\mathbf{x}-\mathbf{x}_{i}\right)\right), \tag{4.42}
\end{equation*}
$$

when building the GK based interpolant of Sect. 4.3 for a given number of nodes. Assume we have run the GK-AQ algorithm (with some fixed $h_{0}$ ), so we have a total of $N_{T}$ nodes. Now, for any $h$, we may solve the linear system (Eq. (4.5)), obtain the coefficients $\left\{\beta_{i}\right\}_{i=1}^{N_{T}}$


Figure 4.7: (a) GK based interpolant with $N_{T}=70$ nodes and $h=2.7$, fitted by maximizing the marginal likelihood. (b) Plot of $\widehat{Z}$ as function of $h$. The value of $h$ at which $\widehat{Z}$ attains the local maximum is used to build the interpolant in our procedure. (d) GK based interpolant with $N_{T}=70$ nodes and $h=0.51$ fitted with the heuristic.
and calculate

$$
\begin{equation*}
\widehat{Z}=\sum_{i=1}^{N_{T}} \beta_{i} . \tag{4.43}
\end{equation*}
$$

Note that, although not explicit, the $\beta_{i}$ 's, and hence $\widehat{Z}$, depend on $h$. The proposed procedure consists of taking $h$ as the value where $\widehat{Z}$ attains its first local maximum. Starting from a small value $h$ close to zero and increasing it, the estimation $\widehat{Z}$ is growing reaching a maximum. Then, $h$ is starting to become "too big", producing too much overlapping among the kernel areas. The values of the elements out the diagonal of $\mathbf{K}$ grow, and some of the coefficients $\beta_{i}$ are negative, and the estimation $\widehat{Z}$ decreases. As $h$ becomes greater and greater, the matrix $\mathbf{K}$ tends to become ill-conditioned, and the absolute values of $\beta_{i}$ 's grows. Figure 4.7 compares the GK based interpolant of the target from Sect 4.8.1 with two different choices of $h$ and $N_{T}=70$ nodes. Figure 4.7(a) plots the interpolant taking $h$ as the value which minimizes the marginal likelihood (see Sect. 4.3.2). Note that this value of $h$ is too big given the dispersion of the nodes. While Figure 4.7(c) plots the interpolant taking $h$ as the value where the curve of $\widehat{Z}$ (Figure 4.7(b)) attains its local maximum. This choice of $h$ seems to fit better the existing nodes. Note also that, for some values of $h, \widehat{Z}$ may be negative.

### 4.10.2. Probabilistic interpretation of $J$

Let us consider $J=\int_{X} f(\mathbf{x}) \pi(\mathbf{x}) d \mathbf{x}$, which is the numerator of (4.1), our integral of interest $I$. In section 4.3.1, we have seen that, when $k\left(\mathbf{x}, \mathbf{x}_{i}\right)=k\left(\mathbf{x}_{i}, \mathbf{x}\right)$ (i.e., a symmetric basis function), the interpolant $\widehat{\pi}(\mathbf{x})=\sum_{i=1}^{N} \beta_{i} k\left(\mathbf{x}, \mathbf{x}_{i}\right)$ has the probabilistic interpretation of being the mean of the posterior distribution of (the "unknown") $\pi(\mathbf{x})$ after observing $\mathbf{d}=\left[\pi\left(\mathbf{x}_{1}\right), \ldots, \pi\left(\mathbf{x}_{N}\right)\right]^{\top}$, i.e., $\mathbb{E}[\pi(\mathbf{x}) \mid \mathbf{d}]=\widehat{\pi}(\mathbf{x})$. The distribution on $\pi(\mathbf{x})$ induces a posterior distribution on $J$, which is a Gaussian with mean

$$
\begin{equation*}
\mathbb{E}[J \mid \mathbf{d}]=\widetilde{J}=\int_{X} f(\mathbf{x}) \widehat{\pi}(\mathbf{x}) d \mathbf{x}, \tag{4.44}
\end{equation*}
$$

and variance given by

$$
\begin{equation*}
\operatorname{var}[J \mid \mathbf{d}]=\iint k\left(\mathbf{x}, \mathbf{x}^{\prime}\right) f(\mathbf{x}) f\left(\mathbf{x}^{\prime}\right) d \mathbf{x} d \mathbf{x}^{\prime}-\zeta^{\top} \mathbf{K}^{-1} \zeta \tag{4.45}
\end{equation*}
$$

where $\zeta=\left[J_{1}, \ldots, J_{N}\right]$ and $J_{i}=\int_{\mathcal{X}} f(\mathbf{x}) k\left(\mathbf{x}, \mathbf{x}_{i}\right) d \mathbf{x}$. This interpretation corresponds to the so-called Bayesian quadrature, which uses Eq. (4.44) as approximation of $J$. Note that Eq. (4.44) is the quadrature obtained by substituting the true $\pi(\mathbf{x})$ with its interpolant $\widehat{\pi}(\mathbf{x})$, which coincides with the numerator of $\widehat{I}$ in Eq. (4.7).

### 4.10.3. Recursive inversion of a bordered matrix

The most costly step when calculating $\beta$ in (4.5) consists in inverting the $N \times N$ matrix $(\mathbf{K})_{i, j}=k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)(i, j \in\{1, \ldots, N\})$. Moreover, every time a new node is added, the $\beta_{i}$ must be recomputed, so the step of computing the inverse has to be done again. This time the matrix is bigger due to adding a new node, that is, it has an additional row and column. We show that knowing $\mathbf{K}^{-1}$ help us to compute the inverse of augmented matrices (called "bordered matrix", i.e., adding a "border" of new row and column to an existing matrix). Let us denote with $\mathbf{K}_{N}$ the matrix built using $N$ nodes, and let $\mathbf{K}_{N+1}$ be the matrix with $N+1$ nodes. Of course we have

$$
\mathbf{K}_{N+1}=\left(\begin{array}{cc}
\mathbf{K}_{N} & \mathbf{k}_{N}  \tag{4.46}\\
\mathbf{k}_{N}^{T} & k
\end{array}\right)
$$

where $\mathbf{k}_{N}=\left(k\left(\mathbf{x}_{1}, \mathbf{x}_{N+1}\right), k\left(\mathbf{x}_{2}, \mathbf{x}_{N+1}\right), \ldots, k\left(\mathbf{x}_{N}, \mathbf{x}_{N+1}\right)\right)^{T}$ and $k=k\left(\mathbf{x}_{N+1}, \mathbf{x}_{N+1}\right)$. The $(N+$ 1) $\times(N+1)$ inverse of $\mathbf{K}_{N+1}$ can be expressed in terms of $\mathbf{K}_{N}^{-1}$ as follows

$$
\mathbf{K}_{N+1}^{-1}=\left(\begin{array}{cc}
\mathbf{A} & \mathbf{b}  \tag{4.47}\\
\mathbf{c} & s
\end{array}\right),
$$

where

$$
\begin{aligned}
\mathbf{A} & =\mathbf{K}_{N}^{-1}+\mathbf{K}_{N}^{-1} \mathbf{k}_{N}\left(k-\mathbf{k}_{N}^{T} \mathbf{K}_{N}^{-1} \mathbf{k}_{N}\right)^{-1} \mathbf{k}_{N}^{T} \mathbf{K}_{N}^{-1} \in \mathbb{R}^{N \times N}, \\
\mathbf{b} & =-\mathbf{K}_{N}^{-1} \mathbf{k}_{N}\left(k-\mathbf{k}_{N}^{T} \mathbf{K}_{N}^{-1} \mathbf{k}_{N}\right)^{-1} \in \mathbb{R}^{N \times 1}, \\
\mathbf{c} & =-\left(k-\mathbf{k}_{N}^{T} \mathbf{K}_{N}^{-1} \mathbf{k}_{N}\right)^{-1} \mathbf{k}_{N}^{T} \mathbf{K}_{N}^{-1} \in \mathbb{R}^{1 \times N}, \\
s & =\left(k-\mathbf{k}_{N}^{T} \mathbf{K}_{N}^{-1} \mathbf{k}_{N}\right)^{-1} \in \mathbb{R} .
\end{aligned}
$$

Note that computing $s=\left(k-\mathbf{k}_{N}^{T} \mathbf{K}_{N}^{-1} \mathbf{k}_{N}\right)^{-1}$ is not costly since it is an scalar value.

### 4.10.4. Proofs

## Proof to theorem 1

We have that

$$
\begin{aligned}
\mid J-\widehat{J \mid} & =\left|\int_{X} f(\mathbf{x}) \pi(\mathbf{x}) d \mathbf{x}-\int_{X} f(\mathbf{x}) \widehat{\pi}(\mathbf{x}) d \mathbf{x}\right| \\
& =\left|\int_{X} f(\mathbf{x})(\pi(\mathbf{x})-\widehat{\pi}(\mathbf{x})) d \mathbf{x}\right| .
\end{aligned}
$$

It is easy to see that, for any $g(\mathbf{x})$ we have $-|g(\mathbf{x})| \leq g(\mathbf{x}) \leq|g(\mathbf{x})|$ for all $\mathbf{x}$, and that $-\int|g(\mathbf{x})| d \mathbf{x} \leq \int g(\mathbf{x}) d \mathbf{x} \leq \int|g(\mathbf{x})| d \mathbf{x}$, so we have $\left|\int g(\mathbf{x}) d \mathbf{x}\right| \leq \int|g(\mathbf{x})| d \mathbf{x}$. Using this result we can state the first inequality

$$
\begin{aligned}
\mid J-\widehat{J \mid} & =\left|\int_{X} f(\mathbf{x})(\pi(\mathbf{x})-\widehat{\pi}(\mathbf{x})) d \mathbf{x}\right| \\
& \leq \int_{X}|f(\mathbf{x})||\pi(\mathbf{x})-\widehat{\pi}(\mathbf{x})| d \mathbf{x} \\
& =\|f(\pi-\widehat{\pi})\|_{1} .
\end{aligned}
$$

The second inequality of the theorem follows from Holder's inequality

$$
\|f(\pi-\widehat{\pi})\|_{1} \leq\|f\|_{2}\|\pi-\widehat{\pi}\|_{2} .
$$

Finally, the last inequality of the theorem is obtained after manipulating the $\|f\|_{2}$ and $\|\pi-\vec{\pi}\|_{2}$,

$$
\begin{aligned}
\|f\|_{2}\|\pi-\widehat{\pi}\|_{2} & =\left(\int_{X}|f(\mathbf{x})|^{2} d \mathbf{x}\right)^{\frac{1}{2}}\left(\int_{X}|\pi(\mathbf{x})-\widehat{\pi}(\mathbf{x})|^{2} d \mathbf{x}\right)^{\frac{1}{2}} \\
& \leq\left(|X| \max |f(\mathbf{x})|^{2}\right)^{\frac{1}{2}}\left(|X| \max |\pi(\mathbf{x})-\widehat{\pi}(\mathbf{x})|^{2}\right)^{\frac{1}{2}} \\
& =|X| \max |f(\mathbf{x})| \max |\pi(\mathbf{x})-\widehat{\pi}(\mathbf{x})| \\
& =|X|\|f\|_{\infty}\|\pi-\widehat{\pi}\|_{\infty} .
\end{aligned}
$$

## Proof to theorem 2

We provide the main concepts and elements of the proof. For more details, see [70, 7]. Let $J=\int_{X} f(\mathbf{x}) \pi(\mathbf{x}) d \mathbf{x}$ and $\widetilde{J}=\sum_{i=1}^{N} v_{i} \pi\left(\mathbf{x}_{i}\right)$ be the integral of interest and the quadrature using points $\left\{\mathbf{x}_{i}\right\}_{i=1}^{N}$, respectively. Recall that we also denote $\boldsymbol{v}=\left[v_{1}, \ldots, v_{N}\right]^{\top}$.
Consider that $\pi$ is a function belonging to the reproducing kernel Hilbert space of functions $\mathcal{H}$ originated from the symmetric and positive definite kernel function $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$. Hence, $J$ and $\widetilde{J}$ are functionals over that RKHS

$$
\begin{aligned}
& J[\pi]=\int_{X} f(\mathbf{x}) \pi(\mathbf{x}) d \mathbf{x}, \\
& \widetilde{J}[\pi]=\sum_{i=1}^{N} v_{i} \pi\left(\mathbf{x}_{i}\right), \quad \pi \in \mathcal{H} .
\end{aligned}
$$

where we write explicitly $J[\cdot]$ is the functional that integrates w.r.t. $f(\mathbf{x})$, while $\widetilde{J}[\cdot]$ is the functional that integrates w.r.t. the weighted sum $\sum_{i=1}^{N} v_{i} \delta_{\mathbf{x}_{i}}$, where $\delta_{\mathbf{x}_{i}}$ denotes the point evaluation in $\mathbf{x}_{i}$. The integration error associated with $\widetilde{J}$ is characterized by the norm, in the dual space $\mathcal{H}^{*}$, of the error functional

$$
\begin{equation*}
\|J-\widetilde{J}\|_{\mathcal{H}^{*}}=\sup _{\|\pi\|_{\mathcal{H}} \leq 1}|\widetilde{J}[\pi]-J[\pi]|, \tag{4.48}
\end{equation*}
$$

where $\|\cdot\|_{\mathcal{H}}$ and $\|\cdot\|_{\mathcal{H}^{*}}$ denote the norm in $\mathcal{H}$ and $\mathcal{H}^{*}$ respectively. Eq. (4.48) is also called worst-case error (WCE). Define the functions

$$
\begin{equation*}
k_{f}(\mathbf{x})=\int_{X} f\left(\mathbf{x}^{\prime}\right) k\left(\mathbf{x}, \mathbf{x}^{\prime}\right) d \mathbf{x}^{\prime}, \tag{4.49}
\end{equation*}
$$

and

$$
\begin{equation*}
k_{\tilde{f}}(\mathbf{x})=\sum_{i=1}^{N} v_{i} k\left(\mathbf{x}, \mathbf{x}_{i}\right), \tag{4.50}
\end{equation*}
$$

where $k_{f}, k_{\widetilde{f}} \in \mathcal{H}$. These functions exist as consequence of $\int_{X} k(\mathbf{x}, \mathbf{x}) f(\mathbf{x}) d \mathbf{x}<\infty$. It can be shown that $\|J-\widehat{J}\|_{\mathcal{H}^{*}}=\left\|k_{f}-k_{f}\right\|_{\mathcal{H}^{\prime}}$, and

$$
\begin{equation*}
\|J-\overparen{J}\|_{\mathcal{H}^{*}}^{2}=\boldsymbol{\nu}^{\top} \mathbf{K} \boldsymbol{v}-2 \boldsymbol{\nu}^{\top} \zeta+\int_{X} \int_{X} f(\mathbf{x}) f\left(\mathbf{x}^{\prime}\right) k\left(\mathbf{x}, \mathbf{x}^{\prime}\right) d \mathbf{x} d \mathbf{x}^{\prime}, \tag{4.51}
\end{equation*}
$$

for a vector of weights $\boldsymbol{v} \in \mathbb{R}^{N}$, the matrix $(\mathbf{K})_{1 \leq i, j \leq N}=k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$, and the vector of integrals $\zeta=\left[k_{f}\left(\mathbf{x}_{1}\right), \ldots, k_{f}\left(\mathbf{x}_{N}\right)\right]^{\top}$. Conditional on the fixed states $\left\{\mathbf{x}_{i}\right\}_{i=1}^{N}$, the weights $v$ that minimizes the above expression are given by $\boldsymbol{v}=\mathbf{K}^{-1} \zeta$. These are the weights that arises if we build the interpolant $\widehat{\pi}$ of $\pi$ at points $\left\{\mathbf{x}_{i}\right\}_{i=1}^{N}$, using $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ as the basis function, and substitute it in $J$ to obtain the quadrature.

## Proof to theorem 6

Let $J$ be the integral of interest, and let $\widetilde{J}=\sum_{i=1}^{N} \beta_{i} J_{i}$ and $\widehat{J}=\sum_{i=1}^{N} \beta_{i} \widehat{J_{i}}$ be the approximations using, respectively, the exact $J_{i}$ and the noisy estimation $\widehat{J_{i}}$. Recall that the coefficients $\beta_{i}$ are written in matrix form as $\boldsymbol{\beta}=\mathbf{K}^{-1} \mathbf{d}$ where $\mathbf{K}$ is the interpolation matrix and $\mathbf{d}$ is the vector of evaluations of $\pi$. Let us denote $\zeta=\left[J_{1}, \ldots, J_{N}\right]^{\top}$ and $\widehat{\zeta}=\left[\widehat{J_{1}}, \ldots, \widehat{J_{N}}\right]^{\top}$. Denoting the dot product in $\mathbb{R}^{N}$ as $\langle\cdot, \cdot\rangle$, we can express $\widetilde{J}=\langle\zeta, \boldsymbol{\beta}\rangle$ and $\widehat{J}=\langle\widehat{\zeta}, \beta\rangle$. Thus

$$
\begin{aligned}
\mid J-\widehat{J \mid} & =|J-\langle\widehat{\zeta}, \beta\rangle| \\
& =|J-\langle\zeta-\zeta+\widehat{\zeta}, \boldsymbol{\beta}\rangle| \\
& =|J-\langle\zeta, \beta\rangle+\langle\zeta, \beta\rangle-\widehat{\zeta \zeta}, \boldsymbol{\beta}\rangle \mid \\
& \leq|J-\widetilde{J}|+|\langle\zeta-\widehat{\zeta}, \beta\rangle| \\
& =|J-\widetilde{J}|+\left|\left\langle\mathbf{K}^{-1}(\zeta-\widehat{\zeta}), \boldsymbol{d}\right\rangle\right| \\
& \leq\|f(\pi-\widehat{\pi})\|_{1}+\left\|\mathbf{K}^{-1}(\zeta-\widetilde{\zeta})\right\|_{2}\|\mathbf{d}\|_{2} \\
& \leq|X|\|f\|_{\infty}\|\pi-\widehat{\pi}\|_{\infty}+\left\|\mathbf{K}^{-1}\right\|_{2}\|\zeta-\widehat{\zeta}\|_{2}\|\mathbf{d}\|_{2}
\end{aligned}
$$

where the norm $\left\|\mathbf{K}^{-1}\right\|_{2}$ represents the largest singular value of $\mathbf{K}^{-1}$. The bounds $\|\pi-\widetilde{\pi}\|_{\infty}=$ $\lambda(r)$ and $\left\|\mathbf{K}^{-1}\right\|_{2}=O(v(s, h))$ for different RBF can be found respectively in Chapters 11.3 and 12.2 of [76]. For further details, see Proposition 1 in [70].

## Proof to theorem 8

Let us consider the target $\pi(\mathbf{x})$ and the interpolant $\widehat{\pi}(\mathbf{x})$ based on NN constant kernels. Note that for all $\mathbf{x} \in \mathcal{X}$ we have $\widehat{\pi}(\mathbf{x})=\pi\left(\mathbf{x}^{*}\right)$, where $\mathbf{x}^{*}=\arg \min _{i}\left\|\mathbf{x}-\mathbf{x}_{i}\right\|$, i.e., the node that is closest to $\mathbf{x}$. Lipschitz continuity implies that $|\pi(\mathbf{z})-\pi(\mathbf{x})| \leq L_{0}\|\mathbf{z}-\mathbf{x}\|$ for all $\mathbf{z}, \mathbf{x} \in \mathcal{X}$. Hence,

$$
\begin{aligned}
\|\pi-\widehat{\pi}\|_{\infty} & =\max _{\mathbf{x} \in X}|\pi(\mathbf{x})-\widehat{\pi}(\mathbf{x})| \\
& =\max _{\mathbf{x} \in X}\left|\pi(\mathbf{x})-\pi\left(\mathbf{x}^{*}\right)\right| \\
& \leq L_{0} \max _{\mathbf{x} \in X}\left\|\mathbf{x}-\mathbf{x}^{*}\right\| \\
& =L_{0} \max _{\mathbf{x} \in X} \min _{i}\left\|\mathbf{x}-\mathbf{x}_{i}\right\| \\
& =L_{0} r,
\end{aligned}
$$

where we used the definition of fill distance $r$, i.e.,

$$
r=\max _{\mathbf{x} \in \mathcal{X}} \min _{i}\left\|\mathbf{x}-\mathbf{x}_{i}\right\| .
$$

For further details, see [11, 60].
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#### Abstract

Understanding systems by forward and inverse modeling is a recurrent topic of research in many domains of science and engineering. In this context, Monte Carlo methods have been widely used as powerful tools for numerical inference and optimization. They require the choice of a suitable proposal density that is crucial for their performance. For this reason, several adaptive importance sampling (AIS) schemes have been proposed in the literature. We here present an AIS framework called Regression-based Adaptive Deep Importance Sampling (RADIS). In RADIS, the key idea is the adaptive construction via regression of a non-parametric proposal density (i.e., an emulator), which mimics the posterior distribution and hence minimizes the mismatch between proposal and target densities. RADIS is based on a deep architecture of two (or more) nested IS schemes, in order to draw samples from the constructed emulator. The algorithm is highly efficient since employs the posterior approximation as proposal density, which can be improved adding more support points. As a consequence, RADIS asymptotically converges to an exact sampler under mild conditions. Additionally, the emulator produced by RADIS can be in turn used as a cheap surrogate model for further studies. We introduce two specific RADIS implementations that use Gaussian Processes (GPs) and Nearest Neighbors (NN) for constructing the emulator. Several numerical experiments and comparisons show the benefits of the proposed schemes. A real-world application in remote sensing model inversion and emulation confirms the validity of the approach.
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### 5.1. Introduction

Modeling and understanding systems is of paramount relevance in many domains of science and engineering. The problems involve both forward and inverse modeling, and very often one resorts to domain knowledge (either in the form of mechanistic models, hypotheses, constraints or just data) and observational data to learn parametrizations and
do inferences. Among the many approaches possible, Bayesian methods have become very popular during the last decades. Bayesian inference is very active in the communities of machine learning, statistics and signal processing [59, 49, 71]. With them, there has been a surge of interest in the Monte Carlo (MC) techniques that are often necessary for the implementation of the Bayesian analysis. Several families of MC schemes have been proposed that excel in numerous applications, including the popular Markov Chain Monte Carlo (MCMC) algorithms, particle filtering techniques and adaptive importance sampling (AIS) methods [71, 4].

Adaptive Importance Sampling (AIS). The performance of the MC algorithms depends strongly on the proper choice of a proposal probability density function (pdf). In adaptive schemes, the proposal pdf is updated considering the previous generated samples. In recent years, a plethora of AIS algorithms have been proposed in the literature [4]. In most of these algorithms, the complete proposal can be expressed as a finite parametric mixture of densities [10, 9, 20, 18, 47]. Unlike these schemes, we consider a non-parametric proposal based on an interpolating construction.

Emulators in Bayesian Inference. Furthermore, many Bayesian inference problems involve the evaluation of computationally intensive models, due to the use of particularly complex systems, consisting of many coupled ordinary or partial differential equations in high-dimensional spaces, or a large amount of available data. To overcome this issue, a successful approach consists in replacing the true model by a surrogate model (a.k.a. an emulator) $[61,5,74,70,78]$.

The resulting emulator can be employed in different ways inside a Bayesian analysis. A first possibility is to apply MC sampling methods considering the surrogate model as an approximate posterior pdf within the MC schemes [11, 82, 13][38, Chapter 9.4.3] or within different quadrature rules [34, 67, 40], instead of the evaluation of a costly true posterior. For instance, this is also the case of the strategy known as calibrate, emulate, sample, currently in vogue [12]. In order to improve the efficiency of MC algorithms, a second option is to use the emulator as a proposal density within an MC technique. Here, we focus on the last approach.
Contribution. In this work, we design a deep AIS framework where a non-parametric interpolating proposal density is adapted online. The new approach is called Regressionbased Adaptive Deep Importance Sampling (RADIS). In RADIS, the key idea is the adaptive construction of a non-parametric proposal pdf (i.e., an emulator), which mimics the posterior distribution in order to minimize the mismatch between proposal and target pdfs. Differently from other adaptive schemes, the adaptation in RADIS not only uses the information of the previous samples, but also all the evaluations of the posterior for directly constructing the emulator. Thus, unlike in a parametric approach, in our setting this discrepancy can be arbitrarily decreased to zero by adding more nodes. Hence, RADIS is asymptotically an exact sampler. The proposed methodology is based on a deep architecture: two nested IS schemes are employed, with an inner and an outer IS layers. The inner IS stage is used to generate samples from the emulator. The outer IS layer provides
the final posterior approximation by a cloud of weighted samples. Thus, RADIS finally provides two approximations of the posterior, one in form of a weighted particle measure, and also the emulator adapted online. ${ }^{6}$ Parsimonious constructions of the emulator have been also discussed.

We discuss two specific implementation of RADIS. These specific implementations differ on the choice of the emulator construction. In the first one, a Gaussian Process (GP) model is applied to the log-posterior function obtaining the novel scheme denoted as GPAIS. In the second one, a piece-wise constant approximation based on Nearest Neighbors (NNs) is applied, providing the novel algorithm denoted as NN-AIS. In both cases, the resulting proposal pdf can be seen as an incremental mixture of densities. A deep structure with more than two layers is described, where a chain of emulators is adapted and then employed as proposal pdfs within different nested IS stages. Robust and sequential implementations are also discussed. Several numerical comparisons show the advantages of RADIS with respect to benchmark algorithms. A real-word application illustrates the capabilities for sequential parameter retrieval and emulation of a well-known radiative transfer model (RTM) used in remote sensing. In the next section, a brief overview of the related approaches is provided.

### 5.2. Other related works

The non-parametric interpolating construction of the proposal and related strategies are appealing from different points of views. This is proved by attention devoted by the previous attempts in the literature shown above, and by other related approaches that we describe next.
Interpolating proposal. The idea of using interpolating densities is particularly attractive since we can arbitrarily decrease the mismatch between proposal and posterior by adding more support points. For this reason, the resulting algorithms provide very good performance [26, 55, 53, 54, 44]. The first use of an interpolating procedure for building a proposal density can be ascribed to the rejection sampling and adaptive rejection sampling schemes [27, 32, 29]. The well-know Zigurrat algorithm and table methods are other examples of fast rejection samplers employing interpolating proposals [42,50]. They are state-of-the-art methods as random sample generators of specific univariate distributions in terms of speed of generation. In some rejection samplers and MCMC algorithms, the proposal is formed by polynomial pieces (constant, linear, etc.) [26, 55, 53, 54], [50, Chapters 4 and 7]. The use of interpolating proposal pdfs within an IS scheme is also considered in [22]. The conditions needed for applying an emulator as a proposal density are discussed in [44]. More specifically, we need to be able to: (a) update the construction of the emulator, (b) evaluate the emulator, (c) normalize the function defined by the emulator, and (d) draw samples from the emulator. It is not straightforward to find an interpolating (or regression) construction which satisfies all those conditions jointly, and

[^4]especially for an arbitrary dimensionality of the problem. This is the reason why the previous attempts of using an interpolating proposal pdfs are restricted to the univariate case. Our deep architecture solves these issues.
Partitioning and stratification. Note also that the use of a proposal pdf formed by components restricted to disjoint regions of the domain (like in the piecewise constant proposal based on NN) is related to the stratification idea. Indeed, different schemes based on partitioning and/or stratification divide the entire domain in disjoint sub-regions and consider different partial proposals in each of them [71, Chapter 4.6.3], [36, 24, 65, 41]. The complete proposal pdf is then a mixture of the partial proposals. Moreover, this process can be iterated so that the partition is refined over the iterations increasing the number of partial proposals. In this case, the complete proposal is an incremental mixture as RADIS (see also below) [36, 41]. Recent works propose using trees in order to partition the space and subsequently build the proposal [22,23]. In the context of MCMC, [31] builds an approximation of the target using Polya trees.
Incremental mixtures. The use of non-parametric but non-interpolating proposals have been suggested in other works. A non-parametric IS approach is considered in [83], where the proposal is built by a kernel density estimation. In [76], a proposal pdf defined as a mixture with increasing number of components is also suggested. When a weighting strategy based on the so-called temporal deterministic mixture is applied [48, 21], incremental mixture proposals appear also in other IS schemes ( e.g., [48, 14]).
Other approaches. Surrogate GP models has been also employed within IS schemes in the context of rare event estimation [2, 17]. Finally, other IS schemes can be encompassed in a similar "deep" approach [57, 19]. In the first one, MCMC steps are used to jump from different tempered versions of the posterior, and a global IS weighting as product of intermediate weights [57]. In the second scheme a two-stages weighting procedure is used, where the first layer considers a Gauss-Hermite quadrature and the second layer is a standard IS method [19].

### 5.3. Preliminaries and motivation

### 5.3.1. Problem statement

Bayesian inference. In many real world applications, the goal is to infer a variable of interest given a set of data [60]. Let us denote the parameter of interest (static or dynamic) by $\mathbf{x} \in X \subseteq \mathbb{R}^{d_{x}}$, and let $\mathbf{y} \in \mathbb{R}^{d_{y}}$ be the observed data. In a Bayesian analysis, all the statistical information is contained in the posterior distribution, which is given by

$$
\begin{equation*}
\bar{\pi}(\mathbf{x})=p(\mathbf{x} \mid \mathbf{y})=\frac{\ell(\mathbf{y} \mid \mathbf{x}) g(\mathbf{x})}{Z(\mathbf{y})} \tag{5.1}
\end{equation*}
$$

where $\ell(\mathbf{y} \mid \mathbf{x})$ is the likelihood function, $g(\mathbf{x})$ is the prior pdf, and $Z(\mathbf{y})$ is the Bayesian model evidence (a.k.a. marginal likelihood). The marginal likelihood $Z(\mathbf{y})$ is important for model selection purposes [39,52]. Generally, $Z(\mathbf{y})$ is unknown, so we are able to
evaluate the unnormalized target function, $\pi(\mathbf{x})=\ell(\mathbf{y} \mid \mathbf{x}) g(\mathbf{x})$. The analytical computation of the posterior density $\bar{\pi}(\mathbf{x}) \propto \pi(\mathbf{x})$ is often unfeasible, hence numerical approximations are needed. Our goal is to approximate integrals of the form

$$
\begin{equation*}
I=\int_{X} f(\mathbf{x}) \bar{\pi}(\mathbf{x}) d \mathbf{x}=\frac{1}{Z} \int_{X} f(\mathbf{x}) \pi(\mathbf{x}) d \mathbf{x}, \tag{5.2}
\end{equation*}
$$

where $f(\mathbf{x})$ is some integrable function, and

$$
\begin{equation*}
Z=\int_{X} \pi(\mathbf{x}) d \mathbf{x} . \tag{5.3}
\end{equation*}
$$

In the literature, random sampling or deterministic quadratures are often used $[71,50,58]$. In this work, we focus on the so-called IS approach.
Emulation. There exist many situations where the evaluation of $\pi$ is expensive (e.g., as in big data framework or when the observation model is costly). Hence, we are also interested in obtaining an emulator of $\pi(\mathbf{x})$ (or just a part of the posterior), denoted $\widehat{\pi}_{t}(\mathbf{x})$, such that (i) $\widehat{\pi}_{t}(\mathbf{x})$ is cheap to evaluate, and (ii) $\widehat{\pi}_{t}(\mathbf{x}) \rightarrow \pi(\mathbf{x})$ (in some sense, e.g., $L_{2}$ norm) as $t \rightarrow \infty$.

### 5.3.2. Importance sampling (IS) and aim of the work

Let us consider a normalized proposal density $\bar{q}(\mathbf{x}) .{ }^{7}$ The importance sampling (IS) method consists of drawing $N$ independent samples, $\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}$, from $\bar{q}(\mathbf{x})$ (also called particles), and then assign to each sample the following unnormalized weights

$$
\begin{equation*}
w_{n}=w\left(\mathbf{x}_{n}\right)=\frac{\pi\left(\mathbf{x}_{n}\right)}{\bar{q}\left(\mathbf{x}_{n}\right)}, \quad n=1, \ldots, N . \tag{5.4}
\end{equation*}
$$

An unbiased estimator of the marginal likelihood $Z$ is given by the arithmetic mean of these unnormalized weights [37, 71], i.e.,

$$
\widehat{Z}=\frac{1}{N} \sum_{n=1}^{N} w_{n}
$$

Defining also the normalized weights $\bar{w}_{n}=\frac{w_{n}}{\sum_{i=1}^{N} w_{i}}$, with $n=1, \ldots, N$, the self-normalized IS estimator of $I$ in Eq. (5.2) is given by

$$
\widehat{I}=\sum_{n=1}^{N} \bar{w}_{n} f\left(\mathbf{x}_{n}\right) .
$$

More generally, regardless of the specific function $f(\mathbf{x})$, we obtain a particle approximation of $\bar{\pi}$, i.e., $\widetilde{\pi}(\mathbf{x})=\sum_{n=1}^{N} \bar{w}_{n} \delta\left(\mathbf{x}-\mathbf{x}_{n}\right)$, where $\delta(\mathbf{x})$ is a delta function. It is important to remark that with this particle approximation, we can approximate several quantities related to the posterior $\bar{\pi}(\mathbf{x})$, such as any moments and/or credible intervals (not just a specific integral). The quality of this particle approximation is related to the discrepancy

[^5]between the proposal $\bar{q}(\mathbf{x})$ and the posterior $\bar{\pi}(\mathbf{x})$. Indeed, in an ideal MC scenario, we can draw from the posterior, i.e., $\bar{q}(\mathbf{x})=\bar{\pi}(\mathbf{x})$, so that $\bar{w}_{n}=\frac{1}{N}$, which corresponds with the maximum effective sample size (ESS) [37, 46]. With a generic proposal $\bar{q}(\mathbf{x}) \propto \bar{q}(\mathbf{x})$, we can obtain a very small ESS and a bad particle approximation $\tilde{\pi}(\mathbf{x})$ (i.e., poor performance of the algorithm).

Remark 1. The variance of the marginal likelihood estimator $\widehat{Z}=\frac{1}{N} \sum_{n=1}^{N} w\left(\boldsymbol{x}_{n}\right)$ is given by

$$
\begin{equation*}
\operatorname{var}[\widehat{Z}]=\frac{1}{N} \operatorname{var}[w(\boldsymbol{x})], \tag{5.5}
\end{equation*}
$$

where $w(\boldsymbol{x})=\frac{\pi(\mathbf{x})}{\bar{q}(\mathbf{x})}$ and $\boldsymbol{x} \sim \bar{q}(\boldsymbol{x})$. Since $\widehat{Z}$ is also unbiased, then we also have

$$
\begin{equation*}
\mathbb{E}\left[|Z-\widehat{Z}|^{2}\right]=\frac{1}{N} \operatorname{var}[w(\boldsymbol{x})] . \tag{5.6}
\end{equation*}
$$

For more details, see [71].
Remark 2. The variance of the $I S$ weight function $w(\boldsymbol{x})$ is proportional to the Pearson divergence between $\bar{q}(\boldsymbol{x})$ and $\bar{\pi}(\boldsymbol{x})$, denoted as $\chi^{2}(\bar{\pi} \| \bar{q})$ (also called $\chi^{2}$ distance), i.e.,

$$
\begin{equation*}
\operatorname{var}[w(\boldsymbol{x})] \propto \chi^{2}(\bar{\pi} \| \bar{q})=\int_{X} \frac{(\bar{\pi}(\boldsymbol{x})-\bar{q}(\boldsymbol{x}))^{2}}{\bar{q}(\boldsymbol{x})} d \boldsymbol{x} \tag{5.7}
\end{equation*}
$$

See [46, 1] and 5.10.1 for further details. Regarding the mean squared error of the estimator $\widehat{I}$, we have

$$
\begin{equation*}
\mathbb{E}\left[\mid I-\widehat{\left.I\right|^{2}}\right] \leq \frac{C_{f}}{N}\left(\chi^{2}(\bar{\pi} \| \bar{q})+1\right) \tag{5.8}
\end{equation*}
$$

The relationships with the $L_{2}$ and $L_{\infty}$ distances is also given in 5.10.1.

To reduce the discrepancy between the proposal $\bar{q}(\mathbf{x})$ and the posterior $\bar{\pi}(\mathbf{x})$, we consider a non-parametric adaptive construction of the proposal $\bar{q}_{t}(\mathbf{x})$ where $t$ denotes a discrete iteration index. In order to make that the discrepancy becomes smaller and smaller, an interpolating procedure $\bar{q}_{t}(\mathbf{x})$ based on a set of support points $\mathcal{S}_{t-1}$ is employed. Namely, we generate a sequence of proposal pdfs $\bar{q}_{t}(\mathbf{x}), \bar{q}_{t+1}(\mathbf{x}), \bar{q}_{t+2}(\mathbf{x}), \ldots$ which become closer and closer to $\bar{\pi}(\mathbf{x})$, as the number of support points grows. Throughout the paper, we denote $\bar{q}_{t}(\mathbf{x}) \propto \widehat{\pi}_{t}(\mathbf{x})$ the non-parametric regression function which approximates the unnormalized posterior $\pi(\mathbf{x})$ at iteration $t$. The normalized proposal is denoted as $\bar{q}_{t}(\mathbf{x})=\frac{1}{c_{t}} \widehat{\pi}_{t}(\mathbf{x})$, where $c_{t}=\int_{X} \widehat{\pi}_{t}(\mathbf{x}) d \mathbf{x}$. Although the approximation $\widehat{\pi}_{t}$ depends on the set of nodes $S_{t-1}$, for simplicity we use the simpler notation $\widehat{\pi}_{t}(\mathbf{x})=\widehat{\pi}_{t}\left(\mathbf{x} ; \mathcal{S}_{t-1}\right)$.

Remark 3. If the sequence of proposals is such $\left\|\bar{\pi}-\bar{q}_{t}\right\|_{2} \rightarrow 0$ as $t \rightarrow \infty$, then $\chi^{2}\left(\bar{\pi} \| \bar{q}_{t}\right) \rightarrow$ 0. See 5.10.1 for more details.


Figure 5.1: Approximate sampling from $\frac{1}{c_{t}} \widehat{\pi}_{t}(\mathbf{x}) \propto \widehat{\pi}_{t}(\mathbf{x})$ and final weighting scheme.


Figure 5.2: Graphical representation of the adaptation scheme. More parsimonious alternatives are introduced in Section 5.6.

### 5.4. Regression-based Adaptive Deep Importance Sampling

In this section, we introduce the proposed scheme, called Regression-based Adaptive Deep Importance Sampling (RADIS). The resulting algorithm is an adaptive importance sampler with a non-parametric interpolating proposal pdf. We show how to implement the sampling and construction of the proposal density in Sect. 5.4.1 and Sect. 5.4.2 respectively. The novel scheme is summarized in Table 5.1. The proposal is adaptively built using a regression approach that considers the set of all previous nodes $\mathbf{x}_{i}$ 's where $\pi$ is evaluated. In Section 5.4.2, we present two construction methodologies considered in this work. Samples from this proposal are drawn via an approximate procedure that can be interpreted as an additional "inner" IS. All the samples generated in the inner IS are then used in the "outer" IS. Figure 5.1 outlines this procedure. The adaptation consists in sequentially adding the samples to the set of current nodes (see Figure 5.2). In the outer IS, we consider a temporal deterministic mixture approach to compute the weights. Note that the weighting step needs to be done only once at the end of the algorithm.

### 5.4.1. RADIS: a two-layer Deep IS

RADIS is an adaptive IS scheme based on two IS stages. In the following, we describe the inner and outer stages as well as the possible construction and adaptation of the nonparametric proposal density. The extension with more than two nested layers is also discussed.

## Inner IS scheme

The inner IS stage is repeated at every iteration. It generates samples approximately distributed from the current non-parametric proposal, denoted as $\widehat{\pi}_{t}$ (the unnormalized version). Furthermore, these samples are used to normalize $\widehat{\pi}_{t}$, i.e., in order to estimate $c_{t}=\int_{\mathcal{X}} \widehat{\pi}_{t}(\mathbf{x}) d \mathbf{x}$.
Approximate sampling from the emulator. It is not straightforward to sample from an interpolating proposal $[26,44]$. We propose using an approximate procedure based on IS. Specifically, at each iteration, in order to sample from $\frac{1}{c_{t}} \widehat{\pi}_{t}(\mathbf{x})$, we use sampling importance resampling (SIR) with an auxiliary proposal $\bar{q}_{\text {aux }}$ [73]. First, a set of $\left\{\mathbf{z}_{t, \ell}\right\}_{\ell=1}^{L}$ (with large $L$ ) are drawn from $\bar{q}_{\text {aux }}(\mathbf{x})$. These auxiliary samples are weighted according to $\widehat{\pi}_{t}(\mathbf{x})$

$$
\gamma_{t, \ell}=\frac{\widehat{\pi}_{t}\left(\mathbf{z}_{t, \ell}\right)}{\bar{q}_{\mathrm{aux}}\left(\mathbf{z}_{t, \ell}\right)} \quad \ell=1, \ldots, L
$$

Finally, in other to obtain $\left\{\mathbf{x}_{t, n}\right\}_{n=1}^{N}$, we resample $N$ times within $\left\{\mathbf{z}_{t, \ell}\right\}_{\ell=1}^{L}$ with probabilities $\left\{\bar{\gamma}_{t, \ell}\right\}_{\ell=1}^{L}$ where $\bar{\gamma}_{t, \ell}=\frac{\gamma_{t, \ell}}{\sum_{i=1}^{L} \gamma_{t i i}}$ for $\ell=1, \ldots, L$, i.e.,

$$
\begin{equation*}
\mathbf{x}_{t, n} \sim \sum_{\ell=1}^{L} \bar{\gamma}_{t, \ell} \delta\left(\mathbf{x}-\mathbf{z}_{t, \ell}\right), \quad \text { for all } \quad n . \tag{5.9}
\end{equation*}
$$

In this way, we obtain a set of samples $\left\{\mathbf{x}_{t, n}\right\}_{n=1}^{N}$ approximately distributed from $\widehat{\pi}_{t}[73,75]$.
Remark 4. Under some mild conditions, as $L \rightarrow \infty$, the SIR procedure is asymptotically exact. Namely, as $L \rightarrow \infty$ the density of the resampled particles becomes closer and closer to $q_{t}(\boldsymbol{x}) \propto \widehat{\pi}_{t}(\boldsymbol{x})$. See, for instance, the following references [73], [28, Sect. 6.2.4], [75, Sect. 3.2]. For further details, see [72, page 6 ], [45, App. A] and also 5.10.1.

Remark 5. Note that the computation of the inner IS weights $\gamma_{t, \ell}$ 's does not involve the evaluation of the posterior $\pi(\boldsymbol{x})$, but only the evaluation of the emulator $\widehat{\pi}_{t}(\boldsymbol{x})$. Hence, assuming that the evaluation of the posterior is the main computational bottleneck, in this setting we can make L arbitrarily large.

Since we resample from a finite set, we can obtain duplicated samples, but it rarely happens when $L \gg N$. An alternative to avoid these repetitions is to use a regularized resampling, i.e.,

$$
\begin{equation*}
\mathbf{x}_{t, n} \sim \sum_{\ell=1}^{L} \bar{\gamma}_{t, \ell} K\left(\mathbf{x}-\mathbf{z}_{t, \ell}\right), \quad \text { for all } \quad n, \tag{5.10}
\end{equation*}
$$

where the deltas have been replaced by a kernel function $K(\mathbf{x})$ [56]. The bandwidth of $K(\mathbf{x})$ can tuned according to some kernel density estimation (KDE) criterion. For the computation of the outer IS weights (see below), we need to approximate $c_{t}=\int_{X} \widehat{\pi}_{t}(\mathbf{x}) d \mathbf{x}$ for $t=1, \ldots, T$. They are estimated during the inner IS by the corresponding estimator, $\widehat{c}_{t}=\frac{1}{L} \sum_{\ell=1}^{L} \gamma_{t, \ell}$, for $t=1, \ldots, T$. We have $\widehat{c}_{t} \rightarrow c_{t}$ when $L \rightarrow \infty$, by standard IS arguments [71].

## Adaptation

At each iteration, at the end of the inner IS stage, the algorithm performs the adaptation producing $\widehat{\pi}_{t+1}$. Specifically, the emulator $\widehat{\pi}_{t}(\mathbf{x})$ is improved by incorporating the generated samples at each iteration as additional nodes (see Fig. 5.2). Namely, the additional support points $\left\{\mathbf{x}_{t, n}\right\}_{n=1}^{N}$ to $\mathcal{S}_{t}$ are obtained by resampling $N$ times within $\left\{\mathbf{z}_{t, \ell}\right\}_{\ell=1}^{L}$ according to the probabilities $\bar{\gamma}_{t, \ell}=\frac{\gamma_{t, \ell}}{\sum_{i=1}^{L} \gamma_{t, i}}$ for $\ell=1, \ldots, L$. Note that the probability mass $\bar{\gamma}_{t, \ell}$ is directly proportional to $\widehat{\pi}_{t}\left(\mathbf{z}_{t, \ell}\right)$. Therefore, the algorithm tends to add points where $\widehat{\pi}_{t}$ is higher. Indeed, as $L \rightarrow \infty$, the resampled particles are distributed as $\widehat{\pi}_{t}[73,75,28]$. If $L$ is not great enough, some $\mathbf{x}_{t, n}$ can be repeated. We do not include these repetitions as support points. Increasing $L$ or using a regularized resampling as in Eq. (5.10) avoids this issue [56]. Note that the number of support points $J_{t}=\left|\mathcal{S}_{t}\right|$ increases as $t$ grows.
All the evaluations of the unnormalized posterior $\pi(\mathbf{x})$ in the additional nodes are stored in the vector denoted as $\pi_{t}$, in order to be used in the outer IS stage. Note also that all evaluations of $\pi$ are used to build the emulator.

## Outer IS scheme

At the end of the iterative part, we compute the final IS weights $w_{t, n}$, using all the posterior evaluations $\pi_{t, n}=\pi\left(\mathbf{x}_{t, n}\right)$, which are stored in the inner layer. More specifically, we assign to each sample (drawn also in the inner stage) the weight

$$
\begin{equation*}
w_{t, n}=\frac{\pi_{t, n}}{\frac{1}{T} \sum_{\tau=1}^{T} \frac{1}{\bar{c}_{\tau}} \widehat{\pi}_{\tau}\left(\mathbf{x}_{t, n}\right)}, \quad \text { for all } \quad t=1, \ldots, T, \quad n=1, \ldots, N, \tag{5.11}
\end{equation*}
$$

where we have employed a deterministic mixture weighting scheme [81, 21], i.e., the denominator consists of a temporal mixture (e.g., as also suggested in [14]). Note that the weights $w_{t, n}$ are not required in the iterative inner layer described above. Hence, they can be computed after the adaptation and sampling steps are finalized. The output of the algorithm is then formed by all the sets of weighted particles $\left\{\mathbf{x}_{t, n}, w_{t, n}\right\}_{n=1}^{N}$ for $t=1, \ldots, T$, and the final emulator $\widehat{\pi}_{T+1}(\mathbf{x})=\widehat{\pi}_{T+1}\left(\mathbf{x} ; \mathcal{S}_{T}\right)$.

Remark 6. As $t \rightarrow \infty$ and $L \rightarrow \infty$, then $\widehat{c}_{t} \rightarrow c_{t} \rightarrow Z$, i.e., is an approximation of the marginal likelihood. Another estimator of the marginal likelihood $Z$ provided by RADIS is the arithmetic mean of all the outer weights, i.e., $\widehat{Z}=\frac{1}{N T} \sum_{t=1}^{T} \sum_{n=1}^{N} w_{t, n}$.

Remark 7. Additional layers can be included in the proposed deep architecture would consists in adapting a chain of several emulators. This is graphically represented in

Table 5.1: Regression-based Adaptive Deep Importance Sampling (RADIS)

- Initialization: Choose the initial set $\mathcal{S}_{0}$ of nodes, and the values $T, L, N$ (with $L \gg N$ ). Obtain the vector of initial evaluations $\boldsymbol{\pi}_{0}$.
- $\boldsymbol{F o r} t=1, \ldots, T$ :

1. Emulator construction: Given the set $\mathcal{S}_{t-1}$ and the corresponding vector of posterior evaluations $\boldsymbol{\pi}_{t-1}$, build the proposal function $\widehat{\pi}_{t}(\mathbf{x})=\widehat{\pi}_{t}\left(\mathbf{x} \mid \mathcal{S}_{t-1}\right)$ with a non-parametric regression procedure (see Sect. 5.4.2).
2. Inner IS:
(a) IS. Sample $\left\{\mathbf{z}_{t, \ell}\right\}_{\ell=1}^{L} \sim q_{\text {aux }}(\mathbf{x})$ and compute the following weights

$$
\begin{equation*}
\gamma_{t, \ell}=\frac{\widehat{\pi}_{t}\left(\mathbf{z}_{t, \ell}\right)}{q_{\text {aux }}\left(\mathbf{z}_{t, \ell}\right)} \tag{5.12}
\end{equation*}
$$

for $\ell=1, \ldots, L$.
(b) Resampling. Resample $\left\{\mathbf{x}_{t, n}\right\}_{n=1}^{N}$ from $\left\{\mathbf{z}_{t, \ell}\right\}_{\ell=1}^{L}$ with probabilities $\left\{\bar{\gamma}_{t, \ell}\right\}_{\ell=1}^{L}$ where $\bar{\gamma}_{t, \ell}=\frac{\gamma_{t, \ell}}{\sum_{i=1}^{i} \gamma_{t, i}}$ for $\ell=1, \ldots, L$.
(c) Normalizing constant. Compute

$$
\begin{equation*}
\widehat{c}_{t}=\frac{1}{L} \sum_{\ell=1}^{L} \gamma_{t, \ell} \tag{5.13}
\end{equation*}
$$

3. Update: Evaluate $\pi_{t, n}=\pi\left(\mathbf{x}_{t, n}\right)$, for all $n=1, \ldots, N$, and update the set of nodes appending $\mathcal{S}_{t}=\mathcal{S}_{t-1} \cup\left\{\mathbf{x}_{t, 1}, \ldots, \mathbf{x}_{t, N}\right\}$ and $\boldsymbol{\pi}_{t}=\left[\pi_{t-1}, \pi_{t, 1}, \ldots, \pi_{t, N}\right]^{\top}$.

- Outer IS: Assign to each sample the weight

$$
w_{t, n}=\frac{\pi_{t, n}}{\frac{1}{T} \sum_{\tau=1}^{T} \frac{1}{\bar{c}_{\tau}} \widehat{\pi}_{\tau}\left(\mathbf{x}_{t, n}\right)}, \quad \text { for all } \quad t=1, \ldots, T, \quad n=1, \ldots, N .
$$

- Outputs: Final emulator $\widehat{\pi}_{T+1}(\mathbf{x})=\widehat{\pi}_{T+1}\left(\mathbf{x} \mid \mathcal{S}_{T}\right)$, and the set of weighted particles $\left\{\mathbf{x}_{t, n}, w_{t, n}\right\}_{n=1}^{N}$ for $t=1, \ldots, T$.

Figure 5.3. One of the advantages of this deep approach with $D+1>2$ layers (where $D$ is the number of inner nested stages), is that different emulator constructions can be jointly applied. Each emulator serves as proposal of the next IS stage. In the additional layers, the evaluation of the posterior (true model) is not required. In this scenario, RADIS also provides $D$ different emulators.


Figure 5.3: RADIS with $D+1$ layers in the deep architecture. Different emulator construction can be applied at each stage. In each $d$-th layer, the resampling is applied $L_{d+1}$ times for generating the next cloud of resampled particles $\left\{\mathbf{z}_{t, \ell}^{(d+1)}\right\}_{\ell=1}^{L_{d+1}}$ (with $d=1, \ldots, D+1$ ). These samples are used for the adaptation of $\widetilde{\pi}_{t}^{(d)}$ and then are weighted again in the next stage. Note that $L_{D+1}=N$ and $L_{d}>L_{d+1}$.

### 5.4.2. Construction of $\widehat{\pi}$ by regression

We consider two different procedures to build the non-parametric proposal: a Gaussian process (GP) model and nearest neighbors (NN) scheme. In 5.10.1, we show that these constructions converges to the true underlying function as the number of nodes $\left(J_{t}=\left|\mathcal{S}_{t}\right|\right)$ grows.

GP construction. Let us consider building the surrogate $\widehat{\pi}$ with Gaussian process (GP) regression in the $\log$ domain, i.e., over the $\log \pi(\mathbf{x})$ [68,26]. GP regression provides with an approximation of a function from a set $\mathbf{x}_{1}, \ldots, \mathbf{x}_{J_{t}} \in \mathcal{X} \subseteq \mathbb{R}^{d_{x}}$ (where $\mathcal{X}$ can be unbounded) and their corresponding function evaluation [69, 51]. To ensure the non-negativity of the approximation, we fit the GP to $\log \pi$ rather than directly on $\pi$ [62]. Let $\phi(\mathbf{x}) \equiv \log \pi(\mathbf{x})$ and $\boldsymbol{\phi}=\left[\phi_{1}, \ldots, \phi_{J_{t}}\right]^{\top}$ where $\phi_{i}=\log \pi\left(\mathbf{x}_{i}\right)$ for $i=1, \ldots, J_{t}$. Given a symmetric and positive definite kernel $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$ and some noise level $\sigma$, under the assumption that $\phi(\mathbf{x})$ is a zero-mean GP with kernel $k$, the GP regression of $\phi(\mathbf{x})$ is of the form

$$
\begin{equation*}
\widehat{\phi}_{t}(\mathbf{x})=\sum_{i=1}^{J_{t}} \beta_{i} k\left(\mathbf{x}, \mathbf{x}_{i}\right), \tag{5.14}
\end{equation*}
$$

where the coefficients $\beta=\left[\beta_{1}, \ldots, \beta_{J_{t}}\right]^{\top}$ are given by

$$
\begin{equation*}
\boldsymbol{\beta}=(\mathbf{K}+\zeta \mathbf{I})^{-1} \boldsymbol{\phi} \tag{5.15}
\end{equation*}
$$

with $(\mathbf{K})_{i, j}=k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ for $1 \leq i, j \leq J_{t}$ and $\mathbf{I}$ is the $J_{t} \times J_{t}$ identity matrix. Note that, for $\zeta=0, \widehat{\phi}$ corresponds to an interpolator of $\phi$. Note also that the cost of obtaining $\widehat{\phi}$ is $O\left(J_{t}{ }^{3}\right)$ since it requires inverting a $J_{t} \times J_{t}$ matrix. As an example, a possible choice of kernel is the Gaussian $k\left(\mathbf{x}, \mathbf{x}^{\prime}\right)=\exp \left\{-\frac{1}{2 \epsilon^{2}}\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\|_{2}^{2}\right\}$, where the hyperparameter $\epsilon$ can be estimated, e.g., by maximizing the marginal likelihood [68]. Finally, the approximation
of $\pi$ is given by

$$
\begin{equation*}
\widehat{\pi}_{t}(\mathbf{x})=\exp \left\{\widehat{\phi}_{t}(\mathbf{x})\right\} . \tag{5.16}
\end{equation*}
$$

Instead of building on the emulator in the log-domain, a simpler alternative (to ensure non-negativity) consists in setting $\phi(\mathbf{x}) \equiv \pi(\mathbf{x}), \boldsymbol{\phi}=\left[\phi_{1}, \ldots, \phi_{J_{t}}\right]^{\top}$ where $\phi_{i}=\pi\left(\mathbf{x}_{i}\right)$ for $i=1, \ldots, J_{t}$ Then, we set again $\beta=\left[\beta_{1}, \ldots, \beta_{J_{t}}\right]=(\mathbf{K}+\zeta \mathbf{I})^{-1} \boldsymbol{\phi}$ and $\widehat{\phi}_{t}(\mathbf{x})=\sum_{i=1}^{J_{t}} \beta_{i} k\left(\mathbf{x}, \mathbf{x}_{i}\right)$. The emulator is finally obtained as

$$
\begin{equation*}
\widehat{\pi}_{t}(\mathbf{x})=\max \left[\widehat{\phi}_{t}(\mathbf{x}), 0\right] . \tag{5.17}
\end{equation*}
$$

Note that these approximations can be directly applied for unbounded support $\mathcal{X}$. We call the scheme based on these constructions as Gaussian Process Adaptive Importance Sampling (GP-AIS).

NN construction. Given $\mathbf{x}_{1}, \ldots, \mathbf{x}_{J_{t}} \in \mathcal{X} \subset \mathbb{R}^{d_{x}}$ (where $\mathcal{X}$ is bounded) and evaluations $\pi\left(\mathbf{x}_{1}\right), \ldots, \pi\left(\mathbf{x}_{J_{t}}\right)$, the nearest neighbor (NN) interpolator at $\mathbf{x}$ consists of assigning the value of its nearest node. This is equivalent to consider the Voronoi partition $\mathcal{X}=\cup_{i=1}^{J_{t}} \mathcal{R}_{i}$, where

$$
\begin{equation*}
\mathcal{R}_{i}=\left\{\mathbf{x} \in \mathcal{X}:\left\|\mathbf{x}-\mathbf{x}_{i}\right\|<\left\|\mathbf{x}-\mathbf{x}_{j}\right\| \text { for } j \neq i\right\}, \tag{5.18}
\end{equation*}
$$

is the $i$-th Voronoi cell. The NN interpolator of $\pi$ is then given by

$$
\begin{equation*}
\widehat{\pi}_{t}(\mathbf{x})=\sum_{i=1}^{J_{t}} \pi\left(\mathbf{x}_{i}\right) \mathbb{K}_{\mathcal{R}_{i}}(\mathbf{x}), \quad \mathbf{x} \in \mathcal{X} \tag{5.19}
\end{equation*}
$$

where $\mathbb{I}_{\mathcal{R}_{i}}(\mathbf{x})$ is the indicator function in $\mathcal{R}_{i}$. Note that $\widehat{\pi}$ above is an interpolating approximation of $\pi$. The NN search has a cost of $O\left(J_{t}\right)$. We denote the scheme based on this construction as Nearest Neighbor Adaptive Importance Sampling (NN-AIS). The regression case consists in considering the $k$ nearest neighbours to $\mathbf{x}$, and taking the arithmetic mean of the values $\pi$ in those $k$ nearest nodes.
Remark 8. Note that RADIS employs an incremental mixture proposal density. Indeed, the emulator $\widehat{\pi}_{t}(\boldsymbol{x})$ in Eqs. (5.14)-(5.16) and (5.19) can be expressed as a mixture of pdfs where the number of components, $J_{t}$, increases as $t$ grows. For more details of the $N N$ case, see 5.10.2.

Remark 9. Under mild conditions, the emulator $\widehat{\pi}_{t} \rightarrow \pi$ and $\widehat{c}_{t} \rightarrow Z$ as $t \rightarrow \infty$ (and $L \rightarrow \infty$ ), hence $\frac{1}{\bar{c}_{t}} \widehat{\pi}_{t} \rightarrow \bar{\pi}$ (see 5.10.1). Moreover, the SIR scheme to draw from $\frac{1}{\bar{c}_{t}} \widehat{\pi}_{t}$ is asymptotically exact when $L \rightarrow \infty$ (see 5.10.1). Hence, RADIS is drawing samples from $\bar{\pi}$, i.e., it is asymptotically an exact sampler.

The GP construction provides smoother solutions that can be directly employed in unbounded domains. However, the GP requires the inversion of matrix (with a dimension that increases as the number of nodes grows) and the tuning of the hyperparameters of the kernel function. In contrast, the NN construction does not need any matrix inversion and, if we fix in advance the number $k$ neighbours (for instance in the interpolation case, we have $k=1$ ) no hyperparameter tuning is required.

### 5.5. Robust accelerating schemes

In this section, we present some alternatives in order to (a) reduce the dependence from the initial nodes and (b) increase the applicability of RADIS, (c) speed up the convergence of the emulator covering quickly the state space and finally (d) we discuss the computational cost of the proposed overall scheme. The resulting methods are robust schemes, which can be also employed for extending the use of NN-AIS in unbounded supports. This is achieved combining the non-parametric proposal function $\widehat{\pi}_{t}(\mathbf{x})$ with a parametric proposal density, $q_{\mathrm{par}}(\mathbf{x})$. Hence, the complete proposal, denoted as $\varphi_{t}(\mathbf{x})$. will be a mixture of densities with a parametric and a non-parametric components.

Mixture with parametric proposal. The use of an additional parametric density $\bar{q}_{\mathrm{par}}(\mathbf{x})$ can (i) ensure that the complete proposal has fatter tails than target pdf, and (ii) foster the exploration of important regions that could be initially ignored due to a possible bad initialization. Thus, we consider the following mixture as a proposal density in the inner IS layer,

$$
\begin{equation*}
\varphi_{t}(\mathbf{x})=\alpha_{t} \bar{q}_{\mathrm{par}}(\mathbf{x})+\left(1-\alpha_{t}\right) \frac{1}{\hat{c}_{t}} \widehat{\pi}_{t}(\mathbf{x}) \tag{5.20}
\end{equation*}
$$

where $\alpha_{t} \in[0,1]$ for all $t$, and $\alpha_{t}$ is a non-increasing function $t$. The idea is to set initially $\alpha_{0}=\frac{1}{2}$, and then decrease $\alpha_{t} \rightarrow \alpha_{\infty}$ as $t \rightarrow \infty$ (e.g., we can set $\alpha_{\infty}=0$ ). Note that $\varphi_{t}(\mathbf{x})$ must be evaluated in the denominator of the outer layer weights $w_{t, n}$ in (5.11), taking the place of $\frac{1}{\bar{c}_{t}} \widehat{\pi}_{t}(\mathbf{x})$ (see Table 5.1).

Remark 10. Choosing $\bar{q}_{p a r}(\boldsymbol{x})$ with fatter tails than $\overline{\boldsymbol{\pi}}(x)$, then $\varphi_{t}(\boldsymbol{x})$ has also fatter tails than $\bar{\pi}(x)$. Hence, we avoid the infinite variance issue of the IS weights [71].

See also [39, Section 7.1] for a theoretical and numerical example of the infinite variance problem. As an example, if $\mathcal{X}$ is bounded, $\bar{q}_{\text {par }}(\mathbf{x})$ could be a uniform density over $\mathcal{X}$. If $\mathcal{X}$ is unbounded, $\bar{q}_{\mathrm{par}}(\mathbf{x})$ can be, e.g., a Gaussian, a Student-t distribution or a mixture of pdfs (see below).

Remark 11. The fact that $\varphi_{t}(\boldsymbol{x})$ has fatter tails than $\bar{\pi}(x)$ ensures to have a non-zero probability of adding new nodes in any possible subset of the support $\mathcal{X}$.

This strategy also allows the use of the NN-AIS in an unbounded support. In 5.10.3 we describe an extension of NN-AIS where the support of the NN approximation is also adapted.

Parametric mixture by other AIS schemes. A more sophisticated option is to also update $\bar{q}_{\mathrm{par}}(\mathbf{x})$ along the iterations. For instance, $\bar{q}_{\mathrm{par}}(\mathbf{x})=\frac{1}{C} \sum_{c=1}^{C} q_{c}\left(\mathbf{x} \mid \boldsymbol{\mu}_{t, c}, \boldsymbol{\Sigma}_{t, c}\right)$ can be itself a mixture, whose parameters are adapted following another AIS scheme, so that the
complete proposal would be

$$
\begin{equation*}
\varphi_{t}(\mathbf{x})=\alpha_{t}\left(\frac{1}{C} \sum_{c=1}^{C} \bar{q}_{c}\left(\mathbf{x} \mid \boldsymbol{\mu}_{t, c}, \boldsymbol{\Sigma}_{t, c}\right)\right)+\left(1-\alpha_{t}\right) \frac{1}{c_{t}} \widehat{\pi}_{t}(\mathbf{x}), \tag{5.21}
\end{equation*}
$$

with $\alpha_{t} \in[0,1]$ for all $t$. As an example, the parametric mixture $\bar{q}_{\mathrm{par}}(\mathbf{x})$ can be obtained following a population Monte Carlo (PMC) method, or a layered adaptive importance sampling (LAIS) technique and/or adaptive multiple importance sampling (AMIS) scheme [4]. The weight $\alpha_{t}$ is again a non-increasing function of the iteration $t$.
Regression versus interpolation. In the first iterations of RADIS, the use of $\zeta>0$ in the GP approximation and/or considering the $k$ nearest neighbours (instead only the closest one, $k=1$ ), also decreases the dependence on the initial nodes. Namely, reducing the overfitting, at least in the first iteration of RADIS, also increases the robustness of the algorithm.
More layers. To leverage the benefits of different emulator constructions in RADIS, one possible strategy is to employ additional layers in the deep architecture, as depicted in Fig. 5.3. For instance, with one additional layer, we could use jointly the GP and the NN constructions. Another possibility is to consider several GP models with different kernel functions or several NN schemes with different $k$.

### 5.5.1. Computational cost

In this section, we discuss computational details of our approach and hypothesize when our approach is convenient also in terms of computational time. It is important to remark that RADIS is useful also for constructing a good emulator (not just for approximating integrals as other Monte Carlo schemes), choosing the nodes in a proper way, similarly in an active learning scheme [40, 79]. Figures 5.6(d) and 5.11 in the numerical experiments provide a comparison with a random addition of nodes, showing the benefits of the adaptive construction employed in RADIS.

RADIS requires $N$ evaluations of the posterior $\pi(\mathbf{x})$ at each iteration, so that the total number of posterior evaluations is $E=N_{0}+N T$. Let denote as $C_{\text {eval-post }}$ the cost of evaluating $\pi(\mathbf{x})$ once, so that the total cost of evaluating the posterior is $E C_{\text {eval-post }}$. In addition to $E$ posterior evaluations, RADIS carries out different other tasks, namely (i) evaluate $L$ times the current emulator per iteration, (ii) perform $N$ resampling steps per iteration over $L$ possible samples, and (iii) compute the denominator of thefinal IS weights at the end of the algorithm. Let $C_{\text {eval-emulator }}, C_{\text {resampling }}$ and $C_{\text {den-weights }}$ denote the total costs after $T$ iterations of RADIS, associated to tasks (i)-(iii). In term of computational time, RADIS can be convenient with respect to other schemes, when the inequality

$$
\begin{equation*}
C_{\text {eval-post }}>\frac{1}{E}\left(C_{\text {eval-emulator }}+C_{\text {resampling }}+C_{\text {den-weights }}\right), \tag{5.22}
\end{equation*}
$$

is fulfilled. For an example, see the numerical experiment in Section 5.8.3 and the results in Table 5.9. Recall that all the values $C_{\text {eval-post }}, C_{\text {eval-emulator }}, C_{\text {resampling }}$, and $C_{\text {den-weights }}$
also depend on the specific implementation and language of the code and the different processors/machines.
Generally, the term $C_{\text {eval-emulator }}$ dominates the other two since it is composed of evaluating $L$ times the emulator for $T$ iterations. Moreover, due to the non-parametric construction and the fact that we increase the set of active nodes in $N$, evaluating the interpolator becomes more costly with the iterations. More specifically, in the NN based approach, after $T$ iterations we have $C_{\text {eval-emulator }} \approx \sum_{t=1}^{T} O(L N t)=O\left(L N T^{2}\right)$. In the GP-AIS scheme, we have the additional cost of inverting the $J_{t} \times J_{t}$ matrix at each iteration (recall that $J_{t}=N_{0}+N(t-1)$ ). This cost at each iteration is $O\left(J_{t}^{3}\right) \approx O\left(N^{3} t^{3}\right)$, for $t$ big enough. Then, in GP-AIS, $C_{\text {eval-emulator }} \approx \sum_{t=1}^{T} O\left(N^{3} t^{3}\right)+O\left(L N T^{2}\right)=O\left(N^{3} T^{4}\right)+O\left(L N T^{2}\right)$. In the next section, we describe different procedures to decrease $C_{\text {eval-emulator }}$.

### 5.6. Construction of parsimonious emulators

So far, we have considered updating the interpolant at each iteration $t$ by adding all the $N$ samples drawn at that iteration. In order to control the computational cost of evaluating the emulator, we can design a strategy for accepting or rejecting some of the possible additional nodes. This can be done assigning acceptance probabilities, $p_{\mathrm{A}}\left(\mathbf{x}_{t, n}\right) \in[0,1]$, to each of the $N$ samples (in the same fashion of [44, 43]). Therefore, the update part of Step 3 in Table 5.1 would be replaced by the routine in Table 5.2.

## Table 5.2: Parsimonious update in Step 3 of Table 5.1.

- Initialization: Choose an acceptance function $p_{A}(\mathbf{x})$, set $\mathcal{S}_{t}=\mathcal{S}_{t-1}$, and consider the cloud of resampled particles $\left\{\mathbf{x}_{t, n}\right\}_{n=1}^{N}$, from the previous step of Table 5.1.
- For $n=1, \ldots, N$ :

1. Draw $u \sim \mathcal{U}([0,1])$.
2. If $u \leq p_{A}\left(\mathbf{x}_{t, n}\right)$, then set $\mathcal{S}_{t}=\mathcal{S}_{t} \cup\left\{\mathbf{x}_{t, n}\right\}$. Otherwise, If $u>p_{A}\left(\mathbf{x}_{t, n}\right)$, discard $\mathbf{x}_{t, n}$.
-Output: Return $\mathcal{S}_{t}$ and $J_{t}=\left|\mathcal{S}_{t}\right|$.

Proper acceptance functions. We say that an acceptance probability, $p_{\mathrm{A}}(\mathbf{x}): \mathcal{X} \rightarrow[0,1]$, is proper if satisfies

$$
\begin{equation*}
\text { C1: } \quad p_{\mathrm{A}}(\mathbf{x}) \rightarrow 0, \quad \text { if } \quad\left|\pi(\mathbf{x})-\widehat{\pi}_{t}(\mathbf{x})\right| \rightarrow 0, \tag{5.23}
\end{equation*}
$$

for any $\mathbf{x} \in \mathcal{X}$, and
C2: $\quad p_{\mathrm{A}}(\mathbf{x})=0$ if and only if $\left|\pi(\mathbf{x})-\widehat{\pi}_{t}(\mathbf{x})\right|=0$.
Hence, for any node contained already in $\mathcal{S}_{t-1}$, i.e., $\mathbf{z} \in \mathcal{S}_{t-1}$, we have $p_{\mathrm{A}}(\mathbf{z})=0$. For this reason, as we show below, the acceptance function often depends on the current emulator
$\widehat{\pi}_{t}(\mathbf{x})$, i.e., we should write $p_{A}(\mathbf{x})=p_{A}\left(\mathbf{x} \mid \widehat{\pi}_{t}\right)$. Hence, a more precise and parsimonious construction would consider a sequential updating of the emulator (since $p_{A}(\mathbf{x})$ also should change during the acceptance tests), as shown in Table 5.3.

Table 5.3: Alternative parsimonious update considering a sequential updating of the emulator.

- Initialization: Set $\widehat{\pi}_{t}^{(0)}(\mathbf{x})=\widehat{\pi}_{t}(\mathbf{x})$, choose an acceptance function $p_{A}^{(0)}(\mathbf{x})=$ $p_{A}\left(\mathbf{x} \mid \overline{\boldsymbol{\pi}}_{t}^{(0)}\right)$, set $k=0$ and $\mathcal{S}_{t}=\mathcal{S}_{t-1}$, and consider the cloud of resampled particles $\left\{\mathbf{x}_{t, n}\right\}_{n=1}^{N}$, from the previous step of Table 5.1. Note that, more generally, $p_{A}^{(k)}(\mathbf{x})=p_{A}\left(\mathbf{x} \vec{\pi}_{t}^{(k)}\right)$ where $k \geq 0$ is an index.
- For $n=1, \ldots, N$ :

1. Draw $u \sim \mathcal{U}([0,1])$.
2. If $u \leq p_{A}^{(k)}\left(\mathbf{x}_{t, n}\right)$, then set $\mathcal{S}_{t}=\mathcal{S}_{t} \cup\left\{\mathbf{x}_{t, n}\right\}$, and update the emulator construction $\bar{\pi}_{t}^{(k+1)}(\mathbf{x})$ considering the new set $\mathcal{S}_{t}$. Set also $k \leftarrow k+1$.
-Output: Return $\mathcal{S}_{t}, J_{t}=\left|\mathcal{S}_{t}\right|$ and $\widehat{\pi}_{t+1}(\mathbf{x})=\widehat{\pi}_{t+1}\left(\mathbf{x} ; \mathcal{S}_{t}\right)=\widehat{\pi}_{t}^{(k)}(\mathbf{x})$.

Remark 12. Note that the procedures in Table 5.2 and 5.3 do not require additional evaluations of the target $\pi$, since all the values $\pi\left(\boldsymbol{x}_{t, n}\right)$, for all $n$, are already obtained.

The difference between the schemes in Tables 5.2 and 5.3, in term of performance and computational cost, becomes more relevant as $N$ grows. Note that the order of the tests in Table 5.3 could be also relevant and some strategies for ordering $\left\{\mathbf{x}_{t, n}\right\}_{n=1}^{N}$ (in a suitable way) could be designed. Below, we introduce some examples of proper acceptance functions and also some reasonable improper ones.

### 5.6.1. Examples of proper acceptance functions

One possibility of proper acceptance function is

$$
\begin{equation*}
\text { A1: } \quad p_{\mathrm{A}}(\mathbf{x})=1-\frac{\min \left\{\pi(\mathbf{x}), \widehat{\pi}_{t}(\mathbf{x})\right\}}{\max \left\{\pi(\mathbf{x}), \widehat{\pi}_{t}(\mathbf{x})\right\}}=\frac{\left|\pi(\mathbf{x})-\widehat{\pi}_{t}(\mathbf{x})\right|}{\max \left\{\pi(\mathbf{x}), \widehat{\pi}_{t}(\mathbf{x})\right\}}, \tag{5.25}
\end{equation*}
$$

where we have used $\left|\pi(\mathbf{x})-\widehat{\pi}_{t}(\mathbf{x})\right|=\max \left\{\pi(\mathbf{x}), \widehat{\pi}_{t}(\mathbf{x})\right\}-\min \left\{\pi(\mathbf{x}), \widehat{\pi}_{t}(\mathbf{x})\right\}$. Another possibility is to consider both the discrepancy between $\pi$ and $\widehat{\pi}_{t}$, and the distance to the closest node $\mathbf{s}^{*} \in \mathcal{S}_{t-1}$ to $\mathbf{x}$, i.e.,

$$
\begin{equation*}
\text { A2: } \quad p_{\mathrm{A}}(\mathbf{x})=\left(1-e^{-\alpha \mid \pi(\mathbf{x})-\bar{\pi}_{t}(\mathbf{x})}\right)\left(1-e^{-\beta\left\|\mathbf{x}-\mathbf{s}^{*}\right\|}\right), \quad \alpha, \beta \geq 0 \tag{5.26}
\end{equation*}
$$

If either $\alpha=0$ or $\beta=0$ (or both), then $p_{\mathrm{A}}(\mathbf{x})=0$. As $\alpha \rightarrow \infty$ and $\beta \rightarrow \infty$ grow, then $p_{\mathrm{A}}(\mathbf{x}) \rightarrow 1$. When $\alpha=\infty$ and $\beta$ is finite, then $p_{\mathrm{A}}(\mathbf{x})=1-e^{-\beta\left\|\mathbf{x}-\mathrm{s}^{*}\right\|}$ and the acceptance probability is bigger when the point $\mathbf{x}$ is far from its closest node, i.e., we have a
space-filling strategy. When $\alpha$ is finite and $\beta \rightarrow \infty$, then $p_{\mathrm{A}}(\mathbf{x})=1-e^{-\alpha\left|\pi(\mathbf{x})-\widehat{\pi}_{t}(\mathbf{x})\right|}$, and the acceptance probability is bigger if there is a large discrepancy between $\pi$ and the interpolant at $\mathbf{x}$. Thus, unlike in (5.25), in (5.26) we should tune the values $\alpha$, and $\beta$ according to the computational budget we have, or according to the trade-off between computational effort and performance.
Note that, in the acceptance functions above, we have $p_{\mathrm{A}}(\mathbf{x}) \in[0,1]$ for all $\mathbf{x}$, and the condition (5.23) is fulfilled. Moreover, these acceptance functions depend only on $\mathbf{x}, \pi(\mathbf{x})$ and $\widehat{\pi}_{t}(\mathbf{x})$. The decision is done considering the quality of the approximation of $\widehat{\pi}_{t}(\mathbf{x})$ and, in Eq. (5.26), the relative position of $\mathbf{x}$ with respect to the nodes in $\mathcal{S}_{t-1}$. They do not depend on the rest of $N-1$ possible nodes within $\left\{\mathbf{x}_{t, n}\right\}_{n=1}^{N}$ to be tested. Nevertheless, if we use the sequential updating scheme of Table 5.3 , the acceptance probability will change depending on the order in which we test the candidate nodes.
An example of proper acceptance function depending on the population of candidate nodes is described next. Let us define $R(\mathbf{x})=\left|\pi(\mathbf{x})-\widehat{\pi}_{t}(\mathbf{x})\right|$. Considering $\mathbf{x} \in\left\{\mathbf{x}_{t, 1}, \ldots, \mathbf{x}_{t, N}\right\}$ (i.e., one point within the set of possible nodes to be included) and defining $R_{\max }=$ $\max _{\mathbf{x} \in\left\{\mathbf{x}_{\mathbf{t}} 1, \ldots, \mathbf{x}_{t, N}\right\}} R(\mathbf{x})$, we can set

$$
\begin{equation*}
\text { A3: } \quad p_{\mathrm{A}}(\mathbf{x})=\frac{R(\mathbf{x})}{R_{\max }}, \quad \text { with } \quad \mathbf{x} \in\left\{\mathbf{x}_{t, n}\right\}_{n=1}^{N} . \tag{5.27}
\end{equation*}
$$

Again $p_{\mathrm{A}}(\mathbf{x}) \in[0,1]$ and the condition (5.23) is satisfied. Note that a normalization of $R(\mathbf{x})$ using $\sum_{n=1}^{N} R\left(\mathbf{x}_{t, n}\right)$ instead of $R_{\max }$ would produce very small acceptance probabilities as $N$ grows (note that $R(\mathbf{x}) \geq 0$ for all $\mathbf{x}$ ). This is a non beneficial effect in our opinion, since the decrease of $p_{\mathrm{A}}(\mathbf{x})$ is not due to a good quality of the approximation $\widehat{\pi}_{t}$, but is generated by the increase of the possible alternative denominator $\sum_{n=1}^{N} R\left(\mathbf{x}_{t, n}\right)$. Resampling schemes could be also employed but provide improper acceptance functions, as we discuss below.

### 5.6.2. Examples of improper acceptance functions

Let us define the auxiliary weights $\rho(\mathbf{x})=\frac{F(\mathbf{x})}{\bar{\pi}_{t}(\mathbf{x})}$ where $F(\mathbf{x})$ is function that can chosen in different ways, $F(\mathbf{x})=\pi(\mathbf{x}), F(\mathbf{x})=\left|\pi(\mathbf{x})-\widehat{\pi}_{t}(\mathbf{x})\right|$ or $F(\mathbf{x})=\left|\pi(\mathbf{x})-\widehat{\pi}_{t}(\mathbf{x})\right| \widehat{\pi}_{t}(\mathbf{x})$, for instance. The nodes to be included are then selected resampling $N$ times within the set $\left\{\mathbf{x}_{t, n}\right\}_{n=1}^{N}$ according to the following probability mass,

$$
\bar{\rho}\left(\mathbf{x}_{t, i}\right)=\frac{\rho\left(\mathbf{x}_{t, i}\right)}{\sum_{n=1}^{N} \rho\left(\mathbf{x}_{t, n}\right)}, \quad i=1, \ldots, N,
$$

and taking only the unique values (i.e., without repetitions). Table 5.4 summarizes this idea.

The acceptance probability is, in this case,

$$
\begin{equation*}
p_{A}\left(\mathbf{x}_{t, i}\right)=1-\left(1-\bar{\rho}\left(\mathbf{x}_{t, i}\right)\right)^{N} . \tag{5.28}
\end{equation*}
$$

Thus, the procedure in Table 5.4 is equivalent (in term of number of added nodes) to apply the procedure in Table 5.2 and $p_{A}(\mathbf{x})$ in (5.28) above. Observe also that, with these

Table 5.4: Parsimonious update in Step 3 of Table 5.1 based on resampling.

- Initialization: Choose a numerator function $F(\mathbf{x})$ (e.g., $F(\mathbf{x})=\pi(\mathbf{x})$ or $F(\mathbf{x})=$ $\left.\left|\pi(\mathbf{x})-\widehat{\pi}_{t}(\mathbf{x})\right|\right)$ for the weight $\rho(\mathbf{x})=\frac{F(\mathbf{x})}{\bar{\pi}_{t} \mathbf{(} \mathbf{x}}$. Set $\mathcal{S}_{t}=\mathcal{S}_{t-1}$, and consider the cloud of resampled particles $\left\{\mathbf{x}_{t, n}\right\}_{n=1}^{N}$, from the previous step of Table 5.1. Then:

1. Resample $N$ times within $\left\{\mathbf{x}_{t, n}\right\}_{n=1}^{N}$ according to the probability mass defined as

$$
\bar{\rho}_{t, i}=\bar{\rho}\left(\mathbf{x}_{t, i}\right)=\frac{\rho\left(\mathbf{x}_{t, i}\right)}{\sum_{n=1}^{N} \rho\left(\mathbf{x}_{t, n}\right)}, \quad i=1, \ldots, N,
$$

obtaining the new set $\left\{\widetilde{\mathbf{x}}_{t, n}\right\}_{n=1}^{N}$.
2. Take the unique values in $\left\{\widetilde{\mathbf{x}}_{t, n}\right\}_{n=1}^{N}$ (i.e., removing the repetitions) obtaining $\left\{\mathbf{v}_{t, k}\right\}_{k=1}^{K}$ (where $K$ is the number of unique values in $\left\{\widetilde{\mathbf{x}}_{t, n}\right\}_{n=1}^{N}$ ).
3. Set $\mathcal{S}_{t}=\mathcal{S}_{t} \cup\left\{\mathbf{v}_{t, 1}, \ldots, \mathbf{v}_{t, K}\right\}$.
-Output: Return $\mathcal{S}_{t}$ and $J_{t}=\left|\mathcal{S}_{t}\right|$.
schemes, even in the ideal case $\widehat{\pi}_{t}(\mathbf{x})=\pi(\mathbf{x})$ for all $\mathbf{x}$, we always add at least one node to the new sets $\mathcal{S}_{t}$ (i.e., $K \geq 1$ ). This is due to the improperness of the acceptance functions. Then, these resampling-based schemes could possibly yield less parsimonious emulators. Nevertheless, they are easy to implement and their implementation is computationally faster than the rest of approaches, described previously. Starting from the samples $\mathbf{z}_{t, \ell} \sim$ $q_{\text {aux }}(\mathbf{x})$ in RADIS, the added points $\left\{\mathbf{v}_{t, k}\right\}_{k=1}^{K}$ in Table 5.4 are then obtained as results of two resampling procedures and finally considering the unique values:

$$
\left\{\mathbf{z}_{t, \ell}\right\}_{\ell=1}^{L} \xrightarrow{\bar{\gamma}_{t, \ell}}\left\{\mathbf{x}_{t, n}\right\}_{n=1}^{N} \xrightarrow{\bar{\rho}_{t, \ell}}\left\{\mathbf{v}_{t, k}\right\}_{k=1}^{K} .
$$

In the vanilla version of RADIS, the nodes are obtained applying just the first resampling at each iteration. Another example of improper acceptance function that is not based on a resampling procedure (and does not take into account all the population $\left\{\mathbf{x}_{t, n}\right\}_{n=1}^{N}$, jointly) is

$$
p_{\mathrm{A}}(\mathbf{x})=\left\{\begin{array}{lll}
1 & \text { if } & \left|\pi(\mathbf{x})-\widehat{\pi}_{t}(\mathbf{x})\right|>\epsilon,  \tag{5.29}\\
0 & \text { if } & \left|\pi(\mathbf{x})-\widehat{\pi}_{t}(\mathbf{x})\right| \leq \epsilon,
\end{array} \quad \text { for } \quad \epsilon \geq 0\right.
$$

Note that for a finite positive value of $\epsilon>0$, after some iterations, possibly we will have $p_{\mathrm{A}}(\mathbf{x})=0$, i.e., the adaptation of the emulator is stopped. This is the reason of its improperness, since it does not fulfill C2. If $\epsilon=0$, then we always have $p_{\mathrm{A}}(\mathbf{x})=1$, adding all the nodes. If $\epsilon=\infty$, we have always $p_{\mathrm{A}}(\mathbf{x})=0$, and we never update the emulator. With a suitable choice of $\epsilon$ (tuned according to computational budget available), this acceptance function can be also a good option. A numerical comparison among these acceptance probabilities is given in Section 5.8.

### 5.7. RADIS for model emulation and sequential inversion

In this section, we describe the application of RADIS to solve Bayesian inverse problems. We have already considered the case of obtaining a surrogate function for the (unnormalized) density $\pi$ (or $\log \pi$ ). We here focus on inverse inference problems where our aim is also to obtain an emulator of the costly forward model. More specifically, let us consider a generic Bayesian inversion problem

$$
\begin{equation*}
\mathbf{y}=\mathbf{h}(\mathbf{x})+\mathbf{v} . \tag{5.30}
\end{equation*}
$$

where $\mathbf{h}(\mathbf{x}): \mathbb{R}^{d_{x}} \rightarrow \mathbb{R}^{d_{y}}$ represents a non-linear mapping defining a physical or mechanistic model (e.g. a complex energy transfer model, a climate model subcomponent integrating subgrid physical processes, or a set of differential equations describing a chemical diffusion process) and $\mathbf{v}$ has a multivariate Gaussian pdf (e.g., with zero mean and a diagonal covariance matrix with $\sigma^{2}$ in the diagonal). Considering a prior $g(\mathbf{x})$ over $\mathbf{x}$, the posterior is

$$
\bar{\pi}(\mathbf{x}) \propto \pi(\mathbf{x})=\exp \left(-\frac{1}{2 \sigma^{2}}\|\mathbf{y}-\mathbf{h}(\mathbf{x})\|^{2}\right) g(\mathbf{x})
$$

which can be costly to evaluate if $\mathbf{h}(\mathbf{x})$ is a complex model. In this setting, it is often required to build an emulator of the physical model $\mathbf{h}(\mathbf{x})$ instead of a surrogate function for the pdf $\pi[64,35,7,78]$. However, we can build $\widehat{\mathbf{h}}(\mathbf{x})$ using the same procedures in Sect. 5.4.2, and then obtain

$$
\widehat{\pi}(\mathbf{x})=\exp \left(-\frac{1}{2 \sigma^{2}}\|\mathbf{y}-\widehat{\mathbf{h}}(\mathbf{x})\|^{2}\right) g(\mathbf{x})
$$

which can be employed as proposal in our scheme. Hence, in this case, we obtain two emulators: $\widehat{\mathbf{h}}(\mathbf{x})$ of the physical model, and $\widehat{\pi}(\mathbf{x})$ of the posterior.

In many real-world applications, we have a sequence of inverse problems

$$
\begin{equation*}
\mathbf{y}_{r}=\mathbf{h}\left(\mathbf{x}_{r}\right)+\mathbf{v}_{r}, \quad r=1, \ldots, R, \tag{5.31}
\end{equation*}
$$

where $R$ denotes the number of observation nodes in the network, but the physical model $\mathbf{h}$ is the same for all nodes. See an illustrative example in Fig. 5.4(a). The underlying graph represents different features and may have different statistical meanings. Moreover, it can contain prior information directly given in the specific problem. As an example, consider the case of an image where each pixel is represented as a node in the network, see Fig. 5.4(b), and the goal is to retrieve a set of parameters $\mathbf{x}$ from the observed or simulated pixels $\mathbf{y}$. This is the standard scenario in remote sensing applications, where the observations $\mathbf{y}$ are very high dimensional (depending on the sensory system and satellite platform ranging from a few spectral channels to even thousands) and the set of parameters $\mathbf{x}$ describe the physical characteristics of each particular observation (e.g. leaf or canopy structure, observation characteristics, vegetation health and status, etc). In other settings the graph must be also inferred, i.e., the connections should be learned as well. A

(a)

(b)

Figure 5.4: (a) Different inversion problems related to each other involving the same underlying physical model $\mathbf{h}(\cdot)$. Their relationships are represented by (dashed lines) edges between the nodes. (b) Example of network in an image, where each pixel represents a node of the network. This is the scenario in remote sensing image processing, where $\mathbf{x}_{i}$ represents the physical state parameters to infer from a set of acquired (or simulated) spectra $\mathbf{y}_{i}$ (in this figure, we consider noise-free observations).
simple strategy is to consider the strength of the link is proportional to $\exp \left(-\left\|\mathbf{y}_{r}-\mathbf{y}_{j}\right\|\right)$, for instance. Other more sophisticated procedures can be also employed [16]. Given Eq. (5.31), a piece of the likelihood function is

$$
p\left(\mathbf{y}_{r} \mid \mathbf{x}_{r}\right) \propto \exp \left(-\frac{1}{2 \sigma^{2}}\left\|\mathbf{y}_{r}-\mathbf{h}\left(\mathbf{x}_{r}\right)\right\|^{2}\right), \quad r=1, \ldots, R .
$$

Note that the observation model $\mathbf{h}(\cdot)$ is shared in all the $R$ nodes. The complete likelihood function is $p\left(\mathbf{y}_{1: r} \mid \mathbf{x}_{1: r}\right)=p\left(\mathbf{y}_{1}, \ldots, \mathbf{y}_{R} \mid \mathbf{x}_{1}, \ldots, \mathbf{x}_{R}\right)=\prod_{i=1}^{R} p\left(\mathbf{y}_{r} \mid \mathbf{x}_{r}\right)$. A complete Bayesian analysis can be considered in this scenario, implementing also RADIS within a particle filter for an efficient inference. However, it is out of the scope of this work and we leave it as a future research line.

(a)

(b)

(c)

Figure 5.5: Evolution of $\widehat{\pi}_{t}$ from NN-AIS+U through iterations (a) $t=10$, (b) $t=50$, and (c) $t=100$.

### 5.8. Numerical experiments

In this section, we provide several numerical tests in order to show the performance of the proposed scheme and compare them with benchmark approaches in the literature. The first example corresponds to a nonlinear banana shaped density in dimension $d_{x}=2$, where we compare NN-AIS against standard IS algorithms. The second test is a multimodal scenario with dimension $d_{x}=10$, where we test the combination of an AIS algorithm with NN-AIS against other AIS. An application to an astronomical model is also given, where we provide a comparison in terms of computation time. Finally, we consider an application to remote sensing, specifically, we test our scheme in multiple bayesian inversions of PROSAIL.

### 5.8.1. Toy example 1: banana-shaped density

We consider a banana shaped target pdf,

$$
\begin{equation*}
\bar{\pi}(\mathbf{x}) \propto \exp \left(-\frac{\left(\eta_{1}-B x_{1}-x_{2}^{2}\right)^{2}}{2 \eta_{0}^{2}}-\sum_{i=1}^{d_{x}} \frac{x_{i}^{2}}{2 \eta_{i}^{2}}\right), \tag{5.32}
\end{equation*}
$$

with $B=4, \eta_{0}=4$ and $\eta_{i}=3.5$ for $i=1, \ldots, d_{x}$, where $\mathcal{X}=[-10,10] \times[-10,10]$, i.e., bounded domain. We consider $d_{x}=2$ and compute in advance $Z$ and the mean of the target (i.e., the groundtruth) by using a costly grid, so that we can check the performance of the different techniques.

## Estimating $Z$ and $\mu$

We aim to estimate $Z=7.9976$ and $\boldsymbol{\mu}=[-0.4841,0]$ with NN-AIS and compare it, in terms of relative mean squared error (RMSE), with different IS algorithms considering the same number of target evaluations. The results are averaged over 500 independent simulations. The goal is to investigate the performance of NN-AIS as compared to other parametric IS algorithms that consider a proposal, well designed in advance. We set $T=100$ and $N=10$, and use 10 starting nodes (random chosen in the domain) to build $\widehat{\pi}_{1}\left(\mathbf{x} \mid \mathcal{S}_{0}\right)$. With the selected values of $T$ and $N$ the total budget of target evaluations is $E=10+N T=1010$.

Methods. We consider three variants of NN-AIS to illustrate three different scenarios: in the first one (denoted as NN-AIS) initial nodes uniform in $[-10,10] \times[-10,10]$, i.e. good initialization, without $\bar{q}_{\mathrm{par}}(\mathbf{x})$; (NN-AIS+U) same initialization with $\bar{q}_{\mathrm{par}}(\mathbf{x})=\frac{1}{|X|}$, i.e. good initialization and with a good choice of $\bar{q}_{\mathrm{par}}(\mathbf{x})$; (NN-AIS+G) initial nodes are uniform in $[5,10] \times[5,10]$ with Gaussian $\bar{q}_{\mathrm{par}}(\mathbf{x})=\mathcal{N}\left(\mathbf{x} \mid[2,2]^{\top}, 3^{2} \mathbf{I}_{2}\right)$, i.e., a bad initialization with a bad choice of the parametric proposal $\bar{q}_{\mathrm{par}}(\mathbf{x})$. In all cases, we consider a fixed value of $\alpha_{t}=\frac{1}{2}$.


Figure 5.6: (a) RMSE in log-scale for $Z$ as function of evaluations $E$. (b) RMSE in log-scale for $\boldsymbol{\mu}$ as function of $E$. (c) RMSE of GP-AIS+U in log-scale for $\boldsymbol{\mu}$ as function of $E$. (d) $L_{2}$ distance between $\pi$ and $\widehat{\pi}_{t}$ when the nodes are adaptively obtained by NN-AIS+U (in solid line), and when the nodes are random and uniformly chosen in the domain (in dashed line), as a function of $t$.

Furthermore, we compare the NN-AIS schemes with three alternative IS methods: (IS$\mathbf{U}$ ) with uniform proposal in $\mathcal{X}$, which is very good choice of proposal in this problem; (IS-G $\mathbf{G}^{\star}$ ) with Gaussian proposal matching the moments of $\bar{\pi}(\mathbf{x})$, i.e., the optimal Gaussian proposal; ( $\mathbf{I S}-\mathbf{G}^{\star}+\mathbf{U}$ ) with a proposal which is an equally weighted mixture of the two previous cases. In addition, we also test our algorithm using GPs, denoted GP-AIS+U.

Discussion. As shown in Figures 5.6(a)-(b), NN-AIS and NN-AIS+U outperform the rest. NN-AIS performs a bit better than NN-AIS+U: the use of a parametric proposal is safer but entails a loss of performance, trading off exploitation for exploration. In Figure 5.6(a), NN-AIS+G shows worse performance in estimating $Z$ in the early iterations as a consequence of the bad initialization and bad parametric proposal. However, it quickly improves and start performing as good as IS-G ${ }^{\star}$ and IS-G ${ }^{\star}+$ U. In Figure 5.6(b), regarding the estimation of $\boldsymbol{\mu}$, our methods perform better than alternative IS algorithms. Figure 5.6(c) shows that GP-AIS+U provides similar performance than NN-AIS+U. Overall, this simple experiment shows the range of performance of our method: it is best if we use only our method, provided that we have a good initialization; adding a good parametric proposal is safer if we do not trust our initialization, showing just a small loss of performance w.r.t. the first scenario. In the case both the initialization and parametric proposal


Figure 5.7: We show the number of additional evaluations required by IS-U to achieve the same RMSE than NN-AIS with $E=1010$ in (a) the estimation of $Z$, and (b) the estimation of $\boldsymbol{\mu}$. The red line represents the RMSE of IS-U as a function of $E$, while the horizontal line is the RMSE achieved by NN-AIS with $E=1010$. The vertical dash line is at $E=1010$.
are wrongly chosen, our method is able to achieve good results and recover quickly from a bad initialization.

Additional comparison. we have run IS-U for $E>1010$ until it reached the same error in estimation achieved by NN-AIS. The results are depicted in Figures 5.7. Specifically, in Figure 5.7(a) we see that around 29000 more evaluations are needed to obtain the same error in estimating $Z$, and Figure 5.7(b) shows that around 7000 more evaluations to obtain the same error in estimating $\boldsymbol{\mu}$.

## Convergence of $\widehat{\pi}_{t} t o \pi$

The convergence of $\widehat{\pi}_{t}$ to $\pi$ depends on the fact that nodes should fill the space enough (see 5.10.1). However, some filling strategies yield a faster convergence than others. In our simulations, we aim to show that the construction provided by NN-AIS+U converges faster than another construction using nodes random and uniformly chosen in the domain $\mathcal{X}$. Figures 5.5 and $5.6(\mathrm{~d})$ show that the approximation $\widehat{\pi}_{t}$ obtained by NN-AIS+U is indeed converging to $\pi$ as $t$ increases. In Figure 5.6(c), we show the $L_{2}$ distance between $\pi$ and $\widehat{\pi}_{t}$ with random nodes (in dashed line), and by NN-AIS+U (in solid line), along with the number of iterations $t$. As shown in Figure 5.6(d), the $\widehat{\pi}_{t}$ gets more rapidly closer to $\pi$ in $L_{2}$ when the nodes are sampled from NN-AIS+U rather than only adding random points, uniformly over the domain.

## Comparing NN-AIS+U with different values of $L$

In our proposed approach, we need to evaluate $L$ times the approximation $\widehat{\pi}_{t}$ at each iteration. The computation cost of the algorithm thus scales with $L$, which needs to be big enough (and bigger than $N$ ) so that the resampling step and the estimation of $c_{t}$ are
accurate. Here, we investigate the performance of NN-AIS+U for several values $L \in$ $\{5000,10000,25000,50000\}$. As expected, Figure 5.8 shows that the performance of the algorithm deteriorates as we lower the value of $L$. However, note that all NN-AIS scheme with the considered $L$ perform better compared to standard IS with uniform proposal.


Figure 5.8: Performance of NN-AIS+U with different choices of $L \in\{1000,5000,10000,25000,50000\}$ in (a) the estimation of $Z$, and (b) the estimation of $\boldsymbol{\mu}$. The red curve represents the RMSE of IS-U as a function of $E$.

## Results of the parsimonious constructions

In the vanilla version of RADIS, the approximation $\widehat{\pi}_{t}$ is refined by adding the $N$ samples drawn at iteration $t$ to the set of active nodes. Since we consider non-parametric approximations, this implies that $\widehat{\pi}_{t}$ becomes more complex, i.e. more costly to evaluate, as $t$ grows. In Sect. 5.6, we showed means of controlling the complexity of $\widehat{\pi}_{t}$ by the computation of acceptance probabilities: instead of adding all the samples, the $n$-th sample is added with certain probability. Here, we test the application of several acceptance probabilities to NN-AIS+U and compare the performance with respect to NN-AIS+U that accepts all nodes. We also examine the complexity, in terms of number of nodes, of the final emulator. Specifically, we consider the acceptance functions A1 in Eq. (5.25), A2 in Eq. (5.26) and $\mathbf{A 3}$ in Eq. (5.27). We also test three variants of the improper acceptance function in Sect. 5.6.2, namely $F(\mathbf{x})=\pi(\mathbf{x}), F(\mathbf{x})=\left|\pi(\mathbf{x})-\widehat{\pi}_{t}(\mathbf{x})\right|$ and $F(\mathbf{x})=\left|\pi(\mathbf{x})-\widehat{\pi}_{t}(\mathbf{x})\right| \widehat{\pi}_{t}(\mathbf{x})$. The results are given in Figures 5.9, Figure 5.10 and Figure 5.11. Note that NN-AIS+U (ALL) represents the vanilla version NN-AIS+U in Table 5.1, adding all the nodes at the Step 3.

Figure 5.9(a) shows the application of the acceptance probability $\mathbf{A 2}$ for different choices of $\alpha$ and $\beta$ using the updating scheme in Table 5.3. Recall that, when $\alpha$ or $\beta$ are 0 , the acceptance probability is 0 . When $\alpha \gg 1$ and $\beta>0$, the nodes are added in a space-filling fashion. On the contrary, when $\beta \gg 1$ and $\alpha>0$, the nodes are added by accounting for the discrepancy between $\pi$ and $\widehat{\pi}_{t}$. We note that the former strategy works better than the latter, as shown in Figure 5.9(a). Moreover, the performance is better when $\alpha=\beta=1$, that is, both strategies at the same time. As $\alpha$ and $\beta$ grow, we recover the per-


Figure 5.9: Performance of NN-AIS+U with acceptance function from Eq. (5.26) for different choices of $\alpha$ and $\beta$, in (a) the estimation of $Z$. Number of nodes versus $t$ in (b) in linear scale, and (c) in logarithm scale. The black solid curve represents the number of nodes of NN-AIS+U that accepts all.
formance of the NN-AIS+U accepting all samples. Figure 5.10(a) shows the number of nodes of the final constructed emulators. We see that the choice $\alpha=\beta=100$ produces an approximation $\widehat{\pi}_{t}$ that has only half of the nodes of the algorithm accepting all the samples, but achieves the same level of precision in the estimation. We also tested the acceptance functions based on resampling in Eq. (5.28). The results are given in Figures 5.9(c) and 5.10(c). We also tested the acceptance functions A1 and A3, each one with the two possible updating schemes from Tables 5.2 (non-sequential) and 5.3 (sequential). As shown in Figure 5.9(b), the acceptance function A3 provides better results than A1. For both, the use of a sequential updating scheme improve the results. Figure 5.10(b) shows the number of final nodes of the emulator. We can observe that several parsimonious schemes provide very good performance, close to the vanilla NN-AIS+U (with a much smaller number of added nodes).

Finally, in Figure 5.11 we compare the best parsimonious schemes with the vanilla NNAIS+U method, showing their RMSE as function of the total number of added nodes at each iterations. Furthermore, as the dashed line in Figure 5.6(d), we have compared with an NN-AIS+U scheme where $N$ nodes are added at each iteration but chosen randomly in the space (instead of adding the nodes obtained in the inner resampling in Step 3 of Table 5.1). The corresponding curve is shown with a dashed line. The end point of each curve is highlighted with greater black circle. The reason is that this last point is completely comparable among the different curve since, at this point, we have the same number of target evaluations $E$. Therefore, observing these last points, we can see that all the parsimonious schemes achieve the same or smaller error than the vanilla NN-AIS+U, with a smaller number of added nodes.


Figure 5.10: Final number of added nodes for the construction of the emulator for NN-AIS+U with several acceptance functions of different parsimonious schemes.


Figure 5.11: RMSE for NN-AIS+U with different acceptance functions (choosing the best schemes in the previous tests), versus the total number of added nodes at each iteration. We have also incorporated a curve (depicted with dashed line) of an NN-AIS+U scheme where $N$ nodes are added at each iteration but chosen randomly in the space (instead of adding the nodes obtained in the inner resampling in Step 3 of Table 5.1). The end point in each curve is highlighted with greater black circle. The reason is that this last point is completely comparable among the different curve since, at this point, we have the same number of target evaluations $E$. Observing these end points, we see that all the parsimonious schemes shown in the figure provide the same or smaller error than the vanilla NN-AIS+U, with a smaller number of added nodes.

### 5.8.2. Toy example 2: multimodal density

In this experiment, we consider a multimodal Gaussian target in $d_{x}=10$,

$$
\bar{\pi}(\mathbf{x})=\frac{1}{3} \mathcal{N}\left(\mathbf{x} \mid \boldsymbol{\mu}_{1}, \boldsymbol{\Sigma}_{1}\right)+\frac{1}{3} \mathcal{N}\left(\mathbf{x} \mid \boldsymbol{\mu}_{2}, \boldsymbol{\Sigma}_{2}\right)+\frac{1}{3} \mathcal{N}\left(\mathbf{x} \mid \boldsymbol{\mu}_{3}, \boldsymbol{\Sigma}_{3}\right),
$$

with $\boldsymbol{\mu}_{1}=[5,0, \ldots, 0], \boldsymbol{\mu}_{2}=[-7,0, \ldots, 0], \boldsymbol{\mu}_{3}=[1, \ldots, 1]$ and $\boldsymbol{\Sigma}_{1}=\boldsymbol{\Sigma}_{2}=\boldsymbol{\Sigma}_{3}=4^{2} \mathbf{I}_{10}$. We want to test the performance of the different methods in estimating the normalizing constant $Z=1$. Specifically, our aim is to test the combination of our NN-AIS scheme with an AIS algorithm against other AIS algorithms. The budged of target evaluations is $E=1000$.

Methods. We consider three sophisticated AIS schemes, namely population Monte Carlo (PMC)[10], layered adaptive IS (LAIS)[48] and adaptive multiple IS (AMIS)[14]. These
are AIS algorithms where the proposal (or proposals) gets updated at each iteration using information from previous samples. Specifically, PMC performs multinomial resampling to locate the proposals in the next iteration; AMIS matches the mean of the single proposal with the current estimation of the posterior mean using all previous samples; LAIS evolves the location parameters of the proposals with a MCMC algorithm. The goal is to compare the performance of PMC, LAIS and AMIS with a combination of our NN-AIS scheme and LAIS.

We set Gaussian pdfs as the proposal pdfs for all methods. We also need to set the number of these proposals in PMC and LAIS, as well as the dispersion of the Gaussian densities. For PMC, we test different number of proposals $N_{\mathrm{PMC}} \in\{10,100,200,500\}$, whose means are initialized at random in $[-15,15]^{10}$. At each iteration of PMC, one sample is drawn from each of the $N_{\text {PMC }}$ proposals, hence the algorithm is run for $T_{\text {PMC }}=\frac{1000}{N_{\text {PMC }}}$ iterations for a fair comparison. As a second alternative, we consider the deterministic mixture weighting approach for PMC, which is shown to have better overall performance, denoted DM-PMC [63, 81].
For LAIS, we also test different number of proposals $N_{\text {LAIS }} \in\{10,100,200,500\}$. We consider the one-chain application of LAIS (OC-LAIS), that requires to run one MCMC algorithm targeting $\bar{\pi}(\mathbf{x})$ to obtain the $N_{\text {LAIS }}$ location parameters, hence it requires $N_{\text {LAIS }}$ evaluations of the target. Then, at each iteration of LAIS, one sample is drawn from the mixture of proposals, hence we run the algorithm for $T_{\text {LAIS }}=1000-N_{\text {LAIS }}$ iterations for a fair comparison. For simplicity, we also consider Gaussian random-walk Metropolis to obtain the $N_{\text {LaIS }}$ means.
Finally, we consider AMIS with several combinations of number of iterations $T_{\text {AMIS }}$ and number of samples per iteration $M$. At each iteration, $M$ samples are drawn from a single Gaussian proposal, hence the total number of evaluations is $E=M T_{\text {AMIS }}$. In this case, we test $E \in\{1000,2000,3000,5000\}$, so the comparison is not fair (penalizing our approach) except for $E=1000$.
Regarding our method, we use a mixture of $N_{\text {LAIS }} \in\{100,200,500\}$ proposal pdfs obtained by LAIS as $\bar{q}_{\text {par }}(\mathbf{x})$ as in Eq. (5.21) (we also use the means of these proposals as initial nodes). We vary $N$, and run our combined scheme for $T=\frac{E-N_{\text {LAIS }}}{N}$, keeping the number of target evaluations $E=1000$. For PMC, LAIS and AMIS, as well as for the random walk proposal within the Metropolis algorithm, the covariance of the Gaussian proposals was set to $\xi^{2} \mathbf{I}_{10}$ and we test $\xi=1, \ldots, 6$. All the methods are compared through the mean absolute error (MAE) in estimating $Z$, and the results are averaged over 500 independent simulations.
The results are shown in Table 5.5, Table 5.6 and Table 5.7. We can see that NNAIS+LAIS provides more robust results than only using LAIS. Namely, NN-AIS+LAIS obtains the same or a lower MAE than LAIS, depending on choice of the different parameters. Overall, the proposed scheme outperforms all the other benchmark AIS methods such as PMC, DM-PMC, LAIS and AMIS easily, even considering more target evaluations (penalizing our scheme) as shown in Table 5.7.

Table 5.5: MAE for $Z$ with $E=1000$ (best and worst MAE of each method are boldfaced)

| Methods |  | $\xi=1$ | $\xi=2$ | $\xi=3$ | $\xi=4$ | $\xi=5$ | $\xi=6$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PMC | $N_{\text {PMC }}=10$ | 0.9993 | 0.9526 | 0.8603 | 0.6743 | 0.6024 | 0.6155 |
|  | $N_{\text {PMC }}=100$ | 0.9998 | 0.9896 | 0.8853 | 0.6761 | 0.5192 | $\mathbf{0 . 4 5 4 4}$ |
|  | $N_{\text {PMC }}=200$ | $\mathbf{1 . 0 0 0 2}$ | 0.9893 | 0.8816 | 0.7099 | 0.6389 | 0.5384 |
|  | $N_{\text {PMC }}=500$ | 0.9995 | 0.9916 | 0.9741 | 0.8700 | 0.7421 | 0.6544 |
|  |  | $N_{\text {PMC }}=10$ | 0.9991 | 0.9478 | 0.8505 | 0.6009 | 0.5352 |
|  | $N_{\text {PMC }}=100$ | 0.9997 | 0.8719 | 0.4490 | 0.2425 | $\mathbf{0 . 1 9 0 1}$ | 0.2193 |
|  | $N_{\text {PMC }}=200$ | 0.9999 | 0.9321 | 0.5708 | 0.3257 | 0.2374 | 0.2524 |
|  | $N_{\text {PMC }}=500$ | $\mathbf{1 . 0 0 0 0}$ | 0.9888 | 0.7969 | 0.5009 | 0.3684 | 0.3800 |
| OC-LAIS |  |  |  |  |  |  |  |
|  | $N_{\text {LAIS }}=10$ | $\mathbf{1 . 0 0 0 0}$ | 1.0000 | 0.9992 | 0.9883 | 0.9468 | 0.9079 |
|  | $N_{\text {LAIS }}=100$ | 0.9999 | 0.8731 | 0.4434 | 0.2785 | 0.2392 | 0.2870 |
|  | $N_{\text {LAIS }}=200$ | 0.9982 | 0.7028 | 0.2418 | 0.1243 | 0.1406 | 0.2070 |
|  | $N_{\text {LAIS }}=500$ | 0.9937 | 0.4949 | 0.1221 | $\mathbf{0 . 0 8 5 7}$ | 0.1195 | 0.1786 |

Table 5.6: MAE for $Z$ with $E=1000$ (best of each combination of $N_{\text {LAIS }}$ and $\xi$ are boldfaced)

| Methods |  | $\xi=1$ | $\xi=2$ | $\xi=3$ | $\xi=4$ | $\xi=5$ | $\xi=6$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $N=50$ | $\mathbf{0 . 9 7 7 8}$ | $\mathbf{0 . 3 8 8 6}$ | $\mathbf{0 . 1 3 3 4}$ | 0.1487 | $\mathbf{0 . 1 6 2 4}$ | $\mathbf{0 . 1 9 6 8}$ |
| NN-AIS+LAIS $\left(N_{\text {LAIS }}=100\right)$ | $N=100$ | 0.9900 | 0.4152 | 0.1408 | 0.1519 | 0.1853 | 0.2502 |
|  | $N=300$ | 0.9907 | 0.4817 | 0.1761 | $\mathbf{0 . 1 4 6 6}$ | 0.1869 | 0.2427 |
|  | $N=100$ | $\mathbf{0 . 7 6 6 2}$ | $\mathbf{0 . 1 6 0 7}$ | 0.1332 | $\mathbf{0 . 1 1 7 9}$ | $\mathbf{0 . 1 3 0 0}$ | 0.2000 |
| NN-AIS+LAIS $\left(N_{\text {LAIS }}=200\right)$ | $N=200$ | 0.8195 | 0.2176 | $\mathbf{0 . 1 0 0 1}$ | 0.1250 | 0.1418 | $\mathbf{0 . 1 8 5 4}$ |
|  | $N=400$ | 0.8417 | 0.2954 | 0.1512 | 0.1218 | 0.1522 | 0.2060 |
|  | $N=50$ | $\mathbf{0 . 2 4 2 8}$ | 0.1801 | 0.1614 | 0.1313 | 0.1190 | 0.1642 |
| NN-AIS+LAIS $\left(N_{\text {LAIS }}=500\right)$ | $N=100$ | 0.2905 | 0.1406 | $\mathbf{0 . 1 1 4 4}$ | 0.1046 | $\mathbf{0 . 1 1 5 2}$ | 0.1851 |
|  | $N=250$ | 0.4139 | $\mathbf{0 . 1 2 7 0}$ | 0.1226 | $\mathbf{0 . 0 9 8 9}$ | 0.1262 | $\mathbf{0 . 1 7 8 3}$ |

### 5.8.3. Inference in an Astronomical model

In recent years, the problem of revealing objects orbiting other stars has acquired large attention in Astronomy. Different techniques have been proposed to discover exo-objects but, nowadays, the radial velocity technique is still the most used [30, 3,80 ]. The model is highly non-linear and it is costly in terms of computation time (specially, for certain sets of parameters). The evaluation of the posterior involves numerically integrating a differential equation in time or an iterative procedure for solving a non-linear equation. Typically, the iteration is performed until a threshold is reached, or a certain number of iterations (e.g., typically $10^{6}$ iterations), are performed. For the radial velocity model, this

Table 5.7: MAE for $Z$ of AMIS with $E \in\{1000,2000,3000,5000\}$. Note that the comparison is unfair (penalizing our approach) except for $E=1000$.

| Methods |  | $\xi=1$ | $\xi=2$ | $\xi=3$ | $\xi=4$ | $\xi=5$ | $\xi=6$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $M=10$ | 0.9998 | 0.9997 | 0.9997 | 0.9996 | 0.9996 | 0.9995 |
| AMIS | $M=100$ | 1.0000 | 1.0000 | 1.0000 | 0.9999 | 0.9997 | 0.9990 |
| $E=1000$ | $M=200$ | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.9998 | 0.9994 |
|  | $M=500$ | $\mathbf{1 . 0 0 0 0}$ | 1.0000 | 1.0000 | 1.0000 | 0.9998 | $\mathbf{0 . 9 9 8 9}$ |
|  | $M=10$ | 0.9155 | 0.9117 | 0.8981 | 0.8987 | 0.8891 | $\mathbf{0 . 8 8 7 8}$ |
| AMIS | $M=100$ | 0.9998 | 0.9986 | 0.9934 | 0.9784 | 0.9559 | 0.9072 |
| $E=2000$ | $M=200$ | 1.0000 | 1.0000 | 0.9998 | 0.9981 | 0.9888 | 0.9712 |
|  | $M=500$ | $\mathbf{1 . 0 0 0 0}$ | 1.0000 | 1.0000 | 0.9998 | 0.9984 | 0.9953 |
|  | $M=10$ | 0.3293 | 0.3402 | $\mathbf{0 . 3 0 5 1}$ | 0.3381 | 0.3540 | 0.3443 |
| AMIS | $M=100$ | 0.9725 | 0.9040 | 0.7963 | 0.6384 | 0.4964 | 0.3816 |
| $E=3000$ | $M=200$ | 0.9998 | 0.9977 | 0.9884 | 0.9527 | 0.8308 | 0.7119 |
|  | $M=500$ | $\mathbf{1 . 0 0 0 0}$ | 1.0000 | 0.9998 | 0.9988 | 0.9859 | 0.9566 |
|  | $M=10$ | 0.0766 | 0.0768 | $\mathbf{0 . 0 6 9 5}$ | 0.0722 | 0.0699 | 0.0725 |
| AMIS | $M=100$ | 0.1626 | 0.1176 | 0.0957 | 0.0810 | 0.0737 | 0.0656 |
| $E=5000$ | $M=200$ | 0.8771 | 0.6040 | 0.2824 | 0.1473 | 0.1163 | 0.0899 |
|  | $M=500$ | $\mathbf{1 . 0 0 0 0}$ | 0.9982 | 0.9904 | 0.9449 | 0.7944 | 0.4532 |

is needed for solving Eq. (5.36) described below. In the following, we describe an orbital model, which is equivalent for any N-body system observed from Earth, i.e. exoplanetary systems, binary stellar system, double pulsars, etc.

## Likelihood function and prior densities

When analysing radial velocity data of an exoplanetary system, it is commonly accepted that the wobbling of the star around the centre of mass is caused by the sum of the gravitational force of each planet independently and that they do not interact with each other. Each planet follows a Keplerian orbit and the radial velocity of the host star is given by

$$
\begin{equation*}
y_{k}=V_{0}+\sum_{i=1}^{S} \zeta_{i}\left[\cos \left(u_{i, k}+\omega_{i}\right)+e_{i} \cos \left(\omega_{i}\right)\right]+\xi_{k}, \tag{5.33}
\end{equation*}
$$

with $k=1, \ldots, K$. The number of objects in the system is $S$, that is consider known in this experiment (for the sake of simplicity). Note that the iteration index $i=1, \ldots, S$ denotes the $i$-th object/planet. Both $y_{k}, u_{i, k}$ depend on time $t$, and $\xi_{k}$ is a Gaussian noise perturbation with variance $\sigma_{e}^{2}$. For simplicity, we consider this value known, $\sigma_{e}^{2}=1$. The meaning of each parameter in Eq. (5.33) is given in Table 5.8. The likelihood function is defined by (5.33) and some indicator variables described below. The angle $u_{i, k}$ is the true

Table 5.8: Description of parameters in Eq. (5.33).

| Parameter | Description | Units |
| :--- | :--- | :--- |
| For each planet |  |  |
| $\zeta_{i}$ | amplitude of the curve | $\mathrm{m} \mathrm{s}^{-1}$ |
| $u_{i, k}$ | true anomaly | rad |
| $\omega_{i}$ | longitude of periastron | rad |
| $e_{i}$ | orbit's eccentricity | $\ldots$ |
| $P_{i}$ | orbital period | s |
| $\tau_{i}$ | time of periastron passage | s |
| Below: not depending on the number of objects/satellite |  |  |
| $V_{0}$ | mean radial velocity | $\mathrm{m} \mathrm{s}^{-1}$ |

anomaly of the planet $i$ and it can be determined from

$$
\begin{equation*}
\frac{d u_{i, k}}{d t}=\frac{2 \pi}{P_{i}} \frac{\left(1+e_{i} \cos u_{i, k}\right)^{2}}{\left(1-e_{i}\right)^{\frac{3}{2}}} \tag{5.34}
\end{equation*}
$$

This equation has analytical solution. As a result, the true anomaly $u_{i, k}$ can be determined from the mean anomaly $M_{i, k}$. However, the analytical solution contains a non linear term that needs to be determined by iterating. First, we define the mean anomaly $M_{i, k}$ as

$$
\begin{equation*}
M_{i, k}=\frac{2 \pi}{P_{i}}\left(t-\tau_{i}\right), \tag{5.35}
\end{equation*}
$$

where $\tau_{i}$ is the time of periastron passage of the planet $i$ and $P_{i}$ is the period of the orbit (see Table 5.8). Then, through the Kepler's equation,

$$
\begin{equation*}
M_{i, k}=E_{i, k}-e_{i} \sin E_{i, k}, \tag{5.36}
\end{equation*}
$$

we have to obtain $E_{i, k}$, which is the eccentric anomaly. Equation (5.36) has no analytic solution and it must be solved by an iterative procedure. A Newton-Raphson method is typically used to find the roots of this equation [66]. For certain sets of parameters this iterative procedure can be particularly slow.

Finally, we can also obtain $u_{i, k}$ from

$$
\begin{equation*}
\tan \frac{u_{i, k}}{2}=\sqrt{\frac{1+e_{i}}{1-e_{i}}} \tan \frac{E_{i, k}}{2}, \tag{5.37}
\end{equation*}
$$

Hence, the vector of variables to infer, $\mathbf{x}$, is

$$
\begin{equation*}
\mathbf{x}=\left[V_{0}, \zeta_{1}, \omega_{1, t}, e_{1}, P_{1}, \tau_{1}, \ldots, \zeta_{S}, \omega_{S}, e_{S}, P_{S}, \tau_{S}\right] \tag{5.38}
\end{equation*}
$$

For a single object (e.g., a planet or a natural satellite), the dimension of $\mathbf{x}$ is $d_{X}=5+1=6$, with two objects the dimension of $\mathbf{x}$ is is $d_{x}=11$ etc. Generally, we have $d_{x}=1+5 S$. Note that the observation model in Eq. (5.33) induces the likelihood function $p(\mathbf{y} \mid \mathbf{x})$,
where $\mathbf{y}=\left[y_{1}, \ldots, y_{K}\right]$.
Priors. As prior densities we consider uniform pdfs in the following intervals: $V_{0} \in$ $[-20,20], \zeta_{i} \in[0,50], e_{i} \in[0,1], P_{i} \in[0,365], \omega_{i, k} \in[0,2 \pi], \tau_{i} \in\left[0, P_{i}\right]$ (i.e., the prior is zero outside these intervals), for all $i=1, \ldots, S$. This means that the likelihood function is zero when the particles fall out of these intervals. Note that the interval of $\tau_{i}$ is conditioned to the value $P_{i}$. This parameter is the time of periastron passage, i.e. the time passed since the object passed the closest point in its orbit. It has the same units of $P_{i}$ and can take values from 0 to $P_{i}$.

## Experiment setting and results

We generate a set of data $\left\{y_{k}\right\}_{t=1}^{K}$ with $K=50$, and $S=2$ objects (so that $d_{x}=11$ ), according to the observation model above. We set $V=2, \zeta_{1}=25, \omega_{1}=0.61, e_{1}=0.1$, $P_{1}=15, \tau_{1}=3$ (for the first object) and $\zeta_{2}=5, \omega_{2}=0.17, e_{2}=0.3, P_{2}=115, \tau_{2}=25$ (for the second object). We compare a standard IS scheme using the prior as proposal and the NN-AIS+U scheme (using again the prior as uniform proposal component) using the parsimonious scheme with acceptance function A3 in Eq. (5.27). In NN-AIS+U, we consider $N=10000, T=100$ and $L=10^{6}$. The total number of evaluations of the posterior is then $N T=10^{6}$ for NN-AIS+U. For the standard IS scheme, we consider different number of samples $\left\{10^{6}, 2 \cdot 10^{6}, 3 \cdot 10^{6}, 4 \cdot 10^{6}\right\}$. We compute the Relative MSE (RMSE) in estimation of the 11 parameters in $\mathbf{x}$, averaged over all the components. The results are also averaged over 200 independent runs. Table 5.9 provides the RMSE and the computational time, normalized with respect to the time spent by the standard IS scheme with $10^{6}$ samples. We can observe that, in order to obtain the same performance of NNAIS+U in terms of RMSE, the IS schemes require much more computational time than NN-AIS+U. Therefore, this is an example with a real-world model where the inequality (5.22) is fulfilled.

Table 5.9: Relative Mean Square Errors (MSE) and normalized computational time.

| Methods | NN-AIS+U | IS | IS | IS | IS |
| :---: | :---: | :---: | :---: | :---: | :---: |
| RMSE | 5.755 | 9.439 | 7.943 | 6.524 | 5.431 |
| normalized time | 1.53 | 1 | 1.91 | 3.20 | 4.17 |
| posterior evaluations $(E)$ | $10^{6}$ | $10^{6}$ | $2 \cdot 10^{6}$ | $3 \cdot 10^{6}$ | $4 \cdot 10^{6}$ |

### 5.8.4. Retrieval of biophysical parameters inverting an RTM model

In this experiment, we apply NN-AIS to retrieve biophysical parameters of a sequence of problems involving the radiatrive transfer PROSAIL model. The purpose is to show the ability of NN-AIS to share information from related inverse problems easily. The
combined PROSPECT leaf optical properties model and SAIL canopy bidirectional reflectance model, also referred to as PROSAIL, have been used for almost two decades to study plant canopy spectral and directional reflectance in the solar domain [33]. PROSAIL has also been used to develop new methods for retrieval of vegetation biophysical properties. It links the spectral variation of canopy reflectance, which is mainly related to leaf biochemical contents, with its directional variation, which is primarily related to canopy architecture and soil/vegetation contrast. This link is key to simultaneous estimation of canopy biophysical/structural variables for applications in agriculture, plant physiology, and ecology at different scales. PROSAIL has become one of the most popular radiative transfer tools due to its ease of use, general robustness, and consistent validation by lab/field/space experiments over the years.
Inversion of PROSAIL. The context is Bayesian inversion of an observation model $\mathbf{h}(\mathbf{x}) .^{8}$ In our setting, the observation model is PROSAIL, which models reflectance in terms of leaf optical properties and canopy level characteristics. We choose only leaf optical properties as the set parameters of interest

$$
\begin{equation*}
\mathbf{x}=\left[S_{s t}, C_{h l}, C_{a r}, C_{b r}, C_{w}, C_{m}\right] \in \mathbb{R}^{6}, \tag{5.39}
\end{equation*}
$$

described in Table 5.10. In Table 5.11, we show the fixed values of canopy level characteristics, which are determined by the leaf area index (LAI), the average leaf angle inclination (ALA), the hot-spot parameter (Hotspot), and the parameters of system geometry described by the solar zenith angle ( $\theta_{s}$ ), view zenith angle $\left(\theta_{v}\right)$, and the relative azimuth angle between both angles $(\Delta \Theta)$. The observation model is $\mathbf{y}=\mathbf{h}(\mathbf{x})+\mathbf{v}$, where $\mathbf{v} \sim \mathcal{N}\left(\mathbf{0}, \sigma^{2} \mathbf{I}_{d_{y}}\right)$ with $\sigma=1$. The observed data, denoted $\mathbf{y} \in \mathbb{R}^{d_{y}}$ with $d_{y}=2101$, corresponds to the detected spectra. We generated synthetic spectra and the goal is to infer $\mathbf{x}$ studying the corresponding posterior distribution. The Gaussian noise $\mathbf{v} \sim \mathcal{N}\left(\mathbf{0}, \sigma^{2} \mathbf{I}\right)$ jointly with PROSAIL, $\mathbf{h}(\mathbf{x})$, induces the following likelihood function

$$
\begin{equation*}
\ell(\mathbf{y} \mid \mathbf{x})=\mathcal{N}\left(\mathbf{y} \mid \mathbf{h}(\mathbf{x}), \sigma^{2} \mathbf{I}\right) \tag{5.40}
\end{equation*}
$$

We set the prior $g(\mathbf{x})$ as a product of indicator variables $S_{s t} \in[1,3], C_{h l} \in[0,100]$, $C_{a r} \in[0,25], C_{b r} \in[0,1], C_{w} \in[0,0.05]$ and $C_{b} \in[0,0.02]$, i.e., the prior is zero outside these intervals. ${ }^{9}$ The complete posterior is then $p(\mathbf{x} \mid \mathbf{y})=\frac{1}{Z} \ell(\mathbf{y} \mid \mathbf{x}) g(\mathbf{x})$. It is important to remark that PROSAIL is an highly non-linear model and its inversion is a very complicated problem, as shown in the remote sensing literature [8, 7].
Sequential inversion for image recovery. In remote sensing, the goal is usually to recover an image formed by $R$ pixels. A set of physical parameters $\mathbf{x}_{r}$ is associated to the $r$-th pixel. Hence, the corresponding vector of observations $\mathbf{y}_{r}$ is also associate to each pixel. We have then a collection of inverse problems, where we desire to retrieve $\mathbf{x}_{r}$

[^6]given $\mathbf{y}_{r}$, one for each pixel. Mathematically, let consider $R$ measurements, $\left\{\mathbf{y}_{r}\right\}_{r=1}^{R}$, associated each to a different inverse problem, under the PROSAIL model, i.e., a mapping $\mathbf{h}(\mathbf{x}): \mathbb{R}^{d_{x}} \rightarrow \mathbb{R}^{d_{y}}$,
\[

$$
\begin{equation*}
\mathbf{y}_{r}=\mathbf{h}\left(\mathbf{x}_{r}\right)+\mathbf{v}_{r}, \quad r=1, \ldots, R . \tag{5.41}
\end{equation*}
$$

\]

We assume $\mathbf{v}_{r} \sim \mathcal{N}\left(\mathbf{0}, \sigma^{2} \mathbf{I}_{d_{y}}\right)$, for all $r=1, \ldots, R$, with $d_{y}=2101$, and $\sigma=1$, and thus we have a $R$ posterior distributions $p_{r}\left(\mathbf{x}_{r} \mid \mathbf{y}_{r}\right)$ for $r=1, \ldots, R$ (we recall that $\mathbf{x}_{r} \in \mathbb{R}^{d_{x}}$, with $d_{x}=6$ ). We solve them sequentially while reusing information. Some examples of data $\mathbf{y}_{r}$ and model values are given in Figure 5.12.

Table 5.10: Description of parameters in Eq. (5.39).

| Parameter | Description | Units |
| :--- | :--- | :--- |
| $S_{s t}$ | structure coefficient | - |
| $C_{h l}$ | chlorophyll content | $\mu \mathrm{g} \mathrm{cm}^{-2}$ |
| $C_{a r}$ | carotenoid content | $\mu \mathrm{g} \mathrm{cm}^{-2}$ |
| $C_{b r}$ | brown pigment content | - |
| $C_{w}$ | water content | cm |
| $C_{m}$ | dry matter content | $\mathrm{g} \mathrm{cm}^{-2}$ |

Table 5.11: Characteristics of the simulation used in the PROSAIL model.

| Canopy level | LAI | ALA | Hotspot | $\theta_{s}$ | $\theta_{v}$ | $\Delta \Theta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 5 | 30 | 0.01 | 30 | 10 | 90 |

Experiment. In real data settings, physical and geographical patterns are associated to the parameters $\mathbf{x}_{r}$ in the image. In order to check the performance of each algorithm, we consider synthetic data. Thus, in this experiment, we have also generated synthetic patterns in order to simulate a real scenario. In particular, we produce six patterns (recall $\mathbf{x} \in \mathbb{R}^{6}$ ) that represent handwritten digits (see Figure 5.13). Hence, in this setting, we have $R=784$ different observation vectors $\mathbf{y}_{r}, r=1, \ldots, R$, for which we want to estimate the vectors of true values $\mathbf{x}_{r}, r=1, \ldots, R$. Each observation corresponds to a single pixel of a $28 \times 28$ image. We also compute the maximum a-posteriori (MAP) of $p_{r}\left(\mathbf{x}_{r} \mid \mathbf{y}_{r}\right), \mathbf{x}_{r, \mathrm{MAP}}$, as estimate of $\mathbf{x}_{r}$.
Methods. We use the NN-AIS scheme to estimate $\mathbf{x}_{r, \text { MAP }}$ for $r=1, \ldots, 784$, and compare it against IS using the prior as proposal density, in terms of relative squared error and by looking at the recovered images. As parameters of our scheme we chose $N_{\text {init }}=1000$, $T=20, N=250$ and $L=10^{5}$. The $N_{\text {init }}$ initial points were taken at random in the domain except for 11 points that were placed in the vertices of the domain. Our scheme allows for sharing information from problem to the next one, so we also use the $\widehat{\mathbf{x}}_{s, \text { MAP }}$ for $s=1, \ldots, r-1$ as initial nodes when estimating $\mathbf{x}_{r, \mathrm{MAP}}$. Note that this is completely fair since the model has been already evaluated at those points. The comparison is fair in terms of model evaluations, with a total of $E=6000$ for each $r=1, \ldots, 784$.

Results. The results are shown in Figures 5.14 and 5.15. It can be seen that both standard IS and NN-AIS are able to correctly recover components $2,4,5$ and 6 of $\mathbf{x}_{r}$ ( $r=1, \ldots, 784$ ), i.e., the images of " 2 ", " 4 ", " 5 " and " 6 " in both Figure 5.14 and Figure 5.15 look very close to the true ones (Figures 5.13(b),(d),(e) and (f) respectively). The images recovered by NN-AIS have lower noise though. The components 1 and 3 of the $\mathbf{x}_{r}$ 's are completely lost with standard IS (see Figure 5.14), whereas NN-AIS is able at least to achieve to recover the boundaries of the corresponding patterns. Indeed, NN-AIS obtains a much lower error in estimation, as it is shown in Table 5.12 and Table 5.13. The difficulty in recovering the components 1 (i.e., $S_{s t}$ ) and 3 (i.e., $C_{a r}$ ) deserves further studies. This issue could be related to some relevant features of PROSAIL (e.g., the average partial derivatives with respect to these two components). We leave the study of these specific issues for future work. In Table 5.14, we also show the averaged error in the spectra produced by both methods as compared to the true observations.

Table 5.12: Relative Mean Absolute Errors (RMAE) for each component (averaged over all spectra).

| Components | 1 | 2 | 3 | 4 | 5 | 6 | Mean |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stand. IS | 0.7556 | 0.4397 | 2.9431 | 0.6247 | 0.2096 | 0.2782 | $\mathbf{2 . 8 5 1 6}$ |
| Sequential NN-AIS | 0.2045 | 0.2245 | 0.8891 | 0.1985 | 0.1425 | 0.1320 | $\mathbf{1 . 0 7 1 5}$ |

Table 5.13: Mean Absolute Errors (RMAE) for each component (averaged over all spectra).

| Components | 1 | 2 | 3 | 4 | 5 | 6 | Mean |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stand. IS | 0.9760 | 6.1754 | 9.8204 | 0.1348 | 0.0016 | 0.0012 | $\mathbf{0 . 8 7 5 2}$ |
| Sequential NN-AIS | 0.2641 | 3.1535 | 2.9667 | 0.0428 | 0.0011 | 0.0006 | $\mathbf{0 . 2 9 8 5}$ |

Table 5.14: Absolute and relative error (averaged over all the pixels) in the transformed domain ("reconstruction of the spectra")

|  | Absolute | Relative |
| :---: | :---: | :---: |
| Stand. IS | 66.4395 | 0.0802 |
| Sequential NN-AIS | 11.0844 | 0.0198 |

### 5.9. Conclusions and future lines

In this work, we introduced a novel framework of adaptive importance sampling algorithms. The key idea is the use of a non-parametric proposal density built by a regression procedure (the emulator), that mimics the true shape of posterior pdf. Hence, the proposal pdf represents also a surrogate model, that is in turn adapted through the iterations
by adding new support points. The regression (e.g., obtained by nearest neighbors and Gaussian processes) can be applied directly on the posterior domain or, alternatively, in just one piece of the likelihood, such as an arbitrary physical model. Drawing from the emulator is possible by a deep architecture of two nested IS layers. More sophisticated deep structures, employing a a chain of emulators, have been described.

RADIS is an extremely efficient importance sampling scheme since the emulator (used as proposal pdf) becomes closer and closer to the true posterior, as new nodes are incorporated. As a consequence, RADIS asymptotically converges to an exact sampler under mild conditions. Several numerical experiments and theoretical supports confirm these statements. Robust accelerating versions of RADIS have been also presented, as well as combinations with other benchmark AIS algorithms. Cheap constructions of the emulator have been also discussed and tested. The use of RADIS within a sequential Monte Carlo scheme will be considered in future works. Furthermore, as future research lines, we also plan to analyze in depth the PROSAIL inversion problem, approximating the partial derivatives with respect some specific parameters by RADIS. Moreover, we also plan to consider the adaptation of the auxiliary proposal $\bar{q}_{\text {aux }}(\mathbf{x})$, adding also additional layers in the proposed deep architecture.


Figure 5.12: An example of vector of data $\mathbf{y}_{r}$ (hyperspectral reflectances, shown with solid line) and the model values corresponding to 50 different samples, $\mathbf{f}^{(i)}=\mathbf{f}\left(\mathbf{x}_{r}^{(i)}\right)$ (dashed lines). Each component of the vector $\mathbf{y}_{r}$ corresponds to a different wavelength (nm).
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Figure 5.13: Patterns of the true parameter values (scaled according to range of each parameter), i.e., the ground-truths.


Figure 5.14: Recovered by standard IS. We can observe the difficulty in the retrieval of the first and third parameter.

### 5.10. Appendix

### 5.10.1. Theoretical support

In this section, we discuss several theoretical aspects of RADIS. First, we address the error in the approximate sampling and evaluation of the interpolating proposal. Then, we


Figure 5.15: Recovered by NN-AIS. We can observe the retrieval of first and third parameter is not completely successful.
show that the adaptive construction of the proposal decreases the distance with respect to the true target as the number of nodes $J_{t}$ grows. Finally, we show that this also minimizes the variance of the IS weights.

## Sampling Importance Resampling (SIR)

Let $\widehat{\pi}_{t}(\mathbf{x})$ the unnormalized interpolating proposal from which we aim to sample. Its normalizing constant $c_{t}$ is not important in this first part. The SIR method allows to sample from the density $\widehat{\pi}_{t}$ by resampling a sample drawn from another auxiliary (importance) density [73][25, Chapter 24]. This method is also referred as the weighted bootstrap in [75, Sect. 3.2]. The SIR algorithm is as follows:

1. Draw $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{L}\right\}$ i.i.d. from $\bar{q}_{\text {aux }}(\mathbf{x})$, that is a density with fatter tails than $\widehat{\pi}_{t}(\mathbf{x})$.
2. Calculate the importance weights for each $\mathbf{x}_{i}$

$$
\gamma_{i}=\gamma\left(\mathbf{x}_{i}\right)=\frac{\widehat{\pi}_{t}\left(\mathbf{x}_{i}\right)}{\left.\bar{q}_{\mathrm{aux}} \mathbf{x}_{i}\right)} .
$$

3. Resample $N(N \leq L)$ values $\left\{\mathbf{x}_{1}^{*}, \ldots, \mathbf{x}_{N}^{*}\right\}$ from $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{L}\right\}$ with probabilities proportional to $\gamma_{i}$ assigned to $\mathbf{x}_{i}$.

If $L \rightarrow \infty$, or more precisely $\frac{L}{N} \rightarrow \infty$, then the set $\left\{\mathbf{x}_{1}^{*}, \ldots, \mathbf{x}_{N}^{*}\right\}$ is asymptotically distributed as $\widehat{\pi}_{t}(\mathbf{x})$. Thus, the choice of $L$ and $N$ is important for two factors: (i) to reduce the dependence of the $\mathbf{x}_{i}^{*}$ 's, and (ii) to have the distribution of $\mathbf{x}_{i}^{*}$ as close to $\widehat{\pi}_{t}$ as possible.

The relative magnitude between $N$ and $L$ controls this dependence, while only the magnitude of $L$ affects how close the distribution of the resampled particle is to the density $\widehat{\pi}_{t}$.

Bias and correlation in SIR. Under mild conditions, as $\frac{L}{N} \rightarrow \infty$, the density of resampled particle converges to $\widehat{\pi}_{t}(\mathbf{x})$. For more details see [28, Sect. 6.2.4], [75, Sect. 3.2] and [72, page 6 ]. As SIR is an approximate sampling algorithm, it has some bias ${ }^{10}$. If the first and second moment of the IS weight $\gamma(\mathbf{x})=\frac{\bar{\pi}\left(\mathbf{x}_{i}\right)}{\bar{q}_{\text {axx }}(\mathbf{x})}$ exists, it can be shown that this bias vanishes at $O\left(L^{-1}\right)$ rate [25, Chapter 24]. In [75, Sect. 3.2], they show the convergence of the cdf of the resampled particle as $L \rightarrow \infty$ in the the univariate case.
Resampling $N$ times from a unique pool of $L$ samples from $\bar{q}_{\text {aux }}(\mathbf{x})$ introduces correlation in the resampled sample. However, when $N \ll L$, this correlation is negligible. Some heuristics suggest $\frac{L}{N}=20$ [73], or $\frac{L}{N} \geq 10$ [75]. For more details in the relation of the values of $L$ and $N$ see [25][Sect. 24.3]. In [45] (see Figure 5 and Appendix A therein), it is shown the "equivalent" density of a resampled particle for a fixed value of $L$, which converges to the target pdf as $L$ diverges. Furthermore, for computing the denominator of the outer weights we need the normalizing constant of $\widehat{\pi}_{t}$ (see Eq. (5.11)). In this sense, the inner IS also provides with an approximation by using the $L$ samples from $\bar{q}_{\text {aux }}(\mathbf{x})$,

$$
\begin{equation*}
\widehat{c}_{t}=\frac{1}{L} \sum_{\ell=1}^{L} \frac{\widehat{\pi}_{t}\left(\mathbf{z}_{\ell}\right)}{\bar{q}_{\text {aux }}\left(\mathbf{z}_{\ell}\right)} . \tag{5.42}
\end{equation*}
$$

This estimate converges as $L \rightarrow \infty$ [71].

## Variance of the IS weights

Let $w(\mathbf{x})=\frac{\pi(\mathbf{x})}{\bar{q}(\mathbf{x})}$ be the weight function evaluated at samples $\mathbf{x} \sim \bar{q}(\mathbf{x})$. First of all, note that $E[w(\mathbf{x})]=Z$. Below, we show that the variance of $w(\mathbf{x})$ is proportional to the Pearson divergence between the posterior $\bar{\pi}$ and proposal $q$, i.e.,

$$
\begin{align*}
\operatorname{var}[w(\mathbf{x})] & =\int_{\mathcal{X}}(w(\mathbf{x})-Z)^{2} \bar{q}(\mathbf{x}) d \mathbf{x}  \tag{5.43}\\
& =\int_{\mathcal{X}}\left(\frac{\pi(\mathbf{x})-Z \bar{q}(\mathbf{x})}{\bar{q}(\mathbf{x})}\right)^{2} \bar{q}(\mathbf{x}) d \mathbf{x}  \tag{5.44}\\
& =Z^{2} \int_{\mathcal{X}} \frac{(\bar{\pi}(\mathbf{x})-\bar{q}(\mathbf{x}))^{2}}{\bar{q}(\mathbf{x})} d \mathbf{x}=Z^{2} \chi^{2}(\bar{\pi} \| q), \tag{5.45}
\end{align*}
$$

where $\chi^{2}(\bar{\pi} \| q)=\int_{X} \frac{(\bar{\pi}(\mathbf{x})-\bar{q}(\mathbf{x}))^{2}}{\bar{q}(\mathbf{x})} d \mathbf{x}$, is the Pearson divergence and we have used $\bar{\pi}(\mathbf{x})=$ $\frac{1}{Z} \pi(\mathbf{x})$. Hence, if we construct a proposal such $\chi^{2}(\bar{\pi} \| q) \rightarrow 0$, we would obtain $\operatorname{var}[\widehat{Z}]=0$. Moreover, the mean square error (MSE) of $\widehat{I}$ can also be shown to be bounded by this divergence (see e.g. [1])

$$
\begin{equation*}
\mathbb{E}\left[|I-\widehat{I}|^{2}\right] \leq \frac{C_{f}\left(\chi^{2}(\bar{\pi} \| \bar{q})+1\right)}{N} \tag{5.46}
\end{equation*}
$$

Thus, it is beneficial to reduce the $\chi^{2}(\bar{\pi} \| \bar{q})$ in order to obtain accurate IS estimators.

[^7]
## Pearson divergence and $L_{p}$ distances

Now, we aim to show that $\chi^{2}(\bar{\pi} \| \bar{q})$ can be bounded in terms of the $L_{2}$ and $L_{\infty}$ distances, between $\bar{\pi}(\mathbf{x})$ and $\bar{q}(\mathbf{x})$. Using Holder's inequality and the fact that pdfs are always positive, we can write

$$
\begin{align*}
\chi^{2}(\bar{\pi} \| \bar{q})=\int_{X}|\bar{\pi}(\mathbf{x})-\bar{q}(\mathbf{x})| \frac{|\bar{\pi}(\mathbf{x})-\bar{q}(\mathbf{x})|}{|\bar{q}(\mathbf{x})|} d \mathbf{x} & =\left\|(\bar{\pi}-q)\left(\frac{\bar{\pi}-\bar{q}}{\bar{q}}\right)\right\|_{L_{1}} \\
& \leq\|\bar{\pi}-\bar{q}\|_{L_{2}}\left\|\frac{\mid \bar{\pi}-\bar{q}}{\bar{q}}\right\|_{L_{2}} . \tag{5.47}
\end{align*}
$$

The $L_{2}$ distance can be easily shown to be bounded by $L_{\infty}$ distance (considering a bounded domain $\mathcal{X}$ ), i.e.,

$$
\begin{align*}
\|\bar{\pi}-\bar{q}\|_{L_{2}}=\left(\int_{X}|\bar{\pi}(\mathbf{x})-\bar{q}(\mathbf{x})|^{2} d \mathbf{x}\right)^{\frac{1}{2}} & \leq\left(|X| \max |\bar{\pi}(\mathbf{x})-\bar{q}(\mathbf{x})|^{2}\right)^{\frac{1}{2}} \\
& =|\mathcal{X}|^{\frac{1}{2}}\|\bar{\pi}-\bar{q}\|_{L_{\infty}} . \tag{5.48}
\end{align*}
$$

Similarly, we have

$$
\begin{equation*}
\left\|\frac{\bar{\pi}-\bar{q}}{\bar{q}}\right\|_{L_{2}} \leq|X|^{\frac{1}{2}}\left\|\frac{\bar{\pi}-\bar{q}}{\bar{q}}\right\|_{L_{\infty}} . \tag{5.49}
\end{equation*}
$$

Thus, we can obtain the following result regarding the $L_{\infty}$ distance,

$$
\begin{equation*}
\chi^{2}(\bar{\pi} \| \bar{q}) \leq|X|\left\|\frac{\bar{\pi}-\bar{q}}{\bar{q}}\right\|_{L_{\infty}}\|\bar{\pi}-\bar{q}\|_{L_{\infty}} . \tag{5.50}
\end{equation*}
$$

Since we choose $\bar{q}$ in order to have fatter tails than $\bar{\pi}$ and since $\bar{q}, \bar{\pi}$ are bounded, then the factor $\left\|\frac{\bar{\pi}-\bar{q}}{\bar{q}}\right\|_{L_{\infty}}$ in (5.50) vanishes to zero if $\|\bar{\pi}-\bar{q}\|_{L_{\infty}} \rightarrow 0$. Therefore, if $\|\bar{\pi}-\bar{q}\|_{L_{\infty}} \rightarrow 0$, we have $\chi^{2}(\bar{\pi} \| \bar{q}) \rightarrow 0$. Due to (5.48)-(5.49), this result is also valid for the $L_{2}$ distance. In this work, we consider $\bar{q}=\bar{q}_{t}=\frac{1}{c_{t}} \widehat{\pi}_{t}$ such $\left\|\pi-\widehat{\pi}_{t}\right\|_{L_{\infty}} \rightarrow 0$ as $t \rightarrow \infty$ (see section below), and thus $\left\|\bar{\pi}-\frac{1}{c_{t}} \widehat{\pi}_{t}\right\|_{L_{\infty}} \rightarrow 0$, that implies $\chi^{2}\left(\bar{\pi}\| \|_{c_{t}} \frac{1}{\pi_{t}}\right) \rightarrow 0$.

## Convergence of the emulator to target function

For simplicity, let us focus on the interpolation case and a bounded $\mathcal{X}$. Here, we show that the interpolating constructions of Sect. 5.4.2, jointly with the adaptation process, lead to a proposal $\frac{1}{\bar{c}_{t}} \widehat{\pi}_{t}(\mathbf{x})$ that converges to $\bar{\pi}(\mathbf{x})$. Since $\widehat{c}_{t}$ is an unbiased estimation of the area below $\widehat{\pi}_{t}(\mathbf{x})$, we focus on the convergence of $\widehat{\pi}_{t}(\mathbf{x})$ to the unnormalized posterior $\pi(\mathbf{x})$. As $\widehat{\pi}_{t}(\mathbf{x}) \rightarrow \pi(\mathbf{x})$, then $\widehat{c}_{t} \rightarrow Z$. In Sect. 5.5, we have introduced an extra parametric density $\bar{q}_{\text {par }}(\mathbf{x})$ to also ensure that new points can be added in any region of the domain $\mathcal{X}$ during the adaptation. We show below that, when using the NN or GP constructions, the approximation error of $\widehat{\pi}_{t}$ depends on a quantity called fill distance,

$$
\begin{equation*}
r_{t}=\max _{x} \min _{i=1, \ldots, J_{t}}\left\|\mathbf{x}-\mathbf{x}_{i}\right\|_{2}, \tag{5.51}
\end{equation*}
$$

which measures the filling of the space. In other words, the greater the fill distance, the less covered the space is. For both constructions, decreasing the fill distance ensures that $\widehat{\pi}_{t}(\mathbf{x})$ converges in $L_{\infty}$ norm to $\pi(\mathbf{x})$. Using a $\bar{q}_{\text {par }}(\mathbf{x})$ that is not negative in $\mathcal{X}$ ensures every region will be covered eventually, i.e., $r_{t} \rightarrow 0$ as $t \rightarrow \infty$.

NN construction. If $\pi$ is Lipschitz continuous, we have that

$$
\begin{equation*}
\left\|\pi-\widehat{\pi}_{t}\right\|_{\infty} \leq L_{0} r_{t}, \tag{5.5}
\end{equation*}
$$

where $L_{0}$ is the Lipschitz constant and $r_{t}$ denotes the fill distance [40][App. D.4]. Equivalently, we have [6]

$$
\begin{equation*}
\left\|\pi-\widehat{\pi}_{t}\right\|_{\infty} \leq L_{0} \max _{i=1, \ldots, J_{t}} \operatorname{diam}\left(\mathcal{R}_{i}\right), \tag{5.53}
\end{equation*}
$$

that is, the approximation error is bounded by the biggest Voronoi cell. Covering the space (not necessarily with uniform points) ensure that $\max _{i} \operatorname{diam}\left(\mathcal{R}_{i}\right) \rightarrow 0$ [15] (equivalently $r_{t} \rightarrow 0$ ), and thus $\widehat{\pi}_{t} \rightarrow \pi$ as $t \rightarrow \infty$.

GP construction. First, we recall a result valid when the GP regression is applied on $\pi$, not a transformation. It can be shown that the approximation error $\left\|\pi-\widehat{\pi}_{t}\right\|_{\infty}$ is bounded in terms of the fill distance (e.g. see [40][Sect. 7] and references therein)

$$
\begin{equation*}
\left\|\pi-\widehat{\pi}_{t}\right\|_{\infty}=O\left(\lambda\left(r_{t}\right)\right) . \tag{5.54}
\end{equation*}
$$

The speed of convergence, i.e., the functional form of $\lambda\left(r_{t}\right)$, depends on the choice of kernel (e.g. under some circumstances and with Gaussian kernel, $\lambda\left(r_{t}\right)$ decays exponentially when $r_{t} \rightarrow 0$ ).
In case we do not approximate $\pi(\mathbf{x})$ directly, but we build an emulator of $\log \pi(\mathbf{x})$ or just on the physical model $\mathbf{h}(\mathbf{x})$, it is also possible to show the convergence of the posterior approximation. See, for instance, the error bounds in [77, Theorem 4.2].

### 5.10.2. A special interesting case for NN-AIS

Here, We focus on NN-AIS. We consider a bounded $\mathcal{X}$ and building $\widehat{\pi}_{t}$ with a nearest neighbor (NN) approach. In Sect. 5.4.2, we show that the NN emulator at iteration $t$ is given by

$$
\begin{align*}
\widehat{\pi}_{t}(\mathbf{x}) & =\sum_{i=1}^{J_{t}} \pi\left(\mathbf{x}_{i}\right) \mathbb{R}_{\mathcal{R}_{i}}(\mathbf{x})=\sum_{i=1}^{J_{t}} \pi\left(\mathbf{x}_{i}\right)\left|\mathcal{R}_{i}\right|\left[\frac{1}{\left|\mathcal{R}_{i}\right|} \mathbb{I}_{\mathcal{R}_{i}}(\mathbf{x})\right],  \tag{5.55}\\
& =\sum_{i=1}^{J_{t}} v_{i} p_{i}(\mathbf{x}), \tag{5.56}
\end{align*}
$$

where $\left|\mathcal{R}_{i}\right|$ is the measure of $i$-th Voronoi region (see Eq. (5.18) for the definition of $\mathcal{R}_{i}$ ), $v_{i}=\pi\left(\mathbf{x}_{i}\left|\mathcal{R}_{i}\right|\right.$, and $p_{i}(\mathbf{x})=\frac{1}{\mid \mathcal{R}_{i}} \mathbb{I}_{\mathcal{R}_{i}}(\mathbf{x})$ are uniform densities over $\mathcal{R}_{i}$. Hence, $\widehat{\pi}_{t}(\mathbf{x})$ is a mixture
of $J_{t}$ uniform densities where the mixture weight is proportional to $v_{i}$. The normalizing constant of $\widehat{\pi}_{t}(\mathbf{x})$ is given by

$$
\begin{equation*}
c_{t}=\sum_{i=1}^{J_{t}} v_{i}=\sum_{i=1}^{J_{t}} \pi\left(\mathbf{x}_{i}\right)\left|\mathcal{R}_{i}\right| \tag{5.57}
\end{equation*}
$$

so that the normalized proposal based on the NN emulator is

$$
\frac{1}{c_{t}} \widehat{\pi}_{t}(\mathbf{x})=\frac{1}{c_{t}} \sum_{i=1}^{J_{t}} v_{i} p_{i}(\mathbf{x})=\sum_{i=1}^{J_{t}} \bar{v}_{i} p_{i}(\mathbf{x})
$$

where
are also normalized. In order to sample $\frac{1}{c_{t}} \widehat{\pi}_{t}(\mathbf{x})$, we would first (i) draw an index $i^{*}$ from the set $\left\{1, \ldots, J_{t}\right\}$ with probabilities $\bar{v}_{i}=\frac{1}{c_{t}} v_{i}\left(i=1, \ldots, J_{t}\right)$, and then (ii) sample from $p_{i^{*}}(\mathbf{x})$. In practice, we do not know the measures $\left|\mathcal{R}_{i}\right|$ and we are not able to draw samples uniformly in $\mathcal{R}_{i}$. Hence, we use SIR method to solve the problem drawing from an auxiliary pdf $\bar{q}_{\text {aux }}(\mathbf{x})$ (see 5.10.1), as we have proposed in RADIS. Namely, we resample from the set $\left\{\mathbf{z}_{t, \ell}\right\}_{\ell=1}^{L} \sim \bar{q}_{\text {aux }}(\mathbf{x})$ with probabilities proportional to $\gamma_{t, \ell}=\frac{\bar{\pi}_{t}\left(\mathbf{z}_{t}, \ell\right)}{\bar{q}_{\text {aux }}\left(\mathbf{z}_{t, \ell}\right)}$. Below, we consider the special case that $\bar{q}_{\text {aux }}(\mathbf{x})$ is uniform.

Approximating $\bar{v}_{i}$ 's. Let choose an uniform auxiliary density $\bar{q}_{\text {aux }}(\mathbf{x})$, i.e., $\bar{q}_{\text {aux }}(\mathbf{x})=\frac{1}{|X|}$ for all $\mathbf{x} \in \mathcal{X}$. We draw $\left\{\mathbf{z}_{t, \ell}\right\}_{\ell=1}^{L}$ from the uniform $\bar{q}_{\text {aux }}(\mathbf{x})$. Then, the IS weight associated with the $\ell$-th sample is

$$
\gamma_{t, \ell} \propto \widehat{\pi}_{t}\left(\mathbf{z}_{t, \ell}\right)=\pi\left(\mathbf{x}_{k_{\ell}}\right),
$$

where

$$
\mathbf{x}_{k_{\ell}}=\arg \min _{\mathbf{x}_{k} \in \mathcal{S}_{t}}\left\|\mathbf{x}_{k}-\mathbf{z}_{\ell}\right\|
$$

i.e., $\mathbf{x}_{k_{\ell}}$ represents the NN of $\mathbf{z}_{\ell}$ within the set of $J_{t}$ nodes. Consider now the $i$-th node $\mathbf{x}_{i}$. All samples whose NN is $\mathbf{x}_{i}$ have weight proportional to $\pi\left(\mathbf{x}_{i}\right)$. We denote those samples as the set

$$
\begin{equation*}
\mathcal{U}_{i}=\left\{\mathbf{z}_{t, \ell}: \mathbf{x}_{i}=\arg \min _{\mathbf{x}_{k}}\left\|\mathbf{x}_{k}-\mathbf{z}_{t, \ell}\right\|\right\} . \tag{5.58}
\end{equation*}
$$

The number of samples within $\mathcal{U}_{i}$ can be written as $\left|\mathcal{U}_{i}\right|=\sum_{\ell=1}^{L} \mathbb{I}\left(\mathbf{x}_{k_{\ell}}=\mathbf{x}_{i}\right)$. The probability of resampling a $\mathbf{z}_{t, \ell}$ that comes from $\mathcal{U}_{i}$ is proportional to $\left|\mathcal{U}_{i}\right| \pi\left(\mathbf{x}_{i}\right)$ (since there are $\left|\mathcal{U}_{i}\right|$ samples with weight $\left.\pi\left(\mathbf{x}_{i}\right)\right)$. As $L \rightarrow \infty$, by the law of large numbers, we have these probabilities converge to the true ones

$$
\begin{equation*}
\frac{\left|\mathcal{U}_{i}\right| \pi\left(\mathbf{x}_{i}\right)}{\sum_{k=1}^{J_{t}}\left|\mathcal{U}_{k}\right| \pi\left(\mathbf{x}_{k}\right)} \rightarrow \frac{\left|\mathcal{R}_{i}\right| \pi\left(\mathbf{x}_{i}\right)}{\sum_{k=1}^{J_{t}}\left|\mathcal{R}_{k}\right| \pi\left(\mathbf{x}_{k}\right)}=\bar{v}_{i} \tag{5.59}
\end{equation*}
$$

Rejection sampling. Note also that the samples within $\mathcal{U}_{i}$ form a particle approximation of the uniform density over $\mathcal{R}_{i}$. Indeed, taking one sample at random from $\mathcal{U}_{i}$ corresponds
to applying rejection sampling on $p_{i}(\mathbf{x})$. In order to see this, consider the rejection sampling setting where $p_{i}(\mathbf{x})$ is the target probability and $\bar{q}_{\text {aux }}(\mathbf{x})=\frac{1}{|X|}$ is the proposal. Note that $\frac{p_{i}(\mathbf{x})}{\bar{q}_{\text {aux }}(\mathbf{x})}=\frac{\left\lvert\, \frac{|X|}{\left|\mathcal{R}_{i}\right|}\right.}{}$ for all $\mathbf{x} \in \mathcal{R}_{i}$, and $\frac{p_{i}(\mathbf{x})}{\bar{q}_{\text {aut }}(\mathbf{x})}=0$ for all $\mathbf{x} \notin \mathcal{R}_{i}$, so $\bar{q}_{\text {aux }}(\mathbf{x})$ is a valid proposal for rejection sampling with rejection constant $M=\frac{|\mathcal{X}|}{\left|\mathcal{R}_{i}\right|}[49$, Chapter 3]. In rejection sampling, we draw $\mathbf{z} \sim \bar{q}_{\text {aux }}(\mathbf{x}), u \sim \mathcal{U}[0,1]$ and accept $\mathbf{z}$ if

$$
\begin{equation*}
u \frac{|X|}{\left|\mathcal{R}_{i}\right|} \bar{q}_{\text {aux }}(\mathbf{z}) \leq p_{i}(\mathbf{z}) . \tag{5.60}
\end{equation*}
$$

If the condition holds, $\mathbf{z}$ is an independent sample from $p_{i}(\mathbf{x})$. Otherwise we reject $\mathbf{z}$, draw another candidate $\mathbf{z}$ and so on. Note that, when $\mathbf{z} \in \mathcal{R}_{i}$, we have

$$
\begin{equation*}
u \frac{|\mathcal{X}|}{\left|\mathcal{R}_{i}\right|} \frac{1}{|\mathcal{X}|} \leq \frac{1}{\left|\mathcal{R}_{i}\right|} \Longleftrightarrow u \leq 1, \tag{5.61}
\end{equation*}
$$

so we always accept all $\mathbf{z}$ 's that are closest to node $\mathbf{x}_{i}$, becoming i.i.d. samples from $p_{i}(\mathbf{x})$. Conversely, when $\mathbf{z} \notin \mathcal{R}_{i}$, we have the condition $u \leq 0$ that never holds, so that we always reject them. Namely, the set $\mathcal{U}_{i}$ contains i.i.d. samples from $p_{i}(\mathbf{x})$, that have been obtained by rejection sampling.
Summary. With the particular choice $\bar{q}_{\text {aux }}(\mathbf{x})=\frac{1}{|\mathcal{X}|}$ for all $\mathbf{x} \in \mathcal{X}$, the SIR approach in NN-AIS is equivalent to (i) estimating by Monte Carlo the mixture probabilities $\bar{v}_{i}$, and (ii) applying rejection sampling to sample uniformly within each Voronoi region $\mathcal{R}_{i}$.

### 5.10.3. NN-AIS in unbonded domains

In this section, we recall how to extend the applicability of the nearest neighbor (NN) construction (see Sect. 5.4.2) when the domain $\mathcal{X}$ is unbounded and show how to adapt the support of NN approximation.

## NN-AIS with a fixed support in an unbounded domain

Consider again the following mixture proposal,

$$
\begin{equation*}
\varphi_{t}(\mathbf{x})=\alpha_{t} \bar{q}_{\mathrm{par}}(\mathbf{x})+\left(1-\alpha_{t}\right) \frac{1}{c_{t}} \widehat{\pi}_{t}(\mathbf{x}) \tag{5.62}
\end{equation*}
$$

where $\alpha_{t} \in[0,1]$ for all $t$, and $\bar{q}_{\mathrm{par}}(\mathbf{x})$ is parametric pdf that covers properly the tails of the posterior $\pi$. Namely, $\bar{q}_{\mathrm{par}}(\mathbf{x})$ is defined in the unbounded domain $\mathcal{X}$ of $\pi$, whereas $\widehat{\pi}_{t}(\mathbf{x})$ is built considering a bounded support $\mathcal{D} \subset \mathcal{X}$, decided in advance by the user. Hence, $\varphi_{t}$ is a valid proposal when using NN-AIS with unbounded $\mathcal{X}$. In this simple scenario, $\mathcal{D}$ is fixed and does not vary with the iteration $t$. However, the information provided by the samples from $\bar{q}_{\mathrm{par}}(\mathbf{x})$ can be used to expand the support of $\widehat{\pi}_{t}$, i.e., such it has an adaptive support, as described below.

## Adapting support in NN-AIS

Let $\mathcal{X}$ be unbounded and $\widehat{\pi}_{t}$ be the surrogate model built with NN. Let $\mathcal{D}_{t} \subset \mathcal{X}$ denote the compact subset of $\mathcal{X}$ where $\widehat{\pi}_{t}$ is defined, i.e., $\widehat{\pi}_{t}$ is zero outside $\mathcal{D}_{t}$. Note that $\mathcal{D}_{t}$ depends on $t$. The set of current nodes $\mathcal{S}_{t}$ is used to define the boundaries of $\mathcal{D}_{t}$. One possible way is as follows: Take $\mathcal{D}_{t}$ as the hyperrectangle whose edges are defined by the maximum and minimum value, in each dimension, of the set $\mathcal{S}_{t}$, i.e.,

$$
\begin{equation*}
\mathcal{D}_{t}=\left\{\mathbf{x} \in \mathcal{X}: \min _{s_{t-1} \in S_{t-1}} s_{d, t-1} \leq x_{d} \leq \max _{s_{t-1} \in \mathcal{S}_{t-1}} s_{d, t-1}, \quad d=1, \ldots, d_{x}\right\}, \tag{5.63}
\end{equation*}
$$

where $x_{d}$ denotes the $d$-th element of $\mathbf{x}, \mathbf{s}_{t-1}=\left[s_{1, t-1}, \ldots, s_{d_{x}, t-1}\right] \in \mathcal{S}_{t-1}$ and $\mathcal{S}_{t-1}$ denotes the set of nodes at iteration $t$. After adding new nodes, we update the bounds of the hyperrectangle. Note that only samples from $\bar{q}_{\mathrm{par}}(\mathbf{x})$ that fall outside $\mathcal{D}_{t}$ will expand it. Note that, the size of $\mathcal{D}_{t}$ is always increasing but controlled by the tail of $\bar{\pi}$. Indeed, the candidate samples drawn in the tails of $\bar{\pi}$ will have very low values of $\pi$, so that the probability of sampling those regions will be negligible (then these regions will be never used). In the case we use a uniform $\bar{q}_{\text {aux }}(\mathbf{x})$ in $\mathcal{D}_{t}$ to sample $\widehat{\pi}_{t}$, note that $\bar{q}_{\text {aux }}(\mathbf{x})$ actually depends on $t$ and is changing at every iteration whenever $\mathcal{D}_{t}$ changes.
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#### Abstract

This survey gives an overview of Monte Carlo methodologies using surrogate models, for dealing with densities which are intractable, costly, and/or noisy. This type of problem can be found in numerous real-world scenarios, including stochastic optimization and reinforcement learning, where each evaluation of a density function may incur some computationally-expensive or even physical (real-world activity) cost, likely to give different results each time. The surrogate model does not incur this cost, but there are important trade-offs and considerations involved in the choice and design of such methodologies. We classify the different methodologies into three main classes and describe specific instances of algorithms under a unified notation. A modular scheme which encompasses the considered methods is also presented. A range of application scenarios is discussed, with special attention to the likelihood-free setting and reinforcement learning. Several numerical comparisons are also provided.
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### 6.1. Introduction

Bayesian methods and their implementations by means of sophisticated Monte Carlo techniques, such as Markov chain Monte Carlo (MCMC) and importance sampling (IS) schemes, have become very popular [56, 39]. In the last years, there is a broad interest in performing Bayesian inference in models where the posterior probability density function (pdf) is analytically intractable, and/or costly to evaluate, and/or its evaluation is noisy. Namely, there are several practical situations where the posterior distribution cannot be evaluated pointwise or its evaluation is expensive [25, 2, 49, 42]. Such models occur in a wide range of applications including spatial statistics, social network analysis, statistical genetics, finance, etc. For instance, (a) for the use of massive datasets where the likelihood consists of a product of a large number of terms [10], or (b) for the existence of
a large number of latent variables that we should marginalize out (hence, the posterior pdf can be obtained only solving a high dimensional integral) [5]. Moreover, another scenario is (c) when a piece of likelihood function is analytically unknown and it should be approximated [49, 25]. The intractable likelihood models arising from, for example, Markov random fields, such as those found in spatial statistics and network analysis [58]. In many settings, (d) the likelihood function is induced by a complex stochastic computer model which is costly to evaluate pointwise [40]. (e) In other application fields, such as reinforcement learning, a target function (usually a policy) cannot be exactly evaluated neither quickly nor precisely, since such an evaluation corresponds to interaction with an environment (possibly in the real world) which is inherently lengthy to obtain and susceptible to contamination by noise perturbation. Hence, the evaluation is obtained with a certain degree of uncertainty [17].
Noisy computational schemes. The solutions proposed in the literature to performing the inference in the scenarios (a)-(b)-(c) above, have been carried out using Monte Carlo algorithms which often consider noisy evaluations of the target density [10, 5, 3, 49]. A natural approach in these cases is to replace the intractable/costly model with an approximation (or with a pointwise estimation in the case of a noisy model). Thus, the corresponding Monte Carlo schemes also involve the use a surrogate model via regression techniques. Furthermore, in the scenario (d), if it is possible to draw artificial data according the observation model, sometimes is preferable to generate fake data (given some parameters) and to measure the discrepancy between the generated data and the actual data, instead of evaluating the costly likelihood function [11, 42]. This approach is known as Approximate Bayesian Computation (ABC). This area has generated much activity in the literature (see, e.g., [55]). The discrepancy measure plays the role a surrogate model and, due to the stochastic generation of the artificial data, it also adds uncertainty (i.e., as a noise perturbation) in the internal evaluations within the ABC-Monte Carlo methods [42]. Finally, The last scenario (e) is intrinsically noisy, so that it also requires specific computational solutions.

The three different cases above, intractable, costly and noisy evaluations of a posterior distribution can appear and/or can be addressed separately [40, 2, 42]. In all of these cases, a surrogate model can accelerate the Monte Carlo method or approximate the posterior distribution [18, 50, 59, 34]. As described above, these cases also appear jointly in real-world applications (specially, if we consider the algorithms designed to address those issues): 'intractable and costly', 'intractable and noisy', or 'costly and noisy' posterior evaluations, etc. The challenge posed by these contexts has led to the development of recent theoretical and methodological advances in the literature. Furthermore, surrogate models have been considered as an alternative to Monte Carlo for approximating complicated integrals. Here, the surrogate is substituted directly into the integral of interest, instead of the original density (e.g., a posterior). A cubature rule is subsequently obtained, which makes a more efficient use of the posterior evaluations [14, 36, 37].
Contribution. In this work, we provide a survey of methods which use surrogate models within Monte Carlo algorithms for dealing with noisy and costly posteriors. Some of them
have been introduced only in the context of expensive posteriors [18]. Other schemes have been designed only for improving the efficiency of the Monte Carlo methods considering a more sophisticated proposal density (see for instance, [44, 40]). However, all of them can be applied also in a noisy scenario. In Sections 6.2 and 6.3, we provide a general joint framework which encompasses most of the techniques in the literature. We introduce the vanilla schemes for noisy MH method (well studied in the literature, e.g., [5, 22]) and also of a noisy IS scheme (which also has been studied in the literature in works such as [26,63]). We focus mainly on the static batch scenario for MCMC and IS algorithms. However, most of the results presented in this work can be extended to the sequential framework (consider, e.g., the recent work of [13]).
We classify the studied techniques in different families, and provide several explanatory tables and figures. More specifically, we divide the algorithms in the literature in three broad classes: 1) two-stage, 2) iterative refinement, and 3) exact. In Section 6.4, we also provide detailed descriptions of specific examples of algorithms. For instance, we provide a generic description of Metropolis-Hastings (MH) schemes on an iterative surrogate. The moving target $M H$ algorithm is a specific example of this [67]. Then, we describe some specific implementation of the so-called Delayed Acceptance MH (DA-MH) methods [9]. We also introduce Noisy Deep Importance Sampling (N-DIS) which is a noisy version of the Deep IS method in [40]. The range of application of the methods described above is also discussed in Section 6.5. More specifically, we give a detailed description of two scenarios: the likelihood-free approach in Section 6.5.1, and the reinforcement learning (RL) setting in Section 6.5.2 [62, 32]. We test the presented algorithms in different numerical experiments in Section 6.6. The application to a benchmark RL problem, the double cartpole system [31], is given in Section 6.6.3. Finally, we conclude with brief discussion in Section 6.7.

### 6.2. General framework

Let us assume that our goal is the study of the unnormalized density $p(\boldsymbol{\theta}), \boldsymbol{\theta} \in \boldsymbol{\Theta} \subset \mathbb{R}^{d}$ using Monte Carlo methods. For instance, $p(\boldsymbol{\theta})$ may represent a posterior density in a Bayesian inference problem. There are two problems: (P1) for any $\boldsymbol{\theta}$, we cannot evaluate $p(\boldsymbol{\theta})$ exactly, but we only have access to a related noisy realization, and (P2) obtaining such a noisy realization is expensive. Typically, this occurs in applications where the function of interest $p(\boldsymbol{\theta})$ is intractable or expensive to evaluate. More specifically, in many practical cases, we have access to a noisy realization related to $p(\boldsymbol{\theta})$, i.e.,

$$
\begin{equation*}
\widetilde{m}(\boldsymbol{\theta})=H(p(\boldsymbol{\theta}), \epsilon), \tag{6.1}
\end{equation*}
$$

where $H$ is a non-linear transformation involving $p(\boldsymbol{\theta})$ and $\epsilon$, that is some noise perturbation. Thus, for a given $\boldsymbol{\theta}, \widetilde{m}(\boldsymbol{\theta})$ is a random variable with

$$
\begin{equation*}
\mathbb{E}[\widetilde{m}(\boldsymbol{\theta})]=m(\boldsymbol{\theta}), \quad \operatorname{var}[\widetilde{m}(\boldsymbol{\theta})]=s^{2}(\boldsymbol{\theta}), \tag{6.2}
\end{equation*}
$$

for some mean function, $m(\boldsymbol{\theta})$, and variance function, $s^{2}(\boldsymbol{\theta})$. Some examples of noisy models with the corresponding mean and variance functions are given in Appendix 6.8.3. The unbiased case, $m(\boldsymbol{\theta})=p(\boldsymbol{\theta})$, appears naturally in some applications, or it is often assumed as a pre-established condition by the authors. In some other scenarios, the noisy realizations are known to be unbiased estimates of some transformation of $p(\boldsymbol{\theta})$, e.g., of $\log p(\boldsymbol{\theta})$. This situation can be encompassed by the following special case. If we consider an additive perturbation,

$$
\begin{equation*}
\widetilde{m}(\boldsymbol{\theta})=G(p(\boldsymbol{\theta}))+\epsilon, \quad \text { with } E[\epsilon]=0, \tag{6.3}
\end{equation*}
$$

we have $m(\boldsymbol{\theta})=G(p(\boldsymbol{\theta}))$. If $G(\cdot): \mathbb{R} \rightarrow \mathbb{R}$ is known and invertible, we have $p(\boldsymbol{\theta})=$ $G^{-1}(m(\boldsymbol{\theta}))$.

Remark 1. Generally, transforming $\widetilde{m}(\boldsymbol{\theta})$ into an unbiased realization of $p(\boldsymbol{\theta})$ is not straightforward, since $\mathbb{E}\left[G^{-1}(\widetilde{m}(\boldsymbol{\theta}))\right] \neq p(\boldsymbol{\theta})$. However, there are cases such as $\widetilde{m}(\boldsymbol{\theta})=$ $\log p(\boldsymbol{\theta})+\epsilon$, where we can take $\widetilde{p}(\boldsymbol{\theta})=e^{\widetilde{m}(\boldsymbol{\theta})}$ which fulfills $\mathbb{E}[\widetilde{p}(\boldsymbol{\theta})] \propto p(\boldsymbol{\theta})[34,23]$.

In a general case, we can state that $m(\boldsymbol{\theta})$ always contains statistical information related to $p(\boldsymbol{\theta})$. The subsequent use of $m(\boldsymbol{\theta})$ depends on the specific application. In some settings, it is also possible to control the noise level, by adding/removing data to the mini-batches (e.g., in he context of Big Data) or interacting with an environment over longer/shorter periods of time (e.g., in reinforcement learning). See the Section 6.5 and, in particular, Section 6.5.2 for more details.
Different noise models have different behaviours of the variance function $s^{2}(\boldsymbol{\theta})$. For instance, an additive Gaussian noise with standard deviation $\sigma_{\epsilon}(\boldsymbol{\theta})$ is usually assumed in the noisy optimization literature $[7,35]$. The location dependence of $\sigma_{\epsilon}(\boldsymbol{\theta})$ give rise to different behaviors. Some authors consider $\sigma_{\epsilon}(\boldsymbol{\theta}) \propto p(\boldsymbol{\theta})$, i.e., noise strength proportional to function values, which is interesting in practice [7, 35, 48] (see also Figure 6.2). An illustrative one-dimensional example is provided below, showing a bimodal $p(\boldsymbol{\theta})$ perturbed with two different noises, and the corresponding $m(\boldsymbol{\theta})$.

Illustrative example in 1D. As an illustration, let us consider the one-dimensional density $p(\theta)=\frac{1}{2} \mathcal{N}(\theta ;-1,1)+\frac{1}{2} \mathcal{N}(\theta ; 5,2)$, restricted in the finite domain [ $-8,17$ ], and two noisy versions

$$
\widetilde{m}_{1}(\theta)=\max (0, p(\theta)+\epsilon), \text { and } \widetilde{m}_{2}(\theta)=|p(\theta)+\epsilon|,
$$

where $\epsilon \sim \mathcal{N}\left(0,0.05^{2}\right)$. Namely, $\widetilde{m}_{i}(\theta), i=1,2$, correspond to rectified Gaussian and folded Gaussian random variables, respectively (for any $\theta$ ). In Figure 6.1-(a), we show one realization of $\widetilde{m}_{1}(\theta)$. In Figure 6.1-(b), we show the average of $\widetilde{m}_{1}(\theta)$ (empirically and theoretically). In Figure 6.1-(c), we show the histogram of samples obtained by running a (pseudo-marginal) MH algorithm on $\widetilde{m}_{1}(\boldsymbol{\theta})$. In these cases, the expected values do not coincide with $p(\theta)$, i.e., $m_{i}(\theta) \neq p(\theta)$. Analytical expressions of $m_{i}(\theta)$, as well as $s_{i}^{2}(\theta)$, can be obtained as shown in App. 6.8.3. The variance behaviors are depicted in Figures 6.2(a)-(b).


Figure 6.1: (a) The target pdf $p(\theta)$ and a realization of $\widetilde{m}_{1}(\theta)=\max (0, p(\theta)+\epsilon)$. (b) Again the target pdf $p(\theta)$ (dashed line), the mean function $m(\theta)=\mathbb{E}[\widetilde{m}(\theta)]$ and its empirical approximation averaging several realizations. (c) Histogram of the samples generated by a noisy MCMC scheme.


Figure 6.2: Behavior of the variance $s_{i}^{2}(\theta)$ in both models. (a) On the left: Plots of $\sqrt{s_{i}^{2}(\theta)}$ versus $\theta$ for $i=1,2$. (b) Plots of $\sqrt{s_{i}^{2}(\theta)}$ versus $p(\theta)$ for $i=1,2$.

### 6.2.1. Vanilla schemes for Noisy MH and noisy IS

In this Section, we present two basic Monte Carlo algorithms working with noisy realizations $\widetilde{m}(\boldsymbol{\theta})$.
Noisy MH. The standard MH algorithm produces correlated samples from a target distribution $p(\boldsymbol{\theta})$ by sampling candidates from a proposal density which are either rejected or accepted according to a suitable probability. The evaluation of the target density $p(\boldsymbol{\theta})$ is required at each iteration. A noisy version of this algorithm is obtained when we substitute the evaluations of $p(\boldsymbol{\theta})$ (at the candidate points) with a realization of the random variable $\widetilde{m}(\boldsymbol{\theta})$. The algorithm is shown in Table 6.1. If a different noisy realization $\widetilde{m}\left(\boldsymbol{\theta}_{t-1}\right)$ is obtained at each iteration, this algorithms is called Monte Carlo-within-Metropolis technique [46]. On the contrary, if it is recycled from the previous iteration, the algorithm is called pseudo-marginal MH (PM-MH) algorithm [5]. The latter approach ensures the algorithm is "exact" (see Theorem 1).
Noisy IS. In a standard IS scheme, a set of samples is drawn from a proposal density $q(\boldsymbol{\theta})$. Then each sample is weighted according to the ratio $\frac{p(\boldsymbol{\theta})}{q(\boldsymbol{\theta})}$. Like in the MH case, a noisy
version of importance sampling can be obtained when we substitute the evaluations of $p(\boldsymbol{\theta})$ with noisy realizations of $\widetilde{m}(\boldsymbol{\theta})$. See Table 6.2.

Theorem 1. Under certain conditions, the estimators constructed from the output of noisy MH algorithm and noisy IS converge to expectations under $m(\boldsymbol{\theta})$.

Proof. For the MH algorithm, see [5, 6] and App. 6.8.1. For noisy IS, see App. 6.8.2.
Theorem 2. The noisy estimators derived from noisy MH and noisy IS have higher variance than their non-noisy counterparts.

Proof. For the MH algorithm, see [6] For noisy IS, see App. 6.8.2.

Table 6.1: Noisy Metropolis-Hastings (N-MH) algorithms

1. Inputs: Initial state $\boldsymbol{\theta}_{0}$ and realization $\widetilde{m}\left(\boldsymbol{\theta}_{0}\right)$.
2. For $t=1, \ldots, T$ :
(a) Sample $\boldsymbol{\theta}_{\text {prop }} \sim \varphi\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}_{t-1}\right)$ and obtain realization $\widetilde{m}_{\text {now }}=\widetilde{m}\left(\boldsymbol{\theta}_{\text {prop }}\right)$.
(b) In the so-called pseudo-marginal MH (PM-MH) set $\widetilde{m}_{\text {bef }}=\widetilde{m}\left(\boldsymbol{\theta}_{t-1}\right)$; otherwise, in the socalled Monte Carlo-within-MH, obtain a new realization $\widetilde{m}$ at $\boldsymbol{\theta}_{t-1}$ and set $\widetilde{m}_{\text {bef }}=\widetilde{m}\left(\boldsymbol{\theta}_{t-1}\right)$.
(c) With probability

$$
\begin{equation*}
\alpha\left(\boldsymbol{\theta}_{t-1}, \boldsymbol{\theta}_{\text {prop }}\right)=\min \left\{1, \frac{\widetilde{m}_{\text {now }} \varphi\left(\boldsymbol{\theta}_{t-1} \mid \boldsymbol{\theta}_{\text {prop }}\right)}{\widetilde{m}_{\text {bef }} \varphi\left(\boldsymbol{\theta}_{\text {prop }} \mid \boldsymbol{\theta}_{t-1}\right)}\right\} \tag{6.4}
\end{equation*}
$$

accept $\boldsymbol{\theta}_{\text {prop }}$, i.e., set $\boldsymbol{\theta}_{t}=\boldsymbol{\theta}_{\text {prop }}$. Otherwise, reject $\boldsymbol{\theta}_{\text {prop }}$, i.e., set $\boldsymbol{\theta}_{t}=\boldsymbol{\theta}_{t-1}$.
3 Outputs: the chain $\left\{\boldsymbol{\theta}_{t}\right\}_{t=1}^{T}$.

Table 6.2: Noisy importance sampling algorithm

1. Inputs: Proposal distribution $q(\boldsymbol{\theta})$.
2. For $n=1, \ldots, N$ :
(a) Sample $\boldsymbol{\theta}_{n} \sim q(\boldsymbol{\theta})$ and obtain realization $\widetilde{m}\left(\boldsymbol{\theta}_{n}\right)$.
(b) Compute

$$
\begin{equation*}
w_{n}=\frac{\widetilde{m}\left(\boldsymbol{\theta}_{n}\right)}{q\left(\boldsymbol{\theta}_{n}\right)} \tag{6.5}
\end{equation*}
$$

3 Compute normalized weights: $\bar{w}_{n}=\frac{w_{n}}{\sum_{j=1}^{N} w_{j}}, j=1, \ldots, N$.
4 Outputs: the weighted samples $\left\{\boldsymbol{\theta}_{n}, \bar{w}_{n}\right\}_{n=1}^{N}$.

### 6.2.2. Accelerating and denoising by surrogates

The vanilla schemes described above can be improved by building surrogate regression models $\widehat{m}(\boldsymbol{\theta})$ from the noisy realizations. More specifically, considering the set of $J$ observed points $\left\{\boldsymbol{\theta}_{i}, \widetilde{m}\left(\boldsymbol{\theta}_{i}\right)\right\}_{i=1}^{J}$, we apply a regression model for obtaining $\widehat{m}(\boldsymbol{\theta})$. We assume to use a surrogate regression model such that $\widehat{m}(\boldsymbol{\theta})$ converges to $m(\boldsymbol{\theta})$ as $J \rightarrow \infty$ The locations of the nodes can be chosen appropriately for ensuring the convergence when $J \rightarrow \infty$, under mild conditions. The accelerated schemes are obtained replacing $\widetilde{m}(\boldsymbol{\theta})$ with $\widehat{m}(\boldsymbol{\theta})$ in the Tables 6.1 and 6.2 above. Then, the resulting algorithms target $\widehat{m}(\boldsymbol{\theta})$.

Remark 2. A necessary condition is that the construction of $\widehat{m}(\boldsymbol{\theta})$ must be strictly positive, $\widehat{m}(\boldsymbol{\theta})>0$, for all $\boldsymbol{\theta}$ where $m(\boldsymbol{\theta})>0$.

Remark 3. Note that, if the transformation in Eq. (6.3) is known, we can undo it in order to obtain $\widehat{p}(\boldsymbol{\theta})=G^{-1}(\widehat{m}(\boldsymbol{\theta}))$ and use it within the algorithms, which will target $\widehat{p}(\boldsymbol{\theta})$, instead of $\widehat{m}(\boldsymbol{\theta})$.

Remark 4. Even if the transformation $G$ is known in Eq. (6.3), and we can obtain $\widehat{p}(\boldsymbol{\theta})=G^{-1}(\widehat{m}(\boldsymbol{\theta}))$, in general we have $\mathbb{E}[\widehat{p}(\boldsymbol{\theta})] \not \propto p(\boldsymbol{\theta})$. One exception is the case $G(p(\boldsymbol{\theta}))=\log p(\boldsymbol{\theta})$, which implies $\mathbb{E}[\widehat{p}(\boldsymbol{\theta})]=\mathbb{E}\left[G^{-1}(\widetilde{m}(\boldsymbol{\theta}))\right]=\mathbb{E}\left[e^{\epsilon} p(\boldsymbol{\theta})\right]=\mathbb{E}\left[e^{\epsilon}\right] p(\boldsymbol{\theta}) \propto$ $p(\boldsymbol{\theta})$.

Clearly, the selection of the design nodes $\left\{\boldsymbol{\theta}_{i}, \widetilde{m}\left(\boldsymbol{\theta}_{i}\right)\right\}_{i=1}^{J}$ is a very important point. In the Monte Carlo literature, strategies for obtaining the set of design nodes are, for instance, running a pilot MCMC run [23], applying Bayesian experimental design algorithms [34, 61], space-filling heuristics [18, 41], or optimization [12]. In iterative refinement, the path of the chain can also be used to update the surrogate, either directly by including some of the states of the chain [67], or indirectly by guiding the search of design points with other techniques [18].

Note that the use of a surrogate is beneficial for working with both costly and noisy target pdfs. In the following, we review different MCMC and IS approaches that can deal with noisy and expensive target distributions. Some of these methods have been originally proposed only for the expensive or just noisy case (i.e., in a more restricted range of application), but they can address the complete problem considered in this work. A schematic summary of the main notation of the work is given below.

| Density | Noisy realization | Surrogate |
| :---: | :---: | :---: |
| $p(\boldsymbol{\theta})$ | $\widetilde{m}(\boldsymbol{\theta})=H(p(\boldsymbol{\theta}), \boldsymbol{\epsilon})$ | $\widehat{m}(\boldsymbol{\theta})$ |

More generally, in the MCMC context, approximations of the whole acceptance ratio can be built and used instead of the true one. Properties of these "approximate" chains are studied in [2].

### 6.3. Overview and generic scheme

In this Section, we present a general scheme that combines Monte Carlo with the use of surrogates, which encompasses most of the methods proposed in the literature for costly or noisy target pdfs. Moreover, we distinguish three main classes of methods: (C1) twostage, (C2) iterative refinement, and (C3) exact schemes. Below, we provide a brief description of each of them.
A graphical representation of the generic scheme is given in Figure 6.3, that is composed of a series of blocks. Each approach in the literature is formed by a different combination of blocks (e.g., see Table 6.4). The three main classes C1, C2, C3 have in common the Block 2, i.e., performing one or more Monte Carlo iterations (e.g., MH or IS) with respect to (w.r.t.) the surrogate $\widehat{m}(\boldsymbol{\theta})$ instead of $\widetilde{m}(\boldsymbol{\theta})$.

Remark 5. Note that this block can be viewed as sampling from a non-parametric proposal. Furthermore, the application of Monte Carlo in Block 2 could be substituted with a direct sampling of the surrogate when it is possible [44].

Blocks 1 and 3 refer to the two possible strategies for building the surrogate. The former considers an offline construction, that is totally independent of the Monte Carlo algorithm that will be run afterwards. The latter construction aims to build the surrogate online, i.e., during the Monte Carlo iterations. Lastly, Block 4 refers to making a correction for the fact that we are working w.r.t. $\widehat{m}(\boldsymbol{\theta})$, and ultimately implies obtaining a noisy realization $\widetilde{m}(\boldsymbol{\theta})$. The schemes are presented in increasing order of complexity.


Figure 6.3: General outline of the schemes considered in the work.

Two-stage schemes (offline approximation). This scheme includes blocks 1 and 2. A two-stage scheme consists in running Monte Carlo algorithm on a fixed surrogate, that has
been built offline, i.e., before the start of the algorithm. This scheme is preferred when the computational budget is limited in advance, so it is all devoted to the surrogate construction. This scheme is very common in, e.g., the calibration of expensive computer codes $[12,17]$. The estimators derived from this scheme are biased (w.r.t. $m(\boldsymbol{\theta})$ ). However, since this scheme does not imply obtaining costly realizations $\widetilde{m}(\boldsymbol{\theta})$ in the second stage, the algorithms can be run for many iterations and produce estimators with low variance. For this scheme to be worth, the decrease in variance must compensate the presence of bias. Recent methods proposed in the literature follow this scheme. For instance, in [23], a pilot run of Monte-Carlo-within-Metropolis is carried out using unbiased estimates of the likelihood function, in order to obtain the design points and build a GP surrogate of $\log p(\boldsymbol{\theta})$. In [34], a GP regression model of $\log p(\boldsymbol{\theta})$ is built from noisy realizations by sequentially maximizing sophisticated acquisition functions, derived from Bayesian decision theory/Bayesian experimental design. In [50], they propose accelerating algorithms for doubly intractable posteriors by replacing the IS estimates (of the ratio of intractable constants) with estimates provided by a surrogate. This surrogate is built in a previous stage using GPs on the outputs of exchange algorithm runs.

Iterative refinement schemes (online approximation). This second scheme comprises Blocks 1 (optionally), 2 and 3. It considers iteratively building the surrogate along with the execution of the Monte Carlo algorithm, i.e., $\widehat{m}_{t}$ depends on $t$. In every iteration, a test is performed in order to decide if we update the surrogate (i.e., obtain a new noisy realization $\widetilde{m}(\boldsymbol{\theta})$ ). The surrogate refinement can be made at the end and/or beginning of the iteration (i.e., Block 3 could be placed before and/or after Block 2). This scheme is also biased, but a continual refinement of the surrogate can produce an algorithm that is asymptotically exact (in the sense of approximating $m(\boldsymbol{\theta})$ ) [18, 67]. See [20] for continual refinement strategies of local approximations within MCMC algorithms. Generally speaking, if the surrogate is improved infinitely often, and in a suitable way (e.g., with a space-filling strategy), the error between the surrogate $\widehat{m}_{t}(\boldsymbol{\theta})$ and $m(\boldsymbol{\theta})$ will approach zero. An initial surrogate $\widehat{m}_{0}(\boldsymbol{\theta})$ could be built offline by using some of the strategies of the methods from the previous scheme. Clearly, constantly changing the target density within a Monte Carlo algorithm difficult its analysis. Moreover, in MCMC algorithms, updating the surrogate using past states of the chain produces the loss of Markov property, so (as in the adaptive MCMC literature) one needs to carefully address this point [67, 18].
Some proposed methods that follow this scheme are [33, 18]. In [33], a GP regression model of $\log p(\boldsymbol{\theta})$ is built online by maximizing acquisition functions derived in order to decrease the uncertainty in the computation of the MH accept-reject test (i.e., using Bayesian decision theory/Bayesian experimental design). This algorithm can be considered as a two-stage procedure if we use a pilot run for the construction. In [18], a local GP or polynomial approximation is built on $\log p(\boldsymbol{\theta})$ and refined over the MCMC iterations by using space-filling heuristics.

Exact schemes (with correction step). This scheme includes blocks (optionally) 1, 2,
(optionally) 3 and 4. The main difference w.r.t. the previous schemes is the correction step. At some iterations of the method, we obtain a noisy realization $\widetilde{m}(\boldsymbol{\theta})$, in order to ensure the correctness of the algorithm, which will approximate and/or converge to $m(\boldsymbol{\theta})$. The underlying idea is to use the surrogate $\widehat{m}(\boldsymbol{\theta})$ as a (non-parametric) proposal density within a Monte Carlo method that targets $m(\boldsymbol{\theta})$. If $\widehat{m}(\boldsymbol{\theta})$ is a good approximation to $m(\boldsymbol{\theta})$, we would propose very good candidates. Working with $\widehat{m}(\boldsymbol{\theta})$ is usually cheaper than obtaining new realizations $\widetilde{m}(\boldsymbol{\theta})$. However, the fact that a new realization $\widetilde{m}(\boldsymbol{\theta})$ has to be obtained for every "correction" usually prevents significant computational savings. This scheme can be used with a fixed offline-built surrogate, an online surrogate or combination of both.
Some examples of methods leveraging surrogate models to produce efficient proposals in the literature are the following (mostly in the non-noisy context, i.e., $\widetilde{m}(\boldsymbol{\theta})=m(\boldsymbol{\theta})=p(\boldsymbol{\theta})$ ). In the MCMC context, the delayed acceptance (DA) schemes (see next Section) are twostep MH algorithms that perform one MH iteration w.r.t. the surrogate and then compute a corrected acceptance probability for the resulting proposal in order to preserve correctness $[16,9]$. Hence, DA schemes rely on approximate sampling from the surrogate via one MH step. Other works consider an standard MH algorithm where the surrogate is sampled with direct methods [44]. A rejection sampling (RS) scheme for sampling the surrogate is applied in [68], where a kriging-based surrogate is built within a delayed rejection MH [30]. In the IS context, the authors in [40] propose sampling the surrogate with IS resampling steps, and then weigh the resulting samples w.r.t. the true target.

Remark 6. Note that the online improvement of the surrogate corresponds to the adaptation of the equivalent proposal of block B2 (see Remark 5) using not only the information of past samples, but also the history of noisy evaluations of the target.

Table 6.3 provides some examples of methods belonging to this class and specifying the type of Monte Carlo technique in the blocks 2 and 4. Finally, Table 6.4 provides a summary of the relationship between the three main classes and the blocks 2 and 4 in Figure 6.3 .

Table 6.3: Summary of specific algorithms, attending to the Blocks 2 and 4.

| Exact algorithms | Block 2 | Block 4 |
| :---: | :---: | :---: |
| Sticky MCMC [44] | direct | MCMC |
| Noisy Deep IS [40] | IS | IS |
| Kriging AIS [8] | MCMC | IS |
| Delayed-acceptance MH [16, 9] | MCMC | MCMC |
| Kriging-based delayed rejection MH [68] | RS | MCMC |

Honorable mentions. Other ways of using surrogates to improve Monte Carlo methods that do not compromise the exactness are, e.g., HMC with gradient computations based

Table 6.4: Relationship between the four main classes and the blocks (B1, B2, B3 and B4) enumerated in Figure 6.3. In parenthesis, we write the blocks that are optional to each family of methods.

| Family | Two-stage | Iterative refinement | Exact - w.r.t. $m(\boldsymbol{\theta})$ |
| :---: | :---: | :---: | :---: |
| Blocks | B1, B2 | (B1), B2, B3 | (B1), B2, (B3), B4 |

Table 6.5: Several works in the literature classified into the three presented classes.

| Two-stage | Iterative refinement | Exact |
| :---: | :---: | :---: |
| $[12]$ | $[18]$ | $[16]$ |
| $[34]$ | $[67]$ | $[59]$ |
| $[23]$ | $[33]$ | $[40]$ |
| $[64]$ | $[20]$ | $[44]$ |

on the surrogate [54]. In [27], the authors introduce extensions of the previous idea to multimodal scenarios by combining it with parallel tempering, where only the lowest temperature chain addresses the true posterior while the other chains at higher temperatures work with surrogates.

### 6.4. Specific instances of noisy Monte Carlo methods

In this section, we describe some specific techniques which are included in the generic scheme described in the previous section. They are Monte Carlo algorithms that were introduced mainly in the context of costly, but non-noisy, targets, but their extension to the noisy setting is straightforward. We focus on the iterative and exact families of methods, but it should be noted that the strategies for building offline surrogates (from the algorithms within the two-stage scheme) could also be used to initialize the surrogates and hence further improve these algorithms.

MH schemes on iterative surrogate. A generic MH algorithm targeting a surrogate that is refined over $T$ iterations is given in Table 6.6. This algorithm falls within the iterative refinement scheme from the previous section. We also summarize different variants using a joint description. Indeed, at each iteration, the surrogate is updated with probability $\rho_{\text {update }}$, obtaining a noisy realization and including it in the set of active nodes. The different variants are obtained by designing a different probability $\rho_{\text {update }}$ and deciding the search strategy.
Note that the updating probability could depend on many features, e.g., on the current surrogate $\rho_{\text {update }}=\rho_{\text {update }}^{(t)}\left(\widehat{m}_{t-1}, \psi\right)$ and other hyperparameters $\psi$. The new point to be included, $\boldsymbol{\theta}_{\text {new }}$, can be chosen by different strategies [18,33]. As an example, in this work we will specifically consider and compare two basic algorithms. The first one corresponds
to $\rho_{\text {update }}=1$, while the second one considers $\rho_{\text {update }}=\alpha_{\mathrm{MH}}^{(t)}$ [67]. In both, we consider the simple choice $\boldsymbol{\theta}_{\text {new }}=\boldsymbol{\theta}^{\prime}$, i.e., the new node is the proposed state at that iteration. The updating block could be also placed before the MH acceptance test and repeated until some criterion is met $[18,33]$.

Table 6.6: Metropolis-Hastings on surrogate with iterative refinement (MH-S)

1. Inputs: Initial state $\boldsymbol{\theta}_{0}$ and initial surrogate $\widehat{m}_{0}(\boldsymbol{\theta})=\widehat{m}_{0}\left(\boldsymbol{\theta} ; \mathcal{S}^{(0)}\right)$.
2. For $t=1, \ldots, T$ :
(a) Sample $\boldsymbol{\theta}_{\text {prop }} \sim \varphi\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}_{t-1}\right)$.
(b) With probability

$$
\begin{equation*}
\alpha\left(\boldsymbol{\theta}_{t-1}, \boldsymbol{\theta}_{\text {prop }}\right)=\min \left\{1, \frac{\widehat{m}_{t-1}\left(\boldsymbol{\theta}_{\text {prop }}\right) \varphi\left(\boldsymbol{\theta}_{t-1} \mid \boldsymbol{\theta}_{\text {prop }}\right)}{\widehat{m}_{t-1}\left(\boldsymbol{\theta}_{t-1}\right) \varphi\left(\boldsymbol{\theta}_{\text {prop }} \mid \boldsymbol{\theta}_{t-1}\right)}\right\} \tag{6.6}
\end{equation*}
$$

accept $\boldsymbol{\theta}_{\text {prop }}$, i.e., set $\boldsymbol{\theta}_{t}=\boldsymbol{\theta}_{\text {prop }}$. Otherwise, reject $\boldsymbol{\theta}_{\text {prop }}$, i.e., set $\boldsymbol{\theta}_{t}=\boldsymbol{\theta}_{t-1}$.
(c) With probability $\rho_{\text {update }}$,
(a) Search $\boldsymbol{\theta}^{\star}$ and obtain realization $\widetilde{m}\left(\boldsymbol{\theta}^{\star}\right)$.
(b) Update design nodes set $\mathcal{S}^{(t)}=\boldsymbol{S}^{(t-1)} \cup\left\{\boldsymbol{\theta}^{\star}, \widetilde{m}\left(\boldsymbol{\theta}^{\star}\right)\right\}$

3 Outputs: The chain $\left\{\boldsymbol{\theta}_{t}\right\}_{t=1}^{T}$ and the final surrogate $\widehat{m}_{T}(\boldsymbol{\theta})$.

Delayed-acceptance Metropolis-Hastings. The DA-MH algorithm is a modified MH algorithm (also called 'two-step MH' or 'MH with early rejection' $[16,9]$ ) where, at each iteration, the proposed state $\boldsymbol{\theta}_{\text {prop }}$ undergoes two MH accept-reject tests. We consider here delayed-acceptance pseudo-marginal MH (DA-PM-MH), where noisy evaluations are recycled as commented above. At each iteration, the proposed state is tested first against $\widehat{m}(\boldsymbol{\theta})$ (i.e., block B2 is a MH step on the surrogate) and, upon acceptance, then against $\widetilde{m}(\boldsymbol{\theta})$ (i.e., block B4 is a noisy MH step).

The computational savings occur when $\boldsymbol{\theta}_{\text {prop }}$ is rejected in the first test, since it avoids performing the second MH test and computing the costly noisy realization $\widetilde{m}\left(\boldsymbol{\theta}_{\text {prop }}\right)$. In this work, we consider a general version DA-PM-MH (also called surrogate transition method [39]) that allows for multiple iterations w.r.t. $\widehat{m}$ in the first step. The details are given in Table 6.7. The standard DA-PM-MH algorithm is recovered setting $T_{\text {surr }}=1$. The standard DA-PM-MH has always a lower acceptance than vanilla PM-MH [9], but can provide better performance. However, for $T_{\text {surr }} \geq 1$, the acceptance probability can be higher than in the standard MH.
Indeed, this general form of the DA-PM-MH algorithm makes it clear that first step aims at obtaining a good candidate $\boldsymbol{\xi}_{T_{\text {sur }}}$ by sampling (via MCMC) from a proposal density $\widehat{m}$ built by a (usually non-parametric) surrogate model. The candidate sample $\boldsymbol{\xi}_{T_{\text {sur }}}$ is then employed in a MH test w.r.t. $\widetilde{m}$. It is important to note that, if all tests in the secondary chain got rejected, then $\boldsymbol{\theta}_{\text {prop }}=\boldsymbol{\xi}_{T_{\text {sur }}}=\boldsymbol{\theta}_{t-1}$, so the MH test of the main chain is trivially
accepted without needing to obtain a new noisy realization, i.e., the chain remains at $\boldsymbol{\theta}_{t-1}$. We can interpret the DA-MH as a two-step algorithm where, in the first step, samples approximately distributed as the surrogate are generated. Thus, other algorithms such as sticky MCMC [44] can be considered as 'ideal' version of DA-MH, since the samples are drawn directly from the surrogate (i.e. the acceptance probability in the first step is always one).

Table 6.7: DA-PM-MH algorithm

1. Inputs: Initial state $\boldsymbol{\theta}_{0}$, initial realization $\widetilde{m}\left(\boldsymbol{\theta}_{0}\right)$, surrogate $\widehat{m}_{0}\left(\boldsymbol{\theta} ; \mathcal{S}^{(0)}\right)$, and number of 'inner' iterations $T_{\text {surr }}$.
2. For $t=1, \ldots, T$ :
(a) Starting from $\boldsymbol{\theta}_{t-1}$, run $T_{\text {surr }}$ iterations of MH with respect to $\widehat{m}(\boldsymbol{\theta})$. That is, set $\boldsymbol{\xi}_{0}=\boldsymbol{\theta}_{t-1}$ and do for $k=1, \ldots, T_{\text {surr }}$ :
(i) Sample $\boldsymbol{\xi}^{\prime} \sim \varphi\left(\boldsymbol{\theta} \mid \boldsymbol{\xi}_{k-1}\right)$
(ii) With probability

$$
\alpha_{1}\left(\xi_{k-1}, \xi^{\prime}\right)=\min \left\{1, \frac{\widehat{m}_{t-1}\left(\xi^{\prime}\right) \varphi\left(\xi_{k-1} \mid \xi^{\prime}\right)}{\widehat{m}_{t-1}\left(\xi_{k-1}\right) \varphi\left(\xi^{\prime} \mid \xi_{k-1}\right)}\right\},
$$

accept $\boldsymbol{\xi}^{\prime}$, i.e., set $\boldsymbol{\xi}_{k}=\boldsymbol{\xi}^{\prime}$. Otherwise, reject $\boldsymbol{\xi}^{\prime}$, i.e., set $\boldsymbol{\xi}_{k}=\boldsymbol{\xi}_{k-1}$.
(b) Set $\boldsymbol{\theta}_{\text {prop }}=\boldsymbol{\xi}_{T_{\text {sur }}}$, and accept it with probability

$$
\alpha_{1}\left(\boldsymbol{\theta}_{t-1}, \boldsymbol{\theta}_{\text {prop }}\right)=\min \left\{1, \frac{\widetilde{m}\left(\boldsymbol{\theta}_{\text {prop }}\right) \widehat{m}_{t-1}\left(\boldsymbol{\theta}_{t-1}\right)}{\widetilde{m}\left(\boldsymbol{\theta}_{t-1}\right) \widehat{m}_{t-1}\left(\boldsymbol{\theta}_{\text {prop }}\right)}\right\},
$$

i.e., set $\boldsymbol{\theta}_{t}=\boldsymbol{\theta}_{\text {prop }}$. Otherwise, reject $\boldsymbol{\theta}_{\text {prop }}$, i.e., set $\boldsymbol{\theta}_{t}=\boldsymbol{\theta}_{t-1}$.
(c) With probability $\rho_{\text {update }}$,

1. Search $\boldsymbol{\theta}^{\star}$ and obtain realization $\widetilde{m}\left(\boldsymbol{\theta}^{\star}\right)$.
2. Update design nodes set $\boldsymbol{S}^{(t)}=\boldsymbol{S}^{(t-1)} \cup\left\{\boldsymbol{\theta}^{\star}, \widetilde{m}\left(\boldsymbol{\theta}^{\star}\right)\right\}$

3 Outputs: The chain $\left\{\boldsymbol{\theta}_{t}\right\}_{t=1}^{T}$.

Noisy Deep Importance Sampling (N-DIS). The Deep Importance Sampling (DIS) is an adaptive IS scheme introduced in [40], which uses a non-parametric surrogate as its proposal density. It can be seen as a multivariate extension of the technique in [44]. Here, we consider a noisy version of DIS, which is described in Table 6.8. Again the underlying idea is to use the surrogate $\widehat{m}(\boldsymbol{\theta})$ as proposal density. For sampling from $\widehat{m}(\boldsymbol{\theta})$, N-DIS employs a Sampling Importance Resampling (SIR) approach [57], using an auxiliary/parametric proposal, $q(\boldsymbol{\theta})$ (i.e., block B1 is a SIR scheme). More specifically, a set $\{\mathbf{y}\}_{\ell=1}^{L}$ is sampled from $q(\boldsymbol{\theta})$, with $L \gg 1$, and weighted according to $\widehat{m}$. Then, $N$ resampling steps $(N \ll L)$ are performed to obtain $\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N}$, that are approximately distributed as $\widehat{m}(\boldsymbol{\theta})$ [57]. These samples are finally weighted considering the corresponding realizations $\widetilde{m}\left(\boldsymbol{\theta}_{i}\right)$ (i.e., block B4 is a IS iteration). Thus, N-DIS is as a two-stage IS scheme,
where the inner IS stage is employed to draw from the surrogate $\widehat{m}$. Furthermore, NDIS is an iterative algorithm where the previous steps are repeated and the set $\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N}$ is used to refine the surrogate at each iteration. Hence, compared to a standard IS scheme, N-DIS improves the performance by using a non-parametric surrogate proposal density $\widehat{m}(\boldsymbol{\theta})$ that gets closer and closer to $m(\boldsymbol{\theta})$. Moreover, N-DIS could be interpreted as an IS version equivalent to the DA-MH algorithm. Note that, N-DIS uses deterministic mixture IS weights in Eq. (6.7) which provide more stability in the results [19].

Table 6.8: N-DIS algorithm with noisy realizations

1. Inputs: Proposal distribution $q(\boldsymbol{\theta})$ and initial surrogate $\widehat{m}_{0}(\boldsymbol{\theta})=\widehat{m}_{0}\left(\boldsymbol{\theta} ; \boldsymbol{S}^{(0)}\right)$.
2. For $t=1, \ldots, T$ :
(a) Sample $\boldsymbol{\xi}_{t, \ell} \sim q(\boldsymbol{\theta}), \ell=1, \ldots, L$
(b) Compute $\gamma_{t, \ell}=\frac{\widehat{m}_{t-1}\left(\boldsymbol{\xi}_{t, \ell}\right)}{q\left(\boldsymbol{\xi}_{t, \ell}\right)}, \ell=1, \ldots, L$
(c) Resample $\boldsymbol{\theta}_{t, n} \sim\left\{\boldsymbol{\xi}_{t, \ell}\right\}_{\ell=1}^{L}, n=1, \ldots, N$, with probabilities proportional to $\left\{\gamma_{t, \ell}\right\}_{\ell=1}^{L}$ (with $N \ll L)$
(d) Obtain noisy realizations and compute ( $n=1, \ldots, N$ )

$$
\begin{equation*}
w_{t, n}=\frac{\widetilde{m}\left(\boldsymbol{\theta}_{t, n}\right)}{\frac{1}{t} \sum_{\tau=0}^{t-1} \widehat{m}_{\tau}\left(\boldsymbol{\theta}_{t, n}\right)} \tag{6.7}
\end{equation*}
$$

(e) Update design nodes set $\mathcal{S}^{(t)}=\mathcal{S}^{(t-1)} \cup\left\{\left(\boldsymbol{\theta}_{t, n}, \widetilde{m}\left(\boldsymbol{\theta}_{t, n}\right)\right)\right\}_{n=1}^{N}$.

3 Compute normalized weights: $\bar{w}_{n}=\frac{w_{n}}{\sum_{j=1}^{N} w_{j}}, j=1, \ldots, N$.
4 Outputs: the weighted samples $\left\{\boldsymbol{\theta}_{n}, \bar{w}_{n}\right\}_{n=1}^{N}$ and the final surrogate $\widehat{m}_{t}(\boldsymbol{\theta})$.

### 6.5. Application scenarios

A brief description of practical scenarios where we must handle noisy and costly target evaluations is provided below. Namely, all the settings given below can be encompassed in the general framework described above.
Pseudo-Marginal approach: Here, the unnormalized density can be expressed as a marginal distribution, i.e., $p(\boldsymbol{\theta})=\int_{V} p(\boldsymbol{\theta}, \mathbf{v}) d \mathbf{v}$ where $\mathbf{v}$ is an auxiliary variable. Hence, $p(\boldsymbol{\theta})$ cannot be computed in closed-form. When the aim is to run a MH algorithm on $p(\boldsymbol{\theta})$, rather than on the joint $p(\boldsymbol{\theta}, \mathbf{v})$, the evaluation of $p(\boldsymbol{\theta})$ at each $\boldsymbol{\theta}$ can be estimated noisily by using IS $[5,4]$.
ABC, likelihoods-free. In the likelihood-free (and/or synthetic likelihood) inference setting, it is assumed that the likelihood function is unknown or we cannot evaluate it, but we are able to generate independent data from it. In this scenario, substituting the intractable likelihood with an approximate likelihood is one possibility. This approximation is in turn approximated pointwise with Monte Carlo using pseudo-data sets [43, 53]. See Section 6.5 .1 below for more details.

Doubly intractable posteriors. When only a part of the likelihood can be evaluated and another piece of the likelihood is unknown (typically a partition function $Z(\boldsymbol{\theta})$ ), we are in doubly intractable posterior setting. Note that differently from the ABC case, here some part of the likelihood is available. In this case, the unknown part of the likelihood must be estimated, so that the evaluation of the complete likelihood will be noisy.
Use of mini-batches (Big Data). The evaluation of the likelihood function can be prohibitively expensive when there are huge amounts of data. In this context, a subsampling strategy consists in computing the log-likelihood function using a random subset of data points, hence forming an unbiased estimator of the complete log-likelihood [10].
Reinforcement learning (RL). Direct policy search is an important branch of reinforcement learning, particularly in robotics [21, 15]. In this context, $\boldsymbol{\theta}$ is the parametrization of the policy of some agent, and $p(\boldsymbol{\theta})$ represents an expected return (i.e., a payoff function) for that policy. The expected return is approximated by the empirical return over an episode, i.e., the agent is run for a number of time steps and accumulates a payoff. More details are given in Section 6.5.2.
Other application scenarios. The topic of inference in noisy and costly settings is also of interest in the inverse problem literature, such as in the calibration of expensive computer codes [24, 17, 12]. Noisy likelihood evaluations are also considered for building surrogates, and then use them in order to obtain a variational approximations to the posterior [1].

### 6.5.1. Likelihood-free context

The Likelihood-free framework in Bayesian inference presents some peculiarities which deserve a specific discussion. We start with a brief description of a generalized approximate Bayesian computation (ABC) scheme in the same fashion of [66, 52]. Given some
vector of data $\mathbf{y}_{\text {true }} \in \mathbb{R}^{D_{Y}}$, in several applications, sampling from a posterior distribution $p(\boldsymbol{\theta})=p\left(\boldsymbol{\theta} \mid \mathbf{y}_{\text {true }}\right) \propto \ell\left(\mathbf{y}_{\text {true }} \mid \boldsymbol{\theta}\right) g(\boldsymbol{\theta})$ is required, where $\ell\left(\mathbf{y}_{\text {true }} \mid \boldsymbol{\theta}\right)$ represents a likelihood function and $g(\boldsymbol{\theta})$ a prior density. In some context, the pointwise evaluation of $\ell\left(\mathbf{y}_{\text {true }} \mid \boldsymbol{\theta}\right)$ is not possible, but we can generate artificial data, $\mathbf{y}^{\prime} \sim \ell(\mathbf{y} \mid \boldsymbol{\theta})$. Hence, we could draw samples in an extended space, $\left[\boldsymbol{\theta}^{\prime}, \mathbf{y}^{\prime}\right]$, from the joint $\operatorname{pdf} q(\boldsymbol{\theta}, \mathbf{y})=\ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta})$, drawing first $\boldsymbol{\theta}^{\prime} \sim g(\boldsymbol{\theta})$ and then $\mathbf{y}^{\prime} \sim \ell(\mathbf{y} \mid \boldsymbol{\theta})$.
The idea behind several ABC algorithms is the following. Let us consider the following extended target pdf in the extended space $[\boldsymbol{\theta}, \mathbf{y}]$,

$$
p_{e}\left(\boldsymbol{\theta}, \mathbf{y} \mid \mathbf{y}_{\text {true }}, \epsilon\right) \propto h\left(\mathbf{y}_{\text {true }} \mid \mathbf{y}, \boldsymbol{\theta}, \epsilon\right) \ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta}),
$$

where $h\left(\mathbf{y}_{\text {true }} \mid \mathbf{y}, \boldsymbol{\theta}, \epsilon\right) \geq 0$ is a surrogate extended likelihood and $\epsilon>0$ is a positive parameter, chosen by the user. In many ABC approaches, different authors consider a simplified version where

$$
h\left(\mathbf{y}_{\text {true }} \mid \mathbf{y}, \boldsymbol{\theta}, \epsilon\right)=h\left(\mathbf{y}_{\text {true }} \mid \mathbf{y}, \epsilon\right)
$$

for instance, $h\left(\mathbf{y}_{\text {true }} \mid \mathbf{y}, \epsilon\right) \propto \exp \left(-\frac{\left\|\mathbf{y}_{\text {true }}-\mathbf{y}\right\|^{2}}{2 \epsilon^{2}}\right)$. Hence, we can simplify the previous expression as $p_{e}\left(\boldsymbol{\theta}, \mathbf{y} \mid \mathbf{y}_{\text {true }}\right) \propto h\left(\mathbf{y}_{\text {true }} \mid \mathbf{y}, \boldsymbol{\epsilon}\right) \ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta})$. The simplest choice, as in the rejectionABC scheme, is

$$
\begin{cases}h\left(\mathbf{y}_{\text {true }} \mid \mathbf{y}, \epsilon\right) \propto 1 & \text { if }\left\|\mathbf{y}_{\text {true }}-\mathbf{y}\right\|<\epsilon  \tag{6.8}\\ h\left(\mathbf{y}_{\text {true }} \mid \mathbf{y}, \epsilon\right)=0 & \text { if }\left\|\mathbf{y}_{\text {true }}-\mathbf{y}\right\| \geq \epsilon\end{cases}
$$

Therefore, the ABC target density is

$$
\begin{equation*}
m_{\mathrm{ABC}}\left(\boldsymbol{\theta} \mid \mathbf{y}_{\mathrm{true}}, \epsilon\right)=\int_{\mathbb{R}^{D_{Y}}} p_{e}\left(\boldsymbol{\theta}, \mathbf{y} \mid \mathbf{y}_{\mathrm{true}}, \epsilon\right) d \mathbf{y} \propto \int_{\mathbb{R}^{D_{Y}}} h\left(\mathbf{y}_{\mathrm{true}} \mid \mathbf{y}, \epsilon\right) \ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta}) d \mathbf{y} . \tag{6.9}
\end{equation*}
$$

The function $h\left(\mathbf{y}_{\text {true }} \mid \mathbf{y}, \boldsymbol{\epsilon}\right)$ must be chosen such that $m_{\mathrm{ABC}}\left(\boldsymbol{\theta} \mid \mathbf{y}_{\text {true }}, \boldsymbol{\epsilon}\right)$ converges to $p\left(\boldsymbol{\theta} \mid \mathbf{y}_{\text {true }}\right)$ as $\epsilon \rightarrow 0$. Several computational algorithms designed for the ABC context are based on the following noisy naive Monte Carlo scheme in the extended space with target pdf $m_{A B C}\left(\boldsymbol{\theta} \mid \mathbf{y}_{\mathrm{true}}, \epsilon\right)$ in Eq. (6.9), and proposal density $q(\boldsymbol{\theta}, \mathbf{y})=\ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta})$ :

- For $t=1, \ldots, T$ :

1. Draw $\boldsymbol{\theta}_{t} \sim g(\boldsymbol{\theta})$,
2. Draw $N$ artificial data, $\mathbf{y}_{t}^{(1)}, \ldots, \mathbf{y}_{t}^{(N)} \sim \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{t}\right) .{ }^{11}$
3. Assign to $\boldsymbol{\theta}_{t}$, the noisy evaluation

$$
\begin{equation*}
\widetilde{m}_{\epsilon}\left(\boldsymbol{\theta}_{t}\right)=\frac{1}{N} \sum_{n=1}^{N} h\left(\mathbf{y}_{\text {true }} \mid \mathbf{y}_{t}^{(n)}, \epsilon\right) . \tag{6.10}
\end{equation*}
$$

- Return $\left\{\boldsymbol{\theta}_{t}, \widetilde{m}\left(\boldsymbol{\theta}_{t}\right)\right\}$.

[^8]Thus, the pairs $\left\{\boldsymbol{\theta}_{t}, \widetilde{m}_{\epsilon}\left(\boldsymbol{\theta}_{t}\right)\right\}$ can be used for performing inference on $m_{\mathrm{ABC}}\left(\boldsymbol{\theta} \mid \mathbf{y}_{\mathrm{true}}, \boldsymbol{\epsilon}\right)$. Indeed, by standard Monte Carlo arguments, $\widetilde{m}_{\epsilon}(\boldsymbol{\theta}) \approx \int_{\mathbb{R}^{D_{Y}}} h\left(\mathbf{y}_{\text {true }} \mid \mathbf{y}, \epsilon\right) \ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta}) d \mathbf{y}$. Increasing $N$, we reduce the variance of $\widetilde{m}_{\epsilon}(\boldsymbol{\theta})$, becoming closer and closer to $m_{A B C}\left(\boldsymbol{\theta} \mid \mathbf{y}_{\text {true }}, \epsilon\right)$. Decreasing $\epsilon \rightarrow 0$, we reduce the bias between $m_{A B C}\left(\boldsymbol{\theta} \mid \mathbf{y}_{\text {true }}, \epsilon\right)$ and $p\left(\boldsymbol{\theta} \mid \mathbf{y}_{\text {true }}\right)$. Instead of sampling $\boldsymbol{\theta}_{t}$ from $g(\boldsymbol{\theta})$, we can use a generic proposal $q(\boldsymbol{\theta})$ (i.e., $q(\mathbf{y}, \boldsymbol{\theta})=\ell(\mathbf{y} \mid \boldsymbol{\theta}) q(\boldsymbol{\theta})$ ) and we obtain

$$
\begin{equation*}
\widetilde{m}_{\epsilon}\left(\boldsymbol{\theta}_{t}\right)=\left[\frac{1}{N} \sum_{n=1}^{N} h\left(\mathbf{y}_{\mathrm{true}} \mid \mathbf{y}_{t}^{(n)}, \epsilon\right)\right] \frac{g\left(\boldsymbol{\theta}_{t}\right)}{q\left(\boldsymbol{\theta}_{t}\right)}, \quad \theta_{t} \sim q(\boldsymbol{\theta}) . \tag{6.11}
\end{equation*}
$$

Remark 7. Clearly, for a fixed computational cost, there exists a trade-off between exploration and accuracy, i.e., between $T$ and N. For a related discussion, see [22, 38].

Since simulating $N$ datasets for each $\boldsymbol{\theta}$ can be costly, it has been proposed to use surrogates in order to accelerate the ABC algorithms. For instance, we can build a surrogate $\widehat{m}(\boldsymbol{\theta})$ considering the pairs $\left\{\boldsymbol{\theta}_{t}, \widetilde{m}\left(\boldsymbol{\theta}_{t}\right)\right\}$ or some related evaluations. In [66], a two-stage approach is used, where a GP surrogate of $\log m_{\mathrm{ABC}}$ is built offline, and then a randomwalk MH algorithm is applied on this surrogate An iterative refinement scheme using simulations $\left(\boldsymbol{\theta}_{t}, \mathbf{y}_{t}^{(n)}\right)$ is considered in [47]. Finally, the work by [29] combines Bayesian optimization with ABC in a two-stage scheme to build a surrogate of the discrepancy function $\Delta_{\theta}$ which measures the difference between $\mathbf{y}_{\text {true }}$ and $\mathbf{y}_{\theta}$, the data generated with parameter $\boldsymbol{\theta}$.

Remark 8. In the $A B C$ context, we identify two surrogate functions: an internal surrogate $h\left(\mathbf{y}_{\text {true }} \mid \mathbf{y}, \boldsymbol{\theta}, \epsilon\right)$ (that, generally, could also depends on $\boldsymbol{\theta}$ as in the synthetic likelihood approach [53]) and the external surrogate $\widehat{m}(\boldsymbol{\theta})$, for accelerating the algorithm.

### 6.5.2. Application to Reinforcement Learning

Reinforcement learning (RL), which has many connections with control theory [28, 60], is a popular and fast-growing area of machine learning. An agent interacts with an environment by taking an action and, as a result of this action, it receives a state/observation and a reward. This occurs at each time step. One interaction/step is summarized as a state-action-reward triplet, $\left(s_{t}, a_{t}, r_{t}\right)$, where $t$ denotes the time index. Therefore, an episode consists of $T$ steps over the environment (e.g., playing a game, if the environment represents a game, or otherwise interacting with the environment - such as in robotics)

$$
\begin{equation*}
\boldsymbol{\tau}=\left\{s_{0},\left(s_{1}, a_{1}, r_{1}\right),\left(s_{2}, a_{2}, r_{2}\right), \ldots,\left(s_{T}, a_{T}, r_{T}\right)\right\}=\left\{s_{0: T}, a_{1: T}, r_{1: T}\right\} \tag{6.12}
\end{equation*}
$$

The dynamics of the environment can be represented as follows, in the case of Markovian processes. For $t=1,2, \ldots, T$ :

$$
\left\{\begin{array}{l}
a_{t} \sim \pi_{\theta}\left(a \mid s_{t-1}\right),  \tag{6.13}\\
s_{t} \sim p_{\mathrm{env}}\left(s \mid s_{t-1}, a_{t}\right), \\
r_{t} \sim r_{\mathrm{env}}\left(r \mid s_{t}, a_{t}, s_{t-1}\right),
\end{array}\right.
$$

where the reward function $r_{\text {env }}$ and the transition function $p_{\text {env }}$ are determined by the application/environment. The policy $\pi_{\theta}(\cdot)$ determines which action the agent takes. Deterministic rules can be also employed for deciding $a_{t}$ and receiving a reward $r_{t}$. The payoff (i.e., accumulated reward, known as the return, or gain) for each episode is

$$
\begin{equation*}
R(\boldsymbol{\theta} ; \boldsymbol{\tau})=\sum_{t=1}^{T} r_{t} . \tag{6.14}
\end{equation*}
$$

In certain settings, one can control the length $T$ of the episode $\tau$. The goal is to find an optimal policy (i.e., optimal $\boldsymbol{\theta}$ ) that maximizes the expected cumulative reward. There are a plethora of approaches to reinforcement learning, many falling under the category of socalled value-based methods (see [60] for an introduction and overview). Here, however, we focus specifically on the area of direct policy search, which is particularly apt for applications with continuous and small-but-complex action spaces such as robotics [21], and possibly non-Markovian settings (we refer to $p_{\text {env }}$ ). More specifically, we focus on model-free policy search, i.e., learning the policy based on sampling trajectories; we do not attempt to recover $p_{\text {env }}$ or $r_{\text {env }}$. In this sense also, we are close to the large area of stochastic optimization [51]. We are interested in studying the following function in the parameter space,

$$
\begin{equation*}
p(\boldsymbol{\theta})=\mathbb{E}_{\tau}[R(\boldsymbol{\theta} ; \boldsymbol{\tau})]=\int_{\mathcal{T}} R(\boldsymbol{\theta} ; \boldsymbol{\tau}) p(\boldsymbol{\tau} \mid \boldsymbol{\theta}) d \boldsymbol{\tau}, \tag{6.15}
\end{equation*}
$$

where $R(\cdot)$ from (6.14), and $\boldsymbol{\tau} \sim p(\boldsymbol{\tau} \mid \boldsymbol{\theta})$ is generated following the model in Eq. (6.13), i.e.,

$$
\begin{align*}
& p(\boldsymbol{\tau} \mid \boldsymbol{\theta})=p\left(s_{0: T}, a_{0: T}, r_{1: T} \mid \boldsymbol{\theta}\right) \\
& =p_{0}\left(s_{0}\right) \prod_{t=1}^{T} r_{\mathrm{env}}\left(r_{t} \mid s_{t}, a_{t}, s_{t-1}\right) p_{\mathrm{env}}\left(s_{t} \mid s_{t-1}, a_{t-1}\right) \pi_{\theta}\left(a_{t-1} \mid s_{t-1}\right) . \tag{6.16}
\end{align*}
$$

In a model-free direct search, we are not able to evaluate the distribution $p(\boldsymbol{\tau} \mid \boldsymbol{\theta})$, but we can draw from it by "playing the game". Namely, we can estimate $p(\boldsymbol{\theta})$ by using sampled episodes. Given $N$ episodes $\boldsymbol{\tau}_{i} \sim p(\boldsymbol{\tau} \mid \boldsymbol{\theta})(i=1, \ldots, N)$ generated according to $p(\boldsymbol{\tau} \mid \boldsymbol{\theta})$ with fixed $\boldsymbol{\theta}$ (and fixing $T$ ), we can obtain the Monte Carlo estimation of the expected return

$$
\begin{align*}
\widetilde{m}(\boldsymbol{\theta}) & =\frac{1}{N} \sum_{i=1}^{N} R\left(\boldsymbol{\theta} ; \boldsymbol{\tau}_{i}\right), \quad \boldsymbol{\tau}_{i} \sim p(\boldsymbol{\tau} \mid \boldsymbol{\theta}),  \tag{6.17}\\
& =\frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} r_{t}^{(i)} . \tag{6.18}
\end{align*}
$$

In this case, we have $m(\boldsymbol{\theta})=\mathbb{E}[\widetilde{m}(\boldsymbol{\theta})]=p(\boldsymbol{\theta})$. The variance

$$
\begin{equation*}
s^{2}(\boldsymbol{\theta})=\operatorname{var}[\widetilde{m}(\boldsymbol{\theta})]=\frac{1}{N} \operatorname{var}\left[R\left(\boldsymbol{\theta} ; \boldsymbol{\tau}_{i}\right)\right] . \tag{6.19}
\end{equation*}
$$

The term $\operatorname{var}[R(\boldsymbol{\theta}, \boldsymbol{\tau})]$ can have different forms depending on multiple aspects. The magnitude of the noise is reduced by averaging multiple episodes since the variance $s^{2}(\boldsymbol{\theta})$ decreases at rate $\frac{1}{N}$.

Remark 9. As in the ABC setting, there is clearly a trade-off between precision in the evaluation of the target function and overall computational cost (which increases as $N$ grows). This trade-off has been studied in the context of MCMC and IS [22, 38].

Note that the distribution $\widetilde{m}(\boldsymbol{\theta})$ also depends of the length $T$ of the episode. More specifically, the variance of the random variable $\widetilde{m}(\boldsymbol{\theta})$ decreases with $T$. If the process is ergodic, averaging over very long periods is equivalent to repeating the process multiple times. The noise can therefore be reduced by both prolonged simulation or repeated sampling at the expense of a higher computational cost per function evaluation.

### 6.6. Numerical experiments

In this section, we compare different algorithms discussed in Section 4. It is important to remark that all the techniques are always compared with the same number of evaluations (denoted as $E$ ) of the noisy target pdf. Moreover, a k-nearest neighbor (kNN) regression is applied in order to construct the surrogate function. Recall that the baseline PM-MH algorithm is not using a surrogate model (see Table 6.1).
In the first experiment, the target is a two-dimensional banana-shaped density which is non-linear benchmark in the literature [19], perturbed with two different noises: one is an unbiased noise, and with the other noisy the target distribution becomes a heavy-tailed banana pdf. The second experiment considers a multimodal target density. Finally, we apply the algorithms in a benchmark RL problem consisting on balancing two poles attached to a cart.

### 6.6.1. Non-linear banana density

We consider a banana-shaped target pdf,

$$
\begin{equation*}
p(\boldsymbol{\theta}) \propto \exp \left(-\frac{\left(\eta_{1}-B \theta_{1}-\theta_{2}^{2}\right)^{2}}{2 \eta_{0}^{2}}-\frac{\theta_{1}^{2}}{2 \eta_{1}^{2}}-\frac{\theta_{2}^{2}}{2 \eta_{2}^{2}}\right), \tag{6.20}
\end{equation*}
$$

with $B=4, \eta_{0}=4$ and $\eta_{i}=3.5$ for $i=1, \ldots, 2$, where $\Theta=[-10,10] \times[-10,10]$, i.e., bounded domain. The goal is to compare the performance of the different algorithms against a vanilla PM-MH algorithm for two different noises. Specifically, we compare

- (1) DA-PM-MH with $T_{\text {surr }}=1$,
- (2) DA-PM-MH with $T_{\text {surr }}=5$,
- (3) MH-S with $\rho_{\text {update }}=1$,
- (4) MH-S with $\rho_{\text {update }}=\alpha_{\mathrm{MH}}$.

The baseline corresponds to a PM-MH algorithm with 5000 iterations. We consider the same proposal $\varphi\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}^{\prime}\right)=\mathcal{N}\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}^{\prime}, 3^{2} \boldsymbol{I}_{2}\right)$ for all the methods (including the baseline). The surrogate is built with k -nearest neighbor ( kNN ) regression using $K \in\{1,10,100\}$ neighbors. For all methods, the surrogate is initialized as a uniform distribution and updated from there on using the incoming realizations $\widetilde{m}(\boldsymbol{\theta})$. Note that MH-S with $\rho=1$ is equivalent to PM-MH when $K=1$. We include it in that case for the sake of completeness. We set $E=5000$ as the budget of noisy target evaluations.
In addition, we have applied IS schemes for the two noises. Specifically, we compare standard (noisy) IS against N-DIS, using again the nearest neighbor surrogate. For the standard noisy IS, we use a uniform proposal in $\mathcal{X}$. For N-DIS, we test $T=5, N=1000$ and $T=10, N=500$, so that the total number of evaluations is $E=N T=5000$.
Unbiased banana. First, we consider the noise $\widetilde{m}(\boldsymbol{\theta})=\epsilon p(\boldsymbol{\theta})$ with $\epsilon \sim \operatorname{Exp}(1)$. In this case, the expected target is $p(\boldsymbol{\theta})$. We consider the estimation of the mean and the diagonal of the covariance matrix, whose ground truths are $\boldsymbol{\mu}=[-0.48,0]$ and $\operatorname{diag}(\boldsymbol{\Sigma})=$ [1.38, 8.90]. We show the results in Figures 6.4 and 6.6.
Heavy-tailed banana. Then, we consider the noise $\widetilde{m}(\boldsymbol{\theta})=\max (0, p(\boldsymbol{\theta})+\epsilon)$ with $\epsilon \sim$ $\mathcal{N}\left(0,0.01^{2}\right)$. For this choice, we have $m(\boldsymbol{\theta}) \neq p(\boldsymbol{\theta})$, so we have to evaluate the performance in the estimation of the new moments, i.e., this noise changes the density that the methods target, whose ground truths are $\widetilde{\boldsymbol{\mu}}=[-0.38,0]$ and $\operatorname{diag}(\widetilde{\boldsymbol{\Sigma}})=[6.74,12.84]$. The resulting density $m(\boldsymbol{\theta})$ has constant tails since this noise introduce bias in the low probability regions (as in Figure 6.1). We show the results in Figures 6.5 and 6.7.

## Dependence on the surrogate

The use of surrogate improves the performance, but can be detrimental as well. This duality accounts for the differences in performance between estimating $\boldsymbol{\mu}$ (upper rows of Figures 6.4 and 6.5) and estimating diag( $\boldsymbol{\Sigma})$ (lower rows of Figures 6.4 and 6.5).
Benefits of using surrogates. For both noises, the considered algorithms perform better than the baseline in the estimation of $\boldsymbol{\mu}$ for all $K$, something that it is related to properly visiting the regions of high probability. In this sense, it shows that using surrogates within MCMC algorithms help in discovering high-probability regions. In IS, the use of surrogates also improves the performance in the estimation of the mean, as it can be seen in Figure 6.9(a) and Figure 6.7(a).
Pathological constructions. Both choices of noise produce noisy realizations $\widetilde{m}(\boldsymbol{\theta})$ that are skewed towards 0 , specially in the low-probability regions. A surrogate built with such evaluations may difficult the exploration of the tails of the distribution. This can be seen at the error in estimating the variance in Figure 6.4(d) and Figure 6.5(d), where the considered methods perform worse than the baseline. Although the DA-PM-MH algorithms (with $T_{\text {surr }}=1$ and $T_{\text {surr }}=5$ ) are "exact", they fail at estimating the variance since the surrogate does not fulfill the minimum requirements. In fact, a 'bad' surrogate is preventing the chain to explore the regions properly. Increasing $K$ makes the surrogate smoother and hence should improve the variance estimation. This is confirmed in Figure 6.4(e)-(f)
and Figure 6.5(e)-(f), where the DA-PM-MH algorithms perform better than the baseline. The MH-S algorithms present a trade-off between performance and exactness/bias as we increase K , that we comment below.

## Bias in iterative refinement algorithms

Since these algorithms target the surrogate, the choice of $K$ affects the performance. In Figures 6.4(a)-(c), we see the algorithms MH-S with $\rho=1$ and $\rho=\alpha$ beat the baseline in the estimation of $\boldsymbol{\mu}$. However, in Figures 6.4(d)-(f) the situation is the opposite, performing worse than the baseline in the estimation of $\operatorname{diag}(\boldsymbol{\Sigma})$ for the $K$ considered. As we commented above, the exponential distribution with $\lambda=1$ concentrates around 0 , hence this noise tends to give noisy realizations that underestimate the true density. In lowprobability regions and when $K=1$, this phenomenon amplifies since realizations with very low value difficult that their neighborhood gets properly explored. This is why MH-S is able to estimate $\boldsymbol{\mu}$ with $K=1$ (i.e. the high-probability region is properly visited), but fails at estimating $\operatorname{diag}(\boldsymbol{\Sigma})$.
We increase $K$ in order to reduce this problem. However, attending to Figures 6.4(e)-(f) for $K=10$ and $K=100$, both MH-S still perform poorly in the estimation of $\operatorname{diag}(\boldsymbol{\Sigma})$. Now, this is because the surrogate has huge bias (since, for fixed number of nodes, as we consider more neighbors, the surrogate becomes a flattened version of $p(\boldsymbol{\theta})$ ). In other words, regarding the choice of $K$ for the MH-S, the increase in performance is traded off with exactness. Note that this bias is detected when estimating the variance, since this biased surrogate has $\boldsymbol{\mu}$ almost unaltered.
Regarding the second type of noise in Figure 6.5, the conclusions are similar. In Figure $6.5(\mathrm{~d})$, we see that estimation of the variance is even worse with this second noise, since the target has now constant tails which are not captured by the surrogate with $K=1$. However, MH-S algorithms perform better (w.r.t. the previous noise) in the estimation of the variance for $K=10$. This is probably due to the surrogate having a low bias w.r.t. the true target $m(\boldsymbol{\theta})$, which is broader than in the previous noise.

### 6.6.2. Bimodal target density

Now, we consider the density

$$
p(\boldsymbol{\theta})=\frac{1}{2} \mathcal{N}\left(\boldsymbol{\theta} \mid[10,0]^{\top}, 3^{2} \boldsymbol{I}_{2}\right)+\frac{1}{2} \mathcal{N}\left(\boldsymbol{\theta} \mid[-10,0]^{\top}, 3^{2} \boldsymbol{I}_{2}\right),
$$

where $\Theta=[-20,20] \times[-20,20]$, i.e., bounded domain. We consider the noise $\widetilde{m}(\boldsymbol{\theta})=$ $\epsilon p(\boldsymbol{\theta})$ with $\epsilon \sim \operatorname{Exp}(1)$. As in the previous experiment, we compare the algorithms in the estimation of the mean $\boldsymbol{\mu}=[0,0]^{\top}$ and the diagonal of the covariance matrix $\operatorname{diag}(\boldsymbol{\Sigma})=$ [108.87,9] ${ }^{\top}$. For the MCMC algorithms, this time we consider a proposal, $\varphi\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}^{\prime}\right)=$ $\mathcal{N}\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}^{\prime}, 2^{2} \boldsymbol{I}_{2}\right)$, intentionally chosen so that the mixing can be slow for some initializations. We set $E=5000$ as the budget of noisy evaluations. Results are shown in Figure 6.8. The


Figure 6.4: Relative median squared error in estimation of the mean (upper row) and variance (lower row) of the banana pdf with multiplicative exponential noise.


Figure 6.5: Relative median squared error in estimation of the mean (upper row) and variance (lower row) of the banana pdf perturbed as $\widetilde{f}(\boldsymbol{\theta})=\max (0, p(\boldsymbol{\theta})+\epsilon), \epsilon \sim \mathcal{N}(0,0.01)$.
results of the IS schemes on the same noisy target are shown in Figure 6.9.
Improved exploration by surrogates. In this example, the chosen proposal $\varphi\left(\boldsymbol{\theta}^{\prime} \mid \boldsymbol{\theta}\right)$ is not able to explore efficiently the space since the two modes are rather distant. For this reason, the results of PM-MH are much worse than the algorithms that perform several


Figure 6.6: Relative median squared error in estimation of the mean (left) and variance (right) of the banana pdf with multiplicative exponential noise, by importance sampling schemes.


Figure 6.7: Relative median squared error in estimation of the mean (left) and variance (right) of the banana pdf with rectified additive Gaussian noise, by importance sampling schemes.
steps w.r.t. the surrogate, namely, DA-PM-MH with $T_{\text {surr }}=5$ and MH-S with $\rho=\alpha$, as can be seen in Figure 6.8. This shows that performing several steps w.r.t. surrogate is beneficial for the exploration and for discovering different modes, specially when the proposal does not propose big jumps. Regarding the results of IS, we see in Figure 6.9 that the use of surrogates improve the performance, but not as much as in the MCMC test, since IS with uniform density already performs very well as compared to PM-MH.
Pathological constructions. In this example, we encounter the negative effect of a bad surrogate construction. In Figures 6.8(a)-(b)-(d)-(e), we see that DA-PM-MH with $T_{\text {surr }}=$ 1 performs equal or worse than the baseline technique, i.e., PM-MH. This is probably due to the joint effect of small jumps proposed by $\varphi\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}^{\prime}\right)$ and performing only one step w.r.t. the surrogate, which in turn makes a myopic construction of the surrogate possibly
missing one of the modes. This pathological behavior is worst when $K=1$, but improves as we increase $K$, matching the performance of PM-MH for $K=100$.


Figure 6.8: Relative median squared error in estimation of the mean (upper row) and variance (lower row) of the bimodal pdf with multiplicative exponential noise.


Figure 6.9: Relative median squared error in estimation of the mean (left) and variance (right) of the bimodal pdf with multiplicative exponential noise, by importance sampling schemes.

### 6.6.3. Double cart pole

We consider a variant of the popular cart-pole system, which is a standard benchmark in RL [31]. In the basic cart-pole environment, the goal is to balance a pole that is hinged on
a cart. The cart is able to move freely along the x -axis. The observations are the position $x$ and velocity $\dot{x}$ of the cart, and the angle $\alpha$ and angular velocity $\dot{\alpha}$ of the pole. The action is continuous and corresponds to the force applied to the cart. The agent receives one point for each iteration that $x$ and $\alpha$ are within some bounds.

We consider here the more challenging variant where another shorter pole is hinged on the cart (see Figure 6.10). Hence, the state vector is $\mathbf{s}=\left[x, \dot{x}, \alpha_{1}, \dot{\alpha}_{1}, \alpha_{2}, \dot{\alpha}_{2}\right]^{\top}$. The transition $p_{\text {env }}$ is deterministic, determined by the evolution of the dynamical system, where each iteration corresponds to 0.02 s [65]. We consider the simplest neural network for the policy $a=\pi_{\theta}(\mathbf{s})=\boldsymbol{\theta}^{\top} \mathbf{s}$, i.e., a linear policy. Hence, the parameter $\boldsymbol{\theta} \in \mathbb{R}^{6}$. ${ }^{12}$ The return $R(\boldsymbol{\theta}, \boldsymbol{\tau})$ is the number of iterations before any of $x, \alpha_{1}$ or $\alpha_{2}$ go out of bounds, where $T_{\max }=1000$. Hence, the maximum return is 1000 . Regarding the parameters such as the masses, lengths, friction coefficients, etc., we take the same values as in [31]. At the beginning of each episode, the initial state is obtained by sampling each component uniformly within the following intervals: $x \in[-1.944,1.944], \dot{x} \in[-1.215,1.215], \alpha_{1} \in$ $[-0.0472,0.0472], \dot{\alpha}_{1} \in[-0.135088,0.135088], \alpha_{2} \in[-0.10472,0.10472]$ and $\dot{\alpha}_{2} \in$ [ $-0.135088,0.135088]$. Note that, in this example, the noisiness comes only from the initial distribution.


Figure 6.10: Double pole balancing problem.
We consider a realization $\widetilde{m}(\boldsymbol{\theta})$ of $p(\boldsymbol{\theta})$ by simulating one single episode. We first run $10^{6}$ iterations of PM-MH on $\widetilde{m}(\boldsymbol{\theta})$ in order to have a rough estimation (groundtruth) of the marginal histograms w.r.t. we can compare the algorithms. We consider a bounded domain $\boldsymbol{\theta} \in[-60,60]^{6}$. We compare two MH-S algorithms and one DA-PM-MH algorithm using again a nearest neighbor surrogate, with $K=100$. The budget is $E=10^{5}$ evaluations. A PM-MH algorithm with the same number of evaluations is also considered. In Figure 6.11, we show the estimated marginal densities. In Table 6.9, we show the MMSE estimations of $\boldsymbol{\theta}$ provided by the different algorithms. We can observe that the compared techniques are able to approximate the groundtruth marginal histograms. However, the DA-PM-MH scheme seems to provide slightly better approximations.

[^9]|  | $\theta_{1}$ | $\theta_{2}$ | $\theta_{3}$ | $\theta_{4}$ | $\theta_{5}$ | $\theta_{6}$ | Exp. return |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PM-MH $\left(T=10^{6}\right)$ | -7.1281 | -15.0300 | 5.1756 | 15.0946 | 15.4696 | 4.9734 | 1000 |
| PM-MH $\left(T=10^{5}\right)$ | -5.6738 | -15.7544 | 3.0080 | 14.9182 | 16.3909 | 6.0570 | 1000 |
| MH-S $(\rho=1)$ | -6.6351 | -10.2346 | -1.9859 | 12.5025 | 12.8274 | 6.0455 | 1000 |
| MH-S $(\rho=\alpha)$ | -8.9285 | -17.0432 | 4.0197 | 13.3249 | 15.7900 | 3.9512 | 1000 |
| DA-PM-MH $\left(T_{\text {surr }}=5\right)$ | -5.7748 | -17.5469 | 6.6250 | 15.9932 | 17.5892 | 5.2058 | 1000 |

Table 6.9: MMSE estimates for the double cart pole system computed by the different algorithms.


Figure 6.11: Marginal densities of the double cart pole system, obtained by the different algorithms.

### 6.7. Conclusions

We have provided an overview of Monte Carlo methods which use surrogate models built with regression techniques, for dealing with noisy and costly densities. Indeed, by employing surrogate models, we can avoid the evaluation of expensive true models and perform a smoothing of the noisy realizations. This has important implications for performance in real-world applications.
We have described a general joint framework which encompasses most of the techniques in the literature. We have given a classification of the analyzed techniques in three main families. We have highlighted the connections and differences among the algorithms by means of several explanatory tables and figures. The range of application of the methods have been discussed. Specifically, a detailed description of the likelihood-free approach and the reinforcement learning setting is presented.
Numerical simulations have shown that, generally, the use of surrogates can improve the
performance of the algorithms. Indeed, the surrogate plays the role of an adaptive nonparametric proposal which is adapted using not only the spatial information contained in the samples, but also the noisy evaluations of the target. This increases the efficiency of the corresponding Monte Carlo estimators since it fosters the exploration of the space. On the other hand, pathological constructions of the surrogate, i.e., when the surrogate takes small values in high probability regions of the target pdf, can jeopardize the performance of the algorithms, at least in the first iterations. Furthermore, the correction step in the exact algorithms yields more robust schemes.

### 6.8. Appendix

### 6.8.1. Proof for noisy MH algorithm

We provide here a simple proof showing that the invariant density of a MH algorithm using noisy realizations $\widetilde{m}(\boldsymbol{\theta})$ is $m(\boldsymbol{\theta})$ (i.e. a pseudo-marginal MH algorithm). For more details see $[5,6]$. Let us consider the acceptance ratio of the noisy MH algorithm

$$
\begin{equation*}
r\left(\boldsymbol{\theta}_{t-1}, \boldsymbol{\theta}_{\text {prop }}\right)=\frac{\widetilde{m}\left(\boldsymbol{\theta}_{\text {prop }}\right) \varphi\left(\boldsymbol{\theta}_{t-1} \mid \boldsymbol{\theta}_{\text {prop }}\right)}{\widetilde{m}\left(\boldsymbol{\theta}_{t-1}\right) \varphi\left(\boldsymbol{\theta}_{\text {prop }} \mid \boldsymbol{\theta}_{t-1}\right)} . \tag{6.21}
\end{equation*}
$$

Now, let us rewrite it as

$$
\begin{equation*}
r\left(\boldsymbol{\theta}_{t-1}, \boldsymbol{\theta}_{\text {prop }}\right)=\frac{\frac{\widetilde{m}\left(\boldsymbol{\theta}_{\text {rpop }}\right)}{m} m\left(\boldsymbol{\theta}_{\text {prop }}\right) \varphi\left(\boldsymbol{\theta}_{t-1} \mid \boldsymbol{\theta}_{\text {prop }}\right)}{\frac{\tilde{m}\left(\boldsymbol{\theta}_{t-1}\right)}{m\left(\boldsymbol{\theta}_{t-1}\right)} m\left(\boldsymbol{\theta}_{t-1}\right) \varphi\left(\boldsymbol{\theta}_{\text {prop }} \mid \boldsymbol{\theta}_{t-1}\right)} . \tag{6.22}
\end{equation*}
$$

Define $\lambda=\frac{\bar{m}(\boldsymbol{\theta})}{m(\boldsymbol{\theta})}$ as a random variable with pdf given by $g(\lambda \mid \boldsymbol{\theta})$. Note that $\mathbb{E}[\lambda \mid \boldsymbol{\theta}] \propto 1$ for any $\boldsymbol{\theta}$. Denoting $\lambda_{\text {prop }}=\frac{\widetilde{m}\left(\boldsymbol{\theta}_{\text {prop }}\right)}{m\left(\boldsymbol{\theta}_{\text {ropp }}\right)}$ and $\lambda_{t-1}=\frac{\widetilde{m}\left(\boldsymbol{\theta}_{t-1}\right)}{m\left(\boldsymbol{\theta}_{t-1}\right)}$, multiplying by $g\left(\lambda_{\text {prop }} \mid \boldsymbol{\theta}_{\text {prop }}\right) g\left(\lambda_{t-1} \mid \boldsymbol{\theta}_{t-1}\right)$ in both numerator and denominator, and rearranging the terms we see that the acceptance ratio is

$$
\begin{equation*}
r\left(\boldsymbol{\theta}_{t-1}, \boldsymbol{\theta}_{\text {prop }}\right)=\frac{\lambda_{\text {prop }} m\left(\boldsymbol{\theta}_{\text {prop }}\right) g\left(\lambda_{\text {prop }} \mid \boldsymbol{\theta}_{\text {prop }}\right) \varphi\left(\boldsymbol{\theta}_{t-1} \mid \boldsymbol{\theta}_{\text {prop }}\right) g\left(\lambda_{t-1} \mid \boldsymbol{\theta}_{t-1}\right)}{\lambda_{t-1} m\left(\boldsymbol{\theta}_{t-1}\right) g\left(\lambda_{t-1} \mid \boldsymbol{\theta}_{t-1}\right) \varphi\left(\boldsymbol{\theta}_{\text {prop }} \mid \boldsymbol{\theta}_{t-1}\right) g\left(\lambda_{\text {prop }} \mid \boldsymbol{\theta}_{\text {prop }}\right)} . \tag{6.23}
\end{equation*}
$$

Now, let us define $q_{\text {equiv }}\left(\boldsymbol{\theta}, \lambda \mid \boldsymbol{\theta}^{\prime}, \lambda^{\prime}\right)=g(\lambda \mid \boldsymbol{\theta}) \varphi\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}^{\prime}\right)$ as the equivalent proposal in the joint space $(\boldsymbol{\theta}, \lambda)$. Hence, the ratio is finally expressed as

$$
\begin{equation*}
r\left(\boldsymbol{\theta}_{t-1}, \boldsymbol{\theta}_{\text {prop }}, \lambda_{t-1}, \lambda_{\text {prop }}\right)=\frac{\lambda_{\text {prop }} m\left(\boldsymbol{\theta}_{\text {prop }}\right) g\left(\lambda_{\text {prop }} \mid \boldsymbol{\theta}_{\text {prop }}\right) q_{\text {equiv }}\left(\boldsymbol{\theta}_{t-1}, w_{t-1} \mid \boldsymbol{\theta}_{\text {prop }}, \lambda_{\text {prop }}\right)}{\lambda_{t-1} m\left(\boldsymbol{\theta}_{t-1}\right) g\left(\lambda_{t-1} \mid \boldsymbol{\theta}_{t-1}\right) q_{\text {equiv }}\left(\boldsymbol{\theta}_{\text {prop }}, w_{\text {prop }} \mid \boldsymbol{\theta}_{t-1}, \lambda_{t-1}\right)} . \tag{6.24}
\end{equation*}
$$

It can be seen now that the invariant density is proportional to $\lambda \cdot m(\boldsymbol{\theta}) \cdot g(\lambda \mid \boldsymbol{\theta})$, whose marginal is $\int \lambda m(\boldsymbol{\theta}) g(\lambda \mid \boldsymbol{\theta}) d \lambda \propto m(\boldsymbol{\theta})$.

### 6.8.2. Proof for noisy IS

We show that an IS estimator built with noisy realizations $\widetilde{m}(\boldsymbol{\theta})$, converges to expectations w.r.t. $m(\boldsymbol{\theta})$. Let $q(\boldsymbol{\theta})$ denote a proposal pdf, and let

$$
\begin{equation*}
\widetilde{Z}=\frac{1}{N} \sum_{i=1}^{N} \frac{\widetilde{m}\left(\boldsymbol{\theta}_{i}\right)}{q\left(\boldsymbol{\theta}_{i}\right)}=\frac{1}{N} \sum_{i=1}^{N} \widetilde{w}_{i}, \tag{6.25}
\end{equation*}
$$

be the IS estimator built with noisy realizations, where $\widetilde{w}_{i}=\frac{\bar{m}\left(\boldsymbol{\theta}_{i}\right)}{q\left(\boldsymbol{\theta}_{i}\right)}$ are the noisy weights, and $\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N}$ are iid samples from $q$. The non-noisy IS estimator

$$
\begin{equation*}
\widehat{Z}=\frac{1}{N} \sum_{i=1}^{N} \frac{m\left(\boldsymbol{\theta}_{i}\right)}{q\left(\boldsymbol{\theta}_{i}\right)}=\frac{1}{N} \sum_{i=1}^{N} w_{i}, \tag{6.26}
\end{equation*}
$$

is an unbiased estimator of $Z=\int m(\boldsymbol{\theta}) d \boldsymbol{\theta}$, i.e., $\mathbb{E}[\widehat{Z}]=Z$, converging as $N \rightarrow \infty$ at rate $\frac{1}{N}$. We aim to show that $\widetilde{Z}$ is also an unbiased estimator of $Z$, with greater variance than $\widehat{Z}$, but the same convergence speed, i.e., its variance decreases at $\frac{1}{N}$ rate.

Let $\boldsymbol{\Theta}=\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{N}\right)$ denote the $N$ samples from $q$. By the law of total expectation, we have that $\mathbb{E}[\widetilde{Z}]=\mathbb{E}[\mathbb{E}[\widetilde{Z} \mid \boldsymbol{\Theta}]]$. In the inner expectation, we use the fact the $\widetilde{w}_{i}$ 's are i.i.d., hence

$$
\begin{equation*}
\mathbb{E}[\widetilde{Z} \mid \boldsymbol{\Theta}]=\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left[\widetilde{w}_{i} \mid \boldsymbol{\theta}_{i}\right]=\frac{1}{N} \sum_{i=1}^{N} \frac{1}{q\left(\boldsymbol{\theta}_{i}\right)} \mathbb{E}\left[\widetilde{m}\left(\boldsymbol{\theta}_{i}\right) \mid \boldsymbol{\theta}_{i}\right]=\widehat{Z}, \tag{6.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}[\widetilde{Z}]=\mathbb{E}[\mathbb{E}[\widetilde{Z} \mid \Theta]]=\mathbb{E}[\widehat{Z}]=Z . \tag{6.28}
\end{equation*}
$$

By the law of total variance, we have that

$$
\begin{equation*}
\operatorname{var}[\widetilde{Z}]=\mathbb{E}[\operatorname{var}[\widetilde{Z} \mid \boldsymbol{\Theta}]]+\operatorname{var}[\mathbb{E}[\widetilde{Z} \mid \boldsymbol{\Theta}]] \tag{6.29}
\end{equation*}
$$

Using the above result, we have that the second term is

$$
\begin{equation*}
\operatorname{var}[\mathbb{E}[\widetilde{Z} \mid \boldsymbol{\Theta}]]=\operatorname{var}[\widehat{Z}]=O(1 / N) . \tag{6.30}
\end{equation*}
$$

Regarding the first term, we have

$$
\begin{align*}
\operatorname{var}[\widetilde{Z} \mid \boldsymbol{\Theta}] & =\frac{1}{N^{2}} \sum_{i=1}^{N} \operatorname{var}\left[\widetilde{w}_{i} \mid \boldsymbol{\theta}_{i}\right]=\frac{1}{N^{2}} \sum_{i=1}^{N} \frac{1}{q\left(\boldsymbol{\theta}_{i}\right)^{2}} \operatorname{var}\left[\widetilde{m}\left(\boldsymbol{\theta}_{i}\right) \mid \boldsymbol{\theta}_{i}\right] \\
& =\frac{1}{N^{2}} \sum_{i=1}^{N} \frac{s^{2}\left(\boldsymbol{\theta}_{i}\right)}{q\left(\boldsymbol{\theta}_{i}\right)^{2}} . \tag{6.31}
\end{align*}
$$

Assuming that $\frac{s^{2}(\theta)}{q(\boldsymbol{\theta})}<\infty$ for all $\boldsymbol{\theta}$, we have that

$$
\begin{equation*}
\mathbb{E}[\operatorname{var}[\widetilde{Z} \mid \boldsymbol{\Theta}]]=\frac{1}{N^{2}} \sum_{i=1}^{N} \mathbb{E}\left[\frac{s^{2}\left(\boldsymbol{\theta}_{i}\right)}{q\left(\boldsymbol{\theta}_{i}\right)^{2}}\right]=\frac{1}{N} \mathbb{E}\left[\frac{s^{2}(\boldsymbol{\theta})}{q(\boldsymbol{\theta})^{2}}\right] . \tag{6.32}
\end{equation*}
$$

Hence, we finally have that

$$
\begin{align*}
\operatorname{var}[\widetilde{Z}] & =\frac{1}{N} \mathbb{E}\left[\frac{s^{2}(\boldsymbol{\theta})}{q(\boldsymbol{\theta})^{2}}\right]+\operatorname{var}[\widehat{Z}]=O\left(\frac{1}{N}\right) \\
& \geq \operatorname{var}[\widehat{Z}] . \tag{6.33}
\end{align*}
$$

From this expression, we can deduce that the variance of $\widetilde{Z}$ depends on the mismatch between $q(\boldsymbol{\theta})$ and $s^{2}(\boldsymbol{\theta})$. Proving that the noisy IS estimator $\widetilde{I}=\frac{1}{N} \sum_{i=1}^{N} \frac{\widetilde{m}(\boldsymbol{\theta}) f(\boldsymbol{\theta})}{q(\boldsymbol{\theta})}$ converges to $I=\int f(\boldsymbol{\theta}) m(\boldsymbol{\theta}) d \boldsymbol{\theta}$ is immediate. Thus, the ratio $\frac{\tilde{I}}{\bar{Z}}=\frac{1}{\sum_{i=1}^{N} \widetilde{w}_{j}} \sum_{i=1}^{N} \widetilde{w}_{i} f\left(\boldsymbol{\theta}_{i}\right)$, (i.e. the noisy self-normalized IS estimator) is a consistent estimator of $\frac{\int_{\Theta} f(\theta) m(\theta) d \theta}{\int_{\Theta}^{m}(\boldsymbol{\theta}) d \boldsymbol{\theta}}$.

### 6.8.3. Analytical expressions of the noise models in illustrative example

Let $\epsilon \sim \mathcal{N}\left(0, \sigma^{2}\right)$. The analytical expressions of $m(\boldsymbol{\theta})$ for the noise models in the illustrative example of Sect. 6.2 are provided here.
Rectified Gaussian. By setting $\widetilde{m}(\boldsymbol{\theta})=\max (0, p(\boldsymbol{\theta})+\epsilon)$, then $\widetilde{m}(\boldsymbol{\theta}) \mid \boldsymbol{\theta} \sim \mathcal{N}^{\mathrm{R}}\left(p(\boldsymbol{\theta}), \sigma^{2}\right)$ is a rectified Gaussian random variable, whose mean is

$$
m(\boldsymbol{\theta})=\left[p(\boldsymbol{\theta})+\sigma \frac{\phi(-p(\boldsymbol{\theta}) / \sigma)}{1-\boldsymbol{\Phi}(-p(\boldsymbol{\theta}) / \sigma)}\right][1-\boldsymbol{\Phi}(-p(\boldsymbol{\theta}) / \sigma)],
$$

where $\phi(\theta)$ and $\boldsymbol{\Phi}(\theta)$ are the pdf and cdf, respectively, of the standard normal distribution.

Folded Gaussian. The random variable $\widetilde{m}(\boldsymbol{\theta})=|p(\boldsymbol{\theta})+\epsilon|$ corresponds to a folded Gaussian random variable. We have

$$
m(\boldsymbol{\theta})=\sigma \sqrt{\frac{2}{\pi}} \exp \left(-p^{2}(\boldsymbol{\theta}) / 2 \sigma^{2}\right)+p(\boldsymbol{\theta})[1-2 \boldsymbol{\Phi}(-p(\boldsymbol{\theta}) / \sigma)] .
$$
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#### Abstract

Many applications in signal processing and machine learning require the study of probability density functions (pdfs) that can only be accessed through noisy evaluations. In this work, we analyze the noisy importance sampling (IS), i.e., IS working with noisy evaluations of the target density. We present the general framework and derive optimal proposal densities for noisy IS estimators. The optimal proposals incorporate the information of the variance of the noisy realizations, proposing points in regions where the noise power is higher. We also compare the use of the optimal proposals with previous optimality approaches considered in a noisy IS framework.
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### 7.1. Introduction

A wide range of modern applications, especially in Bayesian inference framework [22], require the study of probability density functions (pdfs) which can be evaluated stochastically, i.e., only noisy evaluations can be obtained $[16,30,1,21]$. For instance, this is the case of the pseudo-marginal approaches and doubly intractable posteriors [4, 24], approximate Bayesian computation (ABC) and likelihood-free schemes [25, 17], where the target density cannot be computed in closed-form.
The noisy scenario also appears naturally when mini-batches of data are employed instead of considering the complete likelihood of huge amounts of data [6, 26]. More recently, the analysis of noisy functions of densities is required in reinforcement learning (RL), especially in direct policy search which is an important branch of RL, with applications in robotics [11, 8]. The topic of inference in noisy settings (or where a function is known with a certain degree of uncertainty) is also of interest in the inverse problem literature, such as in the calibration of expensive computer codes [14, 7]. This is also the case when the construction of an emulator is considered, as a surrogate model [1, 29, 20].

In this work, we study the importance sampling (IS) scheme under noisy evaluations of the target pdf. The noisy IS scenario has been already analyzed in the literature [16,

30, 15]. In the context of optimization, some theoretical results can be found [2]. In the sequential framework, IS schemes with random weights can be found and have been studied in different works [16, 10, 9, 23]. We provide the optimal proposal densities for different noisy scenarios, including also the case of integrals involving vector-valued functions. Moreover, we discuss the convergence and variance of the estimators in a general setting. We consider a different approach with respect to other studies in the literature [30, 12]. In those works, the authors analyzed the trade-off between decreasing the noise power (by increasing the number of auxiliary samples) and increasing the total number of samples in the IS estimators. Here, this information is encompassed within the optimal proposal density, which plays a similar role to an acquisition function in active learning [20,29]. This is information is relevant, especially if the noisy evaluations are also costly to obtain.

### 7.2. Background

### 7.2.1. Bayesian inference

In many applications, we aim at inferring a variable of interest given a set of observations or measurements. Let us denote the variable of interest by $\mathbf{x} \in \mathcal{D} \subseteq \mathbb{R}^{d_{x}}$, and let $\mathbf{y} \in \mathbb{R}^{d_{y}}$ be the observed data. The posterior pdf is then

$$
\begin{equation*}
\bar{p}(\mathbf{x} \mid \mathbf{y})=\frac{\ell(\mathbf{y} \mid \mathbf{x}) g(\mathbf{x})}{Z(\mathbf{y})}, \tag{7.1}
\end{equation*}
$$

where $\ell(\mathbf{y} \mid \mathbf{x})$ is the likelihood function, $g(\mathbf{x})$ is the prior pdf, and $Z(\mathbf{y})$ is the model evidence (a.k.a. marginal likelihood) which is a useful quantity in model selection problems [19]. For simplicity, in the following, we skip the dependence on $\mathbf{y}$ in $\bar{p}(\mathbf{x})=\bar{p}(\mathbf{x} \mid \mathbf{y})$ and $Z=Z(\mathbf{y})$. Generally, $Z$ is unknown, so we are able to evaluate the unnormalized target function, i.e., the numerator on the right hand side of Eq. (7.1),

$$
\begin{equation*}
p(\mathbf{x})=\ell(\mathbf{y} \mid \mathbf{x}) g(\mathbf{x}) . \tag{7.2}
\end{equation*}
$$

The analytical study of the posterior density $\bar{p}(\mathbf{x}) \propto p(\mathbf{x})$ is unfeasible, so that numerical approximations are required [27, 22].

### 7.2.2. Noisy framework

Generally, we desire to approximate the unnormalized density $p(\mathbf{x}), \mathbf{x} \in \mathcal{X} \subset \mathbb{R}^{d}$, and the corresponding normalizing constant $Z$, using Monte Carlo methods. The unnormalized density $p(\mathbf{x})$ can represent a posterior density in a Bayesian inference problem, as described above. We assume that, for any $\mathbf{x}$, we cannot evaluate $p(\mathbf{x})$ exactly, but we only have access to a related noisy realization. Moreover, in many applications, obtaining such a noisy realization may be expensive. Hence, analyzing in which $\mathbf{x}$ we require a noisy
realization of $p(\mathbf{x})$ is an important problem, which is related to the concept of optimality that we consider below.
In the following, we introduce a concise mathematical formalization of the noisy scenario. This simple framework contains real application scenarios, such as latent variable models [30] (see example 4 in Sect. 7.4.1), likelihood-free inference setting [25], doubly intractable posteriors [24], mini batch-based inference [6]. More specifically, we assume to have access to a noisy realization related to $p(\mathbf{x})$, i.e.,

$$
\begin{equation*}
\widetilde{m}(\mathbf{x})=H(p(\mathbf{x}), \epsilon), \tag{7.3}
\end{equation*}
$$

where $H$ is a non-linear transformation involving $p(\mathbf{x})$ and $\epsilon$, that is some noise perturbation. Thus, for a fixed value $\boldsymbol{x}, \widetilde{m}(\mathbf{x})$ is a random variable with

$$
\begin{equation*}
m(\mathbf{x})=\mathbb{E}[\widetilde{m}(\mathbf{x})], \quad s(\mathbf{x})^{2}=\operatorname{Var}[\widetilde{m}(\mathbf{x})], \tag{7.4}
\end{equation*}
$$

for some mean function, $m(\mathbf{x})$, and variance function, $s(\mathbf{x})^{2}$. The assumption that $\widetilde{m}(\mathbf{x})$ must be strictly positive is important in practice [16, 12].

Noise power. In some applications, it is also possible to control the noise power $s(\mathbf{x})^{2}$, for instance by adding/removing data to the mini-batches (e.g., in the context of Big Data) [6], increasing the number of auxiliary samples in latent variables models [4], or interacting with an environment over longer/shorter periods of time (e.g., in reinforcement learning) [11].

Unbiased scenario and related cases. The scenario where $m(\mathbf{x})=p(\mathbf{x})$ appears naturally in some applications (such as in the estimation of latent variable and stochastic volatility models in statistics [30, 3]; or in the context of optimal filtering of partially observed stochastic processes [15]), or it is often assumed as a pre-established condition by the authors [30, 16]. In some other scenarios, the noisy realizations are known to be unbiased estimates of some transformation of $p(\mathbf{x})$, e.g., of $\log p(\mathbf{x})[18,13]$. This situation can be encompassed by the following special case. If we consider an additive perturbation,

$$
\begin{equation*}
\widetilde{m}(\mathbf{x})=G(p(\mathbf{x}))+\epsilon, \quad \text { with } \mathbb{E}[\epsilon]=0, \tag{7.5}
\end{equation*}
$$

we have $m(\mathbf{x})=\mathbb{E}[\widetilde{m}(\mathbf{x})]=G(p(\mathbf{x}))$, where $G(\cdot): \mathbb{R} \rightarrow \mathbb{R}$. If $G$ is known and invertible, we have $p(\mathbf{x})=G^{-1}(m(\mathbf{x}))$.
Generally, we can state that $m(\mathbf{x})$ always contains statistical information related to $p(\mathbf{x})$. The subsequent use of $m(\mathbf{x})$ depends on the specific application. Thus, we study the mean function $m(\mathbf{x})$. Hence, our goal is to approximate efficiently integrals involving $m(\mathbf{x})$, i.e.,

$$
\begin{equation*}
\mathbf{I}=\frac{1}{\bar{Z}} \int_{X} \mathbf{f}(\mathbf{x}) m(\mathbf{x}) d \mathbf{x}, \quad \bar{Z}=\int_{X} m(\mathbf{x}) d \mathbf{x}, \tag{7.6}
\end{equation*}
$$

where $\mathbf{f}(\mathbf{x}): \mathcal{X} \rightarrow \mathbb{R}^{d_{f}}$ and $\mathbf{I}=\left[I_{1}, \ldots, I_{d_{f}}\right]^{\top} \in \mathbb{R}^{d_{f}}$ denotes the vector of integrals of interest. Note that, in the unbiased case $m(\mathbf{x})=p(\mathbf{x})$, we have $\bar{Z}=Z$. An integral involving $m(\mathbf{x})$ can be approximated employing a cloud of random samples using the noisy realizations $\widetilde{m}(\mathbf{x})$ via Monte Carlo methods.

### 7.3. Noisy Importance Sampling

In a non-noisy IS scheme, a set of samples is drawn from a proposal density $q(\mathbf{x})$. Then each sample is weighted according to the ratio $\frac{p(\mathbf{x})}{q(\mathbf{x})}$. A noisy version of importance sampling can be obtained when we substitute the evaluations of $p(\mathbf{x})$ with noisy realizations of $\widetilde{m}(\mathbf{x})$. See Table 7.1 and note that the importance weights $w_{n}$ in Eq. (7.9) are computed using the noisy realizations. Below, we show that

$$
\begin{equation*}
\widehat{Z}=\frac{1}{N} \sum_{n=1}^{N} w_{n} \tag{7.7}
\end{equation*}
$$

is an unbiased estimator of $\bar{Z}$, and

$$
\begin{equation*}
\widehat{\mathbf{I}}_{\text {std }}=\frac{1}{N \bar{Z}} \sum_{n=1}^{N} w_{n} \mathbf{f}\left(\mathbf{x}_{n}\right), \quad \widehat{\mathbf{I}}_{\text {self }}=\frac{1}{N \widehat{Z}} \sum_{n=1}^{N} w_{n} \mathbf{f}\left(\mathbf{x}_{n}\right), \tag{7.8}
\end{equation*}
$$

are consistent estimators of $\mathbf{I}$. The estimator $\widehat{\mathbf{I}}_{\text {std }}$ requires the knowledge of $\bar{Z}$, that is not needed in the so-called self-normalized estimator, $\widehat{\mathbf{I}}_{\text {self }}$.

Table 7.1: Noisy importance sampling algorithm

1. Inputs: Proposal distribution $q(\mathbf{x})$.
2. For $n=1, \ldots, N$ :
(a) Sample $\mathbf{x}_{n} \sim q(\mathbf{x})$ and obtain one realization $\widetilde{m}\left(\mathbf{x}_{n}\right)$.
(b) Compute

$$
\begin{equation*}
w_{n}=\frac{\widetilde{m}\left(\mathbf{x}_{n}\right)}{q\left(\mathbf{x}_{n}\right)} \tag{7.9}
\end{equation*}
$$

4 Outputs: the weighted samples $\left\{\mathbf{x}_{n}, w_{n}\right\}_{n=1}^{N}$.

Theorem 3. The estimators above constructed from the output of noisy IS converge to expectations under $m(\boldsymbol{x})$. More specifically, we have $\widehat{Z}$ and $\widehat{\mathbf{I}}_{\text {std }}$ are unbiased estimators of $\overline{\mathbf{Z}}$ and $\mathbf{I}$ respectively, and $\widehat{\mathbf{I}}_{\text {self }}$ is a consistent estimator of $\mathbf{I}$. Moreover, these estimators have higher variance than their non-noisy counterparts.

Proof. Here, we provide a simple proof of convergence by applying iterated conditional expectations. Equivalently, the correctness of the approach can be proved by using an extended space view (see, e.g., $[15,30]$ ).
Let $\mathbf{x}_{1: N}=\left[\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right]$ denote the $N$ samples from $q$. By the law of total expectation, we have that $\mathbb{E}[\widehat{Z}]=\mathbb{E}\left[\mathbb{E}\left[\widehat{Z} \mid \mathbf{x}_{1: N}\right]\right]$. In the inner expectation, we use the fact the $w_{i}$ 's are i.i.d., hence

$$
\mathbb{E}\left[\widehat{Z} \mid \mathbf{x}_{1: N}\right]=\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left[w_{i} \mid \mathbf{x}_{i}\right]=\frac{1}{N} \sum_{i=1}^{N} \frac{1}{q\left(\mathbf{x}_{i}\right)} \mathbb{E}\left[\widetilde{m}\left(\mathbf{x}_{i}\right) \mid \mathbf{x}_{i}\right]=\frac{1}{N} \sum_{i=1}^{N} \frac{m\left(\mathbf{x}_{i}\right)}{q\left(\mathbf{x}_{i}\right)}=\widetilde{Z},
$$

where $\widetilde{Z}$ is the non-noisy IS estimator of $\bar{Z}$, which is also unbiased, i.e.,

$$
\mathbb{E}[\widehat{Z}]=\mathbb{E}\left[\mathbb{E}\left[\widehat{Z} \mid \mathbf{x}_{1: N}\right]\right]=\mathbb{E}[\widetilde{Z}]=\bar{Z}
$$

Therefore, $\widehat{Z}$ is an unbiased estimator of $\bar{Z}=\int_{X} m(\mathbf{x}) d \mathbf{x}$, i.e., $\mathbb{E}[\widehat{Z}]=\bar{Z}$. Moreover, we show below that $\operatorname{Var}[\widehat{Z}]$ decreases to zero as $N \rightarrow \infty$. Hence, $\widehat{Z}$ is a consistent estimator of $\bar{Z}$. Now, with the same arguments, we can prove that the estimator $\widehat{\mathbf{E}}=\frac{1}{N} \sum_{i=1}^{N} \frac{\widetilde{m}(\mathbf{x})(\mathbf{f})}{q(\mathbf{x})}$ is also unbiased and converges to $\mathbf{E}=\int_{X} \mathbf{f}(\mathbf{x}) m(\mathbf{x}) d \mathbf{x}$. Thus, both the estimator $\widehat{\mathbf{I}}_{\text {std }}$, and the ratio

$$
\widehat{\mathbf{I}}=\frac{1}{\widehat{Z}} \widehat{\mathbf{E}}=\frac{1}{\sum_{j=1}^{N} w_{j}} \sum_{i=1}^{N} w_{i} \mathbf{f}\left(\mathbf{x}_{i}\right),
$$

which is the noisy self-normalized IS estimator $\widehat{\mathbf{I}}_{\text {self }}$ in Eq. (7.8), are consistent estimators of

$$
\mathbf{I}=\frac{\int_{X} \mathbf{f}(\mathbf{x}) m(\mathbf{x}) d \mathbf{x}}{\int_{X} m(\mathbf{x}) d \mathbf{x}}=\frac{1}{\bar{Z}} \int_{X} \mathbf{f}(\mathbf{x}) m(\mathbf{x}) d \mathbf{x}
$$

given in Eq. (7.6).

Variance of $\widehat{Z}$. By the law of total variance, we have that

$$
\operatorname{Var}[\widehat{Z}]=\mathbb{E}\left[\operatorname{Var}\left[\widehat{Z} \mid \mathbf{x}_{1: N}\right]\right]+\operatorname{Var}\left[\mathbb{E}\left[\widehat{Z} \mid \mathbf{x}_{1: N}\right]\right] .
$$

In a non-noisy scenario, i.e., in a non-noisy IS setting, the first term is null. Using the fact that $\widehat{Z}$ is unbiased, we have that the second term is

$$
\operatorname{Var}\left[\mathbb{E}\left[\widehat{Z} \mid \mathbf{x}_{1: N}\right]\right]=\operatorname{Var}[\widetilde{Z}]=O(1 / N)
$$

Regarding the first term, we have

$$
\operatorname{Var}\left[\widehat{Z} \mid \mathbf{x}_{1: N}\right]=\frac{1}{N^{2}} \sum_{i=1}^{N} \operatorname{Var}\left[w_{i} \mid \mathbf{x}_{i}\right]=\frac{1}{N^{2}} \sum_{i=1}^{N} \frac{1}{q\left(\mathbf{x}_{i}\right)^{2}} \operatorname{Var}\left[\widetilde{m}\left(\mathbf{x}_{i}\right) \mid \mathbf{x}_{i}\right]=\frac{1}{N^{2}} \sum_{i=1}^{N} \frac{s\left(\mathbf{x}_{i}\right)^{2}}{q\left(\mathbf{x}_{i}\right)^{2}} .
$$

Assuming that $\frac{s(\mathbf{X})^{2}}{q(\mathbf{x})^{2}}<\infty$ for all $\mathbf{x}$, we have that

$$
\mathbb{E}\left[\operatorname{Var}\left[\widehat{Z} \mid \mathbf{x}_{1: N}\right]\right]=\frac{1}{N^{2}} \sum_{i=1}^{N} \mathbb{E}\left[\frac{s\left(\mathbf{x}_{i}\right)^{2}}{q\left(\mathbf{x}_{i}\right)^{2}}\right]=\frac{1}{N} \mathbb{E}\left[\frac{s(\mathbf{x})^{2}}{q(\mathbf{x})^{2}}\right], \quad \text { where } \quad \mathbf{x} \sim q(\mathbf{x}) .
$$

Hence, we finally have that

$$
\begin{equation*}
\operatorname{Var}[\widehat{Z}]=\frac{1}{N} \mathbb{E}\left[\frac{s(\mathbf{x})^{2}}{q(\mathbf{x})^{2}}\right]+\operatorname{Var}[\widetilde{Z}] \geq \operatorname{Var}[\widetilde{Z}] . \tag{7.10}
\end{equation*}
$$

Therefore, $\widehat{Z}$ has a greater variance than $\widetilde{Z}$, but the same convergence speed, i.e., its variance decreases at $\frac{1}{N}$ rate. Proving that $\widehat{\mathbf{E}}$ has greater variance than its non-noisy version is straightforward.

### 7.4. Optimal Proposal Density in Noisy IS

In this section, we derive the optimal proposals for the noisy IS estimators $\widehat{Z}, \widehat{\mathbf{I}}_{\text {std }}$ and $\widehat{\mathbf{I}}_{\text {self }}$.

### 7.4.1. Optimal proposal for $\widehat{Z}$

We can rewrite the variance of $\widehat{Z}$ in Eq. (7.10) as

$$
\operatorname{Var}[\widehat{Z}]=\frac{1}{N} \mathbb{E}\left[\frac{m(\mathbf{x})^{2}+s(\mathbf{x})^{2}}{q(\mathbf{x})^{2}}\right]-\frac{1}{N} \bar{Z}^{2} .
$$

By Jensen's inequality, the first term is bounded below by

$$
\mathbb{E}\left[\frac{m(\mathbf{x})^{2}+s(\mathbf{x})^{2}}{q(\mathbf{x})^{2}}\right] \geq\left(\mathbb{E}\left[\frac{\sqrt{m(\mathbf{x})^{2}+s(\mathbf{x})^{2}}}{q(\mathbf{x})}\right]\right)^{2}
$$

The minimum variance $\mathrm{V}_{\text {min }}=\min _{q} \operatorname{Var}[\widehat{Z}]$ is thus attained at

$$
\begin{equation*}
q_{\mathrm{opt}}(\mathbf{x}) \propto \sqrt{m(\mathbf{x})^{2}+s(\mathbf{x})^{2}} \tag{7.11}
\end{equation*}
$$

Note that, for finite $N, \mathrm{~V}_{\min }$ is always greater than 0 , specifically,

$$
\begin{equation*}
\mathrm{V}_{\min }=\frac{1}{N}\left[\int_{X} \sqrt{m(\mathbf{x})^{2}+s(\mathbf{x})^{2}} d \mathbf{x}\right]^{2}-\frac{1}{N} \bar{Z}^{2} . \tag{7.12}
\end{equation*}
$$

Hence, differently from the non-noisy setting, in noisy IS the optimal proposal does not provide an estimator with null variance. If $s(\mathbf{x})=0$ for all $\mathbf{x}$, then we come back to the non-noisy scenario and $\mathrm{V}_{\text {min }}=\frac{1}{N}\left[\int_{X} m(\mathbf{x}) d \mathbf{x}\right]^{2}-\frac{1}{N} \bar{Z}^{2}=0$. Note that the variance of using $q(\mathbf{x})=\frac{1}{Z} m(\mathbf{x})$ is

$$
\begin{equation*}
\mathrm{V}_{\text {sub-opt }}=\frac{\bar{Z}}{N} \int_{\mathcal{X}} \frac{m(\mathbf{x})^{2}+s(\mathbf{x})^{2}}{m(\mathbf{x})} d \mathbf{x}-\frac{1}{N} \bar{Z}^{2}=\frac{\bar{Z}}{N} \int_{\mathcal{X}} \frac{s(\mathbf{x})^{2}}{m(\mathbf{x})} d \mathbf{x} \tag{7.13}
\end{equation*}
$$

In the following, we show several examples of noise models and their corresponding optimal proposal densities.
Example 1. Let us consider a Bernoulli-type noise where $\widetilde{m}(\mathbf{x})=p_{\max } \epsilon$, where $\epsilon \sim$ Bernoulli $\left(\frac{p(\mathbf{x})}{p_{\text {max }}}\right)$, and $p_{\text {max }}=\max p(\mathbf{x})$. Then, we have

$$
m(\mathbf{x})=p(\mathbf{x}), \quad s(\mathbf{x})^{2}=p(\mathbf{x})\left[p_{\max }-p(\mathbf{x})\right] .
$$

Replacing in Eq. (7.11), the optimal proposal density in this case is

$$
\begin{equation*}
q_{\mathrm{opt}}(\mathbf{x}) \propto p(\mathbf{x}) \sqrt{1+\left[p_{\max }-p(\mathbf{x})\right]^{2}} . \tag{7.14}
\end{equation*}
$$

Example 2. Let us consider $\widetilde{m}(\mathbf{x})=|p(\mathbf{x})+\epsilon|$, with $\epsilon \sim \mathcal{N}\left(0, \sigma^{2}\right)$. In this scenario, the random variable $\widetilde{m}(\mathbf{x})$ corresponds to a folded Gaussian random variable. We have

$$
\begin{aligned}
& m(\mathbf{x})=\sigma \sqrt{\frac{2}{\pi}} \exp \left(-p^{2}(\mathbf{x}) / 2 \sigma^{2}\right)+p(\mathbf{x})[1-2 \boldsymbol{\Phi}(-p(\mathbf{x}) / \sigma)] \\
& s(\mathbf{x})^{2}=p(\mathbf{x})^{2}+\sigma^{2}-m(\mathbf{x})^{2}
\end{aligned}
$$

where $\boldsymbol{\Phi}(\mathbf{x})$ is the cumulative function of the standard Gaussian distribution. Then,

$$
\begin{equation*}
q_{\mathrm{opt}}(\mathbf{x}) \propto \sqrt{p(\mathbf{x})^{2}+\sigma^{2}} . \tag{7.15}
\end{equation*}
$$

Example 3. Let us consider a multiplicative noise $\widetilde{m}(\mathbf{x})=e^{\epsilon} p(\mathbf{x})$ with $\mathbb{E}[\epsilon]=0$, hence

$$
m(\mathbf{x})=p(\mathbf{x}) \mathbb{E}\left[e^{\epsilon}\right] \propto p(\mathbf{x}), \quad s(\mathbf{x})^{2}=p(\mathbf{x})^{2} \operatorname{Var}\left[e^{\epsilon}\right] .
$$

If we denote $A=\mathbb{E}\left[e^{\epsilon}\right]$ and $\sigma^{2}=\operatorname{Var}\left[e^{\epsilon}\right]$, then $m(\mathbf{x})=A p(\mathbf{x})$ and $s(\mathbf{x})^{2}=\sigma^{2} p^{2}(\mathbf{x})$. In this case, the optimal proposal coincides with the optimal one in the non-noisy setting, since

$$
\begin{equation*}
q_{\mathrm{opt}}(\mathbf{x}) \propto \sqrt{A^{2} p^{2}(\mathbf{x})+\sigma^{2} p^{2}(\mathbf{x})}=p(\mathbf{x}) \sqrt{A^{2}+\sigma^{2}} \propto p(\mathbf{x}) . \tag{7.16}
\end{equation*}
$$

Example 4. In latent variable models, the noisy realization corresponds to the product of $d_{y}$ independent IS estimators, each built from $R$ auxiliary samples. With $d_{y}$ large enough, the distribution of this realization is approximately lognormal, i.e.,

$$
\widetilde{m}(\mathbf{x}) \sim \log \mathcal{N}\left(\mu(\mathbf{x}), \sigma^{2}(\mathbf{x})\right)
$$

where $\mu(\mathbf{x})=\log p(\mathbf{x})-\frac{\gamma^{2}(\mathbf{x})}{2 R}$ and $\sigma^{2}(\mathbf{x})=\frac{\gamma^{2}(\mathbf{x})}{R}$, for some function $\gamma^{2}(\mathbf{x})$ [30, 12]. Equivalently, they write $\widetilde{m}(\mathbf{x})=p(\mathbf{x}) e^{\epsilon}$, where $\epsilon \sim \mathcal{N}\left(\mu(\mathbf{x}), \sigma^{2}(\mathbf{x})\right)$. Hence,

$$
m(\mathbf{x})=p(\mathbf{x}), \quad s(\mathbf{x})^{2}=\left(e^{\gamma^{2}(\mathbf{x}) / R}-1\right) p(\mathbf{x})^{2}
$$

and the optimal proposal is

$$
\begin{equation*}
q_{\mathrm{opt}}(\mathbf{x}) \propto p(\mathbf{x}) e^{\frac{\gamma^{2}(\mathbf{x})}{2 R}} \tag{7.17}
\end{equation*}
$$

This example is related with the cases studied in [30, 12].

### 7.4.2. Optimal proposal for $\widehat{\mathbf{I}}_{s t d}$

We have already seen that the optimal proposal that minimizes the variance of $\widehat{Z}$ is $q_{\text {opt }}(\mathbf{x}) \propto \sqrt{m(\mathbf{x})^{2}+s(\mathbf{x})^{2}}$. Let us consider now the estimator $\widehat{\mathbf{I}}_{\text {std }}$. Note that this estimator assumes we can evaluate $\bar{Z}=\int_{X} m(\mathbf{x}) d \mathbf{x}$. Since we are considering a vector-valued function, the estimator has $d_{f}$ components $\widehat{\mathbf{I}}_{\text {std }}=\left[\widehat{I}_{\text {std, } 1} \ldots \widehat{I}_{\text {std, } d_{f}}\right]^{\top}$, and $\operatorname{Var}\left[\widehat{\mathbf{I}}_{\text {std }}\right]$ corresponds to a $d_{f} \times d_{f}$ covariance matrix. We aim to find the proposal that minimizes the sum of diagonal variances. From the results of the previous section, it is straightforward to show that the variance of the $p$-th component is

$$
\begin{aligned}
\operatorname{Var}\left[\widehat{I}_{\text {std }, p}\right] & =\operatorname{Var}\left[\widetilde{I}_{\text {std }, p}\right]+\frac{1}{N \bar{Z}^{2}} \mathbb{E}\left[\frac{f_{p}(\mathbf{x})^{2} s(\mathbf{x})^{2}}{q(\mathbf{x})^{2}}\right] \\
& =\frac{1}{N \bar{Z}^{2}} \mathbb{E}\left[\frac{f_{p}(\mathbf{x})^{2}\left(m(\mathbf{x})^{2}+s(\mathbf{x})^{2}\right)}{q(\mathbf{x})^{2}}\right]-\frac{1}{N \bar{Z}^{2}} I_{p}^{2},
\end{aligned}
$$

where $f_{p}(\mathbf{x})$ and $I_{p}$ are respectively the $p$-th components of $\mathbf{f}(\mathbf{x})$ and $\mathbf{I}$, and $\widetilde{I}_{\text {std }, p}$ denotes the non-noisy estimator (i.e. using $m(\mathbf{x})$ instead of $\widetilde{m}(\mathbf{x})$ ). Thus,

$$
\sum_{p=1}^{d_{f}} \operatorname{Var}\left[\widehat{I}_{\text {std }, p}\right]=\frac{1}{N \bar{Z}^{2}} \mathbb{E}\left[\frac{\sum_{p=1}^{d_{f}} f_{p}(\mathbf{x})^{2}\left(m(\mathbf{x})^{2}+s(\mathbf{x})^{2}\right)}{q(\mathbf{x})^{2}}\right]-\frac{1}{N \bar{Z}^{2}} \sum_{p=1}^{d_{f}} I_{p}^{2}
$$

By Jensen's inequality, we have

$$
\mathbb{E}\left[\frac{\sum_{p=1}^{d_{f}} f_{p}(\mathbf{x})^{2}\left(m(\mathbf{x})^{2}+s(\mathbf{x})^{2}\right)}{q(\mathbf{x})^{2}}\right] \geq\left(\mathbb{E}\left[\frac{\sqrt{m(\mathbf{x})^{2}+s(\mathbf{x})^{2}}\|\mathbf{f}(\mathbf{x})\|_{2}}{q(\mathbf{x})}\right]\right)^{2},
$$

where $\|\mathbf{f}(\mathbf{x})\|_{2}$ denotes the euclidean norm. The equality holds if and only if $\frac{\sqrt{m(\mathbf{x})^{2}+s(\mathbf{x})^{2}} \| \mathbf{f ( \mathbf { x } ) \| _ { 2 }}}{q(\mathbf{x})}$ is constant. Hence, the optimal proposal is

$$
\begin{equation*}
q_{\mathrm{opt}}(\mathbf{x}) \propto\|\mathbf{f}(\mathbf{x})\|_{2} \sqrt{m(\mathbf{x})^{2}+s(\mathbf{x})^{2}} . \tag{7.18}
\end{equation*}
$$

### 7.4.3. Optimal proposal for $\widehat{\mathbf{I}}_{\text {self }}$

Let us consider the case of the self-normalized estimator $\widehat{\mathbf{I}}_{\text {self. }}$. Recall that $\widehat{\mathbf{I}}_{\text {self }}=\frac{\widehat{\mathbf{E}}}{}$, where $\widehat{\mathbf{E}}$ denotes the noisy estimator of $\mathbf{E}=\int_{\mathcal{X}} \mathbf{f}(\mathbf{x}) m(\mathbf{x}) d \mathbf{x}$, so that we are considering ratios of estimators. Again, we aim to find the proposal that minimizes the variance of the vectorvalued estimator $\widehat{\mathbf{I}}_{\text {self }}$. When $N$ is large enough, the variance of $p$-th ratio is approximated as [28],

$$
\operatorname{Var}\left[\widehat{I}_{\text {self }, p}\right]=\operatorname{Var}\left[\frac{\widehat{E}_{p}}{\widehat{Z}}\right] \approx \frac{1}{\bar{Z}^{2}} \operatorname{Var}\left[\widehat{E}_{p}\right]-2 \frac{E_{p}}{Z} \operatorname{Cov}\left[\widehat{E}_{p}, \widehat{Z}\right]+\frac{E_{p}^{2}}{\bar{Z}^{4}} \operatorname{Var}[\widehat{Z}],
$$

where $E_{p}$ is the $p$-th component of $\mathbf{E}$, and

$$
\begin{aligned}
\operatorname{Var}\left[\widehat{E}_{p}\right] & =\frac{1}{N} \mathbb{E}\left[\frac{f_{p}(\mathbf{x})^{2}\left(m(\mathbf{x})^{2}+s(\mathbf{x})^{2}\right)}{q(\mathbf{x})^{2}}\right]-\frac{1}{N} E_{p}^{2}, \\
\operatorname{Var}[\widehat{Z}] & =\frac{1}{N} \mathbb{E}\left[\frac{m(\mathbf{x})^{2}+s(\mathbf{x})^{2}}{q(\mathbf{x})^{2}}\right]-\frac{1}{N} \bar{Z}^{2}, \\
\operatorname{Cov}\left[\widehat{E}_{p}, \widehat{Z}\right] & =\frac{1}{N} \mathbb{E}\left[\frac{f_{p}(\mathbf{x})\left(m(\mathbf{x})^{2}+s(\mathbf{x})^{2}\right)}{q(\mathbf{x})^{2}}\right]-\frac{1}{N} E_{p} \bar{Z} .
\end{aligned}
$$

The first two results have been already obtained in the previous sections. The third result is given in Appendix 7.7.1. The sum of the variances is thus

$$
\sum_{p=1}^{d_{f}} \operatorname{Var}\left[\widehat{I}_{\text {self }, p}\right] \approx \frac{1}{N \bar{Z}^{2}} \mathbb{E}\left[\frac{\left(m(\mathbf{x})^{2}+s(\mathbf{x})^{2}\right) \sum_{p=1}^{d_{f}}\left(f_{p}(\mathbf{x})-I_{p}\right)^{2}}{q(\mathbf{x})^{2}}\right]
$$

By Jensen's inequality, we can derive that the optimal proposal is

$$
\begin{equation*}
q_{\mathrm{opt}}(\mathbf{x}) \propto\|\mathbf{f}(\mathbf{x})-\mathbf{I}\|_{2} \sqrt{m(\mathbf{x})^{2}+s(\mathbf{x})^{2}} . \tag{7.19}
\end{equation*}
$$

Relationship with active learning. The optimal density $q_{o p t}(\mathbf{x})$ can be interpreted as an acquisition density, suggesting the regions of the space which require more number of acquisitions of the realizations $\widetilde{m}(\mathbf{x})$. Namely, $q_{\text {opt }}(\mathbf{x})$ plays a role similar to an acquisition function in active learning. This is information is relevant, especially if the noisy evaluations are also costly to obtain.

### 7.4.4. Connection with other types of optimality

Here, we discuss another approach for optimality in noisy IS and connect it with our work. Other related works, in Monte Carlo and noisy optimization literature, focus on the trade-off between accuracy/noisiness and computational cost [30, 12, 5]. In those settings, it is assumed that one can control the variance $s(\mathbf{x})^{2}$ of the noisy realizations $\widetilde{m}(\mathbf{x})$. Clearly, taking samples with higher accuracy, i.e. small variance $s(\mathbf{x})^{2}$, is beneficial since it decrease the magnitude of the terms $\mathbb{E}\left[\frac{s \mathbf{X})^{2}}{m(\mathbf{X})^{2}}\right]$ and $\mathbb{E}\left[\frac{f_{p}(\mathbf{x})^{2} s(\mathbf{X})^{2}}{m(\mathbf{X})^{2}}\right]$, which are responsible for the efficiency loss in the estimators, due to the presence of noise. However, taking accurate estimates implies increased computational cost, hence one must reduce the number of samples $N$, which affect the overall Monte Carlo variance. This trade-off have been investigated in both MCMC and IS frameworks [30, 12].

Let $R$ denote the number of auxiliary samples employed to reduce the variance of the noisy realizations. Namely, greater $R$ implies greater accuracy but also greater cost. Moreover, this number could depend on $\mathbf{x}$, i.e., $R(\mathbf{x}): \mathcal{X} \rightarrow \mathbb{N}^{+} \backslash\{0\}$. Then, the goal is to obtain the optimal function $R(\mathbf{x})$ by balancing the decrease in variance with the extra computational cost (see, e.g., Sections 3.3, 3.4 and 5 of [30]). Namely, in this different approach, they try to reduce $s(\mathbf{x})^{2}$ at certain $\mathbf{x}$ increasing the value of $R(\mathbf{x})$, instead of using an optimal proposal pdf for the noisy scenario. On the contrary, in this work we have considered the use of optimal proposal pdfs and that $s(\mathbf{x})^{2}$ is not tuned by the user, which means that $R$ is arbitrary and set constant for all $\mathbf{x}$.

### 7.5. Numerical experiments

In this section, we consider two illustrative numerical example where we clearly show the performance of the optimal proposal pdf in the noisy IS setting (showing the variance gains in estimation, with respect to the use the optimal proposal density from the non-noisy setting). For simplicity, we consider one-dimensional scenarios, and test the optimal proposal pdf with different densities $p(x)$ (uniform and Gaussian), and different types of variance behavior, $\sigma(x)$.

First experiment. Let $p(x)=\frac{1}{b-a}$ for $x \in[a, b]$, i.e., a uniform density in $[a, b]$ with $a=0.1$ and $b=10$. We set $\widetilde{m}(\mathbf{x})=p(\mathbf{x}) e^{\epsilon}$ with $\epsilon \sim \mathcal{N}\left(-\sigma^{2} / 2, \sigma^{2}\right)$ so that $\mathbb{E}\left[e^{\epsilon}\right]=1$, and we have $m(x)=\mathbb{E}[\widetilde{m}(\mathbf{x})]=p(x)$.
We consider the estimation of $\bar{Z}=1$ using the optimal proposal pdf $q_{\text {opt }}(x)$ in Eq. (7.11), and the optimal proposal pdf in the non-noisy setting, i.e., $q_{\text {sub-opt }}(x)=p(x)$. More specifically, we consider

$$
\sigma(x)=A|\log (x)|, \quad A>0 .
$$

Hence,

$$
s(x)^{2}=\frac{e^{\sigma(x)^{2}}-1}{(b-a)^{2}}, \quad \text { and } \quad q_{\mathrm{opt}}(x) \propto \frac{1}{b-a} e^{\sigma(x)^{2}} .
$$

Clearly, by changing $A$, we change the form of both $s(x)^{2}$ and $q_{\text {opt }}(x)$. For instance, increasing $A$ also increases the magnitude of $s(x)^{2}$ and hence the mismatch between $q_{\text {sub-opt }}(x)=p(x)$ and $q_{\text {opt }}(x)$, as depicted in Figure 7.1. Indeed, for $A=0.2, q_{\text {opt }}(x)$ is almost identical to $p(x)$ since the magnitude of $s(x)$ is small w.r.t. the values of $p(x)$. As $A$ increases, $q_{\mathrm{opt}}(x)$ deviates from $p(x)$, being in the middle between $p(x)$ and $s(x)$, and eventually would converge to $s(x)$ for $A \gg 1$. It is also interesting to note that $q_{\text {opt }}(x)$ with $A=1.2$ has very little probability mass around $x=1$, where the noise is zero, since it needs to concentrate probability mass in the extremes of the interval, where the noise power is huge.
Let also denote as $V_{\text {sub-opt }}$ the variance obtained using $q_{\text {sub-opt }}(x)=p(x)$ given in Eq. (7.12), and $V_{\text {opt }}=V_{\min }$ the variance obtained using $q_{\text {opt }}(x)$ given in Eq. (7.13). In Figure 7.3(a), we show the ratio of variances $\frac{V_{\text {sub-opt }}}{V_{\text {opt }}}$ both theoretically and empirically, as a function of $A$, where $V_{\text {sub-opt }}$ and $V_{\text {opt }}$ are the variances of $\widehat{Z}$ when using $p(x)$ and $q_{\text {opt }}(x)$ as proposals, respectively. We can observe the clear advantage of using the optimal proposal density $q_{\text {opt }}(x)$ in Eq. (7.11).

Second experiment. Let us consider now a Gaussian pdf, $p(x)=\mathcal{N}(x \mid 0,1)$, and the same error model as in the previous example but considering

$$
\sigma(x)=A|x|^{\frac{1}{2}}, \quad A>0 .
$$

Figure 7.2 depicts the $q_{\mathrm{opt}}(x)$ and $s(x)$, as a function of $x$, for several values of $A$. Note that, in this example, increasing $A$ makes $q_{\text {opt }}(x)$ become bimodal. As in the previous example, as $A$ increases, the optimal proposal $q_{\text {opt }}(x)$ will converge to $s(x)$. The theoretical and empirical curves of the ratio of variances, $\frac{V_{\text {sub-opt }}}{V_{\text {opt }}}$, in estimating $Z$ are shown in Figure 7.3(b).


Figure 7.1: Uniform example. (a) Optimal proposals $q_{\text {opt }}(x)$ for different values of $A$, and the $q_{\text {sub-opt }}(x)=p(x)$ in dashed line; (b) The standard deviation $s(x)$ for different values of $A$.


Figure 7.2: Gaussian example. (a) Optimal proposals $q_{\text {opt }}(x)$ for different values of $A$, and the $q_{\text {sub-opt }}(x)=p(x)$ in dashed line; (b) The standard deviation $s(x)^{2}$ for different values of $A$.

(a) Uniform example.

(b) Gaussian example.

Figure 7.3: Theoretical and empirical ratio of variances $\frac{V_{\text {sub-opt }}}{V_{\text {opt }}}$ in the estimation of $\bar{Z}=1$ for both experiments. The $x$-axis denotes the noise level (larger $A$ means greater noise).

### 7.6. Conclusions

Working with noisy evaluations of the target density is usual in Monte Carlo, especially in the last years. In this work, we have analyzed the use of optimal proposal densities in a noisy IS framework. Previous works have focused on the trade-off between accuracy in the evaluation and computational cost in order to form optimal estimators. In this work, we have considered a general setting and derived the optimal proposals for the noisy IS estimators. These optimal proposals incorporate the variance function of the noisy evaluation in order to propose samples in regions that are more affected by noise. In this sense, we can informally state that the optimal proposal densities play the role of an acquisition function that also take into account the noise power.

### 7.7. Appendix

### 7.7.1. Covariance between $\widehat{E}_{p}$ and $\widehat{Z}$

We show that

$$
\operatorname{Cov}\left[\widehat{E}_{p}, \widehat{Z}\right]=\frac{1}{N} \mathbb{E}\left[\frac{f_{p}(\mathbf{x})\left(m(\mathbf{x})^{2}+s(\mathbf{x})^{2}\right)}{q(\mathbf{x})^{2}}\right]-\frac{1}{N} E_{p} \bar{Z}
$$

First, recall that $\operatorname{Cov}\left[\widehat{E_{p}}, \widehat{Z}\right]=\mathbb{E}\left[\widehat{E}_{p} \widehat{Z}\right]-E_{p} \bar{Z}$. By the law of iterated expectations,

$$
\mathbb{E}\left[\widehat{E}_{p} \widehat{Z}\right]=\mathbb{E}\left[\mathbb{E}\left[\widehat{E}_{p} \widehat{Z} \mid \mathbf{x}_{1: N}\right]\right]
$$

The inner expectation is

$$
\begin{aligned}
\mathbb{E}\left[\widehat{E}_{p} \widehat{Z} \mid \mathbf{x}_{1: N}\right] & =\mathbb{E}\left[\left.\frac{1}{N^{2}} \sum_{i=1}^{N} w_{i}^{2} f_{p}\left(\mathbf{x}_{i}\right)+\frac{2}{N^{2}} \sum_{i=1}^{N} \sum_{j>i}^{N} w_{i} w_{j} f_{p}\left(\mathbf{x}_{i}\right) \right\rvert\, \mathbf{x}_{1: N}\right] \\
& =\frac{1}{N^{2}} \sum_{i=1}^{N} \frac{f_{p}\left(\mathbf{x}_{i}\right)\left(s\left(\mathbf{x}_{i}\right)^{2}+m\left(\mathbf{x}_{i}\right)^{2}\right)}{q\left(\mathbf{x}_{i}\right)^{2}}+\frac{2}{N^{2}} \sum_{i=1}^{N} \sum_{j>i}^{N} \frac{m\left(\mathbf{x}_{i}\right) f\left(\mathbf{x}_{i}\right)}{q\left(\mathbf{x}_{i}\right)} \frac{m\left(\mathbf{x}_{j}\right)}{q\left(\mathbf{x}_{j}\right)} .
\end{aligned}
$$

Hence, we obtain

$$
\left.\begin{array}{rl}
\mathbb{E}\left[\mathbb{E}\left[\widehat{E}_{p} \widehat{Z} \mid \mathbf{x}_{1: N}\right]\right.
\end{array}\right]=\frac{1}{N} \mathbb{E}\left[\frac{f(\mathbf{x})\left(s(\mathbf{x})^{2}+m(\mathbf{x})^{2}\right)}{q(\mathbf{x})^{2}}\right] \quad \begin{aligned}
& \\
& \\
& +\frac{2}{N^{2}} \sum_{i=1}^{N} \sum_{j>i}^{N} \mathbb{E}\left[\frac{m\left(\mathbf{x}_{i}\right) f\left(\mathbf{x}_{i}\right)}{q\left(\mathbf{x}_{i}\right)}\right] \mathbb{E}\left[\frac{m\left(\mathbf{x}_{j}\right)}{q\left(\mathbf{x}_{j}\right)}\right] \\
& \\
& \\
& =\frac{1}{N} \mathbb{E}\left[\frac{f(\mathbf{x})\left(s(\mathbf{x})^{2}+m(\mathbf{x})^{2}\right)}{q(\mathbf{x})^{2}}\right]+\frac{2}{N^{2}} \sum_{i=1}^{N} \sum_{j>i}^{N} E_{p} \bar{Z} \\
& \\
&
\end{aligned}=\frac{1}{N} \mathbb{E}\left[\frac{f(\mathbf{x})\left(s(\mathbf{x})^{2}+m(\mathbf{x})^{2}\right)}{q(\mathbf{x})^{2}}\right]+E_{p} \bar{Z}\left(1-\frac{1}{N}\right) .
$$

Combining the results, we obtain the desired expression.
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#### Abstract

This is an up-to-date introduction to, and overview of, marginal likelihood computation for model selection and hypothesis testing. Computing normalizing constants of probability models (or ratio of constants) is a fundamental issue in many applications in statistics, applied mathematics, signal processing and machine learning. This article provides a comprehensive study of the state-of-the-art of the topic. We highlight limitations, benefits, connections and differences among the different techniques. Problems and possible solutions with the use of improper priors are also described. Some of the most relevant methodologies are compared through theoretical comparisons and numerical experiments.
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### 8.1. Introduction

Marginal likelihood (a.k.a., Bayesian evidence) and Bayes factors are the core of the Bayesian theory for testing hypotheses and model selection [54, 88]. More generally, the computation of normalizing constants or ratios of normalizing constants has played an important role in statistical physics and numerical analysis [99]. In the Bayesian setting, the approximation of normalizing constants is also required in the study of the so-called double intractable posteriors [53].

Several methods have been proposed for approximating the marginal likelihood and normalizing constants in the last decades. Most of these techniques have been originally introduced in the field of statistical mechanics. Indeed, the marginal likelihood is the analogous of a central quantity in statistical physics known as the partition function which is
also closely related to another important quantity often called free-energy. The relationship between statistical physics and Bayesian inference has been remarked in different works [3, 51].

The model selection problem has been also addressed from different points of view. Several criteria have been proposed to deal with the trade-off between the goodness-of-fit of the model and its simplicity. For instance, the Akaike information criterion (AIC) or the focused information criterion (FIC) are two examples of these approaches [91, 19]. The Bayesian-Schwarz information criterion (BIC) is related to the marginal likelihood approximation, as discussed in Section 8.3. The deviance information criterion (DIC) is a generalization of the AIC, which is often used in Bayesian inference [97, 98]. It is particularly useful for hierarchical models and it can be approximately computed when the outputs of a Markov Chain Monte Carlo (MCMC) algorithm are given. However, DIC is not directly related to the Bayesian evidence [85]. Another different approach, also based on information theory, is the so-called minimum description length principle (MDL) [43]. MDL was originally derived for data compression, and then was applied to model selection and hypothesis testing. Roughly speaking, MDL considers that the best explanation for a given set of data is provided by the shortest description of that data [43].
In the Bayesian framework, there are two main classes of sampling algorithms. The first one consists in approximating the marginal likelihood of different models or the ratio of two marginal likelihoods. In this work, we focus on this first approach. The second sampling approach extends the posterior space including a discrete indicator variable $m$, denoting the $m$-th model [11, 42]. For instance, in the well-known reversible jump MCMC [42], a Markov chain is generated in this extended space, allowing jumps between models with possibly different dimensions. However, generally, these methods are difficult to tune and the mixing of the chain can be poor [45]. For further details, see also the interesting works [22, 41, 20]. The average number of MCMC iterations when the chain jumps or stays into the $m$-th model is proportional to the marginal likelihood of the corresponding model.

In this work, we provide an extensive review of computational techniques for the marginal likelihood computation. The main contribution is to present jointly numerous computational schemes (introduced independently in the literature) with a detailed description under the same notation, highlighting their differences, relationships, limitations and strengths. Most of them are based on the importance sampling (IS) approach and several of them are combination the MCMC and IS schemes. It is also important to remark that parts of the presented material are also novel, i.e., no contained in previous works. We have widely studied, analyzed and jointly described with a unique notation and classification, the methodologies presented in a vast literature from 1990s to the recent proposed algorithms (see Table 8.24). We also discuss issues and solutions when improper priors are employed. Therefore, this survey provides an ample covering of the literature, where we highlight important details and comparisons in order to facilitate the understanding of the interested readers and practitioners.
The problem statement and the main notation are introduced in the Section 8.2.1. Rele-
vant considerations regarding the marginal likelihood and other model selection strategies are given in Section 8.2.2 and Section 8.7. Specifically, a description of how the marginal likelihood handles the model fit and the model complexity is provided in Section 8.2.2. The dependence on the prior selection and the possible choice of an improper prior are discussed in Section 8.7. The different techniques have been classified in four main families, as shown in Section 8.2.3. Sections 8.3, 8.4, 8.5, 8.6 are devoted to the detailed description of the computational schemes for approximating the Bayesian evidence. Section 8.8 contains some numerical experiments. In Section 8.9, we conclude with a final summary and discussion. We provide also theoretical analyses of some of the experiments and other comparisons in the Supplementary Material.

### 8.2. Problem statement and preliminary discussions

### 8.2.1. Framework and notation

In many applications, the goal is to make inference about a variable of interest, $\boldsymbol{\theta}=\theta_{1: D_{\theta}}=$ $\left[\theta_{1}, \theta_{2}, \ldots, \theta_{D_{\theta}}\right] \in \Theta \subseteq \mathbb{R}^{D_{\theta}}$, where $\theta_{d} \in \mathbb{R}$ for all $d=1, \ldots, D_{\theta}$, given a set of observed measurements, $\mathbf{y}=\left[y_{1}, \ldots, y_{D_{y}}\right] \in \mathbb{R}^{D_{y}}$. In the Bayesian framework, one complete model $\mathcal{M}$ is formed by a likelihood function $\ell(\mathbf{y} \mid \boldsymbol{\theta}, \mathcal{M})$ and a prior probability density function (pdf) $g(\boldsymbol{\theta} \mid \mathcal{M})$. All the statistical information is summarized by the posterior pdf, i.e.,

$$
\begin{equation*}
P(\boldsymbol{\theta} \mid \mathbf{y}, \mathcal{M})=\frac{\ell(\mathbf{y} \mid \boldsymbol{\theta}, \mathcal{M}) g(\boldsymbol{\theta} \mid \mathcal{M})}{p(\mathbf{y} \mid \mathcal{M})} \tag{8.1}
\end{equation*}
$$

where

$$
\begin{equation*}
Z=p(\mathbf{y} \mid \mathcal{M})=\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta}, \mathcal{M}) g(\boldsymbol{\theta} \mid \mathcal{M}) d \boldsymbol{\theta} \tag{8.2}
\end{equation*}
$$

is the so-called marginal likelihood, a.k.a., Bayesian evidence. This quantity is important for model selection purpose, as we show below. However, usually $Z=p(\mathbf{y} \mid \mathcal{M})$ is unknown and difficult to approximate, so that in many cases we are only able to evaluate the unnormalized target function,

$$
\begin{equation*}
\pi(\boldsymbol{\theta} \mid \mathbf{y}, \mathcal{M})=\ell(\mathbf{y} \mid \boldsymbol{\theta}, \mathcal{M}) g(\boldsymbol{\theta} \mid \mathcal{M}) \tag{8.3}
\end{equation*}
$$

Note that $P(\boldsymbol{\theta} \mid \mathbf{y}, \mathcal{M}) \propto \pi(\boldsymbol{\theta} \mid \mathbf{y}, \mathcal{M})[54,88]$. For the sake of simplicity, hereafter we use the simplified notation $P(\boldsymbol{\theta} \mid \mathbf{y})$ and $\pi(\boldsymbol{\theta} \mid \mathbf{y})$. Thus, note that

$$
\begin{equation*}
Z=\int_{\Theta} \pi(\theta \mid \mathbf{y}) d \boldsymbol{\theta} \tag{8.4}
\end{equation*}
$$

Model Selection and testing hypotheses. Let us consider now $M$ possible models (or hypotheses), $\mathcal{M}_{1}, \ldots, \mathcal{M}_{M}$, with prior probability mass $p_{m}=\mathbb{P}\left(\mathcal{M}_{m}\right), m=1, \ldots, M$. Note that, we can have variables of interest $\boldsymbol{\theta}^{(m)}=\left[\theta_{1}^{(m)}, \theta_{2}^{(m)}, \ldots, \theta_{D_{m}}^{(m)}\right] \in \Theta_{m} \in \mathbb{R}^{D_{m}}$, with
possibly different dimensions in the different models. The posterior of the $m$-th model is given by

$$
\begin{equation*}
p\left(\mathcal{M}_{m} \mid \mathbf{y}\right)=\frac{p_{m} p\left(\mathbf{y} \mid \mathcal{M}_{m}\right)}{p(\mathbf{y})} \propto p_{m} Z_{m} \tag{8.5}
\end{equation*}
$$

where $Z_{m}=p\left(\mathbf{y} \mid \mathcal{M}_{m}\right)=\int_{\Theta} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{m}, \mathcal{M}_{m}\right) g\left(\boldsymbol{\theta}_{m} \mid \mathcal{M}_{m}\right) d \boldsymbol{\theta}_{m}$, and $p(\mathbf{y})=\sum_{m=1}^{M} p\left(\mathcal{M}_{m}\right) p\left(\mathbf{y} \mid \mathcal{M}_{m}\right)$. Moreover, the ratio of two marginal likelihoods

$$
\begin{equation*}
\frac{Z_{m}}{Z_{m^{\prime}}}=\frac{p\left(\mathbf{y} \mid \mathcal{M}_{m}\right)}{p\left(\mathbf{y} \mid \mathcal{M}_{m^{\prime}}\right)}=\frac{p\left(\mathcal{M}_{m} \mid \mathbf{y}\right) / p_{m}}{p\left(\mathcal{M}_{m^{\prime}} \mid \mathbf{y}\right) / p_{m^{\prime}}}, \tag{8.6}
\end{equation*}
$$

also known as Bayes factors, represents the posterior to prior odds of models $m$ and $m^{\prime}$. If some quantity of interest is common to all models, the posterior of this quantity can be studied via model averaging [46], i.e., a complete posterior distribution as a mixture of $M$ partial posteriors linearly combined with weights proportionally to $p\left(\mathcal{M}_{m} \mid \mathbf{y}\right)$ (see, e..g, $[72,101]$ ). Therefore, in all these scenarios, we need the computation of $Z_{m}$ for all $m=1, \ldots, M$. In this work, we describe different computational techniques for calculating $Z_{m}$, mostly based on Markov Chain Monte Carlo (MCMC) and Importance Sampling (IS) algorithms [88]. Hereafter, we assume proper prior $g\left(\boldsymbol{\theta} \mid \mathcal{M}_{m}\right)$. Regarding the use of improper priors see Section 8.7.2. Moreover, we usually denote $Z, \Theta, \mathcal{M}$, omitting the subindex $m$, to simplify notation. It is important also to remark that, in some cases, it is also necessary to approximate normalizing constants (that are also functions of the parameters) in each iteration of an MCMC algorithm, in order to allow the study of the posterior density. For instance, this is the case of the so-called double intractable posteriors [53].

Remark 1. The evidence $Z$ is the normalizing constant of $\pi(\theta \mid \boldsymbol{y})$, hence most of the methods in this review can be used to approximate normalizing constants of generic pdfs.

Remark 2. Instead of approximating the single values $Z_{m}$ for all $m$, another approach consists in estimating directly the ratio of two marginal likelihoods $\frac{Z_{m}}{Z_{m^{\prime}}}$, i.e., approximating directly the Bayes factors. For these reasons, several computational methods focus on estimating the ratio of two normalizing constants. However, they can be used also for estimating a single $Z_{m}$ provided that $Z_{m^{\prime}}$ is known.

Table 8.1: Main notation of the work.

| $D_{\theta}$ | dimension of the parameter space, $\boldsymbol{\theta} \in \Theta \subset \mathbb{R}^{D_{\theta}}$. |
| :---: | :--- |
| $D_{y}$ | Total number of data. |
| $\boldsymbol{\theta}$ | parameters; $\boldsymbol{\theta}=\left[\theta_{1}, \ldots, \theta_{D_{\theta}}\right]$. |
| $\mathbf{y}$ | Data, $\mathbf{y}=\left[y_{1}, \ldots, y_{D_{y}}\right]$. |
| $\ell(\mathbf{y} \mid \boldsymbol{\theta})$ | Likelihood function. |
| $g(\boldsymbol{\theta})$ | Prior pdf. |
| $P(\boldsymbol{\theta} \mid \mathbf{y})$ | Posterior pdf, $P(\boldsymbol{\theta} \mid \mathbf{y})=\frac{\ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta})}{Z}$. |
| $\pi(\boldsymbol{\theta} \mid \mathbf{y})$ | Unnormalized posterior, $\pi(\boldsymbol{\theta} \mid \mathbf{y})=\ell(\mathbf{y} \boldsymbol{\theta}) g(\boldsymbol{\theta}) \propto P(\boldsymbol{\theta} \mid \mathbf{y})$. |
| $Z=p(\mathbf{y})$ | Marginal likelihood, a.k.a., Bayesian evidence $Z=\int_{\Theta} \pi(\boldsymbol{\theta} \mid \mathbf{y}) d \boldsymbol{\theta}$. |
| $\bar{q}(\boldsymbol{\theta})$ | Proposal pdf. |
| $q(\boldsymbol{\theta})$ | Unnormalized proposal function, $q(\boldsymbol{\theta}) \propto \bar{q}(\boldsymbol{\theta})$. |

### 8.2.2. Model fit and model complexity

## Bounds of the evidence $Z$

Let us denote the maximum and minimum value of the likelihood function as $\ell_{\min }=$ $\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{\text {min }}\right)=\min _{\theta \in \theta} \ell(\mathbf{y} \mid \boldsymbol{\theta})$, and $\ell_{\max }=\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{\max }\right)=\max _{\boldsymbol{\theta} \in \theta} \ell(\mathbf{y} \mid \boldsymbol{\theta})$, respectively. Note that

$$
Z=\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta}) d \boldsymbol{\theta} \leq \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{\max }\right) \int_{\Theta} g(\boldsymbol{\theta}) d \boldsymbol{\theta}=\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{\max }\right) .
$$

Similarly, we can obtain $Z \geq \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{\text {min }}\right)$. The maximum and minimum value of $Z$ are reached with two degenerate choices of the prior, $g(\boldsymbol{\theta})=\delta\left(\boldsymbol{\theta}-\boldsymbol{\theta}_{\max }\right)$ and $g(\boldsymbol{\theta})=\delta\left(\boldsymbol{\theta}-\boldsymbol{\theta}_{\text {min }}\right)$. Hence, for every other choice of $g(\boldsymbol{\theta})$, we have

$$
\begin{equation*}
\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{\min }\right) \leq Z \leq \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{\max }\right) . \tag{8.7}
\end{equation*}
$$

Namely, depending on the choice of the prior $g(\boldsymbol{\theta})$, we can have any value of Bayesian evidence contained in the interval $\left[\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{\text {min }}\right), \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{\text {max }}\right)\right]$. For further discussion see Section 8.7.

The two possible extreme values correspond to the worst and the best model fit, respectively. Below, we will see that if $Z=\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{\text {min }}\right)$ the chosen prior, $g(\boldsymbol{\theta})=\delta\left(\boldsymbol{\theta}-\boldsymbol{\theta}_{\text {min }}\right)$, applies the greatest possible penalty to the model whereas, if $Z=\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{\max }\right)$, the chosen prior, $g(\boldsymbol{\theta})=\delta\left(\boldsymbol{\theta}-\boldsymbol{\theta}_{\text {max }}\right)$, does not apply any penalization to the model complexity (we have the maximum overfitting). Namely, the evidence $Z$ is an average of the likelihood values, weighted according to the prior.

## Occam factor and implicit/intrinsic complexity penalization in $Z$

The marginal likelihood can be expressed as

$$
\begin{equation*}
Z=\ell_{\max } W, \tag{8.8}
\end{equation*}
$$

where $W \in[0,1]$ is the Occam factor $[48$, Sect. 3]. More specifically, the Occam factor is defined as

$$
\begin{equation*}
W=\frac{1}{\ell_{\max }} \int_{\Theta} g(\boldsymbol{\theta}) \ell(\mathbf{y} \mid \boldsymbol{\theta}) d \boldsymbol{\theta} \tag{8.9}
\end{equation*}
$$

and it is $\frac{\ell_{\text {min }}}{\ell_{\text {max }}} \leq W \leq 1$. The factor $W$ measures the penalty of the model complexity intrinsically contained in the marginal likelihood $Z$ : this penalization depends on the chosen prior and the number of data involved. We show below that the Occam factor measures the "overlap" between likelihood and prior, i.e., how diffuse the prior is with respect to the likelihood function. Finally, it is important to remark that, considering the posterior of the $m$-th model $p\left(\mathcal{M}_{m} \mid \mathbf{y}\right)$, we have another possible penalization term due to the prior $p_{m}=P\left(\mathcal{M}_{m}\right) \in[0,1]$, i.e.,

$$
p\left(\mathcal{M}_{m} \mid \mathbf{y}\right) \propto Z p_{m}=\ell_{\max } W p_{m}=\ell_{\max } \widetilde{W}
$$

where we have defined the posterior Occam factor as $\widetilde{W}=W p_{m}$.

## Occam factor with uniform priors

One-dimensional case. Let start with a single parameter, $\boldsymbol{\theta}=\theta$, and a uniform prior in $[a, b]$. We can define the amount of the likelihood mass is contained inside the prior bounds,

$$
\begin{equation*}
\Delta_{\ell}=\frac{1}{\ell_{\max }} \int_{a}^{b} \ell(\mathbf{y} \mid \theta) d \theta, \quad \text { where } \quad \ell_{\max }=\max _{\theta \in \theta} \ell(\mathbf{y} \mid \theta) . \tag{8.10}
\end{equation*}
$$

Defining also the width of the prior as $\Delta_{\theta}=|\Theta|=b-a$, note that $0 \leq \Delta_{\ell} \leq \Delta_{\theta}$, where the equality $\Delta_{\ell}=\Delta_{\theta}$ is given when the likelihood is $\ell(\mathbf{y} \mid \theta)=\ell_{\max }$ is constant. The Occam factor is given as the ratio of $\Delta_{\ell}$ and the width of a uniform prior $\Delta_{\theta}$ [48],

$$
\begin{equation*}
W=\frac{\Delta_{\ell}}{\Delta_{\theta}} . \tag{8.11}
\end{equation*}
$$

If the likelihood function is integrable in $\mathbb{R}$, then there exists a finite upper bound for $\Delta_{\ell}$ when $\Delta_{\theta} \rightarrow \infty$, that is $\Delta_{\ell}^{*}=\frac{1}{\ell_{\text {max }}} \int_{-\infty}^{+\infty} \ell(\mathbf{y} \mid \theta) d \theta$. Hence, in this scenario, we can see that an increase of $\Delta_{\theta}$ makes that $W$ approaches 0 .

Multidimensional case. Consider now a multidimensional case, $\boldsymbol{\theta}=\left[\theta_{1}, \theta_{2}, \ldots, \theta_{D_{\theta}}\right] \in$ $\Theta \subseteq \mathbb{R}^{D_{\theta}}$, where we can use the same uniform prior, with the same width $\Delta_{\theta}=|\Theta|$, for
all the parameters. In this case, $\Delta_{\ell}=\frac{1}{\ell_{\text {max }}} \int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta}) d \boldsymbol{\theta} \leq\left(\Delta_{\theta}\right)^{D_{\theta}}$ is $D_{\theta}$-dimensional integral, and $\ell_{\max }=\max \ell(\mathbf{y} \mid \boldsymbol{\theta})$. Then, for $D_{\theta}$ parameters, the Occam factor is

$$
\begin{equation*}
W=\frac{\Delta_{\ell}}{\left(\Delta_{\theta}\right)^{D_{\theta}}} . \tag{8.12}
\end{equation*}
$$

Usually, as $D_{\theta}$ grows, the fitting improves until reaching (or approaching) a maximum, possible overfitting. Then, with $D_{\theta}$ big enough, $\ell_{\max }$ tends to be virtually constant (reaching the maximum overfitting). If $\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta}) d \boldsymbol{\theta}$ grows slower than $\left(\Delta_{\theta}\right)^{D_{\theta}}$ as $D_{\theta} \rightarrow \infty$, and assuming for an illustrative purpose $\Delta_{\theta}>1$, then $W$ converges to 0 as $D_{\theta} \rightarrow \infty$. That is, when we introduce more and more parameters, the increase in model fit will be dominated, at some point, by the model complexity penalization implicitly contained in the evidence $Z$.

## Marginal likelihood and information criteria

Considering the expressions (8.8) and (8.12) and taking the logarithm, we obtain

$$
\begin{align*}
\log Z=\log \ell_{\max }+\log W & =\log \ell_{\max }+\log \Delta_{\ell}-D_{\theta} \log \Delta_{\theta}, \\
& =\log \ell_{\max }+\eta D_{\theta}, \tag{8.13}
\end{align*}
$$

where $\eta=\frac{\log \Delta_{\theta}}{D_{\theta}}-\log \Delta_{\theta}$ is a constant value, which also depends on the number of data $D_{y}$ and, generally, $\eta=\eta\left(D_{y}, D_{\theta}\right)$. Different model selection rules in the literature consider the simplification $\eta=\eta\left(D_{y}\right)$. Note that $\log \ell_{\text {max }}$ is a fitting term whereas $\eta D_{\theta}$ is a penalty for the model complexity. Instead of maximizing $Z($ or $\log Z)$ for model selection purposes, several authors consider the minimization of some cost functions derived by different information criteria. To connect them with the marginal likelihood maximization, we consider the expression of $-2 \log Z=-2 I$ where $I=-\log Z$ resembles the Shannon information associated to $Z=p(\mathbf{y})$, i.e.,

$$
\begin{equation*}
2 I=-2 \log Z=-2 \log \ell_{\max }-2 \eta D_{\theta} . \tag{8.14}
\end{equation*}
$$

The expression above encompasses several well-known information criteria proposed in the literature and shown in Table 8.2, which differ for the choice of $\eta$. In all these cases, $\eta$ is just a function of the number of data $D_{y}$. More details regarding these information criteria are given in Section 8.3.

Remark 3. The penalty term in the information criteria is the same for every parameter. The Bayesian approach allows the choice of different penalties, assuming different priors, one for each parameter.

### 8.2.3. A general overview of the computational methods

After a depth revision of the literature, we have recognized four main families of techniques, described below. We list them in order of complexity, from the simplest to the

Table 8.2: Different information criterion for model selection.

| Criterion | Choice - approximation of $\eta$ |
| :---: | :---: |
| Bayesian-Schwarz information criterion (BIC) [94] | $-\frac{1}{2} \log D_{y}$ |
| Akaike information criterion (AIC) [97] | -1 |
| Hannan-Quinn information criterion (HQIC) [44] | $-\log \left(\log \left(D_{y}\right)\right)$ |

most complex underlying main idea. However, each class can contain both simple and very sophisticated algorithms.

Family 1: Deterministic approximations. These methods consider an analytical approximation of the function $P(\boldsymbol{\theta} \mid \mathbf{y})$. The Laplace method and the Bayesian Information Criterion (BIC), belongs to this family (see Section 8.3).

Family 2: Methods based on density estimation. This class of algorithms uses the equality

$$
\begin{equation*}
\widehat{Z}=\frac{\pi\left(\boldsymbol{\theta}^{*} \mid \mathbf{y}\right)}{\widehat{P}\left(\boldsymbol{\theta}^{*} \mid \mathbf{y}\right)} \tag{8.15}
\end{equation*}
$$

where $\widehat{P}\left(\boldsymbol{\theta}^{*} \mid \mathbf{y}\right) \approx P\left(\boldsymbol{\theta}^{*} \mid \mathbf{y}\right)$ represents an estimation of the density $P(\boldsymbol{\theta} \mid \mathbf{y})$ at some point $\boldsymbol{\theta}^{*}$. Generally, the point $\boldsymbol{\theta}^{*}$ is chosen in a high-probability region. The techniques in this family differ in the procedure employed for obtaining the estimation $\widehat{P}\left(\boldsymbol{\theta}^{*} \mid \mathbf{y}\right)$. One famous example is the Chib's method [15]. Section 8.3 is devoted to describe methods belonging to family 1 and family 2 .

Family 3: Importance sampling (IS) schemes. The IS methods are based on rewriting Eq. (8.2) as an expected value w.r.t. a simpler normalized density $\bar{q}(\boldsymbol{\theta})$, i.e., $Z=\int_{\Theta} \pi(\boldsymbol{\theta} \mid \mathbf{y}) d \boldsymbol{\theta}=$ $E_{\bar{q}}\left[\frac{\pi(\theta \mid y)}{\bar{q}(\theta)}\right]$. This is the most considered class of methods in the literature, containing numerous variants, extensions and generalizations. We devote Sections 8.4-8.5 to this family of techniques.

Family 4: Methods based on a vertical representation. These schemes rely on changing the expression of $Z=\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta}) d \boldsymbol{\theta}$ (that is a multidimensional integral) to equivalent one-dimensional integrals [84, 105, 95]. Then, a quadrature scheme is applied to approximate this one-dimensional integral. The most famous example is the nested sampling algorithm [95]. Section 8.6 is devoted to this class of methods.

### 8.3. Methods based on deterministic approximations and density estimation

In this section, we consider approximations of $P(\boldsymbol{\theta} \mid \mathbf{y})$, or its unnormalized version $\pi(\boldsymbol{\theta} \mid \mathbf{y})$, in order to obtain an estimation $Z$. In a first approach, the methods consider $P(\boldsymbol{\theta} \mid \mathbf{y})$ or $\pi(\theta \mid \mathbf{y})$ as a function, and try to obtain a good approximation given another parametric or
non-parametric family of functions. Another approach consists in approximating $P(\boldsymbol{\theta} \mid \mathbf{y})$ only at one specific point $\boldsymbol{\theta}^{*}$, i.e., $\widehat{P}\left(\boldsymbol{\theta}^{*} \mid \mathbf{y}\right) \approx P\left(\boldsymbol{\theta}^{*} \mid \mathbf{y}\right)$ ( $\boldsymbol{\theta}^{*}$ is usually chosen in high posterior probability regions), and then using the identity

$$
\begin{equation*}
\widehat{Z}=\frac{\pi\left(\boldsymbol{\theta}^{*} \mid \mathbf{y}\right)}{\widehat{P}\left(\boldsymbol{\theta}^{*} \mid \mathbf{y}\right)} \tag{8.16}
\end{equation*}
$$

The latter scheme is often called candidate's estimation.

### 8.3.1. Laplace's method

Let us define $\widehat{\boldsymbol{\theta}}_{\mathrm{MAP}} \approx \boldsymbol{\theta}_{\mathrm{MAP}}=\arg \max P(\boldsymbol{\theta} \mid \mathbf{y})$ (obtained by some optimization method), which is an approximation of the maximum a posteriori (MAP), and consider a Gaussian approximation of $P(\boldsymbol{\theta} \mid \mathbf{y})$ around $\widehat{\boldsymbol{\theta}}_{\mathrm{MAP}}$, i.e.,

$$
\begin{equation*}
\widehat{P}(\boldsymbol{\theta} \mid \mathbf{y})=\mathcal{N}\left(\boldsymbol{\theta} \mid \widehat{\boldsymbol{\theta}}_{\mathrm{MAP}}, \widehat{\boldsymbol{\Sigma}}\right), \tag{8.17}
\end{equation*}
$$

with $\widehat{\boldsymbol{\Sigma}} \approx-\mathbf{H}^{-1}$, which is an approximation of the negative inverse Hessian matrix of $\log \pi(\boldsymbol{\theta} \mid \mathbf{y})$ at $\widehat{\boldsymbol{\theta}}_{\text {MAP }}$. Replacing in Eq. (8.16), with $\boldsymbol{\theta}^{*}=\widehat{\boldsymbol{\theta}}_{\mathrm{MAP}}$, we obtain the Laplace approximation

$$
\begin{equation*}
\widehat{Z}=\frac{\pi\left(\widehat{\boldsymbol{\theta}}_{\mathrm{MAP}} \mid \mathbf{y}\right)}{\mathcal{N}\left(\widehat{\boldsymbol{\theta}}_{\mathrm{MAP}} \widehat{\boldsymbol{\theta}}_{\mathrm{MAP}}, \widehat{\boldsymbol{\Sigma}}\right)}=(2 \pi)^{\frac{D_{x}}{2}|\widehat{\boldsymbol{\Sigma}}|^{\frac{1}{2}} \pi\left(\widehat{\boldsymbol{\theta}}_{\mathrm{MAP\mid y}}\right) . . . . . . . .} \tag{8.18}
\end{equation*}
$$

This is equivalent to the classical derivation of Laplace's estimator, which is based on expanding the $\log \pi(\boldsymbol{\theta} \mid \mathbf{y})=\log \left(\ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta})\right.$ ) as quadratic around $\widehat{\boldsymbol{\theta}}_{\text {MAP }}$ and substituting in $Z=\int \pi(\boldsymbol{\theta} \mid \mathbf{y}) d \boldsymbol{\theta}$, that is,

$$
\begin{align*}
Z & =\int \pi(\boldsymbol{\theta} \mid \mathbf{y}) d \boldsymbol{\theta}=\int \exp \{\log \pi(\boldsymbol{\theta} \mid \mathbf{y})\} d \boldsymbol{\theta}  \tag{8.19}\\
& \approx \int \exp \left\{\log \pi\left(\widehat{\boldsymbol{\theta}}_{\mathrm{MAP}} \mid \mathbf{y}\right)-\frac{1}{2}\left(\boldsymbol{\theta}-\widehat{\boldsymbol{\theta}}_{\mathrm{MAP}}\right)^{T} \widehat{\boldsymbol{\Sigma}}^{-1}\left(\boldsymbol{\theta}-\widehat{\boldsymbol{\theta}}_{\mathrm{MAP}}\right)\right\} d \boldsymbol{\theta}  \tag{8.20}\\
& =(2 \pi)^{\frac{D_{x}}{2}}|\widehat{\boldsymbol{\Sigma}}|^{\frac{1}{2}} \pi\left(\widehat{\boldsymbol{\theta}}_{\mathrm{MAP}} \mid \mathbf{y}\right) . \tag{8.21}
\end{align*}
$$

In [52], they propose to use samples generated by a Metropolis-Hastings algorithm to estimate the quantities $\widehat{\boldsymbol{\theta}}_{\text {MAP }}$ and $\widehat{\boldsymbol{\Sigma}}$ [88]. The resulting method is called Laplace-Metropolis estimator. The authors in [23] present different variants of the Laplace's estimator. A relevant extension for Gaussian Markov random field models, is the so-called integrated nested Laplace approximation (INLA) [90].

### 8.3.2. Bayesian-Schwarz information criterion (BIC)

Let us define $\widehat{\boldsymbol{\theta}}_{\text {MLE }} \approx \boldsymbol{\theta}_{\text {MLE }}=\arg \max \ell(\mathbf{y} \mid \boldsymbol{\theta})$. The following quantity

$$
\begin{equation*}
\mathrm{BIC}=D_{\theta} \log D_{y}-2 \log \ell\left(\mathbf{y} \mid \widehat{\boldsymbol{\theta}}_{\mathrm{MLE}}\right) \tag{8.22}
\end{equation*}
$$

was introduced by Gideon E. Schwarz in [94], where $D_{\theta}$ represents the number of parameters of the model $\left(\boldsymbol{\theta} \in \mathbb{R}^{D_{\theta}}\right), D_{y}$ is the number of data, ${ }^{13}$ and $\ell\left(\mathbf{y} \mid \widehat{\boldsymbol{\theta}}_{\mathrm{MLE}}\right)$ is the estimated maximum value of the likelihood function. The value of $\widehat{\boldsymbol{\theta}}_{\text {MLE }}$ can be obtained using samples generated by a MCMC scheme. The BIC expression can be derived similarly to the Laplace's method, but this time with a second-order Taylor expansion of the $\log Z$ around its maximum $\boldsymbol{\theta}_{\text {MLE }}$ and a first-order expansion of the prior around $\boldsymbol{\theta}_{\text {MLE }}$ [50, Ch. 9.1.3]. The derivation is given in the Supplementary Material. Then, the final approximation is

$$
\begin{equation*}
Z \approx \widehat{Z}=\exp \left(\log \ell\left(\mathbf{y} \mid \widehat{\boldsymbol{\theta}}_{\mathrm{MLE}}\right)-\frac{D_{\theta}}{2} \log D_{y}\right)=\exp \left(-\frac{1}{2} \mathrm{BIC}\right), \quad \text { as } D_{y} \rightarrow \infty \tag{8.23}
\end{equation*}
$$

and BIC $\approx-2 \log Z$, asymptotically as the number of data $D_{y}$ grows. Then, smaller BIC values are associated to better models. Note that BIC clearly takes into account the complexity of the model since higher BIC values are given to models with more number of parameters $D_{\theta}$. Namely the penalty $D_{\theta} \log D_{y}$ discourages overfitting, since increasing the number of parameters generally improves the goodness of the fit. Other criteria can be found in the literature, such as the well-known Akaike information criterion (AIC),

$$
\mathrm{AIC}=2 D_{\theta}-2 \log \ell\left(\mathbf{y} \mid \widehat{\boldsymbol{\theta}}_{\mathrm{MLE}}\right)
$$

However, they are not an approximation of the marginal likelihood $Z$ and are usually founded on information theory derivations. Generally, they have the form of $c_{p}-2 \log \ell\left(\mathbf{y} \mid \widehat{\boldsymbol{\theta}}_{\mathrm{MLE}}\right)$ where the penalty term $c_{p}$ of the model complexity changes in each different criterion (e.g., $c_{p}=D_{\theta} \log D_{y}$ in BIC and $c_{p}=2 D_{\theta}$ in AIC). Another example that uses MCMC samples is the Deviance Information Criterion (DIC), i.e.,

$$
\begin{equation*}
\text { DIC }=-\frac{4}{N} \sum_{n=1}^{N} \log \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{n}\right)-2 \log \ell(\mathbf{y} \mid \overline{\boldsymbol{\theta}}), \quad \text { where } \quad \overline{\boldsymbol{\theta}}=\frac{1}{N} \sum_{n=1}^{N} \boldsymbol{\theta}_{n}, \tag{8.24}
\end{equation*}
$$

and $\left\{\boldsymbol{\theta}_{n}\right\}_{n=1}^{N}$ are outputs of an MCMC algorithm [97]. In this case, note that $c_{p}=-\frac{4}{N} \sum_{i=1}^{N} \log \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{n}\right)$. DIC is considered more adequate for hierarchical models than AIC, BIC [97], but is not directly related to the marginal likelihood [85]. See also related comments in Section 8.2.2.

### 8.3.3. Kernel density estimation (KDE)

KDE can be used to approximate the value of the posterior density at a given point $\boldsymbol{\theta}^{*}$, and then consider $Z \approx \frac{\pi\left(\theta^{*} \mid y\right)}{\bar{P}\left(\theta^{*} \mid y\right)}$. For instance, we can build a kernel density estimate (KDE) of $P(\boldsymbol{\theta} \mid \mathbf{y})$ based on $M$ samples distributed according to the posterior (obtained via an MCMC algorithm, for instance) by using $M$ normalized kernel functions $k\left(\boldsymbol{\theta} \mid \boldsymbol{\mu}_{m}, h\right)$ (with $\int_{\Theta} k\left(\boldsymbol{\theta} \mid \boldsymbol{\mu}_{m}, h\right) d \boldsymbol{\theta}=1$ for all $m$ ) where $\boldsymbol{\mu}_{m}$ is a location parameter and $h$ is a scale parameter,

$$
\begin{equation*}
\widehat{P}\left(\boldsymbol{\theta}^{*} \mid \mathbf{y}\right)=\frac{1}{M} \sum_{m=1}^{M} k\left(\boldsymbol{\theta}^{*} \mid \boldsymbol{\mu}_{m}, h\right), \quad\left\{\boldsymbol{\mu}_{m}\right\}_{m=1}^{M} \sim P(\boldsymbol{\theta} \mid \mathbf{y}) \quad \text { (e.g., via MCMC) } \tag{8.25}
\end{equation*}
$$

[^10]Generally, $\widehat{P}\left(\boldsymbol{\theta}^{*} \mid \mathbf{y}\right)$ is a biased estimation of $P\left(\boldsymbol{\theta}^{*} \mid \mathbf{y}\right)$. The estimator is $\widehat{Z}=\frac{\pi\left(\boldsymbol{\theta}^{*} \mid \mathbf{y}\right)}{\widehat{P}\left(\boldsymbol{\theta}^{*} \mid \mathbf{y}\right)}$ where the point $\boldsymbol{\theta}^{*}$ can be chosen as $\widehat{\boldsymbol{\theta}}_{\text {MAP. }}$. If we consider $N$ different points $\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{N}$ (selected without any specific rule) we can also write a more general approximation,

$$
\begin{equation*}
\widehat{Z}=\frac{1}{N} \sum_{n=1}^{N} \frac{\pi\left(\boldsymbol{\theta}_{n} \mid \mathbf{y}\right)}{\widehat{P}\left(\boldsymbol{\theta}_{n} \mid \mathbf{y}\right)} \tag{8.26}
\end{equation*}
$$

Remark 4. The estimator above is generally biased and depends on the choices of (a) of the points $\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{N}$, (b) the scale parameter $h$, and (c) the number of samples $M$ for building $\widehat{P}\left(\boldsymbol{\theta}^{*} \mid \boldsymbol{y}\right)$.

Remark 5. A improved version of this approximation can be obtained by the importance sampling approach described in Sect. 8.4, where $\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{N}$ are drawn from the KDE mixture $\widehat{P}(\boldsymbol{\theta} \mid \boldsymbol{y})$. In this case, the resulting estimator is unbiased.

### 8.3.4. Chib's method

In $[15,16]$, the authors present more sophisticated methods to estimate $P\left(\boldsymbol{\theta}^{*} \mid \mathbf{y}\right)$ using outputs from Gibbs sampling and the Metropolis-Hastings (MH) algorithm respectively [88]. Here we only present the latter method, since it can be applied in more general settings. In [16], the authors propose to estimate the value of the posterior at one point $\boldsymbol{\theta}^{*}$,i.e., $P\left(\boldsymbol{\theta}^{*} \mid \mathbf{y}\right)$, using the output from a MH sampler. More specifically, let us denote the current state as $\boldsymbol{\theta}$. A possible candidate as future state $\mathbf{z} \sim \varphi(\mathbf{z} \mid \boldsymbol{\theta})$ (where $\varphi(\mathbf{z} \mid \boldsymbol{\theta})$ represents the proposal density used within MH), is accepted with probability $\alpha(\boldsymbol{\theta}, \mathbf{z})=$ $\min \left\{1, \frac{\pi(z \mid \mathbf{y}) \varphi(\theta \mid \mathbf{z})}{\pi(\theta)\rangle \varphi \varphi(\mathbf{z} \mid \boldsymbol{\theta})}\right\}[88,61]$. This is just an example of $\alpha(\boldsymbol{\theta}, \mathbf{z})$ that by construction the probability $\alpha$ satisfies the detailed balance condition [61, Section 2.4],[59], i.e.,

$$
\begin{equation*}
\alpha(\boldsymbol{\theta}, \mathbf{z}) \varphi(\mathbf{z} \mid \boldsymbol{\theta}) P(\boldsymbol{\theta} \mid \mathbf{y})=\alpha(\mathbf{z}, \boldsymbol{\theta}) \varphi(\boldsymbol{\theta} \mid \mathbf{z}) P(\mathbf{z} \mid \mathbf{y}) \tag{8.27}
\end{equation*}
$$

By integrating in $\boldsymbol{\theta}$ both sides, we obtain

$$
\begin{aligned}
\int_{\Theta} \alpha(\boldsymbol{\theta}, \mathbf{z}) \varphi(\mathbf{z} \mid \boldsymbol{\theta}) P(\boldsymbol{\theta} \mid \mathbf{y}) d \boldsymbol{\theta} & =\int_{\Theta} \alpha(\mathbf{z}, \boldsymbol{\theta}) \varphi(\boldsymbol{\theta} \mid \mathbf{z}) P(\mathbf{z} \mid \mathbf{y}) d \boldsymbol{\theta} \\
& =P(\mathbf{z} \mid \mathbf{y}) \int_{\Theta} \alpha(\mathbf{z}, \boldsymbol{\theta}) \varphi(\boldsymbol{\theta} \mid \mathbf{z}) d \boldsymbol{\theta}
\end{aligned}
$$

hence finally we can solve with respect to $P(\mathbf{z} \mid \mathbf{y})$ obtaining

$$
\begin{equation*}
P(\mathbf{z} \mid \mathbf{y})=\frac{\int_{\Theta} \alpha(\boldsymbol{\theta}, \mathbf{z}) \varphi(\mathbf{z} \mid \boldsymbol{\theta}) P(\boldsymbol{\theta} \mid \mathbf{y}) d \boldsymbol{\theta}}{\int_{\Theta} \alpha(\mathbf{z}, \boldsymbol{\theta}) \varphi(\boldsymbol{\theta} \mid \mathbf{z}) d \boldsymbol{\theta}} \tag{8.28}
\end{equation*}
$$

This suggests the following estimate of $P\left(\boldsymbol{\theta}^{*} \mid \mathbf{y}\right)$ at a specific point $\boldsymbol{\theta}^{*}$ (note that $\boldsymbol{\theta}^{*}$ plays the role of $\mathbf{z}$ in the equation above),

$$
\begin{equation*}
\widehat{P}\left(\boldsymbol{\theta}^{*} \mid \mathbf{y}\right)=\frac{\frac{1}{N_{1}} \sum_{i=i}^{N_{1}} \alpha\left(\boldsymbol{\theta}_{i}, \boldsymbol{\theta}^{*}\right) \varphi\left(\boldsymbol{\theta}^{*} \mid \boldsymbol{\theta}_{i}\right)}{\frac{1}{N_{2}} \sum_{j=1}^{N_{2}} \alpha\left(\boldsymbol{\theta}^{*}, \mathbf{v}_{j}\right)}, \quad\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N_{1}} \sim P(\boldsymbol{\theta} \mid \mathbf{y}), \quad\left\{\mathbf{v}_{j}\right\}_{j=1}^{N_{2}} \sim \varphi\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}^{*}\right) \tag{8.29}
\end{equation*}
$$

The same outputs of the MH scheme can be considered as $\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N_{1}}$. The final estimator is again $\widehat{Z}=\frac{\pi\left(\theta^{*} \mid y\right)}{\widehat{P}\left(\theta^{*} \mid y\right)}$, i.e.,

$$
\begin{equation*}
\widehat{Z}=\frac{\pi\left(\boldsymbol{\theta}^{*} \mid \mathbf{y}\right) \frac{1}{N_{2}} \sum_{j=1}^{N_{2}} \alpha\left(\boldsymbol{\theta}^{*}, \mathbf{v}_{j}\right)}{\frac{1}{N_{1}} \sum_{i=i}^{N_{1}} \alpha\left(\boldsymbol{\theta}_{i}, \boldsymbol{\theta}^{*}\right) \varphi\left(\boldsymbol{\theta}^{*} \mid \boldsymbol{\theta}_{i}\right)}, \quad\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N_{1}} \sim P(\boldsymbol{\theta} \mid \mathbf{y}), \quad\left\{\mathbf{v}_{j}\right\}_{j=1}^{N_{2}} \sim \varphi\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}^{*}\right) . \tag{8.30}
\end{equation*}
$$

The point $\boldsymbol{\theta}^{*}$ is usually chosen in an high probability region. Interesting discussions are contained in [75], where the authors also show that this estimator is related to bridge sampling idea described in Section 8.4.2. For more details, see Section 8.4.2.

### 8.3.5. Interpolative approaches

Another possibility is to approximate $Z$ by substituting the true $\pi(\theta \mid \mathbf{y})$ with interpolation or a regression function $\widehat{\pi}(\boldsymbol{\theta} \mid \mathbf{y})$ in the integral (8.4). For simplicity, we focus on the interpolation case, but all the considerations can be easily extended for a regression scenario. Given a set of nodes $\left\{\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{N}\right\} \subset \Theta$ and $N$ nonlinear functions $k\left(\boldsymbol{\theta}, \boldsymbol{\theta}^{\prime}\right): \Theta \times \Theta \rightarrow \mathbb{R}$ chosen in advance by the user (generally, centered around $\boldsymbol{\theta}^{\prime}$ ), we can build the interpolant of unnormalized posterior $\pi(\theta \mid \mathbf{y})$ as follows

$$
\begin{equation*}
\widehat{\pi}(\boldsymbol{\theta} \mid \mathbf{y})=\sum_{i=1}^{N} \beta_{i} k\left(\boldsymbol{\theta}, \boldsymbol{\theta}_{i}\right), \tag{8.31}
\end{equation*}
$$

where $\beta_{i} \in \mathbb{R}$ and the subindex $u$ denotes that is an approximation of the unnormalized function $\pi(\theta \mid \mathbf{y})$. The coefficients $\beta_{i}$ are chosen such that $\widehat{\pi}_{u}(\boldsymbol{\theta} \mid \mathbf{y})$ interpolates the points $\left\{\boldsymbol{\theta}_{n}, \pi\left(\boldsymbol{\theta}_{n} \mid \mathbf{y}\right)\right\}$, that is, $\widehat{\pi}\left(\boldsymbol{\theta}_{n} \mid \mathbf{y}\right)=\pi\left(\boldsymbol{\theta}_{n} \mid \mathbf{y}\right)$. Then, we desire that

$$
\sum_{i=1}^{N} \beta_{i} k\left(\boldsymbol{\theta}_{n}, \boldsymbol{\theta}_{i}\right)=\pi\left(\boldsymbol{\theta}_{n} \mid \mathbf{y}\right)
$$

for all $n=1, \ldots, N$. Hence, we can write a $N \times N$ linear system where the $\beta_{i}$ are the $N$ unknowns, i.e.,

$$
\left(\begin{array}{cccc}
k\left(\boldsymbol{\theta}_{1}, \boldsymbol{\theta}_{1}\right) & k\left(\boldsymbol{\theta}_{1}, \boldsymbol{\theta}_{2}\right) & \ldots & k\left(\boldsymbol{\theta}_{1}, \boldsymbol{\theta}_{N}\right)  \tag{8.32}\\
k\left(\boldsymbol{\theta}_{2}, \boldsymbol{\theta}_{1}\right) & k\left(\boldsymbol{\theta}_{2}, \boldsymbol{\theta}_{2}\right) & \ldots & k\left(\boldsymbol{\theta}_{2}, \boldsymbol{\theta}_{N}\right) \\
\vdots & & \ddots & \vdots \\
k\left(\boldsymbol{\theta}_{N}, \boldsymbol{\theta}_{1}\right) & k\left(\boldsymbol{\theta}_{N}, \boldsymbol{\theta}_{2}\right) & \ldots & k\left(\boldsymbol{\theta}_{N}, \boldsymbol{\theta}_{N}\right)
\end{array}\right)\left(\begin{array}{c}
\beta_{1} \\
\beta_{2} \\
\vdots \\
\beta_{N}
\end{array}\right)=\left(\begin{array}{c}
\pi\left(\boldsymbol{\theta}_{1} \mid \mathbf{y}\right) \\
\pi\left(\boldsymbol{\theta}_{2} \mid \mathbf{y}\right) \\
\vdots \\
\pi\left(\boldsymbol{\theta}_{N} \mid \mathbf{y}\right)
\end{array}\right)
$$

In matrix form, we have

$$
\begin{equation*}
\mathbf{K} \boldsymbol{\beta}=\mathbf{y}, \tag{8.33}
\end{equation*}
$$

where $(\mathbf{K})_{i, j}=k\left(\boldsymbol{\theta}_{i}, \boldsymbol{\theta}_{j}\right)$ and $\mathbf{y}=\left[\pi\left(\boldsymbol{\theta}_{1} \mid \mathbf{y}\right), \ldots, \pi\left(\boldsymbol{\theta}_{N} \mid \mathbf{y}\right)\right]^{\top}$. Thus, the solution is $\boldsymbol{\beta}=\mathbf{K}^{-1} \mathbf{y}$. Now the interpolant $\widehat{\pi}_{u}(\boldsymbol{\theta} \mid \mathbf{y})=\sum_{i=1}^{N} \beta_{i} k\left(\boldsymbol{\theta}, \boldsymbol{\theta}_{i}\right)$ can be used to approximate $Z$ as follows

$$
\begin{equation*}
\widehat{Z}=\int_{\Theta} \widehat{\pi}_{u}(\boldsymbol{\theta} \mid \mathbf{y}) d \boldsymbol{\theta}=\sum_{i=1}^{N} \beta_{i} \int_{\Theta} k\left(\boldsymbol{\theta}, \boldsymbol{\theta}_{i}\right) d \boldsymbol{\theta} . \tag{8.34}
\end{equation*}
$$

If we are able to compute analytically $\int_{\Theta} k\left(\boldsymbol{\theta}, \boldsymbol{\theta}_{i}\right) d \boldsymbol{\theta}$, we have an approximation $\widehat{Z}$. Some suitable choices of $k(\cdot, \cdot)$ are rectangular, triangular and Gaussian functions. More specifically, if all the nonlinearities $k\left(\boldsymbol{\theta}, \boldsymbol{\theta}_{i}\right)$ are normalized (i.e. $\int_{\Theta} k\left(\boldsymbol{\theta}, \boldsymbol{\theta}_{i}\right) d \boldsymbol{\theta}=1$ ), the approximation of $Z$ is $\widehat{Z}=\sum_{i=1}^{N} \beta_{i}$. This approach is related to the so-called Bayesian quadrature (using Gaussian process approximation) [87] and the sticky proposal constructions within MCMC or rejection sampling algorithms [40, 38, 60, 73]. Adaptive schemes adding sequentially more nodes could be also considered, improving the approximation $\widehat{Z}[38,60]$. The quality of the interpolating approximation deteriorates as the dimension of $\boldsymbol{\theta}$ grows (see e.g. [6] for explicit error bounds).

### 8.4. Techniques based on IS

Most of the techniques for approximating the marginal likelihood are based on the importance sampling (IS) approach. Other methods are directly or indirectly related to the IS framework. In this sense, this section is the core of this survey. The standard IS scheme relies on the following equality,

$$
\begin{align*}
Z=\int_{\Theta} \pi(\boldsymbol{\theta} \mid \mathbf{y}) d \boldsymbol{\theta}=\mathbb{E}_{\bar{q}}\left[\frac{\pi(\boldsymbol{\theta} \mid \mathbf{y})}{\bar{q}(\boldsymbol{\theta})}\right] & =\int_{\Theta} \frac{\pi(\boldsymbol{\theta} \mid \mathbf{y})}{\bar{q}(\boldsymbol{\theta})} \bar{q}(\boldsymbol{\theta}) d \boldsymbol{\theta}  \tag{8.35}\\
& =\int_{\Theta} \frac{\ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta})}{\bar{q}(\boldsymbol{\theta})} \bar{q}(\boldsymbol{\theta}) d \boldsymbol{\theta}, \tag{8.36}
\end{align*}
$$

where $\bar{q}(\boldsymbol{\theta})$ is a simpler normalized proposal density, $\int_{\Theta} \bar{q}(\boldsymbol{\theta}) d \boldsymbol{\theta}=1$.
IS version 1. Drawing $N$ independent samples from proposal $\bar{q}(\boldsymbol{\theta})$, the unbiased IS estimator (denoted as IS vers-1) of $Z$ is

$$
\begin{align*}
\widehat{Z}_{I S 1} & =\frac{1}{N} \sum_{i=1}^{N} \frac{\pi\left(\boldsymbol{\theta}_{i} \mid \mathbf{y}\right)}{\bar{q}\left(\boldsymbol{\theta}_{i}\right)}  \tag{8.37}\\
& =\frac{1}{N} \sum_{i=1}^{N} w_{i},  \tag{8.38}\\
& =\frac{1}{N} \sum_{i=1}^{N} \frac{\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right) g\left(\boldsymbol{\theta}_{i}\right)}{\bar{q}\left(\boldsymbol{\theta}_{i}\right)}=\frac{1}{N} \sum_{i=1}^{N} \rho_{i} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right), \quad\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N} \sim \bar{q}(\boldsymbol{\theta}), \tag{8.39}
\end{align*}
$$

where $w_{i}=\frac{\pi\left(\boldsymbol{\theta}_{i} \mid \mathbf{y}\right)}{\bar{q}\left(\boldsymbol{\theta}_{i}\right)}$ are the standard IS weights and $\rho_{i}=\frac{g\left(\boldsymbol{\theta}_{i}\right)}{\bar{q}\left(\boldsymbol{\theta}_{i}\right)}$.
Optimal proposal in IS vers-1. The optimal proposal, in terms of mean square error (MSE), in the standard IS scheme above is $\bar{q}^{\text {opt }}(\boldsymbol{\theta})=P(\boldsymbol{\theta} \mid \mathbf{y})$.

IS version 2. An alternative IS estimator (denoted as IS vers-2) is given by, considering
a possibly unnormalized proposal pdf $q(\boldsymbol{\theta}) \propto \bar{q}(\boldsymbol{\theta})$ (the case $q(\boldsymbol{\theta})=\bar{q}(\boldsymbol{\theta})$ is also included),

$$
\begin{align*}
\widehat{Z}_{I S 2} & =\frac{1}{\sum_{n=1}^{N} \frac{g\left(\boldsymbol{\theta}_{n}\right)}{q\left(\boldsymbol{\theta}_{n}\right)}} \sum_{i=1}^{N} \frac{g\left(\boldsymbol{\theta}_{i}\right)}{q\left(\boldsymbol{\theta}_{i}\right)} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right),  \tag{8.40}\\
& =\frac{1}{\sum_{n=1}^{N} \rho_{n}} \sum_{i=1}^{N} \rho_{i} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right),  \tag{8.41}\\
& =\sum_{i=1}^{N} \bar{\rho}_{i} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right), \quad\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N} \sim \bar{q}(\boldsymbol{\theta}) . \tag{8.42}
\end{align*}
$$

The estimator above is biased. However, it is a convex combination of likelihood values $\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right)$ since $\sum_{i=1}^{N} \bar{\rho}_{i}=1$. Hence, in this case $\min _{i} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right) \leq \widehat{Z} \leq \max _{i} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right)$, i.e., the estimator fulfills the bounds of $Z$, shown Section 8.2.2. Moreover, the estimator allows the use of an unnormalized proposal pdf $q(\boldsymbol{\theta}) \propto \bar{q}(\boldsymbol{\theta})$ and $\rho_{i}=\frac{g\left(\boldsymbol{\theta}_{i}\right)}{q\left(\boldsymbol{\theta}_{\boldsymbol{i}}\right)}$. For instance, one could consider $\bar{q}(\boldsymbol{\theta})=P(\boldsymbol{\theta} \mid \mathbf{y})$, i.e., generate samples $\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N} \sim P(\boldsymbol{\theta} \mid \mathbf{y})$ by an MCMC algorithm and then evaluate $\rho_{i}=\frac{g\left(\theta_{i}\right)}{\pi\left(\boldsymbol{\theta}_{i} \mid \mathbf{y}\right)}$.

Optimal proposal in IS vers-2. The optimal proposal, in terms of MSE, for the IS vers-2 is $\bar{q}^{\text {opt }}(\boldsymbol{\theta}) \propto|P(\boldsymbol{\theta} \mid \mathbf{y})-g(\boldsymbol{\theta})|$.

Table 8.3 summarizes the IS estimators and shows some important special cases that will be described in the next section.

Table 8.3: IS estimators Eqs. (8.37)-(8.40) and relevant special cases.

| $\widehat{Z}_{I S 1}=\frac{1}{N} \sum_{i=1}^{N} \frac{g\left(\boldsymbol{\theta}_{i}\right)}{\bar{q}\left(\boldsymbol{\theta}_{i}\right)} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right)=\frac{1}{N} \sum_{i=1}^{N} \rho_{i} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right), \quad \rho_{i}=\frac{g\left(\boldsymbol{\theta}_{i}\right)}{\bar{q}\left(\boldsymbol{\theta}_{i}\right)}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Name | Estimator | $q(\boldsymbol{\theta})$ | $\bar{q}(\boldsymbol{\theta})$ | Need of MCMC | Unbiased |
| Naive Monte Carlo | $\frac{1}{N} \sum_{i=1}^{N} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right)$ | $g(\boldsymbol{\theta})$ | $g(\boldsymbol{\theta})$ | - | $\checkmark$ |
| $\widehat{Z}_{I S 2}=\frac{1}{\sum_{n=1}^{N} \frac{g\left(\theta_{n}\right)}{\left(\theta_{n}\right)}} \sum_{i=1}^{N} \frac{g\left(\boldsymbol{\theta}_{i}\right)}{q\left(\boldsymbol{i}_{i}\right)} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right)=\sum_{i=1}^{N} \bar{\rho}_{i} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right)$ |  |  |  |  |  |
| Name | Estimator | $q(\boldsymbol{\theta})$ | $\bar{q}(\boldsymbol{\theta})$ | Need of MCMC | Unbiased |
| Naive Monte Carlo Harmonic mean | $\begin{gathered} \frac{1}{N} \sum_{i=1}^{N} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right) \\ \left(\frac{1}{N} \sum_{i=1}^{N} \frac{1}{\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right)}\right)^{-1} \\ \hline \end{gathered}$ | $\begin{gathered} g(\boldsymbol{\theta}) \\ \pi(\theta \mid \mathbf{y}) \\ \hline \end{gathered}$ | $\begin{gathered} g(\boldsymbol{\theta}) \\ P(\boldsymbol{\theta} \mid \mathbf{y}) \end{gathered}$ | $\checkmark$ | $\checkmark$ |

Different sub-families of IS schemes are commonly used for computing normalizing constants [14, chapter 5]. A first approach uses draws from a proposal density $\bar{q}(\boldsymbol{\theta})$ that is completely known (i.e. direct sampling and evaluate). Sophisticated choices of $\bar{q}(\boldsymbol{\theta})$ frequently imply the use of MCMC algorithms to sample from $\bar{q}(\boldsymbol{\theta})$ and that we can only evaluate $q(\boldsymbol{\theta}) \propto \bar{q}(\boldsymbol{\theta})$. The one-proposal approach is described in Section 8.4.1. A second class is formed by methods which use more than one proposal density or a mixture
of them (see Sections 8.4.2, 8.4.3 and 8.5). Moreover, adaptive importance sampling (AIS) schemes are often designed, where the proposal (or the cloud of proposals) is improved during some iterations, in some way such that $\bar{q}_{t}(\boldsymbol{\theta})$ (where $t$ is an iteration index) becomes closer and closer to the optima proposal $q^{\text {opt }}(\boldsymbol{\theta})$. For more details, see the reviews in [7]. Some AIS methods, obtained combining MCMC and IS approaches, are described in Section 8.5.

### 8.4.1. Techniques using draws from one proposal density

In this section, all the techniques are IS schemes which use a unique proposal pdf, and are based on the identity Eq. (8.35). The techniques differ in the choice of $\bar{q}(\boldsymbol{\theta})$. Recall that the optimal proposal choice for IS vers- 1 is $\bar{q}(\boldsymbol{\theta})=P(\boldsymbol{\theta} \mid \mathbf{y})=\frac{1}{Z} \pi(\boldsymbol{\theta} \mid \mathbf{y})$. This choice is clearly difficult for two reasons: (a) we have to draw from $P$ and (b) we do not know $Z$, hence we cannot evaluate $\bar{q}(\boldsymbol{\theta})$ but only $q(\boldsymbol{\theta})=\pi(\boldsymbol{\theta} \mid \mathbf{y})$ (where $q(\boldsymbol{\theta}) \propto \bar{q}(\boldsymbol{\theta})$ ). However, there are some methods based on this idea, as shown in the following. The techniques below are enumerated in an increasing order of complexity.

Naive Monte Carlo (arithmetic mean estimator). It is straightforward to note that the integral above can be expressed as $Z=\mathbb{E}_{g}[\ell(\mathbf{y} \mid \boldsymbol{\theta})]$, then we can draw $N$ samples $\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N}$ from the prior $g(\boldsymbol{\theta})$ and compute the following estimator

$$
\begin{equation*}
\widehat{Z}=\frac{1}{N} \sum_{i=1}^{N} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right), \quad\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N} \sim g(\boldsymbol{\theta}) . \tag{8.43}
\end{equation*}
$$

Namely a simple average of the likelihoods of a sample from the prior. Note that $\widehat{Z}$ will be very inefficient (large variance) if the posterior is much more concentrated than the prior (i.e., small overlap between likelihood and prior pdfs). Therefore, alternatives have been proposed, see below. It is a special case of the IS estimator with the choice $\bar{q}(\boldsymbol{\theta})=g(\boldsymbol{\theta})$ (i.e., the proposal pdf is the prior).

Harmonic mean (HM) estimators. The HM estimator can be directly derived from the following expected value,

$$
\begin{align*}
\mathbb{E}_{P}\left[\frac{1}{\ell(\mathbf{y} \mid \boldsymbol{\theta})}\right] & =\int_{\Theta} \frac{1}{\ell(\mathbf{y} \mid \boldsymbol{\theta})} P(\boldsymbol{\theta} \mid \mathbf{y}) d \boldsymbol{\theta},  \tag{8.44}\\
& =\frac{1}{Z} \int_{\Theta} \frac{1}{\ell(\mathbf{y} \mid \boldsymbol{\theta})} \ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta}) d \boldsymbol{\theta}=\frac{1}{Z} \int_{\Theta} g(\boldsymbol{\theta}) d \boldsymbol{\theta}=\frac{1}{Z} . \tag{8.45}
\end{align*}
$$

The main idea is again to use the posterior itself as proposal. Since direct sampling from $P(\boldsymbol{\theta} \mid \mathbf{y})$ is generally impossible, this task requires the use of MCMC algorithms. Thus, the HM estimator is

$$
\begin{equation*}
\widehat{Z}=\left(\frac{1}{N} \sum_{i=1}^{N} \frac{1}{\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right)}\right)^{-1}=\frac{1}{\frac{1}{N} \sum_{i=1}^{N} \frac{1}{\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right)}}, \quad\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N} \sim P(\boldsymbol{\theta} \mid \mathbf{y}) \quad \text { (via MCMC). } \tag{8.46}
\end{equation*}
$$

The HM estimator converges almost surely to the correct value, but the variance of $\widehat{Z}$ is often high and possibly infinite. ${ }^{14}$ The HM estimator is a special case of Reverse Importance Sampling (RIS) below.

Reverse Importance Sampling (RIS). The RIS scheme [33], also known as reciprocal IS, can be derived from the identity

$$
\begin{equation*}
\frac{1}{Z}=\mathbb{E}_{P}\left[\frac{f(\boldsymbol{\theta})}{\pi(\boldsymbol{\theta} \mid \mathbf{y})}\right]=\int_{\Theta} \frac{f(\boldsymbol{\theta})}{\pi(\boldsymbol{\theta} \mid \mathbf{y})} P(\boldsymbol{\theta} \mid \mathbf{y}) d \boldsymbol{\theta} \tag{8.47}
\end{equation*}
$$

where we consider an auxiliary normalized function $f(\boldsymbol{\theta})$, i.e., $\int_{\Theta} f(\boldsymbol{\theta}) d \boldsymbol{\theta}=1$. Then, one could consider the estimator

$$
\begin{equation*}
\widehat{Z}=\left(\frac{1}{N} \sum_{i=1}^{N} \frac{f\left(\boldsymbol{\theta}_{i}\right)}{\pi\left(\boldsymbol{\theta}_{i} \mid \mathbf{y}\right)}\right)^{-1}=\left(\frac{1}{N} \sum_{i=1}^{N} \frac{f\left(\boldsymbol{\theta}_{i}\right)}{\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right) g\left(\boldsymbol{\theta}_{i}\right)}\right)^{-1}, \quad \boldsymbol{\theta}_{i} \sim P(\boldsymbol{\theta} \mid \mathbf{y}) \tag{viaMCMC久8.48}
\end{equation*}
$$

The estimator above is consistent but biased. Indeed, the expression $\frac{1}{N} \sum_{i=1}^{N} \frac{f\left(\theta_{i}\right)}{\pi\left(\theta_{i} \mathbf{y}\right)}$ is a unbiased estimator of $1 / Z$, but $\widehat{Z}$ in the Eq. (8.48) is not an unbiased estimator of $Z$. Note that $P(\theta \mid \mathbf{y})$ plays the role of importance density from which we need to draw from. Therefore, another sampling technique must be used (such as a MCMC method) in order to generate samples from $P(\boldsymbol{\theta} \mid \mathbf{y})$. In this case, we do not need samples from $f(\boldsymbol{\theta})$, although its choice affects the precision of the approximation. Unlike in the standard IS approach, $f(\boldsymbol{\theta})$ must have lighter tails than $\pi(\boldsymbol{\theta} \mid \mathbf{y})=\ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta})$. For further details, see the example in Section 8.8.1. Finally, note that the HM estimator is a special case of RIS when $f(\boldsymbol{\theta})=$ $g(\boldsymbol{\theta})$ in Eq. (8.48). In [89], the authors propose taking $f(\boldsymbol{\theta})$ that is uniform in a high posterior density region whereas, in [104], they consider taking $f(\boldsymbol{\theta})$ to be a piecewise constant function.

## The pre-umbrella estimators

All the estimators that we have seen so far can be unified within a common formulation, considering the more general problem of estimating a ratio of two normalizing constants $c_{1} / c_{2}$, where $c_{i}=\int q_{i}(\boldsymbol{\theta}) d \boldsymbol{\theta}$ and $\bar{q}_{i}(\boldsymbol{\theta})=q_{i}(\boldsymbol{\theta}) / c_{i}, i=1,2$. Assuming we can evaluate both $q_{1}(\boldsymbol{\theta}), q_{2}(\boldsymbol{\theta})$, and draw samples from one of them, say $\bar{q}_{2}(\boldsymbol{\theta})$, the importance sampling estimator of ratio $c_{1} / c_{2}$ is

$$
\begin{equation*}
\frac{c_{1}}{c_{2}}=\mathbb{E}_{\bar{q}_{2}}\left[\frac{q_{1}(\boldsymbol{\theta})}{q_{2}(\boldsymbol{\theta})}\right] \approx \frac{1}{N} \sum_{i=1}^{N} \frac{q_{1}\left(\boldsymbol{\theta}_{i}\right)}{q_{2}\left(\boldsymbol{\theta}_{i}\right)}, \quad\left\{\boldsymbol{\theta}_{i}\right\rangle_{i=1}^{N} \sim \bar{q}_{2}(\boldsymbol{\theta}) \tag{8.49}
\end{equation*}
$$

Remark 6. The relative MSE (rel-MSE) of (8.49), in estimation of the ratio $r=\frac{c_{1}}{c_{2}}$, i.e., rel-MSE $=\frac{\mathbb{E}\left[(\vec{r}-r)^{2}\right]}{r^{2}}$, is given by rel-MSE $=\frac{1}{N} \chi^{2}\left(\bar{q}_{1} \| \bar{q}_{2}\right)$, where $\chi^{2}\left(\bar{q}_{1} \| \bar{q}_{2}\right)$ is the Pearson

[^11]divergence between $\bar{q}_{1}$ and $\bar{q}_{2}[13]$.

This framework includes almost all the estimators discussed so far in this section, as shown in Table 8.4. However, the IS vers-2 estimator is not a special case of Eq. (8.49).

Table 8.4: Summary of techniques considering the expression (8.49).

| Name | $q_{1}(\boldsymbol{\theta})$ | $q_{2}(\boldsymbol{\theta})$ | $c_{1}$ | $c_{2}$ | Proposal pdf $\bar{q}_{2}(\boldsymbol{\theta})$ | $c_{1} / c_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IS vers-1 | $\pi(\boldsymbol{\theta} \mid \mathbf{y})$ | $\bar{q}(\boldsymbol{\theta})$ | $Z$ | 1 | $\bar{q}(\boldsymbol{\theta})$ | $Z$ |
| Naive Monte Carlo | $\pi(\boldsymbol{\theta} \mid \mathbf{y})$ | $g(\boldsymbol{\theta})$ | $Z$ | 1 | $g(\boldsymbol{\theta})$ | $Z$ |
| Harmonic mean | $g(\boldsymbol{\theta})$ | $\pi(\boldsymbol{\theta} \mid \mathbf{y})$ | 1 | $Z$ | $P(\boldsymbol{\theta} \mid \mathbf{y})$ | $1 / Z$ |
| RIS | $f(\boldsymbol{\theta})$ | $\pi(\boldsymbol{\theta} \mid \mathbf{y})$ | 1 | $Z$ | $P(\boldsymbol{\theta} \mid \mathbf{y})$ | $1 / Z$ |

Below we consider an extension of Eq. (8.49) where an additional density $\bar{q}_{3}(\boldsymbol{\theta})$ is employed for generating samples.

## Umbrella Sampling (a.k.a. ratio importance sampling)

The IS estimator of $c_{1} / c_{2}$ given in Eq. (8.49) may be inefficient when there is little overlap between $\bar{q}_{1}(\boldsymbol{\theta})$ and $\bar{q}_{2}(\boldsymbol{\theta})$, i.e., when $\int_{\Theta} \bar{q}_{1}(\boldsymbol{\theta}) \bar{q}_{2}(\boldsymbol{\theta}) d \boldsymbol{\theta}$ is small. Umbrella sampling (originally proposed in the computational physics literature, [100]; also studied under the name ratio importance sampling in [13]) is based on the identity

$$
\begin{equation*}
\frac{c_{1}}{c_{2}}=\frac{c_{1} / c_{3}}{c_{2} / c_{3}}=\frac{\mathbb{E}_{\bar{q}_{3}}\left[\frac{q_{1}(\boldsymbol{\theta})}{q_{3}(\boldsymbol{\theta}}\right]}{\mathbb{E}_{\bar{q}_{3}}\left[\frac{q_{2}(\boldsymbol{\theta})}{q_{3}(\boldsymbol{\theta})}\right]} \approx \frac{\sum_{i=1}^{N} \frac{q_{1}\left(\boldsymbol{\theta}_{i}\right)}{q_{3}\left(\boldsymbol{\theta}_{i}\right)}}{\sum_{i=1}^{N} \frac{q_{2}\left(\boldsymbol{\theta}_{i}\right)}{\left.q_{3} \boldsymbol{\theta}_{i}\right)}}, \quad\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N} \sim \bar{q}_{3}(\boldsymbol{\theta}) \tag{8.50}
\end{equation*}
$$

where $\bar{q}_{3}(\boldsymbol{\theta}) \propto q_{3}(\boldsymbol{\theta})$ represents a middle density. A good choice of $\bar{q}_{3}(\boldsymbol{\theta})$ should have large overlaps with both $\bar{q}_{i}(\boldsymbol{\theta}), i=1,2$. The performance of umbrella sampling clearly depends on the choice of $\bar{q}_{3}(\boldsymbol{\theta})$. Note that, when $\bar{q}_{3}=\bar{q}_{2}$, we recover Eq. (8.49).

Optimal umbrella proposal. The optimal umbrella sampling density $\bar{q}_{3}^{\mathrm{opt}}(\boldsymbol{\theta})$, that minimizes the asymptotic relative mean-square error, is

$$
\begin{equation*}
\bar{q}_{3}^{\text {opt }}(\boldsymbol{\theta})=\frac{\left|\bar{q}_{1}(\boldsymbol{\theta})-\bar{q}_{2}(\boldsymbol{\theta})\right|}{\int\left|\bar{q}_{1}\left(\boldsymbol{\theta}^{\prime}\right)-\bar{q}_{2}\left(\boldsymbol{\theta}^{\prime}\right)\right| d \boldsymbol{\theta}^{\prime}}=\frac{\left|q_{1}(\boldsymbol{\theta})-\frac{c_{1}}{c_{2}} q_{2}(\boldsymbol{\theta})\right|}{\int\left|q_{1}\left(\boldsymbol{\theta}^{\prime}\right)-\frac{c_{1}}{c_{2}} q_{2}\left(\boldsymbol{\theta}^{\prime}\right)\right| d \boldsymbol{\theta}^{\prime}} . \tag{8.51}
\end{equation*}
$$

Remark 7. The rel-MSE in estimation of the ratio $\frac{c_{1}}{c_{2}}$ of the optimal umbrella estimator, with $N$ great enough, is given by rel-MSE $\approx \frac{1}{N} L_{1}^{2}\left(\bar{q}_{1}, \bar{q}_{2}\right)$, where $L_{1}^{2}\left(\bar{q}_{1}, \bar{q}_{2}\right)$ denotes the $L_{1}$-distance between $\bar{q}_{1}$ and $\bar{q}_{2}\left[13\right.$, Theorem 3.2]. Moreover, since $L_{1}^{2}\left(\bar{q}_{1}, \bar{q}_{2}\right) \leq \chi^{2}\left(\bar{q}_{1} \| \bar{q}_{2}\right)$, the optimal umbrella estimator is asymptotically more efficient than the estimator (8.49) [12, Sect. 3].

Two-stage umbrella sampling. Since this $\bar{q}_{3}^{\mathrm{opt}}(\boldsymbol{\theta})$ depends on the unknown ratio $\frac{c_{1}}{c_{2}}$, it
is not available for a direct use. The following two-stage procedure is often used in practice:

1. Stage 1: Draw $N_{1}$ samples from an arbitrary density $\bar{q}_{3}^{(1)}(\boldsymbol{\theta})$ and use them to obtain

$$
\begin{equation*}
\widehat{r}^{(1)}=\frac{\sum_{i=1}^{N_{1}} \frac{q_{1}\left(\boldsymbol{\theta}_{\boldsymbol{i}}\right)}{q_{3}^{1(1)}\left(\boldsymbol{\theta}_{i}\right)}}{\sum_{i=1}^{N_{1}} \frac{q_{2}\left(\boldsymbol{\theta}_{i}\right)}{q_{3}^{1(1)}\left(\boldsymbol{\theta}_{i}\right)}},\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N_{1}} \sim \bar{q}_{3}^{(1)}(\boldsymbol{\theta}) . \tag{8.52}
\end{equation*}
$$

and define

$$
\begin{equation*}
\bar{q}_{3}^{(2)}(\boldsymbol{\theta}) \propto\left|q_{1}(\boldsymbol{\theta})-\widehat{r}^{(1)} q_{2}(\boldsymbol{\theta})\right| . \tag{8.53}
\end{equation*}
$$

2. Stage 2: Draw $N_{2}$ samples from $\bar{q}_{3}^{(2)}(\boldsymbol{\theta})$ via MCMC and define the umbrella sampling estimator $\vec{r}^{(2)}$ of $\frac{c_{1}}{c_{2}}$ as follows

$$
\begin{equation*}
\widehat{r}^{(2)}=\frac{\sum_{i=1}^{n_{2}} \frac{q_{1}\left(\boldsymbol{\theta}_{i}\right)}{q_{3}^{(2)}\left(\boldsymbol{\theta}_{i}\right)}}{\sum_{i=1}^{n_{2}} \frac{q_{2}\left(\boldsymbol{\theta}_{i}\right)}{q_{3}^{(2)}\left(\boldsymbol{\theta}_{\boldsymbol{i}}\right)}},\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{n_{2}} \sim \bar{q}_{3}^{(2)}(\boldsymbol{\theta}) . \tag{8.54}
\end{equation*}
$$

Remark 8. The number of stages could be increased considering, at each $t$-th stage, the proposal $\bar{q}_{3}^{(t)}(\boldsymbol{\theta}) \propto\left|q_{1}(\boldsymbol{\theta})-\widetilde{r}^{(t-1)} q_{2}(\boldsymbol{\theta})\right|$ and obtaining a new estimation $\widetilde{r}^{(t)}$. In this case, we have an umbrella scheme with adaptive proposal $\bar{q}_{3}^{(t)}(\boldsymbol{\theta})$.

## Umbrella for Z: the self-normalized Importance Sampling (Self-IS)

Here, we describe an important special case of the umbrella sampling approach. Considering the umbrella identity (8.50) an setting $q_{1}(\boldsymbol{\theta})=\pi(\boldsymbol{\theta} \mid \mathbf{y}), q_{2}(\boldsymbol{\theta})=\bar{q}_{2}(\boldsymbol{\theta})=f(\boldsymbol{\theta}), c_{1}=Z$, $c_{2}=1$ and $c_{3} \in \mathbb{R}$, we obtain

$$
\begin{equation*}
\widehat{Z}=\frac{1}{\sum_{i=1}^{N} \frac{f\left(\boldsymbol{\theta}_{i}\right)}{\left.q_{3} \boldsymbol{\theta}_{i}\right)}} \sum_{i=1}^{N} \frac{\pi\left(\boldsymbol{\theta}_{i} \mid \mathbf{y}\right)}{q_{3}\left(\boldsymbol{\theta}_{i}\right)} . \quad\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N} \sim \bar{q}_{3}(\boldsymbol{\theta}) . \tag{8.55}
\end{equation*}
$$

which is called the self-normalized IS (Self-IS) estimator. Note that $f(\boldsymbol{\theta})$ is an auxiliary normalized pdf, but we draw samples from $\bar{q}_{3}(\boldsymbol{\theta})$. In order to understand the reason of its name is interesting to derive it with standard IS arguments. Let us consider that our proposal $q(\boldsymbol{\theta})$ in the standard IS scheme is not normalized, and we can evaluate it up to a normalizing constant $q(\boldsymbol{\theta}) \propto \bar{q}(\boldsymbol{\theta})$. We also denote $c=\int_{\Theta} q(\boldsymbol{\theta}) d \boldsymbol{\theta}$. Note that this also occurs in the ideal case of using $\bar{q}(\boldsymbol{\theta})=P(\boldsymbol{\theta} \mid \mathbf{y})=\frac{1}{Z} \pi(\boldsymbol{\theta} \mid \mathbf{y})$ where $c=Z$ and $q(\boldsymbol{\theta})=\pi(\boldsymbol{\theta} \mid \mathbf{y})$. In this case, we have

$$
\begin{equation*}
\frac{\widehat{Z}}{c}=\frac{1}{N} \sum_{i=1}^{N} \frac{\pi\left(\boldsymbol{\theta}_{i} \mid \mathbf{y}\right)}{q\left(\boldsymbol{\theta}_{i}\right)}, \quad\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N} \sim \bar{q}(\boldsymbol{\theta}) . \tag{8.56}
\end{equation*}
$$

Therefore, we need an additional estimation of $c$. We can also use IS for this goal, considering a new normalized reference function $f(\boldsymbol{\theta})$, i.e., $\int_{\Theta} f(\boldsymbol{\theta}) d \boldsymbol{\theta}=1$. Now,

$$
\begin{equation*}
\frac{1}{c}=E_{\bar{q}}\left[\frac{f(\boldsymbol{\theta})}{q(\boldsymbol{\theta})}\right]=\int_{\Theta} \frac{f(\boldsymbol{\theta})}{q(\boldsymbol{\theta})} \bar{q}(\boldsymbol{\theta}) d \boldsymbol{\theta} \approx \frac{1}{N} \sum_{i=1}^{N} \frac{f\left(\boldsymbol{\theta}_{i}\right)}{q\left(\boldsymbol{\theta}_{i}\right)}, \quad\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N} \sim \bar{q}(\boldsymbol{\theta}) . \tag{8.57}
\end{equation*}
$$

Replacing (8.57) into (8.56), we obtain the self-normalized IS estimator in Eq. (8.55), i.e., $\widehat{Z}=\frac{1}{\sum_{i=1}^{N} \frac{f\left(\theta_{i}\right)}{q\left(\theta_{i}\right)}} \sum_{i=1}^{N} \frac{\pi\left(\boldsymbol{\theta}_{i} \mid \boldsymbol{y}\right)}{q\left(\boldsymbol{\theta}_{i}\right)}$ with $\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N} \sim \bar{q}(\boldsymbol{\theta})$.

The HM estimator is also a special case of Self-IS setting again $f(\boldsymbol{\theta})=g(\boldsymbol{\theta})$ and $\bar{q}(\boldsymbol{\theta})=$ $P(\boldsymbol{\theta} \mid \mathbf{y})$, so that $q(\boldsymbol{\theta})=\pi(\boldsymbol{\theta} \mid \mathbf{y})$. Moreover, the RIS estimator is a special case of the Self-IS estimator above when $\bar{q}(\boldsymbol{\theta})=P(\boldsymbol{\theta} \mid \mathbf{y})$ and $q(\boldsymbol{\theta})=\pi(\boldsymbol{\theta} \mid \mathbf{y})$.

Optimal self-IS (O-Self-IS). Since the Self-IS estimator is a special case of umbrella sampling, the optimal proposal in this case is $\bar{q}^{\mathrm{opt}}(\boldsymbol{\theta}) \propto|P(\boldsymbol{\theta} \mid \mathbf{y})-f(\boldsymbol{\theta})|$, and the optimal estimator is

$$
\begin{equation*}
\widehat{Z}_{\mathrm{O}-\text { Self-IS }}=\frac{\sum_{i=1}^{N} \frac{\pi\left(\boldsymbol{\theta}_{i}\right)}{\mid P\left(\boldsymbol{\theta}_{\boldsymbol{i}} \mid \mathbf{y}\right)-f\left(\boldsymbol{\theta}_{\boldsymbol{i}}\right)}}{\sum_{i=1}^{N} \frac{f\left(\boldsymbol{\theta}^{2}\right)}{P\left(\boldsymbol{\theta}_{i} \mid \mathbf{y}\right)-f\left(\boldsymbol{\theta}_{i}\right) \mid}}, \quad \boldsymbol{\theta}_{i} \sim \bar{q}^{\mathrm{opt}}(\boldsymbol{\theta}) \propto|P(\boldsymbol{\theta} \mid \mathbf{y})-f(\boldsymbol{\theta})| . \tag{8.58}
\end{equation*}
$$

Since the density cannot be evaluated (and also is not easy to draw from), this estimator is not of direct use and we need to resort to the two-stage procedure that we discussed above. Due to Remark 7, the O-Self-IS estimator is asymptotically more efficient than IS vers-1 estimator using $f(\boldsymbol{\theta})$ as proposal, i.e., drawing samples from $\bar{q}(\boldsymbol{\theta})=f(\boldsymbol{\theta})$.

## Summary

The more general expressions are the two identities (8.49)-(8.50) for estimating a ratio of normalizing constants $\frac{c_{1}}{c_{2}}$. The umbrella identity (8.50) is the more general since three densities are involved, and contains the Eq. (8.49) as special case when $q_{3}(\boldsymbol{\theta})=q_{2}(\boldsymbol{\theta})$. The Self-IS estimator coincides with the umbrella estimator when we approximate only one normalizing constant, $Z$ (i.e., for $\frac{c_{1}}{c_{2}}=Z$ ). Therefore, regarding the estimation of only one constant $Z$, the Self-IS estimator has the more general form and includes the rest of estimators as special cases. All these connections are summarized in Table 8.5. Finally, Table 8.6 provides another summary of the one-proposal estimators of $Z$. Note that in the standard IS estimator the option $\bar{q}(\boldsymbol{\theta})=P(\boldsymbol{\theta} \mid \mathbf{y})$ is not feasible, whereas it is possible for its second version.

In the next section, we discuss a generalization of Eq. (8.49) for the case where we use samples from both $\bar{q}_{1}(\boldsymbol{\theta})$ and $\bar{q}_{2}(\boldsymbol{\theta})$.

### 8.4.2. Techniques using draws from two proposal densities

In the previous section, we considered estimators of $Z$ that use samples drawn from a single proposal density. More specifically, we have described several IS schemes using a generic pdf $\bar{q}(\boldsymbol{\theta})$ or $P(\boldsymbol{\theta} \mid \mathbf{y})$ as proposal density. In this section, we introduce schemes where $\bar{q}(\boldsymbol{\theta})$ and $P(\boldsymbol{\theta} \mid \mathbf{y})$ are employed jointly. More generally, we consider estimators of a ratio of constants, $\frac{c_{2}}{c_{1}}$, that employ samples from two proposal densities, denoted as $\bar{q}_{i}(\boldsymbol{\theta})=\frac{q_{i}(\boldsymbol{\theta})}{c_{i}}, i=1,2$. Note that drawing $N_{1}$ samples from $\bar{q}_{1}(\boldsymbol{\theta})$ and $N_{2}$ samples from $\bar{q}_{2}(\boldsymbol{\theta})$ is equivalent to sampling by a deterministic mixture approach from the mixture

Table 8.5: Summary of techniques considering the umbrella sampling identity (8.50) for computing $\frac{c_{1}}{c_{2}}=Z$. Note that Self-IS has the more general form and includes the rest of estimators as special cases.

For estimating a generic ratio $c 1 / c 2$

| Umbrella | $q_{1}(\boldsymbol{\theta})$ | $q_{2}(\boldsymbol{\theta})$ | $q_{3}(\boldsymbol{\theta})$ | $c_{1}$ | $c_{2}$ | $c_{3}$ | sampling from $\bar{q}_{3}(\boldsymbol{\theta})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Eq. (8.49) - $\left(q_{3}=q_{2}\right)$ | $q_{1}(\boldsymbol{\theta})$ | $q_{2}(\boldsymbol{\theta})$ | $q_{2}(\boldsymbol{\theta})$ | $c_{1}$ | $c_{2}$ | $c_{2}$ | sampling from $\bar{q}_{2}(\boldsymbol{\theta})$ |
| For estimating $Z$ |  |  |  |  |  |  |  |
| Self-IS | $\pi(\boldsymbol{\theta} \mid \mathbf{y})$ | $f(\boldsymbol{\theta})$ | $q(\boldsymbol{\theta})$ | $Z$ | 1 | $c_{3}$ | $\bar{q}(\boldsymbol{\theta})$ |

Special cases of Self-IS

| Naive Monte Carlo | $\pi(\boldsymbol{\theta} \mid \mathbf{y})$ | $g(\boldsymbol{\theta})$ | $g(\boldsymbol{\theta})$ |  |  | 1 | $g(\boldsymbol{\theta})$ |
| :---: | :---: | :---: | :---: | :--- | :--- | :---: | :---: |
| Harmonic Mean | $\pi(\boldsymbol{\theta} \mid \mathbf{y})$ | $g(\boldsymbol{\theta})$ | $\pi(\boldsymbol{\theta} \mid \mathbf{y})$ |  |  | $Z$ | $P(\boldsymbol{\theta} \mid \mathbf{y})$ |
| RIS | $\pi(\boldsymbol{\theta} \mid \mathbf{y})$ | $f(\boldsymbol{\theta})$ | $\pi(\boldsymbol{\theta} \mid \mathbf{y})$ | $Z$ | 1 | $Z$ | $P(\boldsymbol{\theta} \mid \mathbf{y})$ |
| IS vers-1; Eq. (8.37) | $\pi(\boldsymbol{\theta} \mid \mathbf{y})$ | $\bar{q}(\boldsymbol{\theta})$ | $\bar{q}(\boldsymbol{\theta})$ |  |  | 1 | $\bar{q}(\boldsymbol{\theta})$ |
| IS vers-2; Eq. (8.40) | $\pi(\boldsymbol{\theta} \mid \mathbf{y})$ | $g(\boldsymbol{\theta})$ | $\bar{q}(\boldsymbol{\theta})$ |  |  | 1 | $\bar{q}(\boldsymbol{\theta})$ |

Table 8.6: One-proposal estimators of $Z$

| Name | Estimator | Proposal pdf | Need of MCMC | Unbiased |
| :---: | :---: | :---: | :---: | :---: |
| IS vers-1 | $\frac{1}{N} \sum_{i=1}^{N} \rho_{i} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right)$ | Generic, $\bar{q}(\boldsymbol{\theta})$ | - | $\checkmark$ |
| IS vers-2 | $\sum_{i=1}^{N} \bar{\rho}_{i} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right)$ | Generic, $\bar{q}(\boldsymbol{\theta})$ | no, if $\bar{q}(\boldsymbol{\theta}) \neq P(\boldsymbol{\theta} \mid \mathbf{y})$ | - |
| Naive MC | $\frac{1}{N} \sum_{i=1}^{N} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right)$ | Prior, $g(\boldsymbol{\theta})$ | - | $\checkmark$ |
| Harmonic mean | $\left(\frac{1}{N} \sum_{i=1}^{N} \frac{1}{l\left(\mathbf{y} \boldsymbol{\theta}_{i}\right)}\right)^{-1}$ | Posterior, $P(\boldsymbol{\theta} \mid \mathbf{y})$ | $\checkmark$ | - |
| RIS | $\left(\frac{1}{N} \sum_{i=1}^{N} \frac{f\left(\theta_{i}\right)}{\pi\left(\theta_{i}\right)}\right)^{-1}$ | Posterior, $P(\boldsymbol{\theta} \mid \mathbf{y})$ | $\checkmark$ | - |
| Self-IS | $\left(\sum_{i=1}^{N} \frac{f\left(\boldsymbol{\theta}_{i}\right)}{q\left(\boldsymbol{\theta}_{i}\right)}\right)^{-1} \sum_{i=1}^{N} \frac{\pi\left(\boldsymbol{\theta}_{i} \mid \boldsymbol{y}\right)}{q\left(\boldsymbol{\theta}_{i}\right)}$ | Generic, $\bar{q}(\boldsymbol{\theta})$ | no, if $\bar{q}(\boldsymbol{\theta}) \neq P(\boldsymbol{\theta} \mid \mathbf{y})$ | - |

$\bar{q}_{m i x}(\boldsymbol{\theta})=\frac{N_{1}}{N_{1}+N_{2}} \bar{q}_{1}(\boldsymbol{\theta})+\frac{N_{2}}{N_{1}+N_{2}} \bar{q}_{2}(\boldsymbol{\theta})$, i.e., a single density defined as mixture of two pdfs [28]. Thus, methods drawing from a mixture of two pdfs as $\bar{q}_{m i x}(\boldsymbol{\theta})$, are also considered in this section.

## Bridge sampling identity

All the techniques, that we will describe below, are based on the following bridge sampling identity [74],

$$
\begin{equation*}
\frac{c_{1}}{c_{2}}=\frac{\mathbb{E}_{\bar{q}_{2}}\left[q_{1}(\boldsymbol{\theta}) \alpha(\boldsymbol{\theta})\right]}{\mathbb{E}_{\bar{q}_{1}}\left[q_{2}(\boldsymbol{\theta}) \alpha(\boldsymbol{\theta})\right]} \tag{8.59}
\end{equation*}
$$

where $\alpha(\boldsymbol{\theta})$ is an arbitrary function defined on the intersection of the supports of $\bar{q}_{1}$ and $\bar{q}_{2}$. Note that the expression above is an extension of the Eq. (8.49). Indeed, taking $\alpha(\boldsymbol{\theta})=\frac{1}{q_{2}(\boldsymbol{\theta})}$, we recover Eq. (8.49). The identity in Eq. (8.59) and the umbrella identity
in Eq. (8.50) are both useful when $\bar{q}_{1}$ and $\bar{q}_{2}$ have little overlap, i.e., $\int_{\Theta} \bar{q}_{1}(\boldsymbol{\theta}) \bar{q}_{2}(\boldsymbol{\theta}) d \boldsymbol{\theta}$ is small. Moreover, If we set $q_{1}(\boldsymbol{\theta})=\pi(\boldsymbol{\theta} \mid \mathbf{y}), c_{1}=Z, q_{2}(\boldsymbol{\theta})=\bar{q}(\boldsymbol{\theta})$ and $c_{2}=1$, then the identity becomes

$$
\begin{equation*}
Z=\frac{\mathbb{E}_{\bar{q}}[\pi(\boldsymbol{\theta} \mid \mathbf{y}) \alpha(\boldsymbol{\theta})]}{\mathbb{E}_{P}[\bar{q}(\boldsymbol{\theta}) \alpha(\boldsymbol{\theta})]} \tag{8.60}
\end{equation*}
$$

The corresponding estimator employs samples from both $\bar{q}$ and $P$, i.e.,

$$
\begin{equation*}
\widehat{Z}=\frac{\frac{1}{N_{2}} \sum_{j=1}^{N_{2}} \alpha\left(\mathbf{z}_{j}\right) \pi\left(\mathbf{z}_{j} \mid \mathbf{y}\right)}{\frac{1}{N_{1}} \sum_{i=i}^{N_{1}} \alpha\left(\boldsymbol{\theta}_{i}\right) \bar{q}\left(\boldsymbol{\theta}_{i}\right)}, \quad\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N_{1}} \sim P(\boldsymbol{\theta} \mid \mathbf{y}), \quad\left\{\mathbf{z}_{j}\right\}_{j=1}^{N_{2}} \sim \bar{q}(\boldsymbol{\theta}) . \tag{8.61}
\end{equation*}
$$

Figure 8.1 summarizes the connections among the Eqs. (8.49), (8.59), (8.60) and the corresponding different methods. The standard IS and RIS schemes have been described in the previous sections, whereas the corresponding locally-restricted versions will be introduced below.


Figure 8.1: Graphical representation of the relationships among the Eqs. (8.49) (preumbrella identity), (8.59) (general bridge sampling identity), (8.60) (bridge sampling for $Z$ ) and the corresponding different methods, starting from bridge sampling identity (8.59).

## Relationship with Chib's method

The Chib estimator, described in Section 8.3.4, is

$$
\begin{equation*}
\widehat{Z}=\frac{\pi\left(\boldsymbol{\theta}^{*} \mid \mathbf{y}\right) \frac{1}{N_{2}} \sum_{j=1}^{N_{2}} \alpha\left(\boldsymbol{\theta}^{*}, \mathbf{v}_{j}\right)}{\frac{1}{N_{1}} \sum_{i=i}^{N_{1}} \alpha\left(\boldsymbol{\theta}_{i}, \boldsymbol{\theta}^{*}\right) \varphi\left(\boldsymbol{\theta}^{*} \mid \boldsymbol{\theta}_{i}\right)}, \quad\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N_{1}} \sim P(\boldsymbol{\theta} \mid \mathbf{y}), \quad\left\{\mathbf{v}_{j}\right\}_{j=1}^{N_{2}} \sim \varphi\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}^{*}\right), \tag{8.62}
\end{equation*}
$$

where $\varphi\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}^{*}\right)$ is the proposal used inside an MCMC algorithm, $\alpha(\mathbf{x}, \mathbf{z}): \mathbb{R}^{D_{\theta}} \times \mathbb{R}^{D_{\theta}} \rightarrow$ $\mathbb{R}^{+}$represents acceptance probability of this MCMC scheme and the point $\boldsymbol{\theta}^{*}$ is usually
chosen in a high probability region. Note that the balance condition involving the function $\varphi, P$ and $\alpha$ must be satisfied,

$$
\alpha(\boldsymbol{\theta}, \mathbf{z}) \varphi(\mathbf{z} \mid \boldsymbol{\theta}) \pi(\boldsymbol{\theta} \mid \mathbf{y})=\alpha(\mathbf{z}, \boldsymbol{\theta}) \varphi(\boldsymbol{\theta} \mid \mathbf{z}) \pi(\mathbf{z} \mid \mathbf{y}) .
$$

Using the balance condition above, if we replace $\alpha\left(\boldsymbol{\theta}^{*}, \mathbf{v}_{j}\right)=\frac{\alpha\left(\mathbf{v}_{j}, \boldsymbol{\theta}^{*}\right) \varphi\left(\boldsymbol{\theta}^{*} \mid \mathbf{V}_{j}\right) \pi\left(\mathbf{v}_{\mathbf{j}} \mid \mathbf{y}\right)}{\varphi\left(\mathbf{v}_{j} \boldsymbol{\theta}^{*}\right) \pi\left(\boldsymbol{\theta}^{*} \mid \mathbf{y}\right)}$ inside the numerator of (8.62), we obtain

$$
\begin{equation*}
\widehat{Z}=\frac{\frac{1}{N_{2}} \sum_{j=1}^{N_{2}} \frac{\varphi\left(\boldsymbol{\theta}^{*} \mid \mathbf{v}_{j}\right)}{\varphi\left(\mathbf{v}^{*} \mid \boldsymbol{\theta}^{*}\right)} \alpha\left(\mathbf{v}_{j}, \boldsymbol{\theta}^{*}\right) \pi\left(\mathbf{v}_{j} \mid \mathbf{y}\right)}{\frac{1}{N_{1}} \sum_{i=i}^{N_{1}} \alpha\left(\boldsymbol{\theta}_{i}, \boldsymbol{\theta}^{*}\right) \varphi\left(\boldsymbol{\theta}^{*} \mid \boldsymbol{\theta}_{i}\right)}, \tag{8.63}
\end{equation*}
$$

and if we also assume a symmetric proposal $\varphi\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}^{*}\right)=\varphi\left(\boldsymbol{\theta}^{*} \mid \boldsymbol{\theta}\right)$, we can finally write

$$
\begin{equation*}
\widehat{Z}=\frac{\frac{1}{N_{2}} \sum_{j=1}^{N_{2}} \alpha\left(\mathbf{v}_{j}, \boldsymbol{\theta}^{*}\right) \pi\left(\mathbf{v}_{j} \mid \mathbf{y}\right)}{\frac{1}{N_{1}} \sum_{i=i}^{N_{1}} \alpha\left(\boldsymbol{\theta}_{i}, \boldsymbol{\theta}^{*}\right) \varphi\left(\boldsymbol{\theta}_{i} \mid \boldsymbol{\theta}^{*}\right)}, \quad\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N_{1}} \sim P(\boldsymbol{\theta} \mid \mathbf{y}), \quad\left\{\mathbf{v}_{j}\right\}_{j=1}^{N_{2}} \sim \varphi\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}^{*}\right), \tag{8.64}
\end{equation*}
$$

We can observe a clear connection between the estimators (8.61) and (8.62). Clearly, $\varphi\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}^{*}\right)$ plays the role of $\bar{q}(\boldsymbol{\theta})$ in (8.61), and the acceptance function $\alpha(\mathbf{x}, \mathbf{z})$ plays the role of the $\alpha$ function in (8.61). However, in this case, $\varphi\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}^{*}\right)$ participates also inside the MCMC used for generating $\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N_{1}} \sim P(\boldsymbol{\theta} \mid \mathbf{y})$. The function $\alpha$ takes also part to the generation MCMC chain, $\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N_{1}}$ (being the acceptance probability of the new states), and generally its evaluation involves the evaluation of $\varphi$ and $P$. Note also that (8.62) is more generic than (8.64), being valid also for non-symmetric proposals $\varphi$. For further discussion see [75].

## Locally-restricted IS and RIS

In the literature, there exist variants of the estimators in Eqs. (8.43) and (8.46). These corrected estimators are attempts to improve the efficiency (e.g., remove the infinite variance cases, specially in the harmonic estimator) by restricting the integration to a smaller subset of $\Theta$ (usually chosen in high posterior/likelihood-valued regions) generally denoted by $\mathcal{B} \subset \Theta$. As an example, $\mathcal{B}$ can be a rectangular or ellipsoidal region centered at the maximum a posteriori (MAP) estimate $\widehat{\boldsymbol{\theta}}_{\mathrm{MAP}}$.

Locally-restricted IS estimator. Consider the posterior mass of subset $\mathcal{B} \subset \Theta$,

$$
\begin{equation*}
Z_{\mathcal{B}}=\int_{\mathcal{B}} P(\boldsymbol{\theta} \mid \mathbf{y}) d \boldsymbol{\theta}=\int_{\Theta} \mathbb{I}_{\mathcal{B}}(\boldsymbol{\theta}) \frac{\ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta})}{Z} d \boldsymbol{\theta}, \tag{8.65}
\end{equation*}
$$

where $\mathbb{I}_{\mathcal{B}}(\boldsymbol{\theta})$ is an indicator function, taking value 1 for $\boldsymbol{\theta} \in \mathcal{B}$ and 0 otherwise. It leads to the following representation

$$
\begin{equation*}
Z=\frac{1}{Z_{\mathcal{B}}} \int_{\Theta} \mathbb{I}_{\mathcal{B}}(\boldsymbol{\theta}) \ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta}) d \boldsymbol{\theta}=\frac{1}{Z_{\mathcal{B}}} \mathbb{E}_{\bar{q}}\left[\mathbb{I}_{\mathcal{B}}(\boldsymbol{\theta}) \frac{\ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta})}{\bar{q}(\boldsymbol{\theta})}\right] . \tag{8.66}
\end{equation*}
$$

We can estimate $Z_{\mathcal{B}}$ considering $N_{1}$ samples from $P(\boldsymbol{\theta} \mid \mathbf{y})$ by taking the proportion of samples inside $\mathcal{B}$. The resulting locally-restricted IS estimator of $Z$ is

Note that the above estimator requires samples from two densities, namely the proposal $\bar{q}(\boldsymbol{\theta})$ and the posterior density $P(\boldsymbol{\theta} \mid \mathbf{y})$ (via MCMC).

Locally-restricted RIS estimator. To derive the locally-restricted RIS estimator, consider the mass of $\mathcal{B}$ under $\bar{q}(\boldsymbol{\theta})$,

$$
\begin{equation*}
\bar{Q}(\mathcal{B})=\int_{\mathcal{B}} \bar{q}(\boldsymbol{\theta}) d \boldsymbol{\theta}=Z \cdot \mathbb{E}_{P}\left[\mathbb{I}_{\mathcal{B}}(\boldsymbol{\theta}) \frac{\bar{q}(\boldsymbol{\theta})}{\ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta})}\right], \tag{8.68}
\end{equation*}
$$

which leads to the following representation

$$
\begin{equation*}
Z=\frac{\bar{Q}(\mathcal{B})}{\mathbb{E}_{P}\left[\frac{\mathbb{B}_{\mathcal{B}}(\overrightarrow{\bar{q}}(\vec{\theta})}{\ell(\mathbf{y} \mid \theta) g(\theta)}\right]} \tag{8.69}
\end{equation*}
$$

$\bar{Q}(\mathcal{B})$ can be estimated using a sample from $\bar{q}(\boldsymbol{\theta})$ by taking the proportion of sampled values inside $\mathcal{B}$. The locally-restricted RIS estimator is

$$
\begin{equation*}
\widehat{Z}=\frac{\frac{1}{N_{1}} \sum_{i=1}^{N_{1}} \mathbb{I}_{\mathcal{B}}\left(\mathbf{z}_{i}\right)}{\frac{1}{N_{2}} \sum_{i=1}^{N_{2}} \frac{\mathbb{I}_{\mathcal{B}}\left(\boldsymbol{\theta}_{i}\right) \overline{\bar{\theta}}\left(\boldsymbol{\theta}_{i}\right)}{\left.\left(\underline{( } \mathbf{|} \boldsymbol{i}_{i}\right) g \boldsymbol{\theta}_{\boldsymbol{i}}\right)}}, \quad\left\{\mathbf{z}_{i}\right\}_{i=1}^{N_{1}} \sim \bar{q}(\boldsymbol{\theta}), \quad\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N_{2}} \sim P(\boldsymbol{\theta} \mid \mathbf{y}) \tag{8.70}
\end{equation*}
$$

Other variants, where $\mathcal{B}$ corresponds to highest density regions, can be found in [89].

## Optimal construction of bridge sampling

Identities as (8.59) are associated to the bridge sampling approach. However, considering $\alpha(\boldsymbol{\theta})=\frac{q_{3}(\boldsymbol{\theta})}{q_{2}\left(\boldsymbol{\theta} q_{1}(\boldsymbol{\theta})\right.}$ in Eq. (8.59), bridge sampling can be also motivated from the expression

$$
\begin{equation*}
\frac{c_{1}}{c_{2}}=\frac{c_{3} / c_{2}}{c_{3} / c_{1}}=\frac{\mathbb{E}_{\bar{q}_{2}}\left[\frac{q_{3}(\theta)}{q_{2}(\boldsymbol{\theta})}\right]}{\mathbb{E}_{\bar{q}_{1}}\left[\frac{q_{3}(\theta)}{q_{1}(\boldsymbol{\theta})}\right]} \tag{8.71}
\end{equation*}
$$

where the density $\bar{q}_{3}(\boldsymbol{\theta}) \propto q_{3}(\boldsymbol{\theta})$ is in some sense "in between" $q_{1}(\boldsymbol{\theta})$ and $q_{2}(\boldsymbol{\theta})$. That is, instead of applying directly (8.49) to $\frac{c_{1}}{c_{2}}$, we apply it to first estimate $\frac{c_{3}}{c_{2}}$ and $\frac{c_{3}}{c_{1}}$, and then take the ratio to cancel $c_{3}$. The bridge sampling estimator of $\frac{c_{1}}{c_{2}}$ is then

$$
\begin{equation*}
\frac{c_{1}}{c_{2}} \approx \frac{\frac{1}{N_{2}} \sum_{i=1}^{N_{2}} \frac{q_{3}\left(\mathbf{z}_{i}\right)}{q_{2}\left(\mathbf{z}_{i}\right)}}{\frac{1}{N_{1}} \sum_{i=1}^{q_{1}} \frac{\left.q_{3} \boldsymbol{\theta}_{i}\right)}{q_{1}\left(\boldsymbol{\theta}_{i}\right)}}, \quad\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N_{1}} \sim \bar{q}_{1}(\boldsymbol{\theta}), \quad\left\{\mathbf{z}_{i} i_{i=1}^{N_{2}} \sim \bar{q}_{2}(\boldsymbol{\theta}) .\right. \tag{8.72}
\end{equation*}
$$

Remark 9. We do not need to draw samples from $\bar{q}_{3}(\boldsymbol{\theta})$, but only evaluate $q_{3}(\boldsymbol{\theta})$. For a comparison with umbrella sampling see Table 8.7.

Table 8.7: Joint use of three densities: comparison between bridge and umbrella sampling.

| Method | $\bar{q}_{1}(\boldsymbol{\theta})$ | $\bar{q}_{3}(\boldsymbol{\theta})$ | $\bar{q}_{2}(\boldsymbol{\theta})$ | Identity |
| :---: | :---: | :---: | :---: | :---: |
| Umbrella sampling | evaluate | draw from | evaluate | $\frac{c_{1}}{c_{2}}=\frac{c_{1} / c_{3}}{c_{2} / / c_{3}}-(8.50)$ |
| Bridge sampling | draw from | evaluate | draw from | $\frac{c_{1}}{c_{2}}=\frac{\frac{3}{3} / c_{2}}{c_{3} / c_{1}}-(8.71)$ |

Optimal bridge density. It can be shown that the optimal bridge density $\bar{q}_{3}(\boldsymbol{\theta})$ can be expressed as a weighted harmonic mean of $\bar{q}_{1}(\boldsymbol{\theta})$ and $\bar{q}_{2}(\boldsymbol{\theta})$ (with weights being the sampling rates),

$$
\begin{align*}
\left.\bar{q}_{3}^{\mathrm{opt}} \boldsymbol{\theta}\right) & =\frac{1}{\frac{N_{2}}{N_{1}+N_{2}}\left[\bar{q}_{1}(\boldsymbol{\theta})\right]^{-1}+\frac{N_{1}}{N_{1}+N_{2}}\left[\bar{q}_{2}(\boldsymbol{\theta})\right]^{-1}} \\
& =\frac{1}{c_{2}} \cdot \frac{N_{1}+N_{2}}{N_{2} \frac{c_{1}}{c_{2}} q_{1}^{-1}(\boldsymbol{\theta})+N_{1} q_{2}^{-1}(\boldsymbol{\theta})} \\
& \propto q_{3}^{\mathrm{opt}}(\boldsymbol{\theta})=\frac{q_{1}(\boldsymbol{\theta}) q_{2}(\boldsymbol{\theta})}{N_{1} q_{1}(\boldsymbol{\theta})+N_{2} \frac{c_{1}}{c_{2}} q_{2}(\boldsymbol{\theta})} . \tag{8.73}
\end{align*}
$$

This is an optimal bridge density if both $N_{i}$ are strictly positive, $N_{i}>0$, hence we draw from both $\bar{q}_{i}(\boldsymbol{\theta})$. Note that $\bar{q}_{3}^{\mathrm{opt}}(\boldsymbol{\theta})$ depends on the unknown ratio $r=\frac{c_{1}}{c_{2}}$. Therefore, we cannot even evaluate $q_{3}^{\mathrm{opt}}(\boldsymbol{\theta})$. Hence, we need to resort to the following iterative procedure to approximate the optimal bridge sampling estimator. Noting that

$$
\begin{equation*}
\frac{q_{3}^{\mathrm{opt}}(\boldsymbol{\theta})}{q_{2}(\boldsymbol{\theta})}=\frac{q_{1}(\boldsymbol{\theta})}{N_{1} q_{1}(\boldsymbol{\theta})+r N_{2} q_{2}(\boldsymbol{\theta})}, \quad \frac{q_{3}^{\mathrm{opt}}(\boldsymbol{\theta})}{q_{1}(\boldsymbol{\theta})}=\frac{q_{2}(\boldsymbol{\theta})}{N_{1} q_{1}(\boldsymbol{\theta})+r N_{2} q_{2}(\boldsymbol{\theta})} . \tag{8.74}
\end{equation*}
$$

The iterative procedure is formed by the following steps:

1. Start with an initial estimate $\widehat{r}^{(1)} \approx \frac{c_{1}}{c_{2}}$ (using e.g. Laplace's).
2. For $t=1, \ldots, T$ :
(a) Draw $\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N_{1}} \sim \bar{q}_{1}(\boldsymbol{\theta})$ and $\left\{\mathbf{z}_{i}\right\}_{i=1}^{N_{2}} \sim \bar{q}_{2}(\boldsymbol{\theta})$ and iterate

$$
\begin{equation*}
\widehat{r}^{(t+1)}=\frac{\frac{1}{N_{2}} \sum_{i=1}^{N_{2}} \frac{q_{1}\left(\mathbf{z}_{i}\right)}{N_{1} q_{1}\left(\mathbf{z}_{i}\right)+N_{2} \widehat{r}^{(t)} q_{2}\left(\mathbf{z}_{i}\right)}}{\frac{1}{N_{1}} \sum_{i=1}^{N_{1}} \frac{q_{2}\left(\boldsymbol{\theta}_{i}\right)}{N_{1} q_{1}\left(\boldsymbol{\theta}_{i}\right)+N_{2} \widehat{r}^{(t)} q_{2}\left(\boldsymbol{\theta}_{i}\right)}} . \tag{8.75}
\end{equation*}
$$

Remark 10. In [13, Theorem 3.3], the authors show that the asymptotic error of optimal bridge sampling with $\bar{q}_{3}^{\text {opt }}$ in Eq. (8.73) is always greater than the asymptotic error of optimal umbrella sampling using $\bar{q}_{3}^{\text {opt }}(\boldsymbol{\theta}) \propto\left|\bar{q}_{1}(\boldsymbol{\theta})-\bar{q}_{2}(\boldsymbol{\theta})\right|$ in Eq. (8.51).
Optimal bridge sampling for $Z$. Given the considerations above, an iterative bridge sampling estimator of $Z$ is obtained by setting $q_{1}(\boldsymbol{\theta})=\pi(\boldsymbol{\theta} \mid \mathbf{y}), c_{1}=Z, \bar{q}_{2}(\boldsymbol{\theta})=\bar{q}(\boldsymbol{\theta})$, so that

$$
\begin{equation*}
\widehat{Z}^{(t+1)}=\frac{\frac{1}{N_{2}} \sum_{i=1}^{N_{2}} \frac{\pi\left(\mathbf{z}_{i} \mid \mathbf{y}\right)}{N_{1} \pi\left(\mathbf{z}_{i} \mid \mathbf{y}\right)+N_{2} Z^{(t)} \bar{q}\left(\mathbf{z}_{i}\right)}}{\frac{1}{N_{1}} \sum_{i=1}^{N_{1}} \frac{\bar{q}}{N_{1} \pi\left(\boldsymbol{\theta}_{i}\right)}, \quad\left\{\mathbf{z}_{i}\right\}_{i=1}^{N_{2}} \sim \bar{q}\left(N_{2} \boldsymbol{Z}^{(t)} \bar{q}\left(\boldsymbol{\theta}_{i}\right)\right.} \quad \text { and }\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N_{1}} \sim P(\boldsymbol{\theta} \mid \mathbf{y}) \tag{8.76}
\end{equation*}
$$

for $t=1, \ldots, T$. Looking at Eqs. (8.73) and (8.71), when $N_{1}=0$, that is, when all samples are drawn from $\bar{q}(\boldsymbol{\theta})$, the estimator above reduces to (non-iterative) standard IS scheme with proposal $\bar{q}(\boldsymbol{\theta})$. When $N_{2}=0$, that is, when all samples are drawn from $P(\boldsymbol{\theta} \mid \mathbf{y})$, the estimator becomes the (non-iterative) RIS estimator. See [13] for a comparison of optimal umbrella sampling, bridge sampling and path sampling (described in the next section). An alternative derivation of the optimal bridge sampling estimator is given in [89], by generating samples from a mixture of type $\psi(\boldsymbol{\theta}) \propto \pi(\boldsymbol{\theta} \mid \mathbf{y})+v \bar{q}(\boldsymbol{\theta})$. However, the resulting estimator employs the same samples drawn from $\psi(\boldsymbol{\theta})$ in the numerator and denominator, unlike in Eq. (8.76).

## Other estimators drawing from a generic proposal and the posterior

Let consider again the scenario where we have a set of samples $\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N_{1}}$ from the posterior $P(\boldsymbol{\theta} \mid \mathbf{y})$ and set $\left\{\mathbf{z}_{i}\right\}_{i=1}^{N_{2}}$ from some proposal $\bar{q}(\boldsymbol{\theta})$, as in the bridge sampling case described above. However, here we consider that these two sets $\left\{\widetilde{\boldsymbol{\theta}}_{i}\right\}_{i=1}^{N_{1}+N_{2}}=\left\{\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N_{1}},\left\{\mathbf{z}_{i}\right\}_{i=1}^{N_{2}}\right\}$ are drawn from the mixture $\bar{q}_{\text {mix }}(\boldsymbol{\theta})=\frac{N_{1}}{N_{1}+N_{2}} P(\boldsymbol{\theta} \mid \mathbf{y})+\frac{N_{2}}{N_{1}+N_{2}} \bar{q}(\boldsymbol{\theta})$ considering a deterministic mixture sampling approach [28], Thus, we can use the IS identities that use a single proposal, namely Eqs. (8.49) and (8.50).

Importance sampling with mixture (M-IS). Setting $\bar{q}_{1}(\boldsymbol{\theta})=P(\boldsymbol{\theta} \mid \mathbf{y})$ and $\bar{q}_{2}(\boldsymbol{\theta})=\bar{q}_{\text {mix }}(\boldsymbol{\theta})$ in Eq. (8.49), we have

$$
\begin{equation*}
\widehat{Z}_{\mathrm{M}-\mathrm{IS}}=\frac{1}{N_{1}+N_{2}} \sum_{i=1}^{N_{1}+N_{2}} \frac{\pi\left(\widetilde{\boldsymbol{\theta}}_{i} \mid \mathbf{y}\right)}{\bar{q}_{\text {mix }}\left(\widetilde{\boldsymbol{\theta}}_{i}\right)}=\frac{1}{N_{1}+N_{2}} \sum_{i=1}^{N_{1}+N_{2}} \frac{\pi\left(\widetilde{\boldsymbol{\theta}}_{i} \mid \mathbf{y}\right)}{\frac{N_{1}}{N_{1}+N_{2}} P\left(\widetilde{\boldsymbol{\theta}_{i}} \mid \mathbf{y}\right)+\frac{N_{2}}{N_{1}+N_{2}} \bar{q}\left(\widetilde{\boldsymbol{\theta}}_{i}\right)}, \tag{8.77}
\end{equation*}
$$

where $\widetilde{\boldsymbol{\theta}}_{i} \sim \bar{q}_{\text {mix }}(\boldsymbol{\theta})=\frac{N_{1}}{N_{1}+N_{2}} P(\boldsymbol{\theta} \mid \mathbf{y})+\frac{N_{2}}{N_{1}+N_{2}} \bar{q}(\boldsymbol{\theta})$ [28]. This estimator cannot be directly used since it requires the evaluation of $P(\boldsymbol{\theta} \mid \mathbf{y})=\frac{1}{Z} \pi(\boldsymbol{\theta} \mid \mathbf{y})$. From an initial guess $\widetilde{Z}^{(0)}$, the following iterative procedure can be used

$$
\begin{equation*}
\widehat{Z}^{(t)}=\frac{1}{N_{1}+N_{2}} \sum_{i=1}^{N_{1}+N_{2}} \frac{\widehat{Z}^{(t-1)} \pi\left(\widetilde{\boldsymbol{\theta}}_{i} \mid \mathbf{y}\right)}{\frac{N_{1}}{N_{1}+N_{2}} \pi\left(\widetilde{\boldsymbol{\theta}}_{i} \mid \mathbf{y}\right)+\frac{N_{2}}{N_{1}+N_{2}} \widehat{Z}^{(t-1)} \bar{q}\left(\widetilde{\boldsymbol{\theta}_{i}}\right)}, \quad t \in \mathbb{N} . \tag{8.78}
\end{equation*}
$$

Self-IS with mixture proposal (M-Self-IS). Setting $\bar{q}_{1}(\boldsymbol{\theta})=P(\boldsymbol{\theta} \mid \mathbf{y}), \bar{q}_{2}(\boldsymbol{\theta})=\bar{q}(\boldsymbol{\theta})$ and $\bar{q}_{3}(\boldsymbol{\theta})=\bar{q}_{\text {mix }}$ in Eq. (8.50), we have
where $\widetilde{\boldsymbol{\theta}}_{i} \sim \bar{q}_{\text {mix }}=\frac{N_{1}}{N_{1}+N_{2}} P(\boldsymbol{\theta} \mid \mathbf{y})+\frac{N_{2}}{N_{1}+N_{2}} \bar{q}(\boldsymbol{\theta})$ (drawn in a deterministic way). As above, this estimator is not of direct use, so we need to iterate

This iterative estimator is very similar to the iterative optimal bridge sampling estimator in Eq. (8.76), but it uses both set of samples in numerator and denominator. This estimator is also related to the reverse logistic regression method in [36] (for more details see [13, 9], and the next section). Furthermore, the iterative estimator (8.80) is also discussed for the case $\bar{q}(\boldsymbol{\theta})=g(\boldsymbol{\theta})$ in [79], in an attempt to exploit the advantages of the Naive Monte Carlo and the harmonic mean estimators, while removing their drawbacks.

Remark 11. Both iterative versions (8.78)-(8.80) converge to the optimal bridge sampling estimator (8.76). See [74], for a related discussion. As we show in the simulation study, the speed of convergence of each iterative method is different. The iterative bridge sampling estimator seems to be the quickest one.

## Summary

Several techniques described in the last two subsections, including both umbrella and bridge sampling, are encompassed by the generic formula

$$
\begin{equation*}
\frac{c_{1}}{c_{2}}=\mathbb{E}_{\bar{\xi}}\left[q_{1}(\boldsymbol{\theta}) \alpha(\boldsymbol{\theta})\right] / \mathbb{E}_{\bar{\chi}}\left[q_{2}(\boldsymbol{\theta}) \alpha(\boldsymbol{\theta})\right] \tag{8.81}
\end{equation*}
$$

as shown in Table 8.8. The techniques differ also for which densities are drawn from and which densities are just evaluated.

Table 8.8: Summary of the IS schemes (with one or two proposal pdfs), using Eq. (8.81).

| $\frac{c_{1}}{c_{2}}=\mathbb{E}_{\bar{\xi}}\left[q_{1}(\boldsymbol{\theta}) \alpha(\boldsymbol{\theta})\right] / \mathbb{E}_{\bar{\chi}}\left[q_{2}(\boldsymbol{\theta}) \alpha(\boldsymbol{\theta})\right]$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| For estimating a generic ratio $c 1 / c 2$ |  |  |  |  |  |  |  |  |
| Name | $\alpha(\boldsymbol{\theta})$ | $\bar{\xi}(\boldsymbol{\theta})$ | $\bar{\chi}(\boldsymbol{\theta})$ | $q_{1}(\boldsymbol{\theta})$ | $q_{2}(\boldsymbol{\theta})$ | $c_{1}$ | $c_{2}$ | sampling from |
| $\begin{gathered} \hline \text { Bridge Identity - Eq. (8.59) } \\ \text { Bridge Identity - Eq. (8.71) } \\ \text { Identity - Eq. (8.49) } \\ \text { Umbrella - Eq. }(8.50) \\ \hline \end{gathered}$ | $\begin{gathered} \alpha_{2}(\boldsymbol{\theta}) \\ \frac{q_{3}(\boldsymbol{\theta})}{q_{2}\left(\boldsymbol{\theta} q_{1}(\boldsymbol{\theta})\right.} \\ \frac{1}{q_{2}(\boldsymbol{\theta})} \\ \frac{1}{q_{3}(\boldsymbol{\theta})} \end{gathered}$ | $\begin{aligned} & \hline \bar{q}_{2}(\boldsymbol{\theta}) \\ & \bar{q}_{2}(\boldsymbol{\theta}) \\ & \bar{q}_{2}(\boldsymbol{\theta}) \\ & \bar{q}_{3}(\boldsymbol{\theta}) \end{aligned}$ | $\begin{aligned} & \bar{q}_{1}(\boldsymbol{\theta}) \\ & \bar{q}_{1}(\boldsymbol{\theta}) \\ & \bar{q}_{1}(\boldsymbol{\theta}) \\ & \bar{q}_{3}(\boldsymbol{\theta}) \end{aligned}$ | $q_{1}(\boldsymbol{\theta})$ | $q_{2}(\boldsymbol{\theta})$ | $c_{1}$ | $c_{2}$ | $\begin{gathered} \bar{q}_{1}(\boldsymbol{\theta}), \bar{q}_{2}(\boldsymbol{\theta}) \\ \bar{q}_{1}(\boldsymbol{\theta}), \bar{q}_{2}(\boldsymbol{\theta}) \\ \bar{q}_{2}(\boldsymbol{\theta}) \\ \bar{q}_{3}(\boldsymbol{\theta}) \end{gathered}$ |
| For estimating $Z$, with one proposal |  |  |  |  |  |  |  |  |
| Self-norm. IS - Eq. (8.55) <br> IS vers-1 <br> RIS | $\begin{gathered} \hline \frac{1}{q_{3}(\boldsymbol{\theta})} \\ 1 / \bar{q}(\boldsymbol{\theta}) \\ 1 / \pi(\boldsymbol{\theta} \mid \mathbf{y}) \\ \hline \end{gathered}$ | $\begin{gathered} \bar{q}_{3}(\boldsymbol{\theta}) \\ \bar{q}(\boldsymbol{\theta}) \\ \bar{q}(\boldsymbol{\theta}) \\ \hline \end{gathered}$ | $\begin{gathered} \bar{q}_{3}(\boldsymbol{\theta}) \\ P(\boldsymbol{\theta} \mid \mathbf{y}) \\ P(\boldsymbol{\theta} \mid \mathbf{y}) \end{gathered}$ | $\begin{aligned} & \pi(\theta \mid \mathbf{y}) \\ & \pi(\theta \mid \mathbf{y}) \\ & \pi(\theta \mid \mathbf{y}) \end{aligned}$ | $\begin{aligned} & \hline f(\boldsymbol{\theta}) \\ & \bar{q}(\boldsymbol{\theta}) \\ & \bar{q}(\boldsymbol{\theta}) \end{aligned}$ | Z | 1 | $\begin{gathered} \bar{q}_{3}(\boldsymbol{\theta}) \\ \bar{q}(\boldsymbol{\theta}) \\ P(\boldsymbol{\theta} \mid \mathbf{y}) \end{gathered}$ |

For estimating $Z$, with two proposals, $P(\boldsymbol{\theta} \mid \boldsymbol{y})$ and $\bar{q}(\boldsymbol{\theta})$

| Bridge Identity - Eq. (8.60) | $\alpha(\boldsymbol{\theta})$ | $\bar{q}(\boldsymbol{\theta})$ | $P(\boldsymbol{\theta} \mid \mathbf{y})$ | $\pi(\boldsymbol{\theta} \mid \mathbf{y})$ | $\bar{q}(\boldsymbol{\theta})$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Locally-Restricted IS | $\mathbb{I}_{\mathcal{B}}(\boldsymbol{\theta}) / \bar{q}(\boldsymbol{\theta})$ | $\bar{q}(\boldsymbol{\theta})$ | $P(\boldsymbol{\theta} \mid \mathbf{y})$ | $\pi(\boldsymbol{\theta} \mid \mathbf{y})$ | $\bar{q}(\boldsymbol{\theta})$ | $Z$ | 1 | $P(\boldsymbol{\theta} \mid \mathbf{y}), \bar{q}(\boldsymbol{\theta})$ |
| Locally-Restricted RIS | $\mathbb{I}_{\mathcal{B}}(\boldsymbol{\theta}) / \pi(\boldsymbol{\theta} \mid \mathbf{y})$ | $\bar{q}(\boldsymbol{\theta})$ | $P(\boldsymbol{\theta} \mid \mathbf{y})$ | $\pi(\boldsymbol{\theta} \mid \mathbf{y})$ | $\bar{q}(\boldsymbol{\theta})$ |  |  |  |

### 8.4.3. IS based on multiple proposal densities

In this section we consider estimators of $Z$ using samples drawn from more than two proposal densities. These schemes are usually based on the so-called tempering and/or annealing approach.

Reasons for tempering. The idea is again to consider densities that are in some sense "in the middle" between the posterior $P(\boldsymbol{\theta} \mid \mathbf{y})$ and an easier-to-work-with density (e.g. the prior $g(\boldsymbol{\theta})$ or some other proposal density). These densities are usually scaled version of the posterior. Generally, the scale parameter is called temperature. ${ }^{15}$ For this reason, the resulting pdfs are usually named tempered posteriors and correspond to flatter, more diffuse distributions than the standard posterior. The use of the tempered pdfs usually improve the mixing of the MCMC algorithms and foster the exploration of the space $\Theta$. Generally, it helps the Monte Carlo methods (as MCMC and IS) to find the regions of posterior high probability. The number of such middle densities is specified by the user, and in some cases, it is equivalent to the selection of a temperature schedule for linking the prior $g(\boldsymbol{\theta})$ and $P(\boldsymbol{\theta} \mid \mathbf{y})$. This idea is shared by the several methods, such as path sampling, power posterior methods and stepping-stone sampling described below.

First of all, we start with a general IS scheme considering different proposals $\bar{q}_{n}(\boldsymbol{\theta})$ 's. Some of them could be tempered posteriors and the generation would be performed by an MCMC method in this case.

## Multiple Importance Sampling (MIS) estimators

Here, we consider to generate samples from different proposal densities, i.e.,

$$
\begin{equation*}
\boldsymbol{\theta}_{n} \sim \bar{q}_{n}(\boldsymbol{\theta}), \quad n=1, \ldots, N . \tag{8.82}
\end{equation*}
$$

In this scenario, different proper importance weights can be used [28, 27, 26]. The most efficient MIS scheme considers the following weights

$$
\begin{equation*}
w_{n}=\frac{\pi\left(\boldsymbol{\theta}_{n} \mid \mathbf{y}\right)}{\frac{1}{N} \sum_{i=1}^{N} \bar{q}_{i}\left(\boldsymbol{\theta}_{n}\right)}=\frac{\pi\left(\boldsymbol{\theta}_{n} \mid \mathbf{y}\right)}{\psi\left(\boldsymbol{\theta}_{n}\right)}, \tag{8.83}
\end{equation*}
$$

where $\psi\left(\boldsymbol{\theta}_{n}\right)=\frac{1}{N} \sum_{i=1}^{N} \bar{q}_{i}\left(\boldsymbol{\theta}_{n}\right)$. Indeed, considering the set of samples $\left\{\boldsymbol{\theta}_{n}\right\}_{n=1}^{N}$ drawn in a deterministic order, $\boldsymbol{\theta}_{n} \sim \bar{q}_{n}(\boldsymbol{\theta})$, and given a sample $\boldsymbol{\theta}^{*} \in\left\{\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{N}\right\}$ uniformly chosen in

[^12]$\left\{\boldsymbol{\theta}_{n}\right\}_{n=1}^{N}$, then we can write $\boldsymbol{\theta}^{*} \sim \psi\left(\boldsymbol{\theta}_{n}\right)$. The standard MIS estimator is
\[

$$
\begin{align*}
\widehat{Z}=\frac{1}{N} \sum_{n=1}^{N} w_{n} & =\frac{1}{N} \sum_{n=1}^{N} \frac{\pi\left(\boldsymbol{\theta}_{n} \mid \mathbf{y}\right)}{\psi\left(\boldsymbol{\theta}_{n}\right)}  \tag{8.84}\\
& =\frac{1}{N} \sum_{n=1}^{N} \frac{g\left(\boldsymbol{\theta}_{n}\right) \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{n}\right)}{\psi\left(\boldsymbol{\theta}_{n}\right)},  \tag{8.85}\\
& =\frac{1}{N} \sum_{n=1}^{N} \eta_{n} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{n}\right), \quad \boldsymbol{\theta}_{n} \sim \bar{q}_{n}(\boldsymbol{\theta}), \quad n=1, \ldots, N . \tag{8.86}
\end{align*}
$$
\]

where $\eta_{n}=\frac{g\left(\theta_{n}\right)}{\psi\left(\theta_{n}\right)}$. The estimator is unbiased [28]. As in the standard IS scheme, an alternative biased estimator is

$$
\begin{equation*}
\widehat{Z}=\sum_{n=1}^{N} \bar{\eta}_{n} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{n}\right), \quad \boldsymbol{\theta}_{n} \sim \bar{q}_{n}(\boldsymbol{\theta}), \quad n=1, \ldots, N \tag{8.87}
\end{equation*}
$$

where $\bar{\eta}_{n}=\frac{\eta_{n}}{\sum_{i=1}^{\lambda} \eta_{i}}$, so that $\sum_{i=1}^{N} \bar{\eta}_{i}=1$ and we have a convex combination of likelihood values $\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{n}\right)$ 's. It is a generalization of the estimator in Eq. (8.40) and recalled below in Eq. (8.88).

## Tempered posteriors as proposal densities

Let recall the IS vers-2 estimator of $Z$ in Eq. (8.40), which involves a weighted sum of likelihood evaluations at points $\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N}$ drawn from importance density $\bar{q}(\boldsymbol{\theta})$ (but we can evaluate only $q(\boldsymbol{\theta})) \propto \bar{q}(\boldsymbol{\theta})$ ),

$$
\begin{equation*}
\widehat{Z}=\sum_{i=1}^{N} \bar{\rho}_{i} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right), \quad \bar{\rho}_{i}=\frac{\frac{g\left(\boldsymbol{\theta}_{i}\right)}{q\left(\boldsymbol{\theta}_{i}\right)}}{\sum_{n=1}^{N} \frac{g\left(\boldsymbol{\theta}_{n}\right)}{q\left(\boldsymbol{\theta}_{n}\right)}} \propto \frac{g\left(\boldsymbol{\theta}_{i}\right)}{q\left(\boldsymbol{\theta}_{i}\right)}, \tag{8.88}
\end{equation*}
$$

where $\sum_{i=1}^{N} \bar{\rho}_{i}=1$. Let us consider

$$
\bar{q}(\boldsymbol{\theta})=P(\boldsymbol{\theta} \mid \mathbf{y}, \beta) \propto q(\boldsymbol{\theta})=\pi(\boldsymbol{\theta} \mid \mathbf{y}, \beta)=g(\boldsymbol{\theta}) \ell(\mathbf{y} \mid \boldsymbol{\theta})^{\beta},
$$

with $\beta \in[0,1]$. Namely, we use a tempered posterior as importance density. Note that we can evaluate only the unnormalized density $q(\boldsymbol{\theta})$. The IS estimator version 2 can be employed in this case, and we obtain $\bar{\rho}_{i} \propto \frac{g\left(\theta_{i}\right)}{g\left(\theta_{i}\right)\left(\underline{y} \mid \theta_{i}\right)^{\beta}}=\frac{1}{\ell\left(\bar{y} \boldsymbol{\theta}_{i}\right)^{\beta}}$. The resulting IS estimator version 2 is

$$
\begin{align*}
\widehat{Z} & =\frac{\sum_{i=1}^{N} \frac{1}{\ell\left(\mathbf{y} \boldsymbol{\theta}_{i}\right)^{\ell}} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right)}{\sum_{i=1}^{N} \frac{1}{\ell\left(\mathbf{y} \boldsymbol{\theta}_{i}\right)^{\beta}}}  \tag{8.89}\\
& =\frac{\sum_{i=1}^{N} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}^{1}\right)^{1-\beta}}{\sum_{i=1}^{N} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right)^{-\beta}} \quad\left\{\boldsymbol{\theta}_{i}\right\}_{i=1}^{N} \sim P(\boldsymbol{\theta} \mid \mathbf{y}, \beta) \quad(\text { via MCMC }) \tag{8.90}
\end{align*}
$$

This method is denoted below as IS with a tempered posterior as proposal (IS-P). Table 8.9 shows that this technique includes different schemes for different values of $\beta$. Different possible MIS schemes can be also considered, i.e., using Eq. (8.87) for instance [28, 26].

Table 8.9: Different estimators of $Z$ using $\bar{q}(\boldsymbol{\theta}) \propto g(\boldsymbol{\theta}) \ell(\mathbf{y} \mid \boldsymbol{\theta})^{\beta}$ as importance density, with $\beta \in[0,1]$.

| Name | Coefficient $\beta$ | Weights $\bar{\rho}_{i}$ | Estimator $\widehat{Z}=\sum_{i=1}^{N} \bar{\rho}_{i} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right)$ |
| :---: | :---: | :---: | :---: |
| Naive Monte Carlo | $\beta=0$ | $\frac{1}{N}$ | $\frac{1}{N} \sum_{i=1}^{N} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i}\right)$ |
| Harmonic Mean Estimator | $\beta=1$ |  | $\widehat{Z}=\frac{1}{\frac{1}{N} \sum_{i=1}^{N} \frac{1}{\left(y_{0} \theta_{i}\right.}}$ |
| Power posterior as proposal pdf | $0<\beta<1$ |  |  |

Remark 12. One could consider also to draw samples from $N$ different tempered posteriors, $\boldsymbol{\theta}_{n} \sim P\left(\boldsymbol{\theta} \mid \boldsymbol{y}, \beta_{n}\right) \propto g(\boldsymbol{\theta}) \ell(\boldsymbol{y} \mid \boldsymbol{\theta})^{\beta_{n}}$, with $n=1, \ldots, N$, and then apply deterministic mixture idea in (8.87). However, in this case, we cannot evaluate properly the mixture

$$
\psi\left(\boldsymbol{\theta}_{n}\right)=\frac{1}{N} \sum_{i=1}^{N} P\left(\boldsymbol{\theta}_{n} \mid \boldsymbol{y}, \beta_{i}\right)=\frac{1}{N} \sum_{i=1}^{N} \frac{1}{Z\left(\beta_{i}\right)} \pi\left(\boldsymbol{\theta}_{n} \mid \boldsymbol{y}, \beta_{i}\right) .
$$

Here, the issue is a not just a global unknown normalizing constant (as usual): in this case, we do not know the weights of the mixture since all $Z(\beta)=\int_{\Theta} g(\boldsymbol{\theta}) \ell(\boldsymbol{y} \mid \boldsymbol{\theta})^{\beta} d \boldsymbol{\theta}$ are unknown. This problem can be solved using the techniques described in the next sections.

Reverse logistic regression (RLR). In RLR, the idea is to apply IS with the mixture $\psi\left(\boldsymbol{\theta}_{n}\right)$ in the remark above. The normalizing constants $Z\left(\beta_{i}\right)$ are iteratively obtained by maximizing of a suitable log-likelihood, built with the samples from each tempered posterior $P\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{n}\right)[36,56,9]$.

In the next section, we describe an alternative to RLR for employing different tempered posteriors as proposals.

## Stepping-stone (SS) sampling

Consider again $P(\boldsymbol{\theta} \mid \mathbf{y}, \beta) \propto g(\boldsymbol{\theta}) \ell(\mathbf{y} \mid \boldsymbol{\theta})^{\beta}$ and $Z(\beta)=\int_{\Theta} g(\boldsymbol{\theta}) \ell(\mathbf{y} \mid \boldsymbol{\theta})^{\beta} d \boldsymbol{\theta}$. The goal is to estimate $Z=\frac{Z(1)}{Z(0)}$, which can be expressed as the following product, with $\beta_{0}=0$ and $\beta_{K}=1$,

$$
\begin{equation*}
Z=\frac{Z(1)}{Z(0)}=\prod_{k=1}^{K} \frac{Z\left(\beta_{k}\right)}{Z\left(\beta_{k-1}\right)}, \tag{8.91}
\end{equation*}
$$

where $\beta_{k}$ are often chosen as $\beta_{k}=\frac{k}{K}, k=1, \ldots, K$, i.e., with a uniform grid in $[0,1]$. Note that generally $Z(0)=1$, since it is normalizing constant of the prior. The SS method is
based on the following identity,

$$
\begin{aligned}
\mathbb{E}_{P\left(\theta \mid y, \beta_{k-1}\right)}\left[\frac{\pi\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{k}\right)}{\pi\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{k-1}\right)}\right] & =\int_{\Theta} \frac{\pi\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{k}\right)}{\pi\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{k-1}\right)} P\left(\boldsymbol{\theta} \mid y, \beta_{k-1}\right) d \boldsymbol{\theta}, \\
& =\frac{1}{Z\left(\beta_{k-1}\right)} \int_{\Theta} \pi\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{k}\right) d \boldsymbol{\theta}=\frac{Z\left(\beta_{k}\right)}{Z\left(\beta_{k-1}\right)} .
\end{aligned}
$$

Then, the idea of SS sampling is to estimate each ratio $r_{k}=\frac{Z\left(\beta_{k}\right)}{Z\left(\beta_{k-1}\right)}$ by importance sampling as

$$
\begin{align*}
r_{k} & =\frac{Z\left(\beta_{k}\right)}{Z\left(\beta_{k-1}\right)}=\mathbb{E}_{P\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{k-1}\right)}\left[\frac{\pi\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{k}\right)}{\pi\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{k-1}\right)}\right]  \tag{8.92}\\
& =\mathbb{E}_{P\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{k-1}\right)}\left[\frac{\ell(\mathbf{y} \mid \boldsymbol{\theta})^{\beta_{k}}}{\ell(\mathbf{y} \mid \boldsymbol{\theta})^{\beta_{k-1}}}\right]  \tag{8.93}\\
& \approx \widehat{r}_{k}=\frac{1}{N} \sum_{i=1}^{N} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i, k-1}\right)^{\beta_{k}-\beta_{k-1}}, \quad\left\{\boldsymbol{\theta}_{i, k-1}\right\}_{i=1}^{N} \sim P\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{k-1}\right) . \tag{8.94}
\end{align*}
$$

Multiplying all ratio estimates yields the final estimator of $Z$

$$
\begin{equation*}
\widehat{Z}=\prod_{k=1}^{K} \widehat{r}_{k}=\prod_{k=1}^{K}\left(\frac{1}{N} \sum_{i=1}^{N} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i, k-1}\right)^{\beta_{k}-\beta_{k-1}}\right), \quad\left\{\boldsymbol{\theta}_{i, k-1}\right\}_{i=1}^{N} \sim P\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{k-1}\right) . \tag{8.95}
\end{equation*}
$$

For $K=1$, we come back to the Naive MC estimator. The sampling procedure of the SS method is graphically represented in Figure 8.2.

Remark 13. The SS estimator is unbiased, since it is a product of unbiased estimators.

The two following methods, path sampling and power posteriors, estimate $\log Z$ instead of $Z$.

| $\beta_{0}=0$ | $\boldsymbol{\theta}_{1,0}$ | $\boldsymbol{\theta}_{2,0}$ | $\cdots$ | $\boldsymbol{\theta}_{N, 0} \sim g(\boldsymbol{\theta})$ |
| :---: | :---: | :---: | :---: | :---: |
| $\beta_{1}$ | $\boldsymbol{\theta}_{1,1}$ | $\boldsymbol{\theta}_{2,1}$ | $\cdots$ | $\boldsymbol{\theta}_{N, 1} \sim P\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{1}\right)$ |
|  |  |  |  |  |
| $\downarrow$ |  |  |  |  |
| $\beta_{K-1}$ | $\boldsymbol{\theta}_{1, K-1}$ | $\boldsymbol{\theta}_{2, K-1}$ | $\cdots$ | $\boldsymbol{\theta}_{N, K-1} \sim P\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{K-1}\right)$ |
| $\beta_{0}=0 \leq \beta_{1} \leq \beta_{2} \ldots \leq \beta_{K-1} \leq \beta_{K}=1$ |  |  |  |  |

Figure 8.2: Sampling procedure in the SS method. Note that samples from $P(\boldsymbol{\theta} \mid \mathbf{y})\left(\beta_{K}=1\right)$ are not considered. It is relevant to compare this figure with Figures 8.4-8.5 in the next section.

## Path sampling (a.k.a., thermodynamic integration)

More specifically, the method of path sampling for estimating $\frac{c_{1}}{c_{2}}$ relies on the idea of building and drawing samples from a sequence of distributions linking $\bar{q}_{1}(\boldsymbol{\theta})$ and $\bar{q}_{2}(\boldsymbol{\theta})$ (a
continuous path). For the purpose of estimating only one constant, the marginal likelihood $Z$, we set $\bar{q}_{2}(\boldsymbol{\theta})=g(\boldsymbol{\theta})$ and $\bar{q}_{1}(\boldsymbol{\theta})=P(\boldsymbol{\theta} \mid \mathbf{y})$ and we link them by a univariate path with parameter $\beta$. Let

$$
\begin{equation*}
\pi(\boldsymbol{\theta} \mid \mathbf{y}, \beta), \quad \beta \in[0,1] \tag{8.96}
\end{equation*}
$$

denote a sequence of (probably unnormalized except for $\beta=0$ ) densities such $\pi(\boldsymbol{\theta} \mid \mathbf{y}, \beta=$ $0)=g(\boldsymbol{\theta})$ and $\pi(\boldsymbol{\theta} \mid \mathbf{y}, \beta=1)=\pi(\boldsymbol{\theta} \mid \mathbf{y})$. More generally, we could consider $\pi(\boldsymbol{\theta} \mid \mathbf{y}, \beta=0)=$ $\bar{q}(\boldsymbol{\theta})$ where $\bar{q}(\boldsymbol{\theta})$ is a generic normalized proposal density, possibly closer to the posterior than $g(\boldsymbol{\theta})$. The path sampling method for estimating the marginal likelihood is based on expressing $\log Z$ as

$$
\begin{equation*}
\log Z=\mathbb{E}_{p(\boldsymbol{\theta}, \mid \mathbf{y})}\left[\frac{U(\boldsymbol{\theta}, \beta)}{p(\beta)}\right], \quad \text { with } U(\boldsymbol{\theta}, \beta)=\frac{\partial}{\partial \beta} \log \pi(\boldsymbol{\theta} \mid \mathbf{y}, \beta) \tag{8.97}
\end{equation*}
$$

where the expectation is w.r.t. the joint $p(\boldsymbol{\theta}, \beta \mid \mathbf{y})=\frac{1}{Z(\beta)} \pi(\boldsymbol{\theta} \mid \mathbf{y}, \beta) p(\beta)$, being $Z(\beta)$ the normalizing constant of $\pi(\theta \mid \mathbf{y}, \beta)$ and $p(\beta)$ represents a density for $\beta \in[0,1]$. Indeed, we have

$$
\begin{align*}
\mathbb{E}_{p(\theta, \beta \mid \mathbf{y})}\left[\frac{U(\boldsymbol{\theta}, \beta)}{p(\beta)}\right] & =\int_{\Theta} \int_{0}^{1} \frac{1}{p(\beta)}\left[\frac{\partial}{\partial \beta} \log \pi(\boldsymbol{\theta} \mid \mathbf{y}, \beta)\right] \frac{\pi(\boldsymbol{\theta} \mid \mathbf{y}, \beta)}{Z(\beta)} p(\beta) d \boldsymbol{\theta} d \beta \\
& =\int_{\Theta} \int_{0}^{1} \frac{1}{\pi(\boldsymbol{\theta} \mid \mathbf{y}, \beta)}\left[\frac{\partial}{\partial \beta} \pi(\boldsymbol{\theta} \mid \mathbf{y}, \beta)\right] \frac{\pi(\boldsymbol{\theta} \mid \mathbf{y}, \beta)}{Z(\beta)} d \boldsymbol{\theta} d \beta \\
& =\int_{\Theta} \int_{0}^{1} \frac{1}{Z(\beta)} \frac{\partial}{\partial \beta} \pi(\boldsymbol{\theta} \mid \mathbf{y}, \beta) d \boldsymbol{\theta} d \beta \\
& =\int_{0}^{1} \frac{1}{Z(\beta)} \frac{\partial}{\partial \beta}\left(\int_{\Theta} \pi(\boldsymbol{\theta} \mid \mathbf{y}, \beta) d \boldsymbol{\theta}\right) d \beta \\
& =\int_{0}^{1} \frac{1}{Z(\beta)} \frac{\partial}{\partial \beta} Z(\beta) d \beta \\
& =\int_{0}^{1} \frac{\partial}{\partial \beta} \log Z(\beta) d \beta=\log Z(1)-\log Z(0)=\log Z \tag{8.98}
\end{align*}
$$

where we substituted $Z(\beta=1)=Z(1)=Z$ and $Z(\beta=0)=Z(0)=1$. Thus, using a sample $\left\{\boldsymbol{\theta}_{i}, \beta_{i}\right\}_{i=1}^{N} \sim p(\boldsymbol{\theta}, \beta \mid \mathbf{y})$, we can write the path sampling estimator for $\log Z$

$$
\begin{equation*}
\widehat{\log Z}=\frac{1}{N} \sum_{i=1}^{N} \frac{U\left(\boldsymbol{\theta}_{i}, \beta_{i}\right)}{p\left(\beta_{i}\right)}, \quad\left\{\boldsymbol{\theta}_{i}, \beta_{i}\right\}_{i=1}^{N} \sim p(\boldsymbol{\theta}, \beta \mid \mathbf{y}) . \tag{8.99}
\end{equation*}
$$

The samples from $p(\boldsymbol{\theta}, \beta \mid \mathbf{y})$ may be obtained by first drawing $\beta^{\prime}\left(\beta_{i}\right)$ from $p(\beta)$ and then applying some MCMC steps to draw from $P\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta^{\prime}\right) \propto \pi\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta^{\prime}\right)$ given $\beta^{\prime}$. Therefore, in path sampling, we have to choose (a) the path and (b) and the prior $p(\beta)$. A discussion regarding the optimal choices of the path and $p(\beta)$, see [35]. The optimal path for linking any two given densities is impractical as it depends on the normalizing constants being estimated. The geometric path described below, although suboptimal, is generic and simple to implement.

Geometric path. Often a geometric path is employed,

$$
\begin{align*}
\pi(\boldsymbol{\theta} \mid \mathbf{y}, \beta) & =g(\boldsymbol{\theta})^{1-\beta} \pi(\boldsymbol{\theta} \mid \mathbf{y})^{\beta} \\
& =g(\boldsymbol{\theta}) \ell(\mathbf{y} \mid \boldsymbol{\theta})^{\beta}, \quad \beta \in[0,1] . \tag{8.100}
\end{align*}
$$

Note that $\pi(\boldsymbol{\theta} \mid \mathbf{y}, \beta)$ is the posterior with a powered, "less informative" -"wider" likelihood (for this reason, $\boldsymbol{\pi}(\boldsymbol{\theta} \mid \mathbf{y}, \beta)$ is often called a "power posterior"). In this case, we have

$$
U(\boldsymbol{\theta}, \beta)=\frac{\partial}{\partial \beta} \log \pi(\boldsymbol{\theta} \mid \mathbf{y}, \beta)=\log \ell(\mathbf{y} \mid \boldsymbol{\theta}),
$$

so the path sampling identity becomes

$$
\begin{equation*}
\log Z=\mathbb{E}_{p(\theta, \beta \mid \mathbf{y})}\left[\frac{\log \ell(\mathbf{y} \mid \boldsymbol{\theta})}{p(\beta)}\right], \tag{8.101}
\end{equation*}
$$

which is also used in the power posterior method of [31], described in Section 8.4.3.

## Connections among path sampling, bridge sampling and stepping-stones

The path sampling method can be motivated from bridge sampling by applying the bridge sampling identity in (8.71) in a chain fashion. Assume we have $K+1$ densities $P\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{k}\right)=$ $\pi\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{k}\right) / Z\left(\beta_{k}\right), k=0, \ldots, K$ from which we can draw samples, with endpoints $P\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{0}=\right.$ $0)=g(\boldsymbol{\theta})$ and $P\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{K}=1\right)=P(\boldsymbol{\theta} \mid \mathbf{y})$. We can express $Z=Z\left(\beta_{K}\right)=Z(1)$ as follows

$$
\begin{equation*}
Z=\prod_{k=1}^{K} \frac{Z\left(\beta_{k}\right)}{Z\left(\beta_{k-1}\right)}=\prod_{k=1}^{K} \frac{\mathbb{E}_{P\left(\theta \mid y, \beta_{k-1}\right)}\left[\frac{\pi\left(\theta \mid y, \beta_{k-\frac{1}{2}}\right)}{\pi\left(\theta \mid y, \beta_{k}\right)}\right]}{\mathbb{E}_{P\left(\theta \mid y, \beta_{k}\right)}\left[\frac{\pi\left(\theta \mid \mathbf{y}, \beta_{k-\frac{1}{2}}\right)}{\pi\left(\theta|y| \beta_{k}\right)}\right]} . \tag{8.102}
\end{equation*}
$$

Note that we have applied the bridge sampling identity in Eq. (8.71) to each ratio $\frac{Z\left(\beta_{k}\right)}{Z\left(\beta_{k-1}\right)}$, using $K-1$ middle densities $\pi\left(\theta \mid \mathbf{y}, \beta_{k-\frac{1}{2}}\right)$. We can approximate the $k$-th term by using samples from $P\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{k-1}\right)$ and $P\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{k}\right)$, and take the product to obtain the final estimator of $Z$. Taking the logarithm of the above expression, as $K \rightarrow \infty$, results in the basic identity of path sampling for estimating $Z$ in Eq. (8.97) [35]. In this sense, path sampling can be interpreted as a continuous application of bridge sampling steps. The difference with SS method is that it employs another identity, in (8.92), for estimating the ratios $\frac{Z\left(\beta_{k}\right)}{Z\left(\beta_{k-1}\right)}$. Figure 8.3 summarizes the relationships among the identities (8.49)-(8.71) and their multi-stages extensions: the SS method and path sampling scheme, respectively.

$$
\begin{aligned}
& \text { Pre-umbrella identity in Eq. (8.49) } \xrightarrow{\text { multi-stages }} \text { SS method } \\
& \text { Bridge identity in Eq. }(8.71) \longrightarrow \text { Path Sampling }
\end{aligned}
$$

Figure 8.3: Relationships among the identities (8.49)-(8.71) and their multi-stages extensions: the SS method and path sampling scheme, respectively.

## Method of Power Posteriors

The previous expression (8.101) can also be converted into an integral in $[0,1]$ as follows

$$
\begin{align*}
\log Z & =\mathbb{E}_{p(\boldsymbol{\theta}, \beta \mathbf{|})}\left[\frac{\log \ell(\mathbf{y} \mid \boldsymbol{\theta})}{p(\beta)}\right] \\
& =\int_{0}^{1} d \beta \int_{\Theta} \frac{\log \ell(\mathbf{y} \mid \boldsymbol{\theta})}{p(\beta)} \frac{\pi(\boldsymbol{\theta} \mid \mathbf{y}, \beta)}{Z(\beta)} p(\beta) d \boldsymbol{\theta}, \\
& =\int_{0}^{1} d \beta \int_{\Theta}^{\log \ell(\mathbf{y} \mid \boldsymbol{\theta}) \frac{\pi(\boldsymbol{\theta} \mid \mathbf{y}, \beta)}{Z(\beta)} d \boldsymbol{\theta},} \\
& =\int_{0}^{1} \mathbb{E}_{P(\theta \mid \mathbf{y}, \beta)}[\log \ell(\mathbf{y} \mid \boldsymbol{\theta})] d \beta \tag{8.103}
\end{align*}
$$

where $P(\boldsymbol{\theta} \mid \mathbf{y}, \beta)=\frac{\pi(\theta \mid \mathbf{y}, \beta)}{Z(\beta)}$ is a power posterior. The power posterior method aims at estimating the integral above by applying a quadrature rule. For instance, choosing a discretization $0=\beta_{0}<\beta_{1}<\cdots<\beta_{K-1}<\beta_{K}=1$, leads to approximations of order 0 ,

$$
\begin{equation*}
\widehat{\log Z}=\sum_{k=1}^{K}\left(\beta_{k}-\beta_{k-1}\right) \mathbb{E}_{P\left(\theta \mid \mathbf{y}, \beta_{k-1}\right)}[\log \ell(\mathbf{y} \mid \boldsymbol{\theta})] \tag{8.104}
\end{equation*}
$$

or order 1 (trapezoidal rule),

$$
\begin{equation*}
\widehat{\log Z}=\sum_{k=1}^{K}\left(\beta_{k}-\beta_{k-1}\right) \frac{\mathbb{E}_{P\left(\theta \mid \mathbf{y}, \beta_{k}\right)}[\log \ell(\mathbf{y} \mid \boldsymbol{\theta})]+\mathbb{E}_{P\left(\theta \mid \mathbf{y}, \beta_{k-1}\right)}[\log \ell(\mathbf{y} \mid \boldsymbol{\theta})]}{2} \tag{8.105}
\end{equation*}
$$

where the expected values w.r.t. the power posteriors can be independently approximated via MCMC,

$$
\begin{equation*}
\mathbb{E}_{P\left(\theta \mid \mathbf{y}, \beta_{k}\right)}[\log \ell(\mathbf{y} \mid \boldsymbol{\theta})] \approx \frac{1}{N} \sum_{i=1}^{N} \log \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i, k}\right), \quad\left\{\boldsymbol{\theta}_{i, k}\right\}_{i=1}^{N} \sim P\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{k}\right), \quad k=0, \ldots, K . \tag{8.106}
\end{equation*}
$$

Remark 14. The identity (8.103) of method of power posteriors is derived by the path sampling identity with a geometric path, as shown in (8.100)-(8.101). In this sense, the method of power posteriors is a special case of path sampling. However, unlike in path sampling, the final approximation (8.105) is based on a deterministic quadrature.

Remark 15. Note that the approximation in Eq. (8.105) is biased due to using a deterministic quadrature, unlike the path sampling approximation in Eq. (8.99) which is unbiased.

Remark 16. The need of using several values $\beta_{i}$ (i.e., several tempered posteriors) seems apparent in the estimator (8.99)-(8.105). For instance, in (8.105), the choice a small value of $K$ yields a poor approximation of the integral (8.103). This is not the case in the SS method.

Extensions. Several improvements of the method of power posterior have been proposed in the literature [30, 80]. In [30], the authors note that the derivative of the integrand in (8.103) corresponds to

$$
\begin{equation*}
\frac{d}{d \beta} \mathbb{E}_{P(\theta \mid \mathbf{y}, \beta)}[\log \ell(\mathbf{y} \mid \boldsymbol{\theta})]=\operatorname{var}_{P(\theta \mid \mathbf{y}, \beta)}[\log \ell(\mathbf{y} \mid \boldsymbol{\theta})] \tag{8.107}
\end{equation*}
$$

so they propose to use this information to refine the trapezoidal rule in (8.105) by adding additional terms

$$
\begin{align*}
& \widehat{\log Z}=\sum_{k=1}^{K}\left(\beta_{k}-\beta_{k-1}\right) \frac{\mathbb{E}_{P\left(\theta \mid y, \beta_{k}\right)}[\log \ell(\mathbf{y} \mid \boldsymbol{\theta})]+\mathbb{E}_{P\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{k-1}\right)}[\log \ell(\mathbf{y} \mid \boldsymbol{\theta})]}{2}-  \tag{8.108}\\
& \quad \sum_{k=1}^{K} \frac{\left(\beta_{k}-\beta_{k-1}\right)^{2}}{12}\left[\operatorname{var}_{P\left(\theta \mid \mathbf{y}, \beta_{k}\right)}[\log \ell(\mathbf{y} \mid \boldsymbol{\theta})]-\operatorname{var}_{P\left(\theta \mid \mathbf{y}, \beta_{k-1}\right)}[\log \ell(\mathbf{y} \mid \boldsymbol{\theta})]\right], \tag{8.109}
\end{align*}
$$

This improvement comes at no extra cost since the same MCMC samples, used to estimate the expectations in (8.106), can be also used to estimate the variances in (8.109). They also propose constructing the temperature ladder recursively, starting from $\beta_{0}=0$ and $\beta_{K}=1$, by leveraging the estimates of $\mathbb{E}_{P\left(\theta \mid \mathbf{y}, \beta_{k}\right)}[\log \ell(\mathbf{y} \mid \boldsymbol{\theta})]$ and $\operatorname{var}_{P\left(\theta \mid \mathbf{y}, \beta_{k}\right)}[\log \ell(\mathbf{y} \mid \boldsymbol{\theta})]$ (for further details see [30, Sect. 2.2]). In [80], they propose the use of control variates, a variance reduction technique, in order to improve the statistical efficiency of the estimator (8.105). However, this can only be applied in settings where $\nabla_{\boldsymbol{\theta}} \log P(\boldsymbol{\theta} \mid \mathbf{y}, \beta)$ is available.

## On the selection of $\beta_{k}$

The method of power posteriors and SS sampling require setting an increasing sequence of $\beta$ 's. Some strategies for selecting the sequence of values $\beta_{k}$ 's, with $\beta_{0}=0$ and $\beta_{K}=$ 1 , are discussed, e.g., in $[31,30,106]$. A uniform sequence $\beta_{k}=\frac{k}{K}$ for $k=0, \ldots, K$ can be considered, although [31] recommends putting more values near $\beta=0$, since it is where $P(\boldsymbol{\theta} \mid \mathbf{y}, \beta)$ is changing more rapidly. More generally, we can consider $\beta_{k}=$ $\left(\frac{k}{K}\right)^{1 / \alpha}$. For choice of $\alpha \in[0,1]$, the values $\beta_{k}$ are evenly-spaced quantiles of a $\operatorname{Beta}(\alpha, 1)$, concentrating more and more near $\beta=0$ as $\alpha$ decreases to 0 [106].

The path sampling method requires defining a prior density $p(\beta)$ from which samples are drawn. It can be shown that, for any given path, the optimal choice of $p(\beta)$ is a generalized local Jeffreys prior [35, Sect. 4.1].

## Connection between stepping-stone and power posteriors methods

Taking the logarithm of the SS estimator (8.95), we obtain

$$
\log \widehat{Z}_{\mathrm{SS}}=\sum_{k=1}^{K} \log \left(\frac{1}{N} \sum_{i=1}^{N} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i, k-1}\right)^{\beta_{k}-\beta_{k-1}}\right) .
$$

Applying the Jensen inequality and property of the logarithm, we can write

$$
\begin{aligned}
\log \widehat{Z}_{\mathrm{SS}} & \geq \sum_{k=1}^{K}\left(\frac{1}{N} \sum_{i=1}^{N} \log \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i, k-1}\right)^{\beta_{k}-\beta_{k-1}}\right) \\
& \geq \sum_{k=1}^{K}\left(\beta_{k}-\beta_{k-1}\right)\left(\frac{1}{N} \sum_{i=1}^{N} \log \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{i, k-1}\right)\right) .
\end{aligned}
$$

The last expression is the estimator of the power posteriors method of order 0 , i.e., replacing Eq. (8.106) into (8.104). If we denote here this estimator here as $\widehat{\log Z_{P P}}$, then we have $\log \widehat{Z}_{\mathrm{SS}} \geq \widehat{\log Z_{P P}}$. Recall also the SS estimator is unbiased.

### 8.5. Advanced schemes combining MCMC and IS

In the previous sections, we have already introduced several methods which require the use of MCMC algorithms in order to draw from complex proposal densities. The RIS estimator, path sampling, power posteriors and the SS sampling schemes are some examples. All these previous schemes could be assigned to the family of "MCMC-withinIS" techniques. In this section, we describe more sophisticated schemes for estimating the evidence, which combine MCMC and IS techniques: Annealed Importance Sampling (An-IS) in Section 8.5.1, Sequential Monte Carlo (SMC) in Section 8.5.2, Multiple Try Metropolis (MTM) in Section 8.5.3, and Layered Adaptive importance Sampling (LAIS) in Section 8.5.4. An-IS and SMC can be also considered "MCMC-within-IS" techniques. They provide alternative ways to employ tempered posteriors and are related to SS method, described in the previous section. We also discuss the use of MCMC transitions and resampling steps for design efficient AIS schemes. The MTM algorithm described here is an MCMC method, which belongs to the family of "IS-within-MCMC" techniques. Indeed, internal IS steps are used for proposing good candidates as new state of the chain. LAIS is an AIS scheme driven by MCMC transitions. Since the the adaptation and sampling parts can be completely separated, LAIS can be considered as a "IS-after-MCMC" technique.

### 8.5.1. MCMC-within-IS: weighted samples after MCMC iterations

In this section, we will see how to properly weight samples obtained by different MCMC iterations. We denote as $K(\mathbf{z} \mid \boldsymbol{\theta})$ the transition kernel which summarizes all the steps of the employed MCMC algorithm. Note that generally $K(\mathbf{z} \mid \boldsymbol{\theta})$ cannot be evaluated. However,
we can use MCMC kernels $K(\mathbf{z} \mid \boldsymbol{\theta})$ in the same fashion as proposal densities, considering the concept of the so-called proper weighting [54, 63].

## Weighting a sample after one MCMC iteration

Let us consider the following procedure:

1. Draw $\boldsymbol{\theta}_{0} \sim q(\boldsymbol{\theta})$ (where $q(\boldsymbol{\theta})$ is normalized, for simplicity).
2. Draw $\boldsymbol{\theta}_{1} \sim K\left(\boldsymbol{\theta}_{1} \mid \boldsymbol{\theta}_{0}\right)$, where the kernel $K$ leaves invariant density $\bar{\eta}(\boldsymbol{\theta})=\frac{1}{c} \eta(\boldsymbol{\theta})$, i.e.,

$$
\begin{equation*}
\int_{\Theta} K\left(\boldsymbol{\theta}^{\prime} \mid \boldsymbol{\theta}\right) \bar{\eta}(\boldsymbol{\theta}) d \boldsymbol{\theta}=\bar{\eta}\left(\boldsymbol{\theta}^{\prime}\right) . \tag{8.110}
\end{equation*}
$$

3. Assign to $\boldsymbol{\theta}_{1}$ the weight

$$
\begin{equation*}
\rho\left(\boldsymbol{\theta}_{0}, \boldsymbol{\theta}_{1}\right)=\frac{\eta\left(\boldsymbol{\theta}_{0}\right)}{q\left(\boldsymbol{\theta}_{0}\right)} \frac{\pi\left(\boldsymbol{\theta}_{1} \mid \mathbf{y}\right)}{\eta\left(\boldsymbol{\theta}_{1}\right)} . \tag{8.111}
\end{equation*}
$$

This weight is proper in the sense that can be used for building unbiased estimator $Z$ (or other moments $P(\boldsymbol{\theta} \mid \mathbf{y})$ ), as described in the Liu's definition [88, Section 14.2], [54, Section 2.5.4]. Indeed, we can write

$$
\begin{align*}
\mathbb{E}\left[\rho\left(\boldsymbol{\theta}_{0}, \boldsymbol{\theta}_{1}\right)\right] & =\int_{\Theta} \int_{\Theta} \rho\left(\boldsymbol{\theta}_{0}, \boldsymbol{\theta}_{1}\right) K\left(\boldsymbol{\theta}_{1} \mid \boldsymbol{\theta}_{0}\right) q\left(\boldsymbol{\theta}_{0}\right) d \boldsymbol{\theta}_{0} d \boldsymbol{\theta}_{1}, \\
& =\int_{\Theta} \int_{\Theta} \frac{\eta\left(\boldsymbol{\theta}_{0}\right)}{q\left(\boldsymbol{\theta}_{0}\right)} \frac{\pi\left(\boldsymbol{\theta}_{1}\right)}{\eta\left(\boldsymbol{\theta}_{1}\right)} K\left(\boldsymbol{\theta}_{1} \mid \boldsymbol{\theta}_{0}\right) q\left(\boldsymbol{\theta}_{0}\right) d \boldsymbol{\theta}_{0} d \boldsymbol{\theta}_{1}, \\
& =\int_{\Theta} \frac{\pi\left(\boldsymbol{\theta}_{1}\right)}{\eta\left(\boldsymbol{\theta}_{1}\right)}\left[\int_{\Theta} \eta\left(\boldsymbol{\theta}_{0}\right) K\left(\boldsymbol{\theta}_{1} \mid \boldsymbol{\theta}_{0}\right) d \boldsymbol{\theta}_{0}\right] d \boldsymbol{\theta}_{1}, \\
& =\int_{\Theta} \frac{\pi\left(\boldsymbol{\theta}_{1}\right)}{c \bar{\eta}\left(\boldsymbol{\theta}_{1}\right)} c \bar{\eta}\left(\boldsymbol{\theta}_{1}\right) d \boldsymbol{\theta}_{1}=\int_{\Theta} \pi\left(\boldsymbol{\theta}_{1} \mid \mathbf{y}\right) d \boldsymbol{\theta}_{1}=Z . \tag{8.112}
\end{align*}
$$

Note that if $\eta(\boldsymbol{\theta}) \equiv \pi(\boldsymbol{\theta} \mid \mathbf{y})$ then $\rho\left(\boldsymbol{\theta}_{1}\right)=\frac{\pi\left(\boldsymbol{\theta}_{0} \mid \mathbf{y}\right)}{q\left(\boldsymbol{\theta}_{0}\right)}$, i.e., the IS weights remain unchanged after an MCMC iteration with invariant density $\pi(\boldsymbol{\theta} \mid \mathbf{y})$. Hence, if we repeat the procedure above $N$ times generating $\left\{\boldsymbol{\theta}_{0}^{(n)}, \boldsymbol{\theta}_{1}^{(n)}\right\}_{n=1}^{N}$, we can build the following unbiased estimator of the $Z$,

$$
\begin{equation*}
\widehat{Z}=\frac{1}{N} \sum_{n=1}^{N} \rho\left(\boldsymbol{\theta}_{0}^{(n)}, \boldsymbol{\theta}_{1}^{(n)}\right)=\frac{1}{N} \sum_{n=1}^{N} \frac{\eta\left(\boldsymbol{\theta}_{0}^{(n)}\right)}{q\left(\boldsymbol{\theta}_{0}^{(n)}\right)} \frac{\pi\left(\boldsymbol{\theta}_{1}^{(n)} \mid \mathbf{y}\right)}{\eta\left(\boldsymbol{\theta}_{1}^{(n)}\right)} \tag{8.113}
\end{equation*}
$$

In the next section, we extend this idea where different MCMC updates are applied, each one addressing a different invariant density.

## Annealed Importance Sampling (An-IS)

In the previous section, we have considered the application of one MCMC kernel $K\left(\boldsymbol{\theta}_{1} \mid \boldsymbol{\theta}_{0}\right)$ (that could be formed by different MCMC steps). Below, we consider the application of several MCMC kernels addressing different target pdfs, and show their consequence in the
weighting strategy. We consider again a sequence of tempered versions of the posterior, $\pi_{1}(\boldsymbol{\theta} \mid \mathbf{y}), \pi_{2}(\boldsymbol{\theta} \mid \mathbf{y}), \ldots, \pi_{L}(\boldsymbol{\theta} \mid \mathbf{y}) \equiv \pi(\boldsymbol{\theta} \mid \mathbf{y})$, where the $L$-th version, $\pi_{L}(\boldsymbol{\theta} \mid \mathbf{y})$, coincides with the target function $\pi(\boldsymbol{\theta} \mid \mathbf{y})$. One possibility is to considered $\pi_{i}(\boldsymbol{\theta} \mid \mathbf{y})=[\pi(\boldsymbol{\theta} \mid \mathbf{y})]^{\beta_{i}}=g(\boldsymbol{\theta})^{\beta_{i}} \ell(\mathbf{y} \mid \boldsymbol{\theta})^{\beta_{i}}$ or tempered posteriors,

$$
\begin{equation*}
\pi_{i}(\boldsymbol{\theta} \mid \mathbf{y})=g(\boldsymbol{\theta}) \ell(\mathbf{y} \mid \boldsymbol{\theta})^{\beta_{i}} \quad \text { where } \quad 0 \leq \beta_{1} \leq \beta_{2} \leq \ldots \leq \beta_{L}=1 \tag{8.114}
\end{equation*}
$$

as in path sampling and power posteriors. In any case, smaller $\beta$ values correspond to flatter distributions. ${ }^{16}$ The use of the tempered sequence of target pdfs usually improve the mixing of the algorithm and foster the exploration of the space $\Theta$. Since only the last function is the true target, $\pi_{L}(\boldsymbol{\theta} \mid \mathbf{y})=\pi(\boldsymbol{\theta} \mid \mathbf{y})$, different schemes have been proposed for suitable weighting the final samples.
Let us consider conditional $L-1$ kernels $K_{i}(\mathbf{z} \mid \boldsymbol{\theta})$ (with $L \geq 2$ ), representing the probability of different MCMC updates of jumping from the state $\boldsymbol{\theta}$ to the state $\mathbf{z}$ (note that each $K_{i}$ can summarize the application of several MCMC steps), each one leaving invariant a different tempered target, $P_{i}(\boldsymbol{\theta} \mid \mathbf{y}) \propto \pi_{i}(\boldsymbol{\theta} \mid \mathbf{y})$. The Annealed Importance Sampling (An-IS) is given in Table 8.10. Note that, when $L=2$, we have $\rho_{1}^{(n)}=\frac{\pi_{1}\left(\theta_{1}^{(n)} \mid y\right)}{q\left(\theta_{0}^{(n)}\right)} \frac{\pi\left(\theta_{1}^{(n)} \mid \mathbf{y}\right)}{\pi_{1}\left(\theta_{1}^{(n)} \mid y\right)}$. If,

Table 8.10: Annealed Importance Sampling (An-IS)

1. Draw $N$ samples $\boldsymbol{\theta}_{0}^{(n)} \sim P_{0}(\boldsymbol{\theta} \mid \mathbf{y})$ (usually $g(\boldsymbol{\theta})$ ) for $n=1, \ldots, N$.
2. For $k=1, \ldots, L-1$ :
(a) Draw $\boldsymbol{\theta}_{k}^{(n)} \sim K_{k}\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}_{k-1}^{(n)}\right)$ leaving invariant $P_{k}(\boldsymbol{\theta} \mid \mathbf{y})$ for $n=1, \ldots, N$, i.e., we generate $N$ samples using an MCMC with invariant distribution $P_{k}(\boldsymbol{\theta} \mid \mathbf{y})$ (with different starting points $\boldsymbol{\theta}_{k-1}^{(n)}$ ).
(b) Compute the weight associated to the sample $\boldsymbol{\theta}_{k}^{(n)}$, for $n=1, \ldots, N$,

$$
\begin{equation*}
\rho_{k}^{(n)}=\prod_{i=0}^{k} \frac{\pi_{i+1}\left(\boldsymbol{\theta}_{i}^{(n)} \mid \mathbf{y}\right)}{\pi_{i}\left(\boldsymbol{\theta}_{i}^{(n)} \mid \mathbf{y}\right)}=\rho_{k-1}^{(n)} \frac{\pi_{k+1}\left(\boldsymbol{\theta}_{k}^{(n)} \mid \mathbf{y}\right)}{\pi_{k}\left(\boldsymbol{\theta}_{k}^{(n)} \mid \mathbf{y}\right)} . \tag{8.115}
\end{equation*}
$$

3. Return the weighted sample $\left\{\boldsymbol{\theta}_{L-1}^{(n)}, \rho_{L-1}^{(n)}\right\}_{n=1}^{N}$. The estimator of the marginal likelihood is

$$
\widehat{Z}=\frac{1}{N} \sum_{n=1}^{N} \rho_{L-1}^{(n)}
$$

Combinations of An-IS with path sampling and power posterior methods can be also considered, employing the information of the rest of intermediate densities.
$\pi_{1}=\pi_{2}=\ldots=\pi_{L-1}=\eta \neq \pi$, then the weight is $\rho_{L-1}=\frac{\eta\left(\theta_{0}^{(n)}\right)}{P_{0}\left(\theta_{0}^{(n)} \mid \mathbf{y}\right)} \frac{\pi\left(\theta_{\theta_{-1}^{(n)} \mid}^{(n)} \mid \boldsymbol{y}\right)}{\eta\left(\theta_{L-1}^{(n)}\right)}$.

[^13]The method above can be modified by incorporating an additional MCMC transition $\boldsymbol{\theta}_{L} \sim K_{L}\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}_{L-1}\right)$, which leaves invariant $P_{L}(\boldsymbol{\theta} \mid \mathbf{y})=P(\boldsymbol{\theta} \mid \mathbf{y})$. However, since $P_{L}(\boldsymbol{\theta} \mid \mathbf{y})$ is the true target pdf, as we have seen above the weight remains unchanged (see the case $\bar{\eta}(\boldsymbol{\theta})=P(\boldsymbol{\theta} \mid \mathbf{y})$ in the previous section). Hence, in this scenario, the output would be $\left\{\boldsymbol{\theta}_{L}^{(n)}, \rho_{L}^{(n)}\right\}=\left\{\boldsymbol{\theta}_{L}^{(n)}, \rho_{L-1}^{(n)}\right\}$, i.e., $\rho_{L}^{(n)}=\rho_{L-1}^{(n)}$. This method has been proposed in [78] but similarly schemes can be found in [17, 37].

Remark 17. The stepping-stones (SS) sampling method described in Section 8.4.3 is strictly connected to an Ann-IS scheme. See Figures 8.2 and 8.4 for a comparison of the sampling procedures.

Interpretation as Standard IS. For the sake of simplicity, here we consider reversible kernels, i.e., each kernel satisfies the detailed balance condition

$$
\begin{equation*}
\pi_{i}(\boldsymbol{\theta} \mid \mathbf{y}) K_{i}(\mathbf{z} \mid \boldsymbol{\theta})=\pi_{i}(\mathbf{z} \mid \mathbf{y}) K_{i}(\boldsymbol{\theta} \mid \mathbf{z}) \quad \text { so that } \quad \frac{K_{i}(\mathbf{z} \mid \boldsymbol{\theta})}{K_{i}(\boldsymbol{\theta} \mid \mathbf{z})}=\frac{\pi_{i}(\mathbf{z} \mid \mathbf{y})}{\pi_{i}(\boldsymbol{\theta} \mid \mathbf{y})} . \tag{8.116}
\end{equation*}
$$

We show that the weighting strategy suggested by An-IS can be interpreted as a standard IS weighting considering the following extended target density, defined in the extended space $\Theta^{L}$,

$$
\begin{equation*}
\pi_{g}\left(\boldsymbol{\theta}_{0}, \boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{L-1} \mid \mathbf{y}\right)=\pi\left(\boldsymbol{\theta}_{L-1} \mid \mathbf{y}\right) \prod_{k=1}^{L-1} K_{k}\left(\boldsymbol{\theta}_{k-1} \mid \boldsymbol{\theta}_{k}\right) . \tag{8.117}
\end{equation*}
$$

Note that $\pi_{g}$ has the true target $\pi$ as a marginal pdf. Let also consider an extended proposal pdf defined as

$$
\begin{equation*}
q_{g}\left(\boldsymbol{\theta}_{0}, \boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{L-1}\right)=P_{0}\left(\boldsymbol{\theta}_{0} \mid \mathbf{y}\right) \prod_{k=1}^{L-1} K_{k}\left(\boldsymbol{\theta}_{k} \mid \boldsymbol{\theta}_{k-1}\right) . \tag{8.118}
\end{equation*}
$$

The standard IS weight of an extended sample $\left[\boldsymbol{\theta}_{0}, \boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{L-1}\right]$ in the extended space $\Theta^{L}$ is

$$
\begin{equation*}
w\left(\boldsymbol{\theta}_{0}, \boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{L-1}\right)=\frac{\pi_{g}\left(\boldsymbol{\theta}_{0}, \boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{L-1} \mid \mathbf{y}\right)}{q_{g}\left(\boldsymbol{\theta}_{0}, \boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{L-1}\right)}=\frac{\pi\left(\boldsymbol{\theta}_{L-1} \mid \mathbf{y}\right) \prod_{k=1}^{L-1} K_{k}\left(\boldsymbol{\theta}_{k-1} \mid \boldsymbol{\theta}_{k}\right)}{P_{0}\left(\boldsymbol{\theta}_{0} \mid \mathbf{y}\right) \prod_{k=1}^{L-1} K_{k}\left(\boldsymbol{\theta}_{k} \mid \boldsymbol{\theta}_{k-1}\right)} . \tag{8.119}
\end{equation*}
$$

Replacing the expression $\frac{K_{i}(\mathbf{z} \mid \theta)}{K_{i}(\theta \mid \mathbf{z})}=\frac{\pi_{i}(\mathbf{z} \mid \mathbf{y})}{\pi_{i}(\theta \mid \mathbf{y})}$ in (8.119), we obtain the Ann-IS weights

$$
\begin{align*}
w\left(\boldsymbol{\theta}_{0}, \boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{L-1}\right) & =\frac{\pi\left(\boldsymbol{\theta}_{L-1} \mid \mathbf{y}\right)}{P_{0}\left(\boldsymbol{\theta}_{0} \mid \mathbf{y}\right)} \prod_{k=1}^{L-1} \frac{\pi_{k}\left(\boldsymbol{\theta}_{k-1} \mid \mathbf{y}\right)}{\pi_{k}\left(\boldsymbol{\theta}_{k} \mid \mathbf{y}\right)},  \tag{8.120}\\
& =\frac{\pi_{1}\left(\boldsymbol{\theta}_{0} \mid \mathbf{y}\right)}{P_{0}\left(\boldsymbol{\theta}_{0} \mid \mathbf{y}\right)} \prod_{k=1}^{L-1} \frac{\pi_{k+1}\left(\boldsymbol{\theta}_{k} \mid \mathbf{y}\right)}{\pi_{k}\left(\boldsymbol{\theta}_{k} \mid \mathbf{y}\right)}=\prod_{k=0}^{L-1} \frac{\pi_{k+1}\left(\boldsymbol{\theta}_{k} \mid \mathbf{y}\right)}{\pi_{k}\left(\boldsymbol{\theta}_{k} \mid \mathbf{y}\right)}=\rho_{L-1}, \tag{8.121}
\end{align*}
$$

where we have used $\pi_{L}(\boldsymbol{\theta} \mid \mathbf{y})=\pi(\boldsymbol{\theta} \mid \mathbf{y})$ and just rearranged the numerator. The sampling procedure in An-IS is graphically represented in Figure 8.4.


Figure 8.4: Sampling procedure in the An-IS method.

### 8.5.2. Weighted samples after MCMC and resampling steps

In this section, we consider also the use of resampling steps jointly with MCMC transitions. The resulting algorithm is quite sophisticated (formed by several components that should by chosen by the user) but it is a very general technique, which includes the classical particle filters, several adaptive IS (AIS) schemes and the An-IS method as special case [76].

## Generic Sequential Monte Carlo

In this section, we describe a sequential IS scheme which encompasses the previous AnnIS algorithm as a special case. The method described here uses jointly MCMC transitions and, additionally, resampling steps as well. It is called Sequential Monte Carlo (SMC), since we have a sequence of target pdfs $\pi_{k}(\boldsymbol{\theta} \mid \mathbf{y}), k=1, \ldots, L$ [76]. This sequence of target densities can be defined by a state-space model as in a classical particle filtering framework (truly sequential scenario, where the goal is to track dynamic parameters). Alternatively, we can also consider a static scenario as in the previous sections, i.e., the resulting algorithm is an iterative importance sampler where we consider a sequence of tempered densities $\pi_{k}(\boldsymbol{\theta} \mid \mathbf{y})=g(\boldsymbol{\theta}) \ell(\mathbf{y} \mid \boldsymbol{\theta})^{\beta_{k}}$, where $0 \leq \beta_{1} \leq \ldots \leq \beta_{L}=1$, as in Eq.(8.114), so that $\pi_{L}(\boldsymbol{\theta} \mid \mathbf{y})=\pi(\boldsymbol{\theta} \mid \mathbf{y})$ [76]. Let us again define an extended proposal density in the domain $\Theta^{k}$,

$$
\begin{equation*}
\widetilde{q}_{k}\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{k}\right)=q_{1}\left(\boldsymbol{\theta}_{1}\right) \prod_{i=2}^{k} F_{i}\left(\boldsymbol{\theta}_{i} \mid \boldsymbol{\theta}_{i-1}\right): \quad \Theta^{k} \rightarrow \mathbb{R} \tag{8.122}
\end{equation*}
$$

where $q_{1}\left(\boldsymbol{\theta}_{1}\right)$ is a marginal proposal and $F_{i}\left(\boldsymbol{\theta}_{i} \mid \boldsymbol{\theta}_{i-1}\right)$ are generic forward transition pdfs, that will be used as partial proposal pdfs. Extending the space from $\Theta^{k}$ to $\Theta^{k+1}$ (increasing its dimension), note that we can write the recursive equation

$$
\widetilde{q}_{k+1}\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{k}, \boldsymbol{\theta}_{k+1}\right)=F_{k+1}\left(\boldsymbol{\theta}_{k+1} \mid \boldsymbol{\theta}_{k}\right) \widetilde{q}_{k}\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{k}\right): \quad \Theta^{k+1} \rightarrow \mathbb{R} .
$$

The marginal proposal pdfs are

$$
\begin{align*}
q_{k}\left(\boldsymbol{\theta}_{k}\right) & =\int_{\Theta^{k-1}} \widetilde{q}_{k}\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{k}\right) d \boldsymbol{\theta}_{1: k-1} \\
& =\int_{\Theta^{k-1}} q_{1}\left(\boldsymbol{\theta}_{1}\right) \prod_{i=2}^{k} F_{i}\left(\boldsymbol{\theta}_{i} \mid \boldsymbol{\theta}_{i-1}\right) d \boldsymbol{\theta}_{1: k-1},  \tag{8.123}\\
& =\int_{\Theta}\left[\int_{\Theta^{k-2}} q_{1}\left(\boldsymbol{\theta}_{1}\right) \prod_{i=2}^{k} F_{i}\left(\boldsymbol{\theta}_{i} \mid \boldsymbol{\theta}_{i-1}\right) d \boldsymbol{\theta}_{1: k-2}\right] F_{k}\left(\boldsymbol{\theta}_{k} \mid \boldsymbol{\theta}_{k-1}\right) d \boldsymbol{\theta}_{k-1}, \\
& =\int_{\Theta} q_{k-1}\left(\boldsymbol{\theta}_{k-1}\right) F_{k}\left(\boldsymbol{\theta}_{k} \mid \boldsymbol{\theta}_{k-1}\right) d \boldsymbol{\theta}_{k-1}, \tag{8.124}
\end{align*}
$$

Therefore, we would be interested in computing the marginal IS weights, $w_{k}=\frac{\pi_{k}\left(\theta_{k} \mid \mathbf{y}\right)}{q_{k}\left(\theta_{k}\right)}$, for each $k$. However note that, in general, the marginal proposal pdfs $q_{k}\left(\boldsymbol{\theta}_{k}\right)$ cannot be computed and then cannot be evaluated. A suitable alternative approach is described next. Let us consider the extended target pdf defined as

$$
\begin{equation*}
\widetilde{\pi}_{k}\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{k} \mid \mathbf{y}\right)=\pi_{k}\left(\boldsymbol{\theta}_{k} \mid \mathbf{y}\right) \prod_{i=2}^{k} B_{i-1}\left(\boldsymbol{\theta}_{i-1} \mid \boldsymbol{\theta}_{i}\right): \quad \Theta^{k} \rightarrow \mathbb{R} \tag{8.125}
\end{equation*}
$$

$B_{i-1}\left(\boldsymbol{\theta}_{i-1} \mid \boldsymbol{\theta}_{i}\right)$ are arbitrary backward transition pdfs. Note that the space of $\left\{\widetilde{\pi}_{k}\right\}$ increases as $k$ grows, and $\pi_{k}$ is always a marginal pdf of $\widetilde{\pi}_{k}$. Moreover, writing the previous equation for $k+1$

$$
\widetilde{\pi}_{k+1}\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{k}, \boldsymbol{\theta}_{k+1} \mid \mathbf{y}\right)=\pi_{k+1}\left(\boldsymbol{\theta}_{k+1} \mid \mathbf{y}\right) \prod_{i=2}^{k+1} B_{i-1}\left(\boldsymbol{\theta}_{i-1} \mid \boldsymbol{\theta}_{i}\right),
$$

and writing the ratio of both, we get

$$
\begin{equation*}
\frac{\widetilde{\pi}_{k+1}\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{k}, \boldsymbol{\theta}_{k+1} \mid \mathbf{y}\right)}{\widetilde{\pi}_{k}\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{k} \mid \mathbf{y}\right)}=\frac{\pi_{k+1}\left(\boldsymbol{\theta}_{k+1} \mid \mathbf{y}\right)}{\pi_{k}\left(\boldsymbol{\theta}_{k} \mid \mathbf{y}\right)} B_{k}\left(\boldsymbol{\theta}_{k} \mid \boldsymbol{\theta}_{k+1}\right) . \tag{8.126}
\end{equation*}
$$

Therefore, the IS weights in the extended space $\Theta^{k}$ are

$$
\begin{align*}
& w_{k}=\frac{\widetilde{\pi}_{k}\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{k} \mid \mathbf{y}\right)}{\widetilde{q}_{k}\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{k}\right)}  \tag{8.127}\\
&=\frac{\widetilde{\pi}_{k-1}\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{k-1} \mid \mathbf{y}\right)}{\widetilde{q}_{k-1}\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{k-1}\right)} \frac{\pi_{k-1}\left(\boldsymbol{\theta}_{k} \mid \mathbf{y}\right)}{\left.\boldsymbol{\pi}_{k-1} \mid \mathbf{y}\right)} B_{k-1}\left(\boldsymbol{\theta}_{k-1} \mid \boldsymbol{\theta}_{k}\right)  \tag{8.128}\\
& F_{k}\left(\boldsymbol{\theta}_{k} \mid \boldsymbol{\theta}_{k-1}\right)  \tag{8.129}\\
&=w_{k-1} \frac{\pi_{k}\left(\boldsymbol{\theta}_{k} \mid \mathbf{y}\right) B_{k-1}\left(\boldsymbol{\theta}_{k-1} \mid \boldsymbol{\theta}_{k}\right)}{\pi_{k-1}\left(\boldsymbol{\theta}_{k-1} \mid \mathbf{y}\right) F_{k}\left(\boldsymbol{\theta}_{k} \mid \boldsymbol{\theta}_{k-1}\right)} .
\end{align*}
$$

where we have replaced $w_{k-1}=\frac{\widetilde{\pi}_{k-1}\left(\theta_{1}, \ldots, \theta_{k-1} \mid y\right)}{\widetilde{q}_{k-1}\left(\theta_{1}, \ldots, \theta_{k-1}\right)}$. The recursive formula in Eq. (8.129) is the key expression for several sequential IS techniques. The SMC scheme summarized in Table 8.11 is a general framework which contains different algorithms as a special cases [76]. In Table 8.11, we have used the notation $\boldsymbol{\theta}_{1: k}=\left[\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{k}\right]$.

Choice of the forward functions. One possible choice is to use independent proposal pdfs, i.e., $F_{k}\left(\boldsymbol{\theta}_{k} \mid \boldsymbol{\theta}_{k-1}\right)=F_{k}\left(\boldsymbol{\theta}_{k}\right)$ or random walk proposal $F_{k}\left(\boldsymbol{\theta}_{k} \mid \boldsymbol{\theta}_{k-1}\right)$, where $F_{k}$ represents standard distributions (e.g., Gaussian or t-Student). An alternative is to choose $F_{k}\left(\boldsymbol{\theta}_{k} \mid \boldsymbol{\theta}_{k-1}\right)=K_{k}\left(\boldsymbol{\theta}_{k} \mid \boldsymbol{\theta}_{k-1}\right)$, i.e., an MCMC kernel with invariant pdf $P_{k}\left(\boldsymbol{\theta}_{k} \mid \mathbf{y}\right)$.

Table 8.11: Generic Sequential Monte Carlo (SMC)

1. Draw $\boldsymbol{\theta}_{1}^{(n)} \sim q_{1}(\boldsymbol{\theta}), n=1, \ldots, N$.
2. For $k=2, \ldots, L$ :
(a) Draw $N$ samples $\boldsymbol{\theta}_{k}^{(n)} \sim F_{k}\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}_{k-1}^{(n)}\right)$.
(b) Compute the weights

$$
\begin{align*}
w_{k}^{(n)} & =w_{k-1}^{(n)} \frac{\pi_{k}\left(\boldsymbol{\theta}_{k}^{(n)} \mid \mathbf{y}\right) B_{k-1}\left(\boldsymbol{\theta}_{k-1}^{(n)} \mid \boldsymbol{\theta}_{k}^{(n)}\right)}{\pi_{k-1}\left(\boldsymbol{\theta}_{k-1}^{(n)} \mid \mathbf{y}\right) F_{k}\left(\boldsymbol{\theta}_{k} \mid \boldsymbol{\theta}_{k-1}^{(n)}\right)},  \tag{8.130}\\
& =w_{k-1}^{(n)} \gamma_{k}^{(n)}, \quad, k=1, \ldots, L, \tag{8.131}
\end{align*}
$$

where we set $\gamma_{k}^{(n)}=\frac{\pi_{k}\left(\theta_{k}^{(n)} \mid y\right) B_{k-1}\left(\theta_{k-1}^{(n)} \mid \theta_{k}^{(n)}\right)}{\pi_{k-1}\left(\theta_{k-1}^{(n)} \mid y\right) F_{k}\left(\theta_{k} \theta_{k-1}^{(n)}\right)}$.
(c) Normalize the weights $\bar{w}_{k}^{(n)}=\frac{w_{k}^{(n)}}{\sum_{j=1}^{N} w_{k}^{(n)}}$, for $n=1, \ldots, N$.
(d) If $\widehat{E S S} \leq \epsilon N$ :
(with $0 \leq \epsilon \leq 1$ and $\widehat{E S S}$ is a effective sample size measure [65], see section 8.5.2)
i. Resample $N$ times $\left\{\boldsymbol{\theta}_{1: k}^{(1)}, \ldots, \boldsymbol{\theta}_{1: k}^{(N)}\right\}$ according to $\left\{\bar{w}_{k}^{(n)}\right\}_{n=1}^{N}$, obtaining $\left\{\overline{\boldsymbol{\theta}}_{1: k}^{(1)}, \ldots, \overline{\boldsymbol{\theta}}_{1: k}^{(N)}\right\}$.
ii. Set $\boldsymbol{\theta}_{1: k}^{(n)}=\overline{\boldsymbol{\theta}}_{1: k}^{(n)}, \widehat{Z}_{k}=\frac{1}{N} \sum_{n=1}^{N} w_{k}^{(n)}$ and $w_{k}^{(n)}=\widehat{Z}_{k}$ for all $n=1, \ldots, N$ [64, 63, 77, 72].
3. Return the cloud of weighted particles and

$$
\widehat{Z}=\widehat{Z}_{L}=\frac{1}{N} \sum_{n=1}^{N} w_{L}^{(n)}
$$

if a proper weighting of the resampled particles is used (as suggested in the step 2(d)-ii above). Otherwise, you can use another estimator $\widehat{Z}_{L}$, as shown in Section 8.5.2 and the Supplementary Material.

Choice of backward functions. It is possible to show that the optimal backward transitions $\left\{B_{k}\right\}_{k=1}^{L}$ are [76]

$$
\begin{equation*}
B_{k-1}\left(\boldsymbol{\theta}_{k-1} \mid \boldsymbol{\theta}_{k}\right)=\frac{q_{k-1}\left(\boldsymbol{\theta}_{k-1}\right)}{q_{k}\left(\boldsymbol{\theta}_{k}\right)} F_{k}\left(\boldsymbol{\theta}_{k} \mid \boldsymbol{\theta}_{k-1}\right) \tag{8.132}
\end{equation*}
$$

This choice reduces the variance of the weights [76]. However, generally, the marginal proposal $q_{k}$ in Eq. (8.123) cannot be computed (are not available), other possible $\left\{B_{k}\right\}$ should be considered. For instance, with the choice

$$
\begin{equation*}
B_{k-1}\left(\boldsymbol{\theta}_{k-1} \mid \boldsymbol{\theta}_{k}\right)=\frac{\pi_{k}\left(\boldsymbol{\theta}_{k-1} \mid \mathbf{y}\right)}{\pi_{k}\left(\boldsymbol{\theta}_{k} \mid \mathbf{y}\right)} F_{k}\left(\boldsymbol{\theta}_{k} \mid \boldsymbol{\theta}_{k-1}\right), \tag{8.133}
\end{equation*}
$$

we obtain

$$
\begin{align*}
w_{k} & =w_{k-1} \frac{\pi_{k}\left(\boldsymbol{\theta}_{k} \mid \mathbf{y}\right) \frac{\pi_{k}\left(\boldsymbol{\theta}_{k-1} \mid \mathbf{y}\right)}{\left.\pi_{k} \mid \boldsymbol{\theta}^{\mathbf{y}}\right)} F_{k}\left(\boldsymbol{\theta}_{k} \mid \boldsymbol{\theta}_{k-1}\right)}{\pi_{k-1}\left(\boldsymbol{\theta}_{k-1} \mid \mathbf{y}\right) F_{k}\left(\boldsymbol{\theta}_{k} \mid \boldsymbol{\theta}_{k-1}\right)}  \tag{8.134}\\
& =w_{k-1} \frac{\pi_{k}\left(\boldsymbol{\theta}_{k-1} \mid \mathbf{y}\right)}{\pi_{k-1}\left(\boldsymbol{\theta}_{k-1} \mid \mathbf{y}\right)}, \tag{8.135}
\end{align*}
$$

which is exactly the update rule for the weights in An-IS.
Remark 18. With the choice of $B_{k-1}\left(\boldsymbol{\theta}_{k-1} \mid \boldsymbol{\theta}_{k}\right)$ as in Eq. 8.133, and if $F_{k}\left(\boldsymbol{\theta}_{k} \mid \boldsymbol{\theta}_{k-1}\right)=$ $K_{k}\left(\boldsymbol{\theta}_{k} \mid \boldsymbol{\theta}_{k-1}\right)$ is an MCMC kernel with invariant $P_{k}\left(\boldsymbol{\theta}_{k} \mid \boldsymbol{y}\right)$, then we come back to An-IS algorithm [78, 17, 37], described in Table 8.10. Hence, the An-IS scheme is a special case of SMC method.

Several other methods are contained as special cases of algorithm in Table 8.11, with specific choice of $\left\{B_{k}\right\},\left\{K_{k}\right\}$ and $\left\{\pi_{k}\right\}$, e.g., the Population Monte Carlo (PMC) method [10], that is a well-known AIS scheme. The sampling procedure in SMC is graphically represented in Figure 8.5.


Figure 8.5: Sampling procedure in SMC. In this figure, we have considered resampling steps at each iteration $(\epsilon=1)$.

## Evidence computation in a sequential framework with resampling steps

The generic algorithm in Table 8.11 employs also resampling steps. Resampling consists in drawing particles from the current cloud according to the normalized importance weights $\bar{w}_{k}^{(n)}$, for $n=1, \ldots, N$. The resampling steps are applied only in certain iterations taking into account an ESS approximation, such as $\widehat{E S S}=\frac{1}{\sum_{n=1}^{N}\left(\bar{w}_{k}^{(n))^{2}}\right.}$, or $\widehat{E S S}=\frac{1}{\max _{n} \overline{\bar{m}}_{k}^{(n)}}$ [49, 65]. Generally, if $\frac{1}{N} \widehat{E S S}$ is smaller than a pre-established threshold $\epsilon \in[0,1]$, all the particles are resampled. Thus, the condition for the adaptive resampling can be expressed as $\widehat{\text { ESS }}<\epsilon N$. When $\epsilon=1$, the resampling is applied at each iteration [24, 25]. If $\epsilon=0$,
no resampling steps are applied, and we have a simple sequential importance sampling (SIS) method. There are two possible estimators of $Z_{k}$ in a sequential scenario:

$$
\begin{equation*}
\widetilde{Z}_{k}^{(1)}=\frac{1}{N} \sum_{n=1}^{N} w_{k}^{(n)}=\frac{1}{N} \sum_{n=1}^{N} w_{k-1}^{(n)} \gamma_{k}^{(n)}=\frac{1}{N} \sum_{n=1}^{N}\left[\prod_{j=1}^{k} \gamma_{j}^{(n)}\right] \tag{8.136}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{Z}_{k}^{(2)}=\prod_{j=1}^{k}\left[\sum_{n=1}^{N} \bar{w}_{j-1}^{(n)} \gamma_{j}^{(n)}\right] . \tag{8.137}
\end{equation*}
$$

These two estimators are equivalent in SIS ( $\epsilon=0$, i.e., SMC without resampling), i.e., they are the same estimator, $\widehat{Z}_{k}^{(1)}=\widehat{Z}_{k}^{(2)}$. In SMC with $\epsilon>0$ and a proper weighting of the resampled particles, as used in Table 8.11, the two estimators are equivalent as well [64, 63, 72]. If the proper weighting of the resampled particles is not employed, $\widehat{Z}_{k}^{(2)}$ is the only valid option. See Table 8.12 for a summary and the Supp. Material for more details.

Table 8.12: Possible estimators of the evidence in a sequential scenario.

| Scenario | Resampling | Proper Weighting [64] | $\widehat{Z}_{k}^{(1)}$ | $\widehat{Z}_{k}^{(2)}$ | Equivalence |
| :---: | :---: | :---: | :---: | :---: | :---: |
| SMC $-\epsilon=0$ (SIS) | x | - | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| SMC $-\epsilon>0$ | $\checkmark$ | x | x | $\checkmark$ | x |
| SMC $-\epsilon>0$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |



Figure 8.6: Graphical summary of the methods using tempered posteriors.

### 8.5.3. IS-within-MCMC: Estimation based on Multiple Try MCMC schemes

The Multiple Try Metropolis (MTM) methods are advanced MCMC algorithms which consider different candidates as possible new state of the chain [59, 70, 69]. More specifically, at each iteration different samples are generated and compared by using some proper weights. Then one of them is selected and tested as possible future state. The main advantage of these algorithms is that they foster the exploration of a larger portion of the sample space, decreasing the correlation among the states of the generated chain. Here,
we consider the use of importance weights for comparing the different candidates, in order to provide also an estimation of the marginal likelihood [70]. More specifically, we consider the Independent Multiple Try Metropolis type 2 (IMTM-2) scheme [59] with an adaptive proposal pdf. The algorithm is given in Table 8.13. The mean vector and covariance matrix are adapted using the empirical estimators yielded by all the weighted candidates drawn so far, i.e., $\left\{\mathbf{z}_{n, \tau}, w_{n, \tau}\right\}$ for all $n=1, \ldots, N$ and $\tau=1, \ldots, T$. Two possible estimators of the marginal likelihood can be constructed, one based on a standard adaptive importance sampling argument $\widehat{Z}^{(2)}[7,8]$ and other based on a group importance sampling idea provided in [63].
For the sake of simplicity, we have described an independent MTM scheme, with the additional adaptation of the proposal. Random walk proposal pdfs can be also employed in an MTM algorithm [59]. In that case, the adaptation of the proposal could be not needed. However, in this scenario, the MTM algorithm requires the sampling (and weighting) of $N-1$ additional auxiliary points. Hence, the total number of weighted samples at each iterations are $2 N-1$. These additional samples are just required for ensuring the ergodicity of the chain (including them in the acceptance probability $\alpha$ ), but are not included as states of the Markov chain. But, for our purpose, they can be employed in the estimators of $Z$, as we suggest for the $N$ candidates, $\left\{\mathbf{z}_{n, t}, w_{n, t}\right\}$, in Table 8.13. Note that the use of a random walk proposal in an MTM scheme of type in Table 8.13, could be considered as "MCMC-driven IS" method, similar to the method introduced in the next section.

### 8.5.4. IS-after-MCMC: Layered Adaptive Importance Sampling (LAIS)

The LAIS algorithm consider the use of $N$ parallel (independent or interacting) MCMC chains with invariant pdf $P(\boldsymbol{\theta} \mid \mathbf{y})$ or a tempered version $P(\boldsymbol{\theta} \mid \beta)$ [67, 7]. Each MCMC chain can address a different tempered version $P(\boldsymbol{\theta} \mid \mathbf{y}, \beta)$ (or simply the posterior $P(\boldsymbol{\theta} \mid \mathbf{y})$ ) without jeopardizing the consistency of final estimators. After $T$ iterations of the $N$ MCMC schemes (upper layer), the resulting $N T$ samples, $\left\{\mu_{n, t}\right\}$, for $n=1, \ldots, N$ and $t=1, \ldots, T$ are used as location parameters of $N T$ proposal densities $q\left(\boldsymbol{\theta} \mid \boldsymbol{\mu}_{n, t}, \mathbf{C}\right)$. Then, these proposal pdfs are employed within a MIS scheme (lower layer), weighting the generated samples $\boldsymbol{\theta}_{n, t}$ 's with the generic weight $w_{n, t}=\frac{\pi\left(\boldsymbol{\theta}_{n, t} \mid \mathbf{y}\right)}{\Phi\left(\boldsymbol{\theta}_{n, t}\right)}[28,26]$. In the numerator of these weights in the lower layer, we have always the unnormalized posterior $\pi\left(\boldsymbol{\theta}_{n, t} \mid \mathbf{y}\right)$. The denominator $\Phi\left(\boldsymbol{\theta}_{n, t}\right)$ is a mixture of (all or a subset of) proposal densities which specifies the type of MIS scheme applied [28, 26]. The algorithm, with different possible choices of $\Phi\left(\boldsymbol{\theta}_{n, t}\right)$, is shown in Table 8.14. The first choice in (8.142) is the most costly since we have to evaluate all the proposal pdfs in all the generated samples $\boldsymbol{\theta}_{n, t}$ 's, but provides the best performance in terms of efficiency of the final estimator. The second and third choices are temporal and spatial mixtures, respectively. The last choice corresponds to standard importance weights given in Section 8.4.

Let assume $P_{n}(\boldsymbol{\theta} \mid \mathbf{y})=P(\boldsymbol{\theta} \mid \mathbf{y})$ for all $n$ in the upper layer. Considering also standard parallel Metropolis-Hastings chains in the upper layer, the number of posterior evaluations in

Table 8.13: Adaptive Independent Multiple Try Metropolis type 2 (AIMTM-2)

1. Choose the initial parameters $\boldsymbol{\mu}_{t}, \mathbf{C}_{t}$ of the proposal $q$, an initial state $\boldsymbol{\theta}_{0}$ and a first estimation of the marginal likelihood $\widehat{Z}_{0}$.
2. For $t=1, \ldots, T$ :
(a) $\operatorname{Draw} \mathbf{z}_{1, t}, \ldots ., \mathbf{z}_{N, t} \sim q\left(\mathbf{z} \mid \boldsymbol{\mu}_{t}, \mathbf{C}_{t}\right)$.
(b) Compute the importance weights $w_{n, t}=\frac{\pi\left(\mathbf{(}_{n}, \mid \mathbf{y}\right)}{q\left(\mathbf{z}_{n}, \mu_{t}, \mathbf{C}_{t}\right)}$, for $n=1, \ldots, N$.
(c) Normalize them $\bar{w}_{n, t}=\frac{w_{n, t}}{N \bar{Z}^{\prime}}$ where

$$
\begin{equation*}
\widehat{Z}^{\prime}=\frac{1}{N} \sum_{i=1}^{N} w_{i, t}, \quad \text { and set } \quad R_{t}=\widehat{Z}^{\prime} . \tag{8.138}
\end{equation*}
$$

(d) Resample $\boldsymbol{\theta}^{\prime} \in\left\{\mathbf{z}_{1, t}, \ldots, \mathbf{z}_{N, t}\right\}$ according to $\bar{w}_{n}$, with $n=1, \ldots, N$.
(e) Set $\boldsymbol{\theta}_{t}=\boldsymbol{\theta}^{\prime}$ and $\widehat{Z}_{t}=\widehat{Z^{\prime}}$ with probability

$$
\begin{equation*}
\alpha=\min \left[1, \frac{\widehat{Z}^{\prime}}{\widehat{Z}_{t-1}}\right] \tag{8.139}
\end{equation*}
$$

otherwise set $\boldsymbol{\theta}_{t}=\boldsymbol{\theta}_{t-1}$ and $\widehat{Z}_{t}=\widehat{Z}_{t-1}$.
(f) Update $\boldsymbol{\mu}_{t}, \mathbf{C}_{t}$ computing the corresponding empirical estimators using $\left\{\mathbf{z}_{n, \tau}, w_{n, \tau}\right\}$ for all $n=1, \ldots, N$ and $\tau=1, \ldots, T$.
3. Return the chain $\left\{\boldsymbol{\theta}_{t}\right\}_{t=1}^{T},\left\{\widehat{Z}_{t}\right\}_{t=1}^{T}$ and $\left\{R_{t}\right\}_{t=1}^{T}$. Two possible estimators of $Z$ can be constructed:

$$
\begin{equation*}
\widehat{Z}^{(1)}=\frac{1}{T} \sum_{t=1}^{T} \widehat{Z}_{t}, \quad \widehat{Z}^{(2)}=\frac{1}{T} \sum_{t=1}^{T} R_{t} . \tag{8.140}
\end{equation*}
$$

LAIS is $2 N T$. Thus, if only one chain $N=1$ is employed in the upper layer, the number of posterior evaluations is $2 T$.
Special case with recycling samples. The method in [93] can be considered as a special case of LAIS when $N=1$, and $\left\{\boldsymbol{\mu}_{t}=\boldsymbol{\theta}_{t}\right\}$ i.e., all the samples $\left\{\boldsymbol{\theta}_{t}\right\}_{t=1}^{T}$ are generated by the unique MCMC chain with random walk proposal $\varphi\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}_{t-1}\right)=q\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}_{t-1}\right)$ with invariant density $P(\boldsymbol{\theta} \mid \mathbf{y})$. In this scenario, the two layers of LAIS are collapsed in a unique layer, so that $\left\{\boldsymbol{\mu}_{t}=\boldsymbol{\theta}_{t}\right\}$. Namely, no additional generation of samples are needed in the lower layer, and the samples generated in the upper layer (via MCMC) are recycled. Hence, the number of posterior evaluations is only $T$. The denominator for weights used in [93] is in Eq. (8.143), i.e., a temporal mixture as in [21]. The resulting estimator is

$$
\widehat{Z}=\frac{1}{T} \sum_{t=1}^{T} \frac{\pi\left(\boldsymbol{\theta}_{t} \mid \mathbf{y}\right)}{\frac{1}{T} \sum_{k=1}^{T} \varphi\left(\boldsymbol{\theta}_{k} \mid \boldsymbol{\theta}_{k-1}\right)}, \quad\left\{\boldsymbol{\theta}_{t}\right\}_{t=1}^{T} \sim P(\boldsymbol{\theta} \mid \mathbf{y})(\text { via MCMC with a proposal } \varphi(\cdot \mid \cdot) \text { ). }
$$

Table 8.14: Layered Adaptive Importance Sampling (LAIS)

1. Generate $N T$ samples, $\left\{\boldsymbol{\mu}_{n, t}\right\}$, using $N$ parallel MCMC chains of length $T$, each MCMC method using a proposal pdf $\varphi_{n}\left(\boldsymbol{\mu} \mid \boldsymbol{\mu}_{t-1}\right)$, with invariant distributions a power posterior $P_{n}(\boldsymbol{\theta} \mid \mathbf{y})=P\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{n}\right)$ (with $\beta_{n}>0$ ) or a posterior pdf with a smaller number of data.
2. Draw $N T$ samples $\boldsymbol{\theta}_{n, t} \sim q\left(\boldsymbol{\theta} \mid \boldsymbol{\mu}_{n, t}, \mathbf{C}\right)$ where $\boldsymbol{\mu}_{n, t}$ plays the role of the mean, and $\mathbf{C}$ is a covariance matrix.
3. Assign to $\boldsymbol{\theta}_{n, t}$ the weights

$$
\begin{equation*}
w_{n, t}=\frac{\pi\left(\boldsymbol{\theta}_{n, t} \mid \mathbf{y}\right)}{\Phi\left(\boldsymbol{\theta}_{n, t}\right)} \tag{8.141}
\end{equation*}
$$

There are different possible choices for $\Phi\left(\boldsymbol{\theta}_{n, t}\right)$, for instance:

$$
\begin{align*}
\Phi\left(\boldsymbol{\theta}_{n, t}\right) & =\frac{1}{N T} \sum_{k=1}^{T} \sum_{i=1}^{N} q_{i, k}\left(\boldsymbol{\theta}_{n, t} \boldsymbol{\mu}_{i, k}, \mathbf{C}\right),  \tag{8.142}\\
\Phi\left(\boldsymbol{\theta}_{n, t}\right) & =\frac{1}{T} \sum_{k=1}^{T} q\left(\boldsymbol{\theta}_{n, t} \mid \boldsymbol{\mu}_{n, k}, \mathbf{C}\right),  \tag{8.143}\\
\Phi\left(\boldsymbol{\theta}_{n, t}\right) & =\frac{1}{N} \sum_{i=1}^{N} q\left(\boldsymbol{\theta}_{n, t} \mid \boldsymbol{\mu}_{i, t}, \mathbf{C}\right),  \tag{8.144}\\
\Phi\left(\boldsymbol{\theta}_{n, t}\right) & =q\left(\boldsymbol{\theta}_{n, t} \mid \boldsymbol{\mu}_{n, t}, \mathbf{C}\right), \tag{8.145}
\end{align*}
$$

4. Return all the pairs $\left\{\boldsymbol{\theta}_{n, t}, w_{n, t}\right\}$, and $\widehat{Z}=\frac{1}{N T} \sum_{t=1}^{T} \sum_{n=1}^{N} w_{n, t}$.

Relationship with KDE method. LAIS can be interpreted as an extension of the KDE method in Section 8.3, where the KDE function is also employed as a proposal density in the MIS scheme. Namely, the points used in Eq. (8.26), in LAIS they are drawn from the KDE function using the deterministic mixture procedure [28, 27, 26].
Compressed LAIS (CLAIS). Let us consider the $T$ or $N$ is large (i.e., either large chains or several parallel chains; or both). Since $N T$ is large, the computation of the denominators Eqs. (8.142)- (8.143)- (8.144) can be expensive. A possible solution is to use a partitioning or clustering procedure [62] with $K \ll N T$ clusters considering the $N T$ samples, and then employ as denominator the function

$$
\begin{equation*}
\Phi(\boldsymbol{\theta})=\sum_{k=1}^{K} \bar{a}_{k} \mathcal{N}\left(\boldsymbol{\theta} \mid \overline{\boldsymbol{\mu}}_{k}, \mathbf{C}_{k}\right), \tag{8.146}
\end{equation*}
$$

where $\overline{\boldsymbol{\mu}}_{k}$ represents the centroid of the $k$-th cluster, the normalized weight $\bar{a}_{k}$ is proportional to the number of elements in the $k$-th cluster ( $\sum_{k=1}^{K} \bar{a}_{k}=1$ ), and $\mathbf{C}_{k}=\boldsymbol{\Sigma}_{k}+h \mathbf{I}$ with $\boldsymbol{\Sigma}_{k}$ the empirical covariance matrix of $k$-th cluster and $h>0$.
Relationship with other methods using tempered posteriors. In the upper layer of

LAIS, we can use non-tempered versions of the posterior, i.e., $P_{n}(\boldsymbol{\theta} \mid \mathbf{y})=P(\boldsymbol{\theta} \mid \mathbf{y})$ for all $n$, or tempered versions of the posterior $P_{n}(\boldsymbol{\theta} \mid \mathbf{y})=P\left(\boldsymbol{\theta} \mid \mathbf{y}, \beta_{n}\right)=\ell(\mathbf{y} \mid \boldsymbol{\theta})^{\beta_{n}} g(\boldsymbol{\theta})$. However, unlike in SS and/or power posterior methods, these samples are employed only as location parameters $\boldsymbol{\mu}_{n, t}$ of the proposal pdfs $q_{n, t}\left(\boldsymbol{\theta} \mid \boldsymbol{\mu}_{n, t}, \mathbf{C}\right)$, and they are not included in the final estimators. Combining the tempered posteriors idea and the approach in [93], we could recycle $\boldsymbol{\theta}_{n, t}=\boldsymbol{\mu}_{n, t}$ and use $\left.q_{n, t}\left(\boldsymbol{\theta} \mid \boldsymbol{\mu}_{n, t}\right)=\varphi_{n, t} \boldsymbol{\theta} \mid \boldsymbol{\mu}_{n, t}\right)$ where we denote as $\varphi_{n, t}$ the proposal pdfs employed in the MCMC chains. Another difference is that, in LAIS, the use of an "anti-tempered" posteriors with $\beta_{n}>1$ is allowed and can be shown that is beneficial for the performance of the estimators (after the chains reach a good mixing) [66]. More generally, one can consider a time-varying $\beta_{n, t}$ (where $t$ is the iteration of the $n$-th chain). In the first iterations, one could use $\beta_{n, t}<1$ for fostering the exploration of the state space and helping the mixing of the chain. Then, in the last iterations, one could use $\beta_{n, t}>1$ which increases the efficiency of the resulting IS estimators [66].

### 8.6. Vertical likelihood representations

In this section, we introduce a different approach based on Lebesgue representations of the integral expressing the marginal likelihood $Z$. First of all, we derive two one-dimensional integral representations of $Z$, and then we describe how it is possible to use these alternative representations by applying one-dimensional quadratures. However, the application of these quadrature rules is not straightforward. A possible final solution is the so-called nested sampling method.

### 8.6.1. Lebesgue representations of the marginal likelihood

## First one-dimensional representation

The $D_{x}$-dimensional integral $Z=\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta}) d \boldsymbol{\theta}$ can be turned into a one-dimensional integral using an extended space representation. Namely, we can write

$$
\begin{align*}
Z & =\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta}) d \boldsymbol{\theta}  \tag{8.147}\\
& =\int_{\Theta} g(\boldsymbol{\theta}) d \boldsymbol{\theta} \int_{0}^{\ell(\mathbf{y} \mid \boldsymbol{\theta})} d \lambda \quad \text { (extended space representation) }  \tag{8.148}\\
& =\int_{\Theta} g(\boldsymbol{\theta}) d \boldsymbol{\theta} \int_{0}^{\infty} \mathbb{I}\{0<\lambda<\ell(\mathbf{y} \mid \boldsymbol{\theta})\} d \lambda \tag{8.149}
\end{align*}
$$

where $\mathbb{I}\{0<\lambda<\ell(\mathbf{y} \mid \boldsymbol{\theta})\}$ is an indicator function which is 1 if $\lambda \in[0, \ell(\mathbf{y} \mid \boldsymbol{\theta})]$ and 0 otherwise. Switching the integration order, we obtain

$$
\begin{align*}
Z & =\int_{0}^{\infty} d \lambda \int_{\Theta} g(\boldsymbol{\theta}) \mathbb{I}\{0<\lambda<\ell(\mathbf{y} \mid \boldsymbol{\theta})\} d \boldsymbol{\theta}  \tag{8.150}\\
& =\int_{0}^{\infty} d \lambda \int_{\ell(\mathbf{y} \mid \boldsymbol{\theta})>\lambda} g(\boldsymbol{\theta}) d \boldsymbol{\theta}  \tag{8.151}\\
& =\int_{0}^{\infty} Z(\lambda) d \lambda=\int_{0}^{\sup \ell(\mathbf{y} \mid \boldsymbol{\theta})} Z(\lambda) d \lambda \tag{8.152}
\end{align*}
$$

where we have set

$$
\begin{equation*}
Z(\lambda)=\int_{\ell(\mathbf{y} \mid \boldsymbol{\theta})>\lambda} g(\boldsymbol{\theta}) d \boldsymbol{\theta} . \tag{8.153}
\end{equation*}
$$

In Eq. (8.152), we have also assumed that $\ell(\mathbf{y} \mid \boldsymbol{\theta})$ is bounded so the limit of integration is $\sup \ell(\mathbf{y} \mid \boldsymbol{\theta})$.
Below, we define several variables and sampling procedures required for the proper understanding of the nested sampling algorithm.

## The survival function $Z(\lambda)$ and related sampling procedures

The function above $Z(\lambda): \mathbb{R}^{+} \rightarrow[0,1]$ is the mass of the prior restricted to the set $\{\boldsymbol{\theta}: \ell(\mathbf{y} \mid \boldsymbol{\theta})>\lambda\}$. Note also that

$$
\begin{equation*}
Z(\lambda)=\mathbb{P}(\lambda<\ell(\mathbf{y} \mid \boldsymbol{\theta})), \quad \text { where } \boldsymbol{\theta} \sim g(\boldsymbol{\theta}) . \tag{8.154}
\end{equation*}
$$

Moreover, we have that $Z(\lambda) \in[0,1]$ with $Z(0)=1$ and $Z\left(\lambda^{\prime}\right)=0$ for all $\lambda^{\prime} \geq \sup \ell(\mathbf{y} \mid \boldsymbol{\theta})$, and it is also an non-increasing function. Therefore, $Z(\lambda)$ is a survival function, i.e.,

$$
\begin{equation*}
F(\lambda)=1-Z(\lambda)=\mathbb{P}(\ell(\mathbf{y} \mid \boldsymbol{\theta})<\lambda)=\mathbb{P}(\Lambda<\lambda), \tag{8.155}
\end{equation*}
$$

is the cumulative distribution of the random variable $\Lambda=\ell(\mathbf{y} \mid \boldsymbol{\theta})$ with $\boldsymbol{\theta} \sim g(\boldsymbol{\theta})[68,88]$.

Sampling according to $\boldsymbol{F}(\lambda)=\mathbf{1 - Z}(\lambda)$. Since $\Lambda=\ell(\mathbf{y} \mid \boldsymbol{\theta})$ with $\boldsymbol{\theta} \sim g(\boldsymbol{\theta})$, the following procedure generates samples $\lambda_{n}$ from $\frac{d F(\lambda)}{d \lambda}$ :

1. Draw $\boldsymbol{\theta}_{n} \sim g(\boldsymbol{\theta})$, for $n=1, \ldots, N$.
2. Set $\lambda_{n}=\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{n}\right)$, for all $n=1, \ldots, N$.

Recalling the inversion method [68, Chapter 2], note also that the corresponding values

$$
\begin{equation*}
b_{n}=F\left(\lambda_{n}\right) \sim \mathcal{U}([0,1]), \tag{8.156}
\end{equation*}
$$

i.e., they are uniformly distributed in $[0,1]$. Since $Z(\lambda)=1-F(\lambda)$, and since $V=1-U$ is also uniformly distributed $\mathcal{U}([0,1])$ if $U \sim \mathcal{U}([0,1])$, then

$$
\begin{equation*}
a_{n}=Z\left(\lambda_{n}\right) \sim \mathcal{U}([0,1]) . \tag{8.157}
\end{equation*}
$$

In summary, finally we have that

$$
\begin{equation*}
\text { if } \boldsymbol{\theta}_{n} \sim g(\boldsymbol{\theta}), \text { and } \lambda_{n}=\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{n}\right) \sim F(\lambda) \quad \text { then } \quad a_{n}=Z\left(\lambda_{n}\right) \sim \mathcal{U}([0,1]) . \tag{8.158}
\end{equation*}
$$

## The truncated prior pdf $g(\theta \mid \lambda)$ and other sampling procedures

Note that $Z(\lambda)$ is also the normalizing constant of the following truncated prior pdf

$$
\begin{equation*}
g(\boldsymbol{\theta} \mid \lambda)=\frac{1}{Z(\lambda)} \mathbb{I}\{\ell(\mathbf{y} \mid \boldsymbol{\theta})>\lambda\} g(\boldsymbol{\theta}), \tag{8.159}
\end{equation*}
$$

where $g(\boldsymbol{\theta} \mid 0)=g(\boldsymbol{\theta})$ and $g(\boldsymbol{\theta} \mid \lambda)$ for $\lambda>0$. Two graphical examples of $g(\boldsymbol{\theta} \mid \lambda)$ and $Z(\lambda)$ are given in Figure 8.7.


Figure 8.7: Two examples of the area below the truncated prior $g(\boldsymbol{\theta} \mid \lambda)$, i.e., the function $Z(\lambda)$. Note that in figure (b) the value of $\lambda$ is greater than in figure (a), so that the area $Z(\lambda)$ decreases. If $\lambda$ is bigger than the maximum of the likelihood function then $Z(\lambda)=0$.

Sampling from $\boldsymbol{g}(\theta \mid \lambda)$ and $\boldsymbol{F}\left(\lambda \mid \lambda_{0}\right)$. Given a fixed value $\lambda_{0} \geq 0$, in order to generate samples from $g\left(\boldsymbol{\theta} \mid \lambda_{0}\right)$ one alternative is to use an MCMC procedure. However, in this case, the following acceptance-rejection procedure can be also employed [68]:

1. For $n=1, \ldots, N$ :
(a) Draw $\boldsymbol{\theta}^{\prime} \sim g(\boldsymbol{\theta})$.
(b) if $\ell\left(\mathbf{y} \mid \boldsymbol{\theta}^{\prime}\right)>\lambda_{0}$ then set $\boldsymbol{\theta}_{n}=\boldsymbol{\theta}^{\prime}$ and $\lambda_{n}=\ell\left(\mathbf{y} \mid \boldsymbol{\theta}^{\prime}\right)$.
(c) if $\ell\left(\mathbf{y} \mid \boldsymbol{\theta}^{\prime}\right) \leq \lambda_{0}$, then reject $\boldsymbol{\theta}^{\prime}$ and repeat from step 1 (a).
2. Return $\left\{\boldsymbol{\theta}_{n}\right\}_{n=1}^{N}$ and $\left\{\lambda_{n}\right\}_{n=1}^{N}$.

Observe that $\boldsymbol{\theta}_{n} \sim g\left(\boldsymbol{\theta} \mid \lambda_{0}\right)$, for all $n=1, \ldots, N$, and the probability of accepting a generated sample $\boldsymbol{\theta}^{\prime}$ is exactly $Z(\lambda)$. The values $\lambda_{n}=\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{n}\right)$ where $\boldsymbol{\theta}_{n} \sim g\left(\boldsymbol{\theta} \mid \lambda_{0}\right)$, have the following truncated cumulative distribution

$$
\begin{equation*}
F\left(\lambda \mid \lambda_{0}\right)=\frac{F(\lambda)-F\left(\lambda_{0}\right)}{1-F\left(\lambda_{0}\right)}, \quad \text { with } \lambda \geq \lambda_{0} \tag{8.160}
\end{equation*}
$$

i.e., we can write $\lambda_{n} \sim F\left(\lambda \mid \lambda_{0}\right)$.

Distribution of $\boldsymbol{a}_{n}=\boldsymbol{Z}\left(\lambda_{n}\right)$ and $\widetilde{a}_{n}=\frac{a_{n}}{a_{0}}$ if $\lambda_{n} \sim F\left(\lambda \mid \lambda_{0}\right)$
Considering the values $\lambda_{n}=\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{n}\right)$ where $\boldsymbol{\theta}_{n} \sim g\left(\boldsymbol{\theta} \mid \lambda_{0}\right)$, then $\lambda_{n} \sim F\left(\lambda \mid \lambda_{0}\right)$. Therefore, considering the values $a_{0}=Z\left(\lambda_{0}\right) \leq 1$ and $a_{n}=Z\left(\lambda_{n}\right)$, with a similar argument used above in Eqs. (8.157)-(8.158) we can write

$$
\begin{aligned}
& a_{n} \sim \mathcal{U}\left(\left[0, a_{0}\right]\right), \\
& \widetilde{a}_{n}=\frac{a_{n}}{a_{0}} \sim \mathcal{U}([0,1]), \quad \forall n=1, \ldots, N .
\end{aligned}
$$

In summary, with $a_{0}=Z\left(\lambda_{0}\right)$, we have that

$$
\begin{equation*}
\text { if } \boldsymbol{\theta}_{n} \sim g\left(\boldsymbol{\theta} \mid \lambda_{0}\right) \text { and } \lambda_{n}=\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{n}\right) \sim F\left(\lambda \mid \lambda_{0}\right), \quad \text { then } \quad Z\left(\lambda_{n}\right) \sim \mathcal{U}\left(\left[0, a_{0}\right]\right), \tag{8.161}
\end{equation*}
$$

and the ratio $\widetilde{a}_{n}=\frac{a_{n}}{a_{0}} \sim \mathcal{U}([0,1])$.

## Distributions $\widetilde{a}_{\text {max }}$

Let us consider $\lambda_{1}, \ldots ., \lambda_{n} \sim F\left(\lambda \mid \lambda_{0}\right)$ and the minimum and maximum values

$$
\begin{equation*}
\lambda_{\min }=\min _{n} \lambda_{n}, \quad a_{\max }=Z\left(\lambda_{\min }\right), \quad \text { and } \quad \tilde{a}_{\max }=\frac{a_{\max }}{a_{0}}=\frac{Z\left(\lambda_{\min }\right)}{Z\left(\lambda_{0}\right)} . \tag{8.162}
\end{equation*}
$$

Let us recall $\widetilde{a}_{n}=\frac{a_{n}}{a_{0}} \sim \mathcal{U}([0,1])$. Then, note that $\widetilde{a}_{\text {max }}$ is maximum of $N$ uniform random variables

$$
\widetilde{a}_{1}, \ldots, \widetilde{a}_{N} \sim \mathcal{U}([0,1]) .
$$

Then it is well-known that the cumulative distribution of the maximum value

$$
\widetilde{a}_{\max }=\max _{n} \widetilde{a}_{n} \sim \mathcal{B}(N, 1),
$$

is distributed according to a Beta distribution $\mathcal{B}(N, 1)$, i.e., $F_{\max }(\widetilde{a})=\widetilde{a}^{N}$ and density $f_{\max }(\widetilde{a})=\frac{d F_{\max }(\widetilde{a})}{d \bar{a}}=N \widetilde{a}^{N-1}$ [68, Section 2.3.6]. In summary, we have

$$
\begin{equation*}
\widetilde{a}_{\max }=\frac{Z\left(\lambda_{\min }\right)}{Z\left(\lambda_{0}\right)} \sim \mathcal{B}(N, 1), \text { where } \lambda_{\min }=\min _{n} \lambda_{n}, \quad \text { and } \quad \lambda_{n} \sim F\left(\lambda \mid \lambda_{0}\right) . \tag{8.163}
\end{equation*}
$$

This result is important for deriving the standard version of the nested sampling method, described in the next section. A summary of the relationships presented above is provided in Table 8.15.

## Second one-dimensional representation

Now let consider a specific area value $a=Z(\lambda)$. The inverse function

$$
\begin{equation*}
\Psi(a)=Z^{-1}(a)=\sup \{\lambda: Z(\lambda)>a\}, \tag{8.164}
\end{equation*}
$$

Table 8.15: Summary of the relationships among the random variables introduced above.

| Sections | Relationships |
| :---: | :---: |
| 8.6 .1 | $Z(\lambda)=\mathbb{P}(\lambda<\ell(\mathbf{y} \mid \boldsymbol{\theta})), \quad$ and $\quad F(\lambda)=1-Z(\lambda)=\mathbb{P}(\ell(\mathbf{y} \mid \boldsymbol{\theta}) \leq \lambda), \quad$ where $\quad \boldsymbol{\theta} \sim g(\boldsymbol{\theta})$. |
| 8.6 .1 | If $\boldsymbol{\theta}_{n} \sim g(\boldsymbol{\theta})$, we have $\lambda_{n}=\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{n}\right) \sim F(\lambda)$ and $a_{n}=Z\left(\lambda_{n}\right) \sim \mathcal{U}([0,1])$. |
| 8.6 .1 | If $\boldsymbol{\theta}_{n} \sim g\left(\boldsymbol{\theta} \mid \lambda_{0}\right)$, we have $\lambda_{n}=\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{n}\right) \sim F\left(\lambda \mid \lambda_{0}\right) \quad$ and $a_{n}=Z\left(\lambda_{n}\right) \sim \mathcal{U}\left(\left[0, a_{0}\right]\right)$, with $a_{0}=Z\left(\lambda_{0}\right)$. |
| 8.6 .1 | Moreover, $\widetilde{a}_{n}=\frac{a_{n}}{a_{0}} \sim \mathcal{U}([0,1])$. |
| 8.6 .1 | If $\boldsymbol{\theta}_{n} \sim g\left(\boldsymbol{\theta} \mid \lambda_{0}\right)$, we have $\lambda_{n}=\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{n}\right) \sim F\left(\lambda \mid \lambda_{0}\right)$ and $\widetilde{a}_{\max }=\frac{Z\left(\lambda_{\min }\right)}{Z\left(\lambda_{0}\right)} \sim \mathcal{B}(N, 1)$, where $\lambda_{\text {min }}=\min \lambda_{n}$. |
|  | Note also that $\widetilde{a}_{\max }=\max \widetilde{a}_{n}$. |

is also non-increasing. Note that $Z(\lambda)>a$ if and only if $\lambda<\Psi(a)$. Then, we can write

$$
\begin{array}{rlrl}
Z & =\int_{0}^{\infty} Z(\lambda) d \lambda & \\
& =\int_{0}^{\infty} d \lambda \int_{0}^{1} \mathbb{I}\{a<Z(\lambda)\} d a & \text { (again the extended space "trick") } \\
& =\int_{0}^{1} d a \int_{0}^{\infty} \mathbb{I}\{u<Z(\lambda)\} d \lambda & & \text { (switching the integration order) } \\
& =\int_{0}^{1} d a \int_{0}^{\infty} \mathbb{I}\{\lambda<\Psi(a)\} d \lambda & \text { (using } Z(\lambda)>a \Longleftrightarrow \lambda<\Psi(a)) \\
& =\int_{0}^{1} \Psi(a) d a . & \tag{8.165}
\end{array}
$$

## Summary of the one-dimensional representations

Thus, finally we have obtained two one-dimensional integrals for expressing the Bayesian evidence $Z$,

$$
\begin{equation*}
Z=\int_{0}^{\sup \ell(\mathbf{y} \mid \theta)} Z(\lambda) d \lambda=\int_{0}^{1} \Psi(a) d a . \tag{8.166}
\end{equation*}
$$

Now that we have expressed the quantity $Z$ as an integral of a function over $\mathbb{R}$, we could think of applying simple quadrature: choose a grid of points in $[0, \sup \ell(\mathbf{y} \mid \boldsymbol{\theta})]\left(\lambda_{i}>\lambda_{i-1}\right)$
or in $[0,1]\left(a_{i}>a_{i-1}\right)$, evaluate $Z(\lambda)$ or $\Psi(a)$ and use the quadrature formulas

$$
\begin{align*}
& \widehat{Z}=\sum_{i=1}^{I}\left(\lambda_{i}-\lambda_{i-1}\right) Z\left(\lambda_{i}\right), \text { or }  \tag{8.167}\\
& \widehat{Z}=\sum_{i=1}^{I}\left(a_{i}-a_{i-1}\right) \Psi\left(a_{i}\right) . \tag{8.168}
\end{align*}
$$

However, this simple approach is not desirable since (i) the functions $Z(\lambda)$ and $\Psi(a)$ are intractable in most cases and (ii) they change much more rapidly over their domains than does $\pi(\boldsymbol{\theta} \mid \mathbf{y})=\ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta})$, hence the quadrature approximation can have very bad performance, unless the grid of points is chosen with extreme care. Table 8.16 summarizes the one-dimensional expression for $\log Z$ and $Z$ contained in this work. Clearly, in all of them, the integrand function depends, explicitly or implicitly, on the variable $\boldsymbol{\theta}$.

Table 8.16: One-dimensional integrals for $\log Z$ and $Z$. Note that, in all cases, the integrand function contains the dependence on $\boldsymbol{\theta}$.

| Method | Expression | Equations |
| :---: | :---: | :---: |
| path sampling | $\log Z=\int_{0}^{1} \frac{1}{Z(\beta)} \frac{\partial}{\partial \beta}\left(\int_{\Theta} \pi(\boldsymbol{\theta} \mid \mathbf{y}, \beta) d \boldsymbol{\theta}\right) d \beta$ | $(8.98)$ |
| power-posteriors | $\log Z=\int_{0}^{1} \mathbb{E}_{P(\theta \mid \mathbf{y}, \boldsymbol{\beta})}[\log \ell(\mathbf{y} \mid \boldsymbol{\theta})] d \beta$ | $(8.103)$ |
| vertical representation-1 | $Z=\int_{0}^{\sup \ell(\mathbf{y} \mid \boldsymbol{\theta})} Z(\lambda) d \lambda$ | $(8.152)-(8.153)$ |
| vertical representation-2 | $Z=\int_{0}^{1} \Psi(a) d a$ | $(8.165)$ |

### 8.6.2. Nested Sampling

Nested sampling is a technique for estimating the marginal likelihood that exploits the second identity in (8.166) [95, 18, 84]. Nested Sampling estimates $Z$ by a quadrature using nodes (in decreasing order),

$$
0<a_{\max }^{(I)}<\cdots<a_{\max }^{(1)}<1
$$

and the quadrature formula

$$
\begin{equation*}
\widehat{Z}=\sum_{i=1}^{I}\left(a_{\max }^{(i-1)}-a_{\max }^{(i)}\right) \Psi\left(a_{\max }^{(i)}\right)=\sum_{i=1}^{I}\left(a_{\max }^{(i-1)}-a_{\max }^{(i)}\right) \lambda_{\min }^{(i)} \tag{8.169}
\end{equation*}
$$

with $a_{\max }^{(0)}=1$. We have to specify the grid points $a_{\max }^{(i)}$ 's (possibly well-located, with a suitable strategy) and the corresponding values $\lambda_{\text {min }}^{(i)}=\Psi\left(a_{\text {max }}^{(i)}\right)$. Recall that the function $\Psi(a)$, and its inverse $a=\Psi^{-1}(\lambda)=Z(\lambda)$, are generally intractable, so that it is not even possible to evaluate $\Psi(a)$ at a grid of chosen $a_{\max }^{(i)}$ 's.

Remark 19. The nested sampling algorithm works in the other way around: it suitably selects the ordinates $\lambda_{\text {min }}^{(i)}$ 's and find some approximations $\widehat{a}_{i}$ 's of the corresponding values $a_{\max }^{(i)}=Z\left(\lambda_{\min }^{(i)}\right)$. This is possible since the distribution of $a_{\max }^{(i)}$ is known (see Section 8.6.1).

## Choice of $\lambda_{\text {min }}^{(i)}$ and $a_{\text {max }}^{(i)}$ in nested sampling

Nested sampling employs an iterative procedure in order to generate an increasing sequence of likelihood ordinates $\lambda_{\text {min }}^{(i)}, i=1, \ldots, I$, such that

$$
\begin{equation*}
\lambda_{\text {min }}^{(1)}<\lambda_{\text {min }}^{(2)}<\lambda_{\text {min }}^{(3)} \cdots . .<\lambda_{\text {min }}^{(I)} . \tag{8.170}
\end{equation*}
$$

The details of the algorithm is given in Table 8.17 and it is based on the sampling of the truncated prior $\operatorname{pdf} g\left(\theta \mid \lambda_{\text {min }}^{(i-1)}\right)$ (see Sections from 8.6.1 to 8.6.1), where $i$ denotes the iteration index. The nested sampling procedure is explained below:

- At the first iteration $(i=1)$, we set $\lambda_{\min }^{(0)}=0$ and $a_{\max }^{(0)}=Z\left(\lambda_{\min }^{(0)}\right)=1$. Then, $N$ samples are drawn from the prior $\boldsymbol{\theta}_{n} \sim g\left(\boldsymbol{\theta} \mid \lambda_{\text {min }}^{(0)}\right)=g(\boldsymbol{\theta})$ obtaining a cloud $\mathcal{P}=$ $\left\{\boldsymbol{\theta}_{n}\right\}_{n=1}^{N}$ and then set $\lambda_{n}=\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{n}\right)$, i.e., $\left\{\lambda_{n}\right\}_{n=1}^{N} \sim F(\lambda)$ as shown in Section 8.6.1. Thus, the first ordinate is chosen as

$$
\lambda_{\min }^{(1)}=\min _{n} \lambda_{n}=\min _{n} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{n}\right)=\min _{\theta \in \mathcal{P}} \ell(\mathbf{y} \mid \mathcal{P}) .
$$

Since $\left\{\lambda_{n}\right\}_{n=1}^{N} \sim F(\lambda)$, using the result in Eq. (8.163), we have that

$$
\widetilde{a}_{\max }^{(1)}=\frac{a_{\max }^{(1)}}{a_{\max }^{(0)}}=\frac{Z\left(\lambda_{\min }^{(1)}\right)}{Z\left(\lambda_{\min }^{(0)}\right)} \sim \mathcal{B}(N, 1) .
$$

Since $a_{\max }^{(0)}=Z\left(\lambda_{\min }^{(0)}\right)=1$, then $\widetilde{a}_{\max }^{(1)}=a_{\max }^{(1)} \sim \mathcal{B}(N, 1)$. The corresponding $\boldsymbol{\theta}^{*}=$ $\arg \min _{\theta \in \mathcal{P}} \ell(\mathbf{y} \mid \mathcal{P})$ is also removed from $\mathcal{P}$, i.e., $\mathcal{P}=\mathcal{P} \backslash\left\{\boldsymbol{\theta}^{*}\right\}$ (now $|\mathcal{P}|=N-1$ ).

- At a generic $i$-th iteration $(i \geq 2)$, a unique additional sample $\boldsymbol{\theta}^{\prime}$ is drawn from the truncated prior $g\left(\boldsymbol{\theta} \mid \lambda_{\text {min }}^{(i-1)}\right)$ and added to the current cloud of samples, i.e., $\mathcal{P}=\mathcal{P} \cup \boldsymbol{\theta}^{\prime}$ (now again $|\mathcal{P}|=N$ ). First of all, note that the value $\lambda^{\prime}=\lambda_{n}=\ell\left(\mathbf{y} \mid \boldsymbol{\theta}^{\prime}\right)$ is distributed as $F\left(\lambda \mid \lambda_{\text {min }}^{(i-1)}\right)$ (see Section 8.6.1). More precisely, note that all the $N$ ordinate values

$$
\left\{\lambda_{n}\right\}_{n=1}^{N}=\ell(\mathbf{y} \mid \mathcal{P})=\left\{\lambda_{n}=\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{n}\right) \text { for all } \boldsymbol{\theta}_{n} \in \mathcal{P}\right\}
$$

are distributed as $F\left(\lambda \mid \lambda_{\text {min }}^{(i-1)}\right)$, i.e., $\left\{\lambda_{n}\right\}_{n=1}^{N} \sim F\left(\lambda \mid \lambda_{\text {min }}^{(i-1)}\right)$. This is due to how the population $\mathcal{P}$ has been built in the previous iterations. Then, we choose the new minimum value as

$$
\lambda_{\min }^{(i)}=\min _{n} \lambda_{n}=\min _{\theta \in \mathcal{P}} \ell(\mathbf{y} \mid \mathcal{P})
$$

Moreover, since $\lambda_{\text {min }}^{(i)}$ is the minimum value of $\left\{\lambda_{1}, \ldots, \lambda_{N}\right\} \sim F\left(\lambda \mid \lambda_{\text {min }}^{(i-1)}\right)$, in Section 8.6.1 we have seen that

$$
\begin{equation*}
\widetilde{a}_{\max }^{(i)}=\frac{a_{\max }^{(i)}}{a_{\max }^{(i-1)}}=\frac{Z\left(\lambda_{\min }^{(i)}\right)}{Z\left(\lambda_{\min }^{(i-1)}\right)} \sim \mathcal{B}(N, 1), \tag{8.171}
\end{equation*}
$$

where we have used Eq. (8.163). We remove again the corresponding sample $\boldsymbol{\theta}^{*}=\arg \min _{\theta \in \mathcal{P}} \ell(\mathbf{y} \mid \mathcal{P})$, i.e., we set $\mathcal{P}=\mathcal{P} \backslash\left\{\boldsymbol{\theta}^{*}\right\}$ and the procedure is repeated. Note that we have also found the recursion among the following random variables,

$$
\begin{equation*}
a_{\max }^{(i)}=\widetilde{a}_{\max }^{(i)} a_{\max }^{(i-1)}, \tag{8.172}
\end{equation*}
$$

for $i=1, \ldots, I$ and $a_{\max }^{(0)}=1$.

- The random value $\widetilde{a}_{\max }^{(i)}$ could be estimated and replaced with the expected value of the Beta distribution $\mathcal{B}(N, 1)$, i.e.,

$$
\begin{equation*}
\widetilde{a}_{\max }^{(i)} \approx \widehat{a}_{1}=\frac{N}{N+1} \approx \exp \left(-\frac{1}{N}\right) . \tag{8.173}
\end{equation*}
$$

where $\mathbb{E}[\mathcal{B}(N, 1)]=\frac{N}{N+1}$, and $\exp \left(-\frac{1}{N}\right)$ becomes a very good approximation as $N$ grows. In that case, the recursion above becomes

$$
\begin{equation*}
a_{\max }^{(i)} \approx \exp \left(-\frac{1}{N}\right) a_{\max }^{(i-1)}=\exp \left(-\frac{i}{N}\right) \tag{8.174}
\end{equation*}
$$

Then, denoting $\widehat{a}_{i}=\exp \left(-\frac{i}{N}\right)$, we can use $\widehat{a}_{i}$ as an approximation of $a_{\text {max }}^{(i)}$.
Remark 20. The intuition behind the iterative approach above is to accumulate more ordinates $\lambda_{i}$ close to the $\sup \ell(\boldsymbol{y} \mid \boldsymbol{\theta})$. They are also more dense around $\sup \ell(\boldsymbol{y} \mid \boldsymbol{\theta})$. Moreover, using this scheme, we can employ $\widehat{a}_{i}=\exp \left(-\frac{i}{N}\right)$ as an approximation of $a_{\text {max }}^{(i)}$.

Remark 21. An implicit optimization of the likelihood function is performed in the nested sampling algorithm. All population of $\lambda_{i} \in \mathcal{P}$ approaches the value $\sup \ell(\boldsymbol{y} \mid \boldsymbol{\theta})$.

## Further considerations

Perhaps, the most critical task of the nested sampling implementation consists in drawing from the truncated priors. For this purpose, one can use a rejection sampling or an MCMC scheme. In the first case, we sample from the prior and then accept only the samples $\boldsymbol{\theta}^{\prime}$ such that $\ell\left(\mathbf{y} \mid \boldsymbol{\theta}^{\prime}\right)>\lambda$. However, as $\lambda$ grows, its performance deteriorates since the acceptance probability gets smaller and smaller. The MCMC algorithms could also have poor performance due to the sample correlation, specially when the support of the constrained prior is formed by disjoint regions or distant modes [18]. Moreover, in the derivation of the standard nested sampling method we have considered different approximations. First of all, for each likelihood value $\lambda_{i}$, its corresponding $a_{i}=\Psi^{-1}\left(\lambda_{i}\right)$ is approximated by replacing the expected value of a Beta random variable within a recursion involving $a_{i}$ (Eq. (8.172)). Then this expected value is again approximated with an exponential function in Eq. (8.173). This step could be avoided, keeping directly $\frac{N}{N+1}$. The simplicity of the final formula $\widehat{a}_{i}=\exp \left(-\frac{i}{N}\right)$ is perhaps the reason of using the approximation $\frac{N}{N+1} \approx \exp \left(-\frac{1}{N}\right)$. A further approximation $\mathbb{E}\left[a_{\max }^{(i)}\right] \approx \mathbb{E}\left[a_{\max }^{(i)}\right] \mathbb{E}\left[a_{\max }^{(i-1)}\right]$ is also implicitly applied in (8.174). Additionally, if an MCMC method is run for sampling from the constrained prior, also the likelihood values $\lambda_{i}$ are in some sense approximated due to the possible burn-in period of the chain.

Table 8.17: The standard Nested Sampling procedure.

1. Choose $N$ and set $\widehat{a}_{0}=1$.
2. Draw $\left\{\boldsymbol{\theta}_{n}\right\}_{n=1}^{N} \sim g(\boldsymbol{\theta})$ and define the set $\mathcal{P}=\left\{\boldsymbol{\theta}_{n}\right\}_{n=1}^{N}$. Let us also define the notation

$$
\begin{equation*}
\ell(\mathbf{y} \mid \mathcal{P})=\left\{\lambda_{n}=\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{n}\right) \text { for all } \boldsymbol{\theta}_{n} \in \mathcal{P}\right\}, \tag{8.175}
\end{equation*}
$$

3. Set $\lambda_{\text {min }}^{(1)}=\min _{\theta \in \mathcal{P}} \ell(\mathbf{y} \mid \mathcal{P})$ and $\boldsymbol{\theta}^{*}=\arg \min _{\theta \in \mathcal{P}} \ell(\mathbf{y} \mid \mathcal{P})$.
4. Set $\mathcal{P}=\mathcal{P} \backslash\left\{\boldsymbol{\theta}^{*}\right\}$, i.e., eliminate $\boldsymbol{\theta}^{*}$ from $\mathcal{P}$.
5. Find an approximation $\widehat{a}_{1}$ of $a_{\max }^{(1)}=Z\left(\lambda_{\min }^{(1)}\right)$. One usual choice is $\widehat{a}_{1}=\exp \left(-\frac{1}{N}\right)$.
6. For $i=2, . ., I$ :
(a) Draw $\boldsymbol{\theta}^{\prime} \sim g\left(\boldsymbol{\theta} \mid \lambda_{\text {min }}^{(i-1)}\right)$ and add to the current cloud of samples, i.e., $\mathcal{P}=$ $\mathcal{P} \cup \boldsymbol{\theta}^{\prime}$.
(b) Set $\lambda_{\text {min }}^{(i)}=\min _{\theta \in \mathcal{P}} \ell(\mathbf{y} \mid \mathcal{P})$ and $\boldsymbol{\theta}^{*}=\arg \min _{\theta \in \mathcal{P}} \ell(\mathbf{y} \mid \mathcal{P})$.
(c) $\operatorname{Set} \mathcal{P}=\mathcal{P} \backslash\left\{\boldsymbol{\theta}^{*}\right\}$.
(d) Find an approximation $\widehat{a}_{i}$ of $a_{\max }^{(i)}=Z\left(\lambda_{\min }^{(i)}\right)$. One usual choice is

$$
\begin{equation*}
\widehat{a}_{i}=\exp \left(-\frac{i}{N}\right) \tag{8.176}
\end{equation*}
$$

The rationale behind this choice is explained in the section above.
7. Return

$$
\begin{equation*}
\widehat{Z}=\sum_{i=1}^{I}\left(\widehat{a}_{i-1}-\widehat{a}_{i}\right) \lambda_{\min }^{(i)}=\sum_{i=1}^{I}\left(e^{-\frac{i-1}{N}}-e^{-\frac{i}{N}}\right) \lambda_{\min }^{(i)} . \tag{8.177}
\end{equation*}
$$

## Generalized Importance Sampling based on vertical representations

Let us recall the estimator IS vers-2 with proposal density $\bar{q}(\boldsymbol{\theta}) \propto q(\boldsymbol{\theta})$,

$$
\begin{equation*}
\widehat{Z}=\sum_{n=1}^{N} \bar{\rho}_{n} \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{n}\right), \quad\left\{\boldsymbol{\theta}_{n}\right\}_{n=1}^{N} \sim \bar{q}(\boldsymbol{\theta}), \tag{8.178}
\end{equation*}
$$

where $\rho_{n}=\frac{g\left(\theta_{n}\right)}{q\left(\boldsymbol{\theta}_{n}\right)}$ and $\bar{\rho}_{n}=\frac{\rho_{n}}{\sum_{n=1}^{n} \rho_{n}}$. In [84], the authors consider the use of the following proposal pdf

$$
\begin{equation*}
\bar{q}_{w}(\boldsymbol{\theta})=\frac{g(\boldsymbol{\theta}) W(\ell(\mathbf{y} \mid \boldsymbol{\theta}))}{Z_{w}} \propto q_{w}(\boldsymbol{\theta})=g(\boldsymbol{\theta}) W(\ell(\mathbf{y} \mid \boldsymbol{\theta})) \tag{8.179}
\end{equation*}
$$

where the function $W(\lambda): \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is defined by the user. Using $\bar{q}_{w}(\boldsymbol{\theta})$ leads to the weights of the form

$$
\begin{equation*}
\rho_{n}=\frac{g\left(\boldsymbol{\theta}_{n}\right)}{q_{w}\left(\boldsymbol{\theta}_{n}\right)}=\frac{1}{W\left(\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{n}\right)\right)}, \quad \boldsymbol{\theta}_{n} \sim \bar{q}_{w}(\boldsymbol{\theta}) . \tag{8.180}
\end{equation*}
$$

Note that choosing $W(\lambda)=\lambda$ we have $W(\ell(\mathbf{y} \mid \boldsymbol{\theta}))=\ell(\mathbf{y} \mid \boldsymbol{\theta})$, and $\bar{q}_{w}(\boldsymbol{\theta})=P(\boldsymbol{\theta} \mid \mathbf{y})$, recovering the harmonic mean estimator. With $W(\lambda)=\lambda^{\beta}$, we have $W(\ell(\mathbf{y} \mid \boldsymbol{\theta}))=\ell(\mathbf{y} \mid \boldsymbol{\theta})^{\beta}$ and $\bar{q}_{w}(\boldsymbol{\theta})=$ $\frac{g(\theta) \ell(\mathrm{y} \mid \theta)^{\beta}}{Z(\beta)}$, recovering the method in Section 8.4.3 that uses a power posterior as a proposal pdf. Nested sampling seems that can be also included in this framework [84].

### 8.7. On the marginal likelihood approach and other strategies

In this section, we examine the marginal likelihood approach to Bayesian model selection and compare it to other strategies such as the well-known posterior predictive check approach.

### 8.7.1. Dependence on the prior and related discussion

The marginal likelihood approach for model selection and hypothesis testing naturally appears as a consequence of the application of Bayes' theorem to derive posterior model probabilities $p\left(\mathcal{M}_{m} \mid \mathbf{y}\right) \propto p_{m} Z_{m}$. Under the assumption that one of $\mathcal{M}_{m}$ is the true generating model, the Bayes factor will choose the correct model as the number of data grows, $D_{y} \rightarrow \infty$ [47]. We can also apply the posterior model probabilities $p\left(\mathcal{M}_{m} \mid \mathbf{y}\right)$ to combine inferences across models, a setting called Bayesian model averaging [46, 72].

## Dependence on the prior

In Section 8.2.2, we have seen the marginal likelihood $Z$ contains intrinsically a penalization for the model complexity. This penalization is related to the choice of the prior and its "overlap" with likelihood function. Indeed, $Z=\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta}) d \boldsymbol{\theta}$ is by definition a continuous mixture of the likelihood values weighted according to the prior. In this sense, depending on the choice of the prior, the evidence $Z$ can take any possible value in the interval $\left[\ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{\text {min }}\right), \ell\left(\mathbf{y} \mid \boldsymbol{\theta}_{\text {max }}\right)\right]$ (see Section 8.2.2, for more details). Hence, the marginal likelihood even with strong data (unlike the posterior density) is highly sensitivity to the choice of prior density. See also the examples in the Supplementary Material.

Improper priors. The use of improper priors, $\int_{\Theta} g(\boldsymbol{\theta}) d \boldsymbol{\theta}=\infty$, is allowed when $\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta}) d \boldsymbol{\theta}<$ $\infty$, since the corresponding posteriors are proper. However, this is an issue for the model selection with $Z$. Indeed, the prior $g(\boldsymbol{\theta})=\operatorname{ch}(\boldsymbol{\theta})$ is not completely specified, since $c>0$ is arbitrary. Some possible solutions are given in Section 8.7.2.

Generally, the use of more diffuse (proper) priors provides smaller values of $Z$. Therefore, different choices of the priors can yield different selected models. For this fact, some authors criticize the use of evidence $Z$ for model comparison.

## Safe scenarios for fair comparisons

In a Bayesian framework, the best scenario is clearly when the practitioners and/or researchers have strong beliefs that can be translated into informative priors. Hence, in this setting, the priors truly encode some relevant information about the inference problem. When this additional information is not available, different strategies could be considered. We consider as a safe scenario for comparing different models, a scenario where the choice of the priors is virtually not favoring any of the models. Below and in Sections 8.7.2 and 8.7.4, we describe some interesting scenarios and some possible solutions for reducing, in some way, the dependence of the model comparison on the choice of the priors.

Same priors. Generally, we are interested in comparing two or more models. The use of the same (even improper) priors is possible when the models have the same parameters (and hence also share the same support space). With this choice, the resulting comparison seems fair and reasonable. However, this scenario is very restricted in practice. An example is when we have nested models. As noted in [47, Sect. 5.3], in the context of testing hypothesis, some authors have considered improper priors on nuisance parameters that appear on both null and alternative hypothesis. Since the nuisance parameters appear on both models, the multiplicative constants cancel out in the Bayes factor.

Likelihood-based priors. When $\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta}) d \boldsymbol{\theta}<\infty$, we can build a prior based on the data and the observation model. For instance, we can choose $g_{\text {like }}(\boldsymbol{\theta})=\frac{\ell(\mathrm{y} \mid \boldsymbol{\theta})}{\int_{\Theta} \ell(\mathrm{y} \mid \theta) d \boldsymbol{\theta}}$, then the marginal likelihood is

$$
\begin{equation*}
Z=\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta}) g_{\mathrm{like}}(\boldsymbol{\theta}) d \boldsymbol{\theta}=\frac{\int_{\Theta} \ell^{2}(\mathbf{y} \mid \boldsymbol{\theta}) d \boldsymbol{\theta}}{\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta}) d \boldsymbol{\theta}} . \tag{8.181}
\end{equation*}
$$

This idea is connected to posterior predictive approach, described in Section 8.7.4. Indeed, the marginal likelihood above can be written as $Z=E_{P(\theta \mid \mathbf{y})}[\ell(\mathbf{y} \mid \boldsymbol{\theta})]=\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta}) P(\boldsymbol{\theta} \mid \mathbf{y}) d \boldsymbol{\theta}$ when $g(\boldsymbol{\theta})=1$. Less informative likelihood-based priors can be constructed using a tempering effect with a parameter $0<\beta \leq 1$ or considering only a subset of data $\mathbf{y}_{\text {sub }}$. For instance, when $\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta})^{\beta} d \boldsymbol{\theta}<\infty$ or $\int_{\Theta} \ell\left(\mathbf{y}_{\text {sub }} \mid \boldsymbol{\theta}\right) d \boldsymbol{\theta}<\infty$, then we can choose $g_{\text {like }}(\boldsymbol{\theta}) \propto \ell(\mathbf{y} \mid \boldsymbol{\theta})^{\beta}$ or $g_{\text {like }}(\boldsymbol{\theta}) \propto \ell\left(\mathbf{y}_{\text {sub }} \mid \boldsymbol{\theta}\right)$, the marginal likelihood is

$$
\begin{equation*}
Z=\frac{\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta})^{\beta+1} d \boldsymbol{\theta}}{\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta})^{\beta} d \boldsymbol{\theta}}, \quad \text { or } \quad Z=\frac{\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta}) \ell\left(\mathbf{y}_{\text {sub }} \mid \boldsymbol{\theta}\right) d \boldsymbol{\theta}}{\int_{\Theta} \ell\left(\mathbf{y}_{\text {sub }} \mid \boldsymbol{\theta}\right) d \boldsymbol{\theta}} . \tag{8.182}
\end{equation*}
$$

This is also the key idea underlying the partial and intrinsic Bayes factors described in the next section.

### 8.7.2. Bayes factors with improper priors

So far we have considered proper priors, i.e., $\int_{\Theta} g(\boldsymbol{\theta}) d \boldsymbol{\theta}=1$. The use of improper priors is common in Bayesian inference to represent weak prior information. Consider $g(\boldsymbol{\theta}) \propto$ $h(\boldsymbol{\theta})$ where $h(\boldsymbol{\theta})$ is a non-negative function whose integral over the state space does not converge, $\int_{\Theta} g(\boldsymbol{\theta}) d \boldsymbol{\theta}=\int_{\Theta} h(\boldsymbol{\theta}) d \boldsymbol{\theta}=\infty$. In that case, $g(\boldsymbol{\theta})$ is not completely specified. Indeed, we can have different definitions $g(\boldsymbol{\theta})=\operatorname{ch}(\boldsymbol{\theta})$ where $c>0$ is (the inverse of) the "normalizing" constant, not uniquely determinate since $c$ formally does not exist. Regarding the parameter inference and posterior definition, the use of improper priors poses no problems as long as $\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta}) h(\boldsymbol{\theta}) d \boldsymbol{\theta}<\infty$, indeed

$$
\begin{align*}
P(\boldsymbol{\theta} \mid \mathbf{y}) & =\frac{1}{Z} \pi(\boldsymbol{\theta} \mid \mathbf{y})=\frac{\ell(\mathbf{y} \mid \boldsymbol{\theta}) \operatorname{ch}(\boldsymbol{\theta})}{\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta}) \operatorname{ch}(\boldsymbol{\theta}) d \boldsymbol{\theta}}=\frac{\ell(\mathbf{y} \mid \boldsymbol{\theta}) h(\boldsymbol{\theta})}{\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta}) h(\boldsymbol{\theta}) d \boldsymbol{\theta}}, \\
& =\frac{1}{Z_{h}} \ell(\mathbf{y} \mid \boldsymbol{\theta}) h(\boldsymbol{\theta}) \tag{8.183}
\end{align*}
$$

where $Z=\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta}) d \boldsymbol{\theta}, Z_{h}=\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta}) h(\boldsymbol{\theta}) d \boldsymbol{\theta}$ and $Z=c Z_{h}$. Note that the unspecified constant $c>0$ is canceled out, so that the posterior $P(\theta \mid \mathbf{y})$ is well-defined even with an improper prior if $\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta}) h(\boldsymbol{\theta}) d \boldsymbol{\theta}<\infty$. However, the issue is not solved when we compare different models, since $Z=c Z_{h}$ depends on $c$. For instance, the Bayes factors depend on the undetermined constants $c_{1}, c_{2}>0$ [96],

$$
\begin{equation*}
\mathrm{BF}(\mathbf{y})=\frac{c_{1}}{c_{2}} \frac{\int_{\Theta_{1}} \ell_{1}\left(\mathbf{y} \mid \boldsymbol{\theta}_{1}\right) h_{1}\left(\boldsymbol{\theta}_{1}\right) d \boldsymbol{\theta}_{1}}{\int_{\Theta_{2}} \ell_{2}\left(\mathbf{y} \mid \boldsymbol{\theta}_{2}\right) h_{2}\left(\boldsymbol{\theta}_{2}\right) d \boldsymbol{\theta}_{2}}=\frac{Z_{1}}{Z_{2}}=\frac{c_{1} Z_{h_{1}}}{c_{2} Z_{h_{2}}}, \tag{8.184}
\end{equation*}
$$

so that different choices of $c_{1}, c_{2}$ provide different preferable models. There exists various approaches for dealing with this issue. Below we describe some relevant ones.

Partial Bayes Factors. The idea behind the partial Bayes factors consists of using a subset of data to build proper priors and, jointly with the remaining data, they are used to calculate the Bayes factors. This is related to the likelihood-based prior approach, described above. The method starts by dividing the data in two subsets, $\mathbf{y}=\left(\mathbf{y}_{\text {train }}, \mathbf{y}_{\text {test }}\right)$. The first subset $\mathbf{y}_{\text {train }}$ is used to obtain partial posterior distributions,

$$
\begin{equation*}
\bar{g}_{m}\left(\boldsymbol{\theta}_{m} \mid \mathbf{y}_{\text {train }}\right)=\frac{c_{m}}{Z_{\text {train }}^{(m)}} \ell_{m}\left(\mathbf{y}_{\text {train }} \mid \boldsymbol{\theta}_{m}\right) h_{m}\left(\boldsymbol{\theta}_{m}\right), \tag{8.185}
\end{equation*}
$$

using the improper priors. The partial posterior $\bar{g}_{m}\left(\boldsymbol{\theta}_{m} \mid \mathbf{y}_{\text {train }}\right)$ is then employed as prior. Note that

$$
Z_{\text {train }}^{(m)}=c_{m} \int_{\Theta_{m}} \ell_{m}\left(\mathbf{y}_{\text {train }} \mid \boldsymbol{\theta}_{m}\right) h_{m}\left(\boldsymbol{\theta}_{m}\right) d \boldsymbol{\theta}_{m} .
$$

Recall that the complete posterior of $m$-th model is

$$
\begin{equation*}
P_{m}(\boldsymbol{\theta} \mid \mathbf{y})=P_{m}\left(\boldsymbol{\theta} \mid \mathbf{y}_{\text {test }}, \mathbf{y}_{\text {train }}\right)=\frac{c_{m}}{Z_{m}} \ell_{m}\left(\mathbf{y} \mid \boldsymbol{\theta}_{m}\right) h_{m}\left(\boldsymbol{\theta}_{m}\right) \tag{8.186}
\end{equation*}
$$

where

$$
Z_{m}=c_{m} \int_{\Theta_{m}} \ell_{m}\left(\mathbf{y} \mid \boldsymbol{\theta}_{m}\right) h_{m}\left(\boldsymbol{\theta}_{m}\right) d \boldsymbol{\theta}_{m} .
$$

Note that $Z_{\text {train }}^{(m)}$ and $Z_{m}$ both depend on the unspecified constant $c_{m}$. Considering the conditional likelihood $\ell_{m}\left(\mathbf{y}_{\text {test }} \mid \boldsymbol{\theta}_{m}, \mathbf{y}_{\text {train }}\right)$ of the remaining data $\mathbf{y}_{\text {test }}{ }^{17}$ we can study another posterior of $\mathbf{y}_{\text {test }}$,

$$
\begin{equation*}
\left.P_{\text {test }}^{(m)} \boldsymbol{\theta} \mid \mathbf{y}_{\text {test }}\right)=\frac{1}{Z_{\text {testtrain }}^{(m)}} \ell_{m}\left(\mathbf{y}_{\text {test }} \mid \boldsymbol{\theta}_{m}, \mathbf{y}_{\text {train }}\right) \bar{g}_{m}\left(\boldsymbol{\theta}_{m} \mid \mathbf{y}_{\text {train }}\right), \tag{8.187}
\end{equation*}
$$

where $\bar{g}_{m}\left(\boldsymbol{\theta}_{m} \mid \mathbf{y}_{\text {train }}\right)$ in (8.185) plays the role of a prior pdf, and

$$
\begin{aligned}
Z_{\text {testtrain }}^{(m)} & =\int_{\Theta_{m}} \ell_{m}\left(\mathbf{y}_{\text {test }} \mid \boldsymbol{\theta}_{m}, \mathbf{y}_{\text {train }}\right) \bar{g}_{m}\left(\boldsymbol{\theta}_{m} \mid \mathbf{y}_{\text {train }}\right) d \boldsymbol{\theta}_{m}, \\
& =\int_{\Theta_{m}} \ell_{m}\left(\mathbf{y}_{\text {test }} \mid \boldsymbol{\theta}_{m}, \mathbf{y}_{\text {train }}\right) \frac{c_{m}}{Z_{\text {train }}^{(m)}} \ell_{m}\left(\mathbf{y}_{\text {train }} \mid \boldsymbol{\theta}_{m}\right) h_{m}\left(\boldsymbol{\theta}_{m}\right) d \boldsymbol{\theta}_{m}, \\
& =\frac{c_{m}}{Z_{\text {train }}^{(m)}} \int_{\Theta_{m}} \ell_{m}\left(\mathbf{y}_{\text {test }} \mid \boldsymbol{\theta}_{m}, \mathbf{y}_{\text {train }}\right) \ell_{m}\left(\mathbf{y}_{\text {train }} \mid \boldsymbol{\theta}_{m}\right) h_{m}\left(\boldsymbol{\theta}_{m}\right) d \boldsymbol{\theta}_{m}, \\
& =\frac{c_{m}}{Z_{\text {train }}^{(m)}} \int_{\Theta_{m}} \ell_{m}\left(\mathbf{y} \mid \boldsymbol{\theta}_{m}\right) h_{m}\left(\boldsymbol{\theta}_{m}\right) d \boldsymbol{\theta}_{m}, \\
& =\frac{Z_{m}}{Z_{\text {train }}^{(m)}} .
\end{aligned}
$$

Thus, $Z_{\text {testltrain }}^{(m)}$ does not depend on $c_{m}$. Therefore, considering the partial posteriors $\bar{g}_{m}\left(\boldsymbol{\theta}_{m} \mid \mathbf{y}_{\text {train }}\right)$ as proper priors, we can define the following partial Bayes factor

$$
\begin{align*}
& \mathrm{BF}\left(\mathbf{y}_{\text {test }} \mid \mathbf{y}_{\text {train }}\right)=\frac{Z_{\text {testtrain }}^{(1)}}{Z_{\text {testltrain }}^{(2)}}=\frac{\frac{Z_{1}}{Z_{\text {Irain }}^{(1)}}}{\frac{Z_{2}}{Z_{\text {train }}^{(2)}}}, \\
& =\frac{\frac{Z_{1}}{Z_{2}}}{\frac{Z_{\text {train }}^{(1)}}{Z_{\text {train }}^{(1)}}}=\frac{\mathrm{BF}(\mathbf{y})}{\mathrm{BF}\left(\mathbf{y}_{\text {train }}\right)} \text {. ("Bayes law for Bayes Factors"). } \tag{8.188}
\end{align*}
$$

Therefore, one can approximate firstly $\operatorname{BF}\left(\mathbf{y}_{\text {train }}\right)$, secondly $\operatorname{BF}(\mathbf{y})$ and then compare the model using the partial Bayes factor $\mathrm{BF}\left(\mathbf{y}_{\text {test }} \mid \mathbf{y}_{\text {train }}\right)$.

Remark 22. The trick here consists in computing two normalizing constants for each model, instead of only one. The first normalizing constant is used for building an auxiliary proper prior, depending on $\boldsymbol{y}_{\text {train }}$. The difference with the likelihood-based prior approach in previous section is that $\boldsymbol{y}_{\text {train }}$ is used only once (in the auxiliary proper prior).

A training dataset $\mathbf{y}_{\text {train }}$ is proper if $\int_{\Theta_{m}} \ell_{m}\left(\mathbf{y}_{\text {train }} \mid \boldsymbol{\theta}_{m}\right) h_{m}\left(\boldsymbol{\theta}_{i}\right) d \boldsymbol{\theta}_{m}<\infty$ for all models, and it is called minimal if is proper and no subset of $\mathbf{y}_{\text {train }}$ is proper. If we use actually proper prior densities, the minimal training dataset is the empty set and the fractional Bayes factor reduces to the classical Bayes factor. However, the main drawback of the partial Bayes factor approach is the dependence on the choice of $\mathbf{y}_{\text {train }}$ (which could affect the selection of the model). The authors suggest finding the minimal suitable training set $\mathbf{y}_{\text {train }}$, but

[^14]this task is not straightforward. Two alternatives in the literature have been proposed, the fractional Bayes factors and the intrinsic Bayes factors.

Fractional Bayes Factors [81]. Instead of using a training data, it is possible to use power posteriors, i.e.,

$$
\begin{equation*}
\operatorname{FBF}(\mathbf{y})=\frac{\mathrm{BF}(\mathbf{y})}{\mathrm{BF}(\mathbf{y} \mid \beta)}, \tag{8.189}
\end{equation*}
$$

where the denominator is

$$
\begin{equation*}
\operatorname{BF}(\mathbf{y} \mid \beta)=\frac{\int_{\Theta_{1}} \ell_{1}\left(\mathbf{y} \mid \boldsymbol{\theta}_{1}\right)^{\beta} g_{1}\left(\boldsymbol{\theta}_{1}\right) d \boldsymbol{\theta}_{1}}{\int_{\Theta_{2}} \ell_{2}\left(\mathbf{y} \mid \boldsymbol{\theta}_{2}\right)^{\beta} g_{2}\left(\boldsymbol{\theta}_{2}\right) d \boldsymbol{\theta}_{2}}=\frac{c_{1} \int_{\Theta_{1}} \ell_{1}\left(\mathbf{y} \mid \boldsymbol{\theta}_{1}\right)^{\beta} h_{1}\left(\boldsymbol{\theta}_{1}\right) d \boldsymbol{\theta}_{1}}{c_{2} \int_{\Theta_{2}} \ell_{2}\left(\mathbf{y} \mid \boldsymbol{\theta}_{2}\right)^{\beta} h_{2}\left(\boldsymbol{\theta}_{2}\right) d \boldsymbol{\theta}_{2}} . \tag{8.190}
\end{equation*}
$$

with $0<\beta<1$, and $\operatorname{BF}(\mathbf{y} \mid 1)=\operatorname{BF}(\mathbf{y})$. Note that the value $\beta=0$ is not admissible since $\int_{\Theta_{m}} h_{m}\left(\boldsymbol{\theta}_{m}\right) d \boldsymbol{\theta}_{m}=\infty$ for $m=1,2$. Again, since both $\mathrm{BF}(\mathbf{y})$ and $\mathrm{BF}(\mathbf{y} \mid \beta)$ depend on the ratio $\frac{c_{1}}{c_{2}}$, the fractional Bayes factor $\operatorname{FBF}(\mathbf{y})$ is independent on $c_{1}$ and $c_{2}$ by definition.

Intrinsic Bayes factors [4]. The partial Bayes factor (8.188) will depend on the choice of (minimal) training set $\mathbf{y}_{\text {train }}$. These authors solve the problem of choosing the training sample by averaging the partial Bayes factor over all possible minimal training sets. They suggest using the arithmetic mean, leading to the arithmetic intrinsic Bayes factor, or the geometric mean, leading to the geometric intrinsic Bayes factor.

### 8.7.3. Marginal likelihood as a prior predictive approach

Due to the definition of the marginal likelihood $Z=E_{g}[\ell(\mathbf{y} \mid \boldsymbol{\theta})]=\int_{\Theta} \ell(\mathbf{y} \mid \boldsymbol{\theta}) g(\boldsymbol{\theta}) d \boldsymbol{\theta}$ is also called or related to the so-called prior predictive approach. As in the Approximate Bayesian Computation (ABC) [57], the idea is that we can generate artificial data $\widetilde{\mathbf{y}}_{i, m}$, $i=1, \ldots, L$ from each $m$-th model with the following procedure: (a) draw $\boldsymbol{\theta}_{i, m}$ from the $m$-th prior, $g_{m}(\boldsymbol{\theta})$ and $\widetilde{\mathbf{y}}_{i, m}$ from the $m$-th likelihood $\ell_{m}\left(\mathbf{y} \mid \boldsymbol{\theta}_{i, m}\right)$. Given each set of fake data $\mathcal{S}_{m}=\left\{\widetilde{\mathbf{y}}_{i, m}\right\}_{i=1}^{L}$, we can use different classical hypothesis testing techniques for finding the set $\mathcal{S}_{m}$ closest to the true data $\mathbf{y}$ (for instance, based on $p$-values). Another possibility, we could approximate the value $Z_{m}=p_{m}(\mathbf{y})$ applying kernel density estimation $\widehat{p}_{m}$ to each set $\mathcal{S}_{m}$.
In the next section, we describe the posterior predictive approach, which consider the expected value of likelihood evaluated in a generic $\widetilde{\mathbf{y}}$ with respect to (w.r.t.) the posterior $P(\boldsymbol{\theta} \mid \mathbf{y})$, instead of w.r.t. the prior $g(\boldsymbol{\theta})$. The posterior predictive idea can be considered an alternative model selection approach w.r.t. the marginal likelihood approach, which includes several well-known model selection schemes.

### 8.7.4. Other ways of model selection: the posterior predictive approach

The marginal likelihood approach is not the unique approach for model selection in Bayesian statistics. Here, we discuss some alternatives which are based on the concept of
prediction.
After fitting a Bayesian model, a popular approach for model checking (i.e. assessing the adequacy of the model fit to the data) consists in measuring its predictive accuracy [34, Chapter 6][83]. Hence, a key quantity in these approaches is the posterior predictive distribution of generic different data $\widetilde{\mathbf{y}}$ given $\mathbf{y}$,

$$
\begin{equation*}
p(\widetilde{\mathbf{y}} \mid \mathbf{y})=E_{P(\boldsymbol{\theta} \mid \mathbf{y})}[\ell(\widetilde{\mathbf{y}} \mid \boldsymbol{\theta})]=\int_{\Theta} \ell(\widetilde{\mathbf{y}} \mid \boldsymbol{\theta}) P(\boldsymbol{\theta} \mid \mathbf{y}) d \boldsymbol{\theta} . \tag{8.191}
\end{equation*}
$$

Considering $\widetilde{\mathbf{y}}=\mathbf{y}$, note that exists a clear connection with likelihood-based priors described in Section 8.7.1.

Remark 23. The posterior predictive distribution in (8.191) is an expectation w.r.t. the posterior, which is robust to the prior selection with informative data, unlike the marginal likelihood. Therefore, this approach is less affected by the prior choice.

Note that we can consider posterior predictive distributions $p(\widetilde{\mathbf{y}} \mid \mathbf{y})$ for vectors $\widetilde{\mathbf{y}}$ smaller than $\mathbf{y}$ (i.e., with less components). The posterior predictive checking is based on the main idea of considering some simulated data $\widetilde{\mathbf{y}}_{i} \sim p(\widetilde{\mathbf{y}} \mid \mathbf{y})$, with $i=1, \ldots, L$, and comparing with the observed data $\mathbf{y}$. After obtaining a set of fake data $\left\{\widetilde{\mathbf{y}}_{i}\right\}_{i=1}^{L}$, we have to measure the discrepancy between the true observed data $\mathbf{y}$ and the set $\left\{\widetilde{\mathbf{y}}_{i}\right\}_{i=1}^{L}$. This comparison can be made with test quantities and graphical checks (e.g., posterior predictive p -values).

Alternatively, different measures of predictive accuracy can be employed. An example, is the expected log pointwise predictive density (ELPD) [102]. Let recall that $\mathbf{y}=$ $\left[y_{1}, \ldots, y_{D_{y}}\right] \in \mathbb{R}^{D_{y}}$, and define as $\bar{y} \in \mathbb{R}$ any alternative scalar data. Considering $M$ alternative scalar data $\bar{y}_{i}$ with density $p_{\text {true }}\left(\bar{y}_{i}\right)$, the ELPD is defined as

$$
\begin{align*}
\text { ELPD } & =\sum_{i=1}^{M} \int_{\mathbb{R}} \log p\left(\bar{y}_{i} \mid \mathbf{y}\right) p_{\text {true }}\left(\bar{y}_{i}\right) d \bar{y}_{i} \\
& =\sum_{i=1}^{M} \int_{\mathbb{R}} \log \left[\int_{\Theta} \ell\left(\bar{y}_{i} \mid \boldsymbol{\theta}\right) P(\boldsymbol{\theta} \mid \mathbf{y}) d \boldsymbol{\theta}\right] p_{\text {true }}\left(\bar{y}_{i}\right) d \bar{y}_{i} . \tag{8.192}
\end{align*}
$$

Note that $p_{\text {true }}\left(\bar{y}_{i}\right)$ is the density representing the true data generating process for $\bar{y}_{i}$, which is clearly unknown. Therefore, some approximations are required. First all, we define an over-estimation of the ELPD, considering the observed data in $\mathbf{y}=\left[y_{1}, \ldots, y_{D_{y}}\right]$ instead new alternative data $\bar{y}_{i}$, so that $M=D_{y}$ and $\int_{\mathbb{R}} \log p\left(\bar{y}_{i} \mid \mathbf{y}\right) p_{\text {true }}\left(\bar{y}_{i}\right) d \bar{y}_{i} \approx \log p\left(y_{i} \mid \mathbf{y}\right)$, i.e.,

$$
\begin{equation*}
\widehat{\mathrm{ELPD}}=\sum_{i=1}^{D_{y}} \log p\left(y_{i} \mid \mathbf{y}\right)=\sum_{i=1}^{D_{y}} \log \left[\int_{\Theta} \ell\left(y_{i} \mid \boldsymbol{\theta}\right) P(\boldsymbol{\theta} \mid \mathbf{y}) d \boldsymbol{\theta}\right] . \tag{8.193}
\end{equation*}
$$

In practice, we need an additional approximation for computing $p\left(y_{i} \mid \mathbf{y}\right)=\int_{\Theta} \ell\left(\bar{y}_{i} \mid \boldsymbol{\theta}\right) P(\boldsymbol{\theta} \mid \mathbf{y}) d \boldsymbol{\theta}$. We can use MCMC samples from $P(\boldsymbol{\theta} \mid \mathbf{y})$, i.e.,

$$
\begin{equation*}
\widehat{\mathrm{ELPD}}=\sum_{i=1}^{D_{y}} \log \widehat{p}\left(y_{i} \mid \mathbf{y}\right)=\sum_{i=1}^{D_{y}} \log \left[\frac{1}{N} \sum_{n=1}^{N} \ell\left(y_{i} \mid \boldsymbol{\theta}_{n}\right)\right], \quad \text { with } \quad \boldsymbol{\theta}_{n} \sim P(\boldsymbol{\theta} \mid \mathbf{y}) . \tag{8.194}
\end{equation*}
$$

LOO-CV. However, we know that the approximation above overestimates ELPD. One possibility is to use cross-validation (CV), such as the leave-one-out cross-validation (LOO-CV). In LOO-CV, we consider $p\left(y_{i} \mid \mathbf{y}_{-i}\right)$ instead of $p\left(y_{i} \mid \mathbf{y}\right)$ in Eq. (8.193), where $\mathbf{y}_{-i}$ is vector $\mathbf{y}$ leaving out the $i$-th data, $y_{i}$. Hence,

$$
\begin{equation*}
\widehat{\mathrm{ELPD}}_{\mathrm{LOO}-\mathrm{CV}}=\sum_{i=1}^{D_{y}} \log p\left(y_{i} \mid \mathbf{y}_{-i}\right)=\sum_{i=1}^{D_{y}} \log \left[\int_{\Theta} \ell\left(y_{i} \mid \boldsymbol{\theta}\right) P\left(\boldsymbol{\theta} \mid \mathbf{y}_{-i}\right) d \boldsymbol{\theta}\right] . \tag{8.195}
\end{equation*}
$$

For approximating $p\left(y_{i} \mid \mathbf{y}_{-i}\right)=\int_{\Theta} \ell\left(y_{i} \mid \boldsymbol{\theta}\right) P\left(\boldsymbol{\theta} \mid \mathbf{y}_{-i}\right) d \boldsymbol{\theta}$, we draw again from the full posterior by means of an MCMC technique, $\boldsymbol{\theta}_{n} \sim P(\boldsymbol{\theta} \mid \mathbf{y})$, and apply importance sampling [102],

$$
\begin{equation*}
p\left(y_{i} \mid \mathbf{y}_{-i}\right) \approx \widehat{p}\left(y_{i} \mid \mathbf{y}_{-i}\right)=\sum_{n=1}^{N} \bar{w}_{i, n} \ell\left(y_{i} \mid \boldsymbol{\theta}_{n}\right), \quad \boldsymbol{\theta}_{n} \sim P(\boldsymbol{\theta} \mid \mathbf{y}), \tag{8.196}
\end{equation*}
$$

where $\bar{w}_{i, n}=\frac{w_{i, n}}{\sum_{k=1}^{N} w_{i, k}}$ and, in the case the data are conditionally independent,

$$
w_{i, n}=\frac{1}{\ell\left(y_{i} \mid \boldsymbol{\theta}_{n}\right)} \propto \frac{P\left(\boldsymbol{\theta}_{n} \mid \mathbf{y}_{-i}\right)}{P\left(\boldsymbol{\theta}_{n} \mid \mathbf{y}\right)} .
$$

Thus, replacing in (8.196), we obtain

$$
\begin{equation*}
p\left(y_{i} \mid \mathbf{y}_{-i}\right) \approx \widehat{p}\left(y_{i} \mid \mathbf{y}_{-i}\right)=\frac{1}{\sum_{n=1}^{N} \frac{1}{\ell\left(y_{i} \mid \boldsymbol{\theta}_{n}\right)}}, \quad \boldsymbol{\theta}_{n} \sim P(\boldsymbol{\theta} \mid \mathbf{y}) \tag{8.197}
\end{equation*}
$$

which resembles the harmonic mean estimator but with just one data point. However, since the full posterior $P\left(\boldsymbol{\theta}_{n} \mid \mathbf{y}\right)$ has smaller variance of $P\left(\boldsymbol{\theta}_{n} \mid \mathbf{y}_{-i}\right)$, the direct use of (8.197) is quite unstable, since the IS weights can have high or infinite variance. See [102] for stable computations of LOO-CV and using posterior simulations. Moreover, see also [83] for a quantitative comparison of methods for estimating the predictive ability of a model. The marginal likelihood can also be interpreted as a measure of predictive performance [47, Sect. 3.2]. In [29], the authors show that the marginal likelihood is equivalent, in some sense, to a leave-p-out cross-validation procedure. For further discussions about model selection strategies, see [1, 82].

### 8.8. Numerical comparisons

In this section, we compare the performance of different marginal likelihood estimators in different experiments. First of all, we consider 3 different illustrative scenarios in Section 8.8.1, 8.8.2 and 8.8.3 each one considering different challenges: different overlap between prior and likelihood (changing the number of data, or the variance and mean of the prior), multi-modality and different dimensions of the inference problem. The first experiment also considers two different sub-scenarios. Additional theoretical results related to the experiments in Sect. 8.8.1 are provided in the Supplementary Material.

The last two experiments involves a real data analysis. In Section 8.8.4, we test several estimators in a nonlinear regression problem with real data (studied also in [23]), where
the likelihood function has non-elliptical contours. Finally, in Section 8.8 .5 we consider another regression problem employing non-linear localized bases with real data of the COVID-19 outbreak.

### 8.8.1. First experiment

## First setting: Gaussians with same mean and different variances

In this example, our goal is to compare by numerical simulations different schemes for estimating the normalizing constant of a Gaussian target $\pi(\theta)=\exp \left(-\frac{1}{2} \theta^{2}\right)$. We know the ground-truth $Z=\int_{-\infty}^{\infty} \pi(\theta) d \theta=\sqrt{2 \pi}$, so $P(\theta)=\frac{\pi(\theta)}{Z}=\mathcal{N}(\theta \mid 0,1)$. Since this is a data-independent example, $\pi(\theta)$ and $P(\theta)$ have no dependence on $\mathbf{y}$. We compare several estimators enumerated below, considering one or two proposals.

One proposal estimators (IS and RIS). First of all, we recall that the IS vers-1 estimator with importance density $\bar{q}(\theta)$ and the RIS estimator with auxiliary density $f(\theta)$ are

$$
\widehat{Z}_{\mathrm{IS}}=\frac{1}{N} \sum_{i=1}^{N} \frac{\pi\left(z_{i}\right)}{\bar{q}\left(z_{i}\right)}, \quad z_{i} \sim \bar{q}(\theta), \quad \widehat{Z}_{\mathrm{RIS}}=\frac{1}{\frac{1}{N} \sum_{i=1}^{N} \frac{f\left(\theta_{i}\right)}{\pi\left(\theta_{i}\right)}}, \quad \theta_{i} \sim P(\theta) .
$$

For a fair comparison, we consider

$$
\bar{q}(\theta)=f(\theta)=\mathcal{N}\left(\theta \mid 0, h^{2}\right)=\frac{1}{\sqrt{2 \pi h^{2}}} \exp \left(-\frac{1}{2 h^{2}} \theta^{2}\right) .
$$

where $h>0$ is the standard deviation. We desire to study the performance of the two estimators as $h$ varies. Moreover, a theoretical comparison of IS and RIS estimators is given in the Supplementary Material.

Estimators using with two proposals. The IS and RIS estimators use a single set of samples from $\bar{q}(\theta)$ or $P(\theta)$, respectively. Now, we consider the comparison, in terms of MSE, against several estimators that use sets of samples from both densities, $\bar{q}(\theta)$ and $P(\theta)$, at the same time. Let $\left\{z_{i}\right\}_{i=1}^{M}$ and $\left\{\theta_{j}\right\}_{j=1}^{N}$ denote sets of iid samples from $\bar{q}(\theta)$ and $P(\theta)$, respectively. When $M=N=500$, the set $\left\{\left\{z_{i}\right\}_{i=1}^{M},\left\{\theta_{j}\right\}_{j=1}^{N}\right\}$ can be considered as a unique set of samples drawn from the mixture $\frac{1}{2} P(\theta)+\frac{1}{2} \bar{q}(\theta)$ [28]. For a fair comparison, these estimators use $\frac{M}{2}$ samples from $\bar{q}(\theta)$ and $\frac{N}{2}$ samples from $P(\theta)$.

Ideal and realistic scenarios. Furthermore, we consider two scenarios, corresponding to whether we can evaluate $P(\theta)$ (ideal and impossible scenario) or we evaluate $\pi(\theta) \propto P(\theta)$ (realistic scenario). Note that the first scenario is simply for illustration purposes.

Jointly with IS and RIS estimator, we test several other estimators of $Z$, introduced in Section 8.4.2, that use two sets of samples simultaneously.

- Opt-BS: The optimal bridge sampling estimator with $\alpha(\theta)=\left(\frac{1}{2} P(\theta)+\frac{1}{2} \bar{q}(\theta)\right)^{-1}$.
- Mix-IS: IS vers- 1 with the mixture $\frac{1}{2} P(\theta)+\frac{1}{2} \bar{q}(\theta)$, instead of $\bar{q}(\theta)$, as proposal.
- Mix-self IS: The self-IS estimator, with $f(\theta)=\bar{q}(\theta)$, and the mixture $\frac{1}{2} P(\theta)+\frac{1}{2} \bar{q}(\theta)$ as the proposal.

Moreover, we consider another one proposal estimator, described in Section 8.4.1:

- Opt-self IS: The optimal self-IS estimator, with $f(\theta)=\bar{q}(\theta)$. Note that this estimator use samples from a density to $\bar{q}^{\text {opt }}(\theta) \propto|P(\theta)-\bar{q}(\theta)|$. We include it as a reference, for its optimality, and since $\bar{q}^{\text {opt }}(\theta)$ involves both, $P(\theta)$ and $\bar{q}(\theta)$.

Remark 24. Clearly, in the realistic scenario, all of the schemes above must replaced for their iterative versions, since we cannot evaluate $P(\theta)$ but only $\pi(\theta) \propto P(\theta)$.

Results in ideal scenario. Figures 8.8(a)-(b) show the MSE of the estimators versus $h$ (which is the standard deviation of $\bar{q}(\theta)$ ) in the ideal scenario. IS vers- 1 can have very high MSE when $h<1$, i.e., $\bar{q}(\theta)$ has smaller variance then the $P(\theta)$. Whereas, IS vers-1 is quite robust when $h>1$. The MSE of RIS has the opposite behavior of IS vers-1. This is because RIS needs that $\bar{q}(\theta)$ has lighter tails than $P(\theta)$. In this example, optimal bridge sampling seems to provide performance in-between the IS and RIS estimators. The MSE of Opt-BS is closer to RIS for $h<1$, whereas Opt-BS becomes closer to IS for $h>1$. Conversely, the MSE of Opt BS is not smaller than that of IS or RIS for any $h$ in this example. Finally, Mix-IS and Mix-self-IS provide the best performance, even better than the optimal self-IS estimator. But this is due to we are in an ideal, unrealistic scenario.

Results in the realistic scenario. Since $Z$ is unknown we cannot evaluate $P(\theta)$ but only $\pi(\theta) \propto P(\theta)$. Only IS and RIS can be truly applied. The rest of above estimators must employ an iterative procedure (see Section 8.4.1 and Section 8.4.2). The iterative versions of these estimators evaluate $\frac{1}{2} \pi(\theta) / \widehat{Z}^{(t)}+\frac{1}{2} \bar{q}(\theta)$, where $\widehat{Z}^{(t)}$ is the current approximation. In Figure 8.9 , we show these three estimators after $T=5$ and $T=15$ iterations. Interestingly, note that they all converge to the results of Opt-BS estimator. This means that the iterative versions of Mix-IS and Mix-self-IS are two alternative of Opt-BS in practice, and the performance obtained in ideal scenario are unachievable. However, the iterative version of Opt-BS seems to have the fastest convergence (to the results of the ideal OptBS), w.r.t. the iterative versions of Mix-IS and Mix-self-IS.
We also include a two-stage version of the Opt-selfIS estimator (see Section 8.4.1). This estimator employs $\frac{N}{4}$ to obtain an approximation $\widehat{Z}$ via standard IS, and then draws $\frac{3}{4} N$ samples from a density proportional to $|\pi(\theta) / \widehat{Z}-\bar{q}(\theta)|$. This two-stage Opt-selfIS depends on the quality of the initial approximation of $\widehat{Z}$. Since this initial approximation is provided by IS, and since IS is problematic when $h<1$, the two-stage self-IS does not perform better than Opt-BS for $h<1$.


Figure 8.8: Numerical comparison with estimators using samples from $\bar{q}(\theta)$ and $P(\theta)$, and optimal self-IS. The figure shows the MSE of each method (averaged over 2000 simulations) as a function of $h$.


Figure 8.9: Comparison of iterative version of estimators with a very far starting value, $\widehat{Z}^{(0)}=5000$, with $T=5$ and $T=15$. Note that the two-stage self-IS is not iterative (see Section 8.4.1).

## Second setting: Gaussians with same variance and different means

In this setting, we consider again $P(\theta) \propto \pi(\theta)=\exp \left(-\frac{1}{2} \theta^{2}\right)$,i.e., $P(\theta)=\frac{\pi(\theta)}{Z}=\mathcal{N}(\theta \mid 0,1)$, but the proposal is $\bar{q}(\theta)=\mathcal{N}(\theta \mid \mu, 1)$ for $\mu \geq 0$. Namely, as $\mu$ grows, $\bar{q}(\theta)$ and $P(\theta)$ are more distant. A theoretical comparison of IS and RIS estimators is given in the Supplementary Material, also for this setting.

Similarly, we compare the MSE as function of $\mu$ of different estimators of $Z$ : (a) IS vers-1, (b) RIS, (c) optimal BS (Opt-BS), (d) a suboptimal self-IS estimator with $f(\theta)=\bar{q}(\theta)$ and using $\bar{q}(\theta)=\mathcal{N}\left(\frac{\mu}{2}, 1\right)$ as proposal, and (e) the Opt-self IS estimator with $f(\theta)=\bar{q}(\theta)$ and proposal $\bar{q}^{\text {opt }}(\theta) \propto|P(\theta)-\bar{q}(\theta)|$. Each estimator is computed using 500 samples in total and the results are averaged over 2000 independent simulations.

Results of the second setting. Unlike in the first setting, here we consider only the ideal scenario (i.e., without iterative procedures). However, note that the suboptimal self-IS scheme would not require an iterative version. The results are shown in Figure 8.10. The MSE of both IS and RIS diverge as $e^{\mu^{2}}$. Opt-BS shows better performance than IS vers-1 and RIS. The suboptimal self-IS estimator performs similarly to the Opt-BS, but both are worse than the Opt-self IS estimator. In this example, the estimators that use a middle density (as Opt-BS and the self-IS estimators) are less affected by the problem of $P(\theta)$ and $\bar{q}(\theta)$ becoming further apart. As in the previous setting, we expect that the iterative versions of Opt-BS converges to the results of the ideal Opt-BS, provided in Figure 8.10. Recall that, for approximating the Opt-self IS, we require a two-stage procedure. However, a procedure with just two stages could be not enough, as we showed in the previous setting. Hence, an iterative application of the two-stage procedure could be employed (becoming actually an adaptive importance sampler).


Figure 8.10: Numerical comparison of IS, RIS, Opt-BS, suboptimal self-IS and Opt selfIS. The figure shows the MSE of each method (averaged over 2000 simulations) as a function of $\mu$. Greater $\mu$ means $P(\theta)$ and $\bar{q}(\theta)$ are further apart.

### 8.8.2. Second experiment: Gaussian likelihood and uniform prior

Let us consider the following one-dimensional example. More specifically, we consider independent data $\mathbf{y}=\left[y_{1}, \ldots, y_{D_{y}}\right]$ generated according to a Gaussian observation model,

$$
\ell(\mathbf{y} \mid \theta)=\prod_{i=1}^{D_{y}} \ell\left(y_{i} \mid \theta\right)=\frac{1}{(\sqrt{2 \pi} \sigma)^{D_{y}}} \exp \left\{-\frac{D_{y}}{2 \sigma^{2}}\left[(\theta-\bar{y})+s_{y}\right]\right\},
$$

where $\sigma=3, \bar{y}$ and $s_{y}$ denote the sample mean and sample variance of $\mathbf{y}$, respectively. We consider a uniform prior $g(\theta)=\frac{1}{2 \Delta}, \theta \in[-\Delta, \Delta]$ with $\Delta>0$ being the prior width. In this setting, the marginal likelihood $Z$ can be obtained in closed-form as a function of $\Delta$ and $n$ (considering the evaluation of the error function $\operatorname{erf}(x)$ ). The posterior is a truncated

Gaussian $P(\theta \mid \mathbf{y}) \propto \mathcal{N}\left(\theta \mid \bar{y}, \frac{\sigma^{2}}{D_{y}}\right), \theta \in[-\Delta, \Delta]$. Let $\beta \in[0,1]$ denote an inverse temperature, the power posterior is

$$
\begin{equation*}
P(\theta \mid \mathbf{y}, \beta) \propto \mathcal{N}\left(\theta \mid \bar{y}, \frac{\sigma^{2}}{D_{y} \beta}\right), \quad \text { restricted to } \theta \in[-\Delta, \Delta] . \tag{8.198}
\end{equation*}
$$

For any $\beta$, we can sample $P(\theta \mid \mathbf{y}, \beta) \propto \ell(\mathbf{y} \mid \theta)^{\beta} g(\theta)$ with rejection sampling by drawing from $\mathcal{N}\left(\theta \mid \bar{y}, \frac{\sigma^{2}}{D_{y}, \beta}\right)$ and discarding the samples that fall outside $[-\Delta, \Delta]$.

Scenario 1: $\Delta=10$ and $D_{y}=10$. We start by setting $\Delta=10$ and generating $D_{y}=10$ data points from $\mathcal{N}\left(0, \sigma^{2}\right)$ with $\sigma=3$. The value of the marginal likelihood is $\log Z=$ -25.2853 . We aim to compare the performances of several methods in estimating $\log Z$ :
(a) Naive Monte Carlo (NMC), (b) Harmonic mean (HM), (c) IS with a tempered posterior as proposal (IS-P), (d) stepping stone sampling (SS), (e) power posterior method (PP), and (f) path sampling (PS).

Remark 25. Estimating $\log Z$, instead of directly $Z$, helps the methods of $P P$ and $P S$, with respect to NMC, HM, IS-P and SS (making their results worse).

We establish a total budget of $N=10^{3}$ likelihood evaluations. For SS and PP, we set $K+1$ values of $\beta$, from $\beta_{0}=0$ to $\beta_{K}=1$, chosen (i) uniformly, i.e., $\beta_{k}=\frac{k}{K}$ for $k=1, \ldots, K$, or (ii) concentrated around $\beta=0$, i.e., $\beta_{k}=\left(\frac{k}{K}\right)^{1 / \alpha}$ with $\alpha=0.25$. Hence the uniform case is obtained when $\alpha=1$. Note that SS draws samples from $K$ distributions, while PP draw samples from $K+1$ distributions. For fair comparison, we sample $\left\lfloor\frac{N}{K}\right\rfloor$ times from each $P\left(\theta \mid \mathbf{y}, \beta_{k}\right)$, for $k=0, \ldots, K-1$, in SS, and $\left\lfloor\frac{N}{K+1}\right\rfloor$ times from of each $P\left(\theta \mid \mathbf{y}, \beta_{k}\right)$, for $k=0, \ldots, K$, in PP. For IS-P we test $\beta_{1}=0.5$ and $\beta_{2}=0.5^{4}$ and draw $N$ samples from each of the $P\left(\theta \mid \mathbf{y}, \beta_{1}\right)$ and $P\left(\theta \mid \mathbf{y}, \beta_{2}\right)$. For PS, we sample $N$ pairs ( $\beta^{\prime}, \theta^{\prime}$ ) as follows: we first sample $\beta^{\prime}$ from a $\mathcal{U}(0,1)$ and then sample $\theta^{\prime}$ from the corresponding power posterior $P\left(\theta \mid \mathbf{y}, \beta^{\prime}\right)$. Naive Monte Carlo uses $N$ independent samples from prior and HM uses $N$ independent samples from the posterior.

Results scenario 1. In Figure 8.11(a), we show 500 independent estimations from each method. We observe that NMC works very well in this scenario since the prior acts as a good proposal. SS with $K=2$ provides also good performance, since half the samples come from the prior with this choice of $K$. The value of $\alpha$ seems to be not important for SS in this case. PS performs as well as NMC and SS, but shows a slightly bigger dispersion. HM tends to overestimate the marginal likelihood, which is a well-known issue. The estimation provided by IS-P depends on the choice of $\beta$. For $\beta_{1}=0.5$, the power posterior is closer to the posterior so its behavior is similar to HM. For $\beta_{2}=0.0625$ the power posterior is close to the prior, and IS-P tends to underestimate $Z$. Recall that IS-P has a bias since it is a special case of IS vers-2. PP performs poorly with $K=2$, due to the discretization error in (8.103), which improves when considering the value $K=35$. The choice $\alpha=0.25$, w.r.t. $\alpha=1$, improves the performance in PP.
In Figure 8.11(b), we show the mean absolute error (MAE) in estimating $\log Z$ of SS
and PP as a function of $K$. We depict two curves for each method, corresponding to the choices $\alpha=1$ and $\alpha=0.25$. We can observe that the errors obtained in SS and PP when $\alpha=0.25$ are smaller than when $\alpha=1$ for any $K$. This is in line with the recommendations provided in their original works. We note that the error of SS slightly deteriorates as $K$ grows: for $K>2$, less and less samples are drawn from the prior, which is a good proposal in this scenario (with $\Delta=10$ and $D_{y}=10$ ). The performance of PP improves drastically as $K$ grows, since larger $K$ means that the trapezoidal rule is more accurate in approximating (8.103). SS and PP, for $\alpha=1$ and $\alpha=0.25$, approach the same limit when $K$ grows, achieving an error which is always greater than the one obtained by NMC, in this scenario.

Scenario 2: $\Delta=1000$ and $D_{y}=100$. Now, we replicate the previous experiment increasing the number of data, $D_{y}=100$, and the width of the prior, $\Delta=1000$. The joint effect of increasing $D_{y}$ and $\Delta$ makes the likelihood become extremely concentrated w.r.t. the prior, hence decreasing the value of the marginal likelihood, being $\log Z=-267.6471$. Moreover, this high discrepancy between prior and posterior is reflected in the power posteriors $P(\theta \mid \mathbf{y}, \beta)$, which will be very similar to the posterior except for very small values of $\beta$. We compare all the methods described before with a total budget of $N=10^{3}$ likelihood evaluations. Additionally, we also test a PS where $\beta^{\prime} \sim \mathcal{B}(0.25,1)$, i.e., from a beta distribution which provides more $\beta^{\prime}$ values closer to 0 .

Results scenario 2. In Figure 8.12(a), we can see that, unlike in the previous scenario, the NMC tends to underestimate the marginal likelihood, since the likelihood is much more concentrated than the prior. The HM and the two implementations of IS-P provide similar results, overestimating $Z$ : in this case, the posterior is so different from the prior that $P(\theta \mid \mathbf{y}, 0.5)$ and $P(\theta \mid \mathbf{y}, 0.06)$ are very similar to the posterior. PS with $\beta^{\prime} \sim[0,1]$ tends to overestimate $Z$ : since the $\beta^{\prime}$ 's are drawn uniformly in $[0,1]$, many samples $\left(\beta^{\prime}, \theta^{\prime}\right)$ are drawn in high-valued likelihood zones. Indeed, at least the bias is reduced when we test PS with $\beta^{\prime} \sim \mathcal{B}(0.25,1)$. We also show the results of one implementation of SS (with $K=10$ and $\alpha=0.25$ ) and PP (with $K=70$ and $\alpha=0.25$ ). Both greatly outperform the rest of estimators in this scenario, providing accurate estimations. In Figure 8.12(b), we show again the MAE of SS and PP as a function of $K$ for two values $\alpha=1$ and $\alpha=0.25$. The error of PP, with either $\alpha=1$ or $\alpha=0.25$, decreases as $K$ grows, although it decreases more rapidly when considering $\alpha=0.25$. The error of SS with $\alpha=0.25$ decreases as $K$ grows, but increases with $K$ when $\alpha=1$. Again, PP requires the use bigger values of $K$ with respect to SS. In both methods, the choice of $\alpha<1$, i.e., concentrating $\beta$ 's near $\beta=0$ where $P(\theta \mid \mathbf{y}, \beta)$ is usually changing rapidly, shows to improve the overall performance.

### 8.8.3. Third experiment: posterior as mixture of two components

We consider a posterior which is a mixture of two $D_{\theta}$-dimensional Gaussian densities. It is a conjugate model where the likelihood is Gaussian and the prior is a mixture of two Gaussian. Given the observation vector $\mathbf{y}$, we consider a $D_{\theta}$-dimensional Gaussian


Figure 8.11: Simulations when $D_{y}=10$ and $\Delta=10$ : (a) Estimates of $\log Z$ in 500 independent simulations, (b) MAEs of SS and PP as a function of $K$ for two values of $\alpha$.


Figure 8.12: Simulations when $D_{y}=100$ and $\Delta=1000$ : (a) Estimates of $\log Z$ in 500 independent simulations, (b) MAEs of SS and PP as a function of $K$ for two values of $\alpha$.
likelihood function

$$
\begin{equation*}
\ell(\mathbf{y} \mid \boldsymbol{\theta})=\boldsymbol{N}(\mathbf{y} \mid \boldsymbol{\theta}, \boldsymbol{\Lambda}), \tag{8.199}
\end{equation*}
$$

with covariance $\boldsymbol{\Lambda}$, and a $D_{\theta}$-dimensional Gaussian mixture prior

$$
\begin{equation*}
g(\boldsymbol{\theta})=\alpha_{\text {prior }} \mathcal{N}\left(\boldsymbol{\theta} \mid \boldsymbol{\mu}_{\mathrm{pr}}^{(1)}, \boldsymbol{\Sigma}_{\mathrm{pr}}^{(1)}\right)+\left(1-\alpha_{\text {prior }}\right) \mathcal{N}\left(\boldsymbol{\theta} \mid \boldsymbol{\mu}_{\mathrm{pr}}^{(2)}, \boldsymbol{\Sigma}_{\mathrm{pr}}^{(2)}\right), \tag{8.200}
\end{equation*}
$$

with $\alpha_{\mathrm{prior}} \in[0,1], \boldsymbol{\mu}_{\mathrm{pr}}^{(i)}$ and $\boldsymbol{\Sigma}_{\mathrm{pr}}^{(i)}$ being the prior means and covariances of each component of the mixture, respectively. Then, the posterior is also a mixture of two Gaussian densities

$$
\begin{equation*}
P(\boldsymbol{\theta} \mid \mathbf{y})=\alpha_{\text {post }} \mathcal{N}\left(\boldsymbol{\theta} \mid \boldsymbol{\mu}_{\text {post }}^{(1)}, \boldsymbol{\Sigma}_{\text {post }}^{(1)}\right)+\left(1-\alpha_{\text {post }}\right) \mathcal{N}\left(\boldsymbol{\theta} \mid \boldsymbol{\mu}_{\text {post }}^{(2)}, \boldsymbol{\Sigma}_{\text {post }}^{(2)}\right), \tag{8.201}
\end{equation*}
$$

where the parameters $\alpha_{\text {post }} \in[0,1], \boldsymbol{\mu}_{\text {post }}^{(i)}$ and $\boldsymbol{\Sigma}_{\text {post }}^{(i)}$ can be obtained in closed-form from $\alpha_{\text {prior }}, \boldsymbol{\mu}_{\mathrm{pr}}^{(i)}, \boldsymbol{\Sigma}_{\mathrm{pr}}^{(i)}, \boldsymbol{\Lambda}$ and $\mathbf{y}$. Thus, having the analytical expression of the posterior in closedform allows to compute exactly the marginal likelihood $Z$ (recall $Z=\frac{\pi(\theta \mid \mathbf{y})}{P(\theta \mid \mathbf{y})}$ for any $\boldsymbol{\theta}$ ).

In this case, we can also draw samples directly from the posterior. We can interpret this scenario as the use of an ideal MCMC scenario, where the performance is extremely good. We compare different estimators of $Z$ changing the Euclidean distance between the means of posterior mixture components,

$$
\begin{equation*}
\operatorname{dist}=\left\|\mu_{\mathrm{post}}^{(1)}-\boldsymbol{\mu}_{\mathrm{post}}^{(2)}\right\|_{2}, \tag{8.202}
\end{equation*}
$$

in $D_{\theta}=1$ and $D_{\theta}=5$. This distance can be controlled by changing the distance between the prior modes. More specifically, we choose $\boldsymbol{\Lambda}=50 \mathbf{I}_{D}, \boldsymbol{\Sigma}_{\mathrm{pr}}^{(1)}=\boldsymbol{\Sigma}_{\mathrm{pr}}^{(2)}=30 \mathbf{I}_{D}$, where $\mathbf{I}_{D}$ denotes the $D$-dimensional identity matrix. The data is a single observation $\mathbf{y}=-0.5 \mathbf{1}_{D}$, where $\mathbf{1}_{D}$ a $D$-dimensional vector of 1's. For the prior means we chose $\boldsymbol{\mu}_{\mathrm{pr}}^{(1)}=-\boldsymbol{\mu}_{\mathrm{pr}}^{(2)}=L \mathbf{1}_{D}$, so $\left\|\mu_{\mathrm{pr}}^{(1)}-\mu_{\mathrm{pr}}^{(2)}\right\|_{2}=2 L \sqrt{D_{\theta}}$. We can change the distance between the modes of the prior, and hence between the modes of the posterior, by varying $L \in \mathbb{R}^{+}$. Specifically, we select $L \in\{1,6,11,16,21,26,31,36,41,46,51\}$ and compare: (i) the Naive-MC estimator, (ii) the HM estimator, (iii) Laplace-Metropolis estimator, (iv) RIS, and (v) CLAIS. The budget is $10^{4}$ posterior evaluations. In RIS, we set $f(\boldsymbol{\theta})$ to be the mixture in Eq. (8.146), that results after applying a clustering algorithm (e.g., k -means algorithm) to the $10^{4}$ posterior samples. In CLAIS, we use an analogous mixture obtained from $5 \cdot 10^{3}$ posterior samples, and then use it to draw other $5 \cdot 10^{3}$ samples in the lower layer (hence the total number of posterior evaluations is $10^{4}$ ). For RIS and CLAIS, we set the number of clusters to $C=4$. RIS and CLAIS also need setting the bandwidth parameter $h$ (see Eq. (8.146)). We find that the choices $h=2$ for RIS and $h=10$ for CLAIS show the average performance of both. We test the techniques in dimension $D_{\theta}=1$ and $D_{\theta}=5$. We compute the relative Mean Absolute Error (MAE) in the estimation of Z, averaged over 200 independent simulations.

The results are depicted in Figure 8.13. They show that RIS and the CLAIS achieve the best overall performances. Their relative error remain small and rather constant for all distances considered, for $D_{\theta}=1$ and $D_{\theta}=5$. The RIS estimator performs as well as CLAIS in both $D_{\theta}=1$ and $D_{\theta}=5$, and even better for small distances in $D_{\theta}=1$. For the smallest distance, the lowest relative error corresponds to the Naive MC estimator, since prior and posterior are very similar in that case, although it rapidly gets outperformed by RIS and CLAIS. The Laplace estimator provides poor results as dist grows, since the posterior becomes bimodal. As one could expect, the estimators that make use of the posterior sample to adapt its importance density, i.e., RIS and CLAIS, achieve best performances, being almost independent to increasing the distance between the modes. The HM estimator confirms its reputation of relative bad estimator.

### 8.8.4. Experiment with biochemical oxygen demand data

We consider a numerical experiment studied also in [23], that is a nonlinear regression problem modeling data on the biochemical oxygen demand (BOD) in terms of time instants. The outcome variable $Y_{i}=\mathrm{BOD}(\mathrm{mg} / \mathrm{L})$ is modeled in terms of $t_{i}=$ time (days)


Figure 8.13: Relative MAE versus dist in dimension $D_{\theta}=1$ and dimension $D_{\theta}=5$.
as

$$
\begin{equation*}
Y_{i}=\theta_{1}\left(1-e^{-\theta_{2} t_{i}}\right)+\epsilon_{i}, \quad i=1, \ldots, 6, \tag{8.203}
\end{equation*}
$$

where the $\epsilon_{i}$ 's are independent $\mathcal{N}\left(0, \sigma^{2}\right)$ errors, hence $Y_{i} \sim \mathcal{N}\left(\theta_{1}\left(1-e^{-\theta_{2} t_{i}}\right), \sigma^{2}\right)$. The data $\left\{y_{i}\right\}_{i=1}^{6}$, measured at locations $\left\{t_{i}\right\}_{i=1}^{6}$, are shown in Table 8.18 below.

Table 8.18: Data of the numerical experiment in Section 8.8.4.

| $t_{i}$ (days) | $y_{i}(\mathrm{mg} / \mathrm{L})$ |
| :--- | :--- |
| 1 | 8.3 |
| 2 | 10.3 |
| 3 | 19.0 |
| 4 | 16.0 |
| 5 | 15.6 |
| 7 | 19.8 |

The goal is to compute the normalizing constant of the posterior of $\boldsymbol{\theta}=\left[\theta_{1}, \theta_{2}\right]$ given the data $\mathbf{y}=\left\{\left(t_{i}, y_{i}\right)\right\}_{i=1}^{6}$. Following [23], we consider uniform priors for $\theta_{1} \sim \mathcal{U}([0,60])$, and $\theta_{2} \sim \mathcal{U}([0,6])$, i.e., $g_{1}\left(\theta_{1}\right)=\frac{1}{60}$ for $\theta_{1} \in[0,60]$, and $g_{2}\left(\theta_{2}\right)=\frac{1}{6}$, with $\theta_{2} \in[0,6]$. Moreover, we consider an improper prior for $\sigma, g_{3}(\sigma) \propto \frac{1}{\sigma}$. However, we will integrate out the variable $\sigma$. Indeed, the two-dimensional target $\pi(\boldsymbol{\theta} \mid \mathbf{y})=\pi\left(\theta_{1}, \theta_{2} \mid \mathbf{y}\right)$ results after integrating out $\sigma$ by marginalizing

$$
\pi\left(\theta_{1}, \theta_{2}, \sigma \mid \mathbf{y}\right)=\ell\left(\mathbf{y} \mid \theta_{1}, \theta_{2}, \sigma\right) g_{1}\left(\theta_{1}\right) g_{2}\left(\theta_{2}\right) g_{3}(\sigma),
$$

w.r.t. $\sigma$, namely we obtain

$$
\begin{align*}
\pi(\boldsymbol{\theta} \mid \mathbf{y}) & =\int \pi\left(\theta_{1}, \theta_{2}, \sigma \mid \mathbf{y}\right) d \sigma=\ell\left(\mathbf{y} \mid \theta_{1}, \theta_{2}\right) g_{1}\left(\theta_{1}\right) g_{2}\left(\theta_{2}\right)  \tag{8.204}\\
& =\frac{1}{60} \frac{1}{6} \frac{1}{\pi^{3}} \frac{8}{\left\{\sum_{i=1}^{6}\left[y_{i}-\theta_{1}\left(1-\exp \left(-\theta_{2} t_{i}\right)\right)\right]^{2}\right\}^{3}}, \quad\left[\theta_{1}, \theta_{2}\right] \in[0,60] \times[0,6], \tag{8.205}
\end{align*}
$$

for which we want to compute its normalizing constant $Z=\int \pi(\boldsymbol{\theta} \mid \boldsymbol{y}) d \boldsymbol{\theta}$. The derivation is given in the Supplementary Material. The true value (ground-truth) is $\log Z=-16.208$, considering the data in Table 8.18.

Scenario 1. As in [23], we compare the relative MAE, $\frac{\mathbb{E}[\widehat{Z}-Z]]}{Z}$, obtained by different methods: (a) the naive Monte Carlo estimator; (b) a modified version of the Laplace method (more sophisticated) given in [23]; (c) the Laplace-Metropolis estimator in Sect. 8.3.1 (using sample mean and sample covariance considering MCMC samples from $P(\boldsymbol{\theta} \mid \mathbf{y})$ ); (d) the HM estimator of Eq. 8.46; (f) the RIS estimator where $f(\boldsymbol{\theta})=\boldsymbol{\mathcal { N }}(\boldsymbol{\theta} \mid \boldsymbol{\mu}, \boldsymbol{\Sigma})$, where $\boldsymbol{\mu}$ and $\boldsymbol{\Sigma}$ are the mean and covariance of the MCMC samples from $P(\boldsymbol{\theta} \mid \mathbf{y})$ (it is denoted as RIS in Table 8.19); (g) another RIS scheme where $f(\boldsymbol{\theta})$ is obtained by a clusterized KDE with $C=4$ clusters and $h=0$ (in a similar fashion of Eq. (8.146)); and, finally, a CLAIS scheme with $C \in\{1,2\}, h=0$ i.e., as in Eq. (8.146).

Table 8.19: Relative MAE, and its corresponding standard error, in estimating the marginal likelihood by seven methods

| Methods | Naive | Laplace (soph) | Laplace | HM | RIS | RIS-kde | CLAIS | CLAIS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| RE | 0.057 | 0.181 | 0.553 | 0.823 | 0.265 | 0.140 | 0.084 | 0.082 |
| std err | 0.001 | 0.013 | 0.003 | 0.018 | 0.006 | 0.004 | 0.015 | 0.014 |
| comments | - | see $[23]$ | - | - | - | $C=4$ | $C=1$ | $C=2$ |

All estimators consider 10000 posterior evaluations. To obtain the samples from the posterior, we run $T=10000$ iterations of a Metropolis-Hastings algorithm, using the prior as an independent proposal pdf. The IS estimator employs 5000 posterior samples to build the normal approximation to the posterior, from which it draws 5000 additional samples. Similarly, since CLAIS draws additional samples from $\bar{q}(\boldsymbol{\theta})$ in the lower layer, in order to provide a fair comparison, we consider $N=1$ (i.e. one chain), with $T^{\prime}=T / 2=5000$ iterations and sample 5000 additional samples in the lower layer. We averaged the relative MAE over 1000 independent runs. Our results are shown in Table 8.19.

In this example, and with these priors, the results show that the best performing estimator in this case is the Naive Monte Carlo, since prior and likelihood has an ample overlapping region of probability mass. However, the naive Monte Carlo scheme is generally inefficient when there is a small overlap between likelihood and prior. Note also that IS and CLAIS provide good performance. RIS-kde performs better than RIS since the choice of $f(\boldsymbol{\theta})$ in the former is probably narrower than in RIS. The worst performance is provided by the HM estimator.

Scenario 2. Now, we consider the following estimators: (a) the Chib's estimator in Eq. (8.30), (b) RIS with $f(\boldsymbol{\theta})$ equal to the clusterized KDE in (8.146) (called RIS-kde in the previous scenario), and ((c) CLAIS with clusterized KDE in (8.146). We study the ef-
fect of the choice of $C$ and $h$ in their performance. We test different numbers of clusters $C \in\{1,2,4,10\}$ and different values of $h=\{0,1,2,3,4,5\}$.
As above, we consider a fair application of CLAIS (using the same budget of posterior evaluations as in the other schemes). Moreover, in Chib's we need to choose the point $\boldsymbol{\theta}^{*}$. We considered two scenarios: (i) using $\boldsymbol{\theta}^{*}=[19,1]$ that is intentionally located very close to the posterior mode; (ii) using random $\boldsymbol{\theta}^{*}$ drawn from the priors. The first scenario clearly yields more accurate results than the second one, which we refer as a "fair" scenario (since, generally, we do not have information about the posterior modes). In summary, we compute the relative MAE of $\widehat{Z}_{\text {chib }}, \widehat{Z}_{\text {chib-f }}$ (where the " f " stands for "fair"), $\widehat{Z}_{\text {RIS }}$ and $\widehat{Z}_{\text {CLAIS }}$. We compute the relative median absolute error of 1000 independent runs. Figure 8.14 shows the results of the experiment. CLAIS and RIS provide results, for all $C$ and $h$, similar to both Chib and Chib-f. As expected, the error of $\widehat{Z}_{\text {chib }}$ is lower than $\widehat{Z}_{\text {chib-f. }}$. In CLAIS, we note that, for $C=10$, we should not take $h$ too small to avoid the proposal becoming problematic (i.e., narrower than the posterior). Generally, as $C$ increases, $h$ should not be too small since the proposal may not have fatter tails than $P(\boldsymbol{\theta} \mid \mathbf{y})$. The performance of RIS is best when $h=0$, and gets worse as $h$ increases, as expected, since $f(\boldsymbol{\theta})$ may become wider than the posterior. We expect that the results of RIS with $h=0$ would improve further as $C$ increases since the C-KDE pdf, in Eq. (8.146), will have lighter tails than the posterior. The Chib's estimator provides also robust and good results. Overall, for the choices of $C$ and $h$ considered, CLAIS and RIS (with $f(\boldsymbol{\theta})$ being the clusterized KDE) provide robust results comparable to Chib's estimator. These results are also in line with the theoretical considerations given in the Suppl. Material regarding RIS and IS.

### 8.8.5. Experiment with COVID-19 data

Let us consider data $\mathbf{y}=\left[y_{1}, \ldots, y_{D_{y}}\right]^{\top}$ representing the number of daily deaths caused by SAR-CoV-2 in Italy from 18 February 2020 to 6 July 2020. Let $t_{i}$ denote the $i$-th day, we model the each observation as

$$
y_{i}=f\left(t_{i}\right)+e_{i}, \quad i=1, \ldots, D_{y}=140,
$$

where $f$ is the function that we aim to approximate and $e_{i}$ 's are Gaussian perturbations. We consider the approximation of $f$ at some $t$ as a weighted sum of $M$ localized basis functions,

$$
f(t)=\sum_{m=1}^{M} \rho_{m} \psi\left(t \mid \mu_{m}, h, v\right),
$$

where $\psi\left(t \mid \mu_{m}, h\right)$ is $m$-th basis centered at $\mu_{m}$ with bandwidth $h$. Let also be $v$ an index denoting the type of basis. We consider $M \in\left\{1, \ldots, D_{y}\right\}$, then $M \leq D_{y}$. When $M=D_{y}$, the model becomes a Relevance Vector Machine (RVM), and the interpolation of all data points (maximum overfitting, with zero fitting error) is possible [71].
We consider 4 different types of basis (i.e., $v=1, \ldots, 4$ ): Gaussian ( $v=1$ ), Laplacian


Figure 8.14: Relative median absolute error of RIS and CLAIS versus $h$ for $C \in\{1,2,4,10\}$. The horizontal lines correspond to Chib's estimator (dashed) and its fair application (solid).
( $v=2$ ), Rectangular $(v=3)$ and Triangular-Pyramidal $(v=4)$. Given $v$ and $M$, we select the locations $\left\{\mu_{m}\right\}_{m=1}^{M}$ as a uniform grid in the interval $\left[1, D_{y}\right]$ (recall that $D_{y}=140$ ). Hence, knowing $v$ and $M$, the locations $\left\{\mu_{m}\right\}_{m=1}^{M}$ are given.

Likelihood and prior of $\boldsymbol{\rho}$. Let $\boldsymbol{\Psi}$ be a $D_{y} \times M$ matrix with elements $[\Psi]_{i, m}=\psi\left(t_{i} \mid \mu_{m}, h\right)$ for $i=1, \ldots, D_{y}$ and $m=1, \ldots, M$, and let $\rho=\left[\rho_{1}, \ldots, \rho_{M}\right]^{\top}$ be the vector of coefficients, where $M$ is the total number of bases. Then, the observation equation in vector form becomes

$$
\mathbf{y}=\Psi \rho+\mathbf{e}
$$

where $\mathbf{e}$ is a $D_{y} \times 1$ vector of noise. We assume normality $\mathbf{e} \sim \mathcal{N}\left(\mathbf{0}, \sigma_{e}^{2} \mathbf{I}_{D_{y}}\right)$, where $\mathbf{I}_{D_{y}}$ is the $D_{y} \times D_{y}$ identity matrix. Therefore, the likelihood function is $\ell\left(\mathbf{y} \mid \rho, h, \sigma_{e}, v, M\right)=$ $\mathcal{N}\left(\mathbf{y} \mid \Psi \boldsymbol{\Psi}, \sigma_{e}^{2} \mathbf{I}_{N}\right)$. We also consider a Gaussian prior density over the vector of coefficients $\rho$, i.e., $g(\boldsymbol{\rho} \mid \lambda)=\mathcal{N}\left(\rho \mid \mathbf{0}, \boldsymbol{\Sigma}_{\rho}\right)$. where $\boldsymbol{\Sigma}_{\rho}=\lambda \mathbf{I}_{M}$ and $\lambda>0$. Given $\nu, M, h$ and $\sigma_{e}$. Thus, the complete set of parameters is $\left\{\boldsymbol{\rho}, v, M, h, \lambda, \sigma_{e}\right\}$.

Posteriors and marginalization. With our choice of $g(\boldsymbol{\rho} \mid \lambda)$, the posterior of $\boldsymbol{\rho} \mid \lambda, h, \sigma_{e}$ is also Gaussian,

$$
P\left(\rho \mid \mathbf{y}, \lambda, h, \sigma_{e}, v, M\right)=\frac{\ell\left(\mathbf{y} \mid \boldsymbol{\rho}, h, \sigma_{e}, v, M\right) g(\boldsymbol{\rho} \mid \lambda)}{p\left(\mathbf{y} \mid \lambda, h, \sigma_{e}, v, M\right)}=\mathcal{N}\left(\boldsymbol{\rho} \mid \boldsymbol{\mu}_{\rho \mid y}, \boldsymbol{\Sigma}_{\rho \mid y}\right),
$$

and a likelihood marginalized w.r.t. $\rho$ is available in closed-form,

$$
\begin{equation*}
p\left(\mathbf{y} \mid \lambda, h, \sigma_{e}, v, M\right)=\mathcal{N}\left(\mathbf{y} \mid \mathbf{0}, \Psi \boldsymbol{\Sigma}_{\rho} \boldsymbol{\Psi}^{\top}+\sigma_{e}^{2} \mathbf{I}_{N}\right) . \tag{8.206}
\end{equation*}
$$

For further details see [71]. Now, we consider priors over $h, \lambda, \sigma_{e}$, and study the following posterior

$$
P\left(\lambda, h, \sigma_{e} \mid \mathbf{y}, v, M\right)=\frac{1}{p(\mathbf{y} \mid v, M)} p\left(\mathbf{y} \mid \lambda, h, \sigma_{e}, v, M\right) g_{\lambda}(\lambda) g_{h}(h) g_{\sigma}\left(\sigma_{e}\right),
$$

where $g_{\lambda}(\lambda), g_{h}(h), g_{\sigma}\left(\sigma_{e}\right)$ are folded-Gaussian pdfs defined on $\mathbb{R}_{+}=(0, \infty)$ with location and scale parameters $\{0,100\},\{0,400\}$ and $\{1.5,9\}$, respectively. Finally, we want to compute the marginal likelihood of this posterior, i.e.,

$$
\begin{equation*}
p(\mathbf{y} \mid v, M)=\int_{\mathbb{R}_{+}^{3}} p\left(\mathbf{y} \mid \lambda, h, \sigma_{e}, v, M\right) g_{\lambda}(\lambda) g_{h}(h) g_{\sigma}\left(\sigma_{e}\right) d \lambda d h d \sigma_{e} . \tag{8.207}
\end{equation*}
$$

Furthermore, assuming a uniform probability mass $\frac{1}{D_{y}}$ as prior over $M$, we can also marginalize out $M$,

$$
\begin{equation*}
p(M \mid \mathbf{y}, v) \propto \frac{1}{D_{y}} p(\mathbf{y} \mid v, M) \quad \text { and } \quad p(\mathbf{y} \mid v)=\frac{1}{D_{y}} \sum_{M=1}^{D_{y}} p(\mathbf{y} \mid v, M), \quad \text { for } \quad v=1, \ldots, 4 . \tag{8.208}
\end{equation*}
$$

Considering also a uniform prior over $v$, we can obtain $p(v \mid \mathbf{y}) \propto \frac{1}{4} p(\mathbf{y} \mid v)$.
For approximating $p(\mathbf{y} \mid v, M)$, for $m=1, \ldots, D_{y}$, we first apply a Naive Monte Carlo (NMC) method with $N=10^{4}$ samples. Secondly, we run an MTM algorithm for obtaining the estimator $\widehat{Z}^{(2)}$ (see Table 8.13) and a Markov chain of vectors $\boldsymbol{\theta}_{t}=\left[\lambda_{t}, h_{t}, \sigma_{e, t}\right]$ for $t=1, \ldots, T$. This generated chain $\left\{\boldsymbol{\theta}_{t}\right\}_{t=1}^{T}$ can be also used for obtaining other estimators (e.g., the HM estimator). We consider the pairs $T=50, N^{\prime}=1000$, in the MTM scheme. Therefore, $\widehat{Z}^{(2)}$ employs $N^{\prime} T=5 \cdot 10^{4}$ samples.
Goal. Our purpose is: (a) to make inference regarding the parameters of the model $\left\{\lambda, h, \sigma_{e}\right\}$, (b) approximate $Z=p(\mathbf{y} \mid v, M)$, (c) study the posterior $p(M \mid \mathbf{y}, v)$, and (d) obtain the MAP value, $M_{v}^{*}$, for $v=1, \ldots, 4$. We also study the marginal posterior $p(v \mid \mathbf{y})$ of each of the four candidate bases.
Results. We run once NMC and MTM for all $M=1, \ldots, D_{y}=140$ different models and approximate the posterior $p(M \mid \mathbf{y}, v)$ for each value of $M$. For illustrative reasons, in Figure 8.15 , we show the posterior probabilities of $M$ belonging to the intervals [ $4 \widetilde{M}-3,4 \widetilde{M}]$, where $\widetilde{M}$ is an auxiliary index $\widetilde{M}=1, \ldots, \frac{140}{4}=35$. Thus, the first value, $\widetilde{M}=1$ of the curves in Figure 8.15, represents the probability of $M \in\{1,2,3,4\}$, the second value represents the probability of $M \in\{5,6,7,8\}$, and so on until the last value, $\widetilde{M}=35$, which represents the probability of $M \in\{137,138,139,140\}$. We can observe that, with both techniques, we obtain that $\widetilde{M}=2$ is the most probable interval, with a probability generally closer to 0.2 , hence $M_{v}^{*} \in\{5,6,7,8\}$. Recall that we have 35 possible intervals (values of $\widetilde{M}$ ), so when we compare with a uniform distribution $\frac{1}{35}=0.0286$, the value 0.2 is quite high. For $v=2,3$, the corresponding probabilities are greater than 0.2 , reaching 0.35 with

NMC in $v=2$. In Figure 8.16, we can observe that, with $M=8$ bases, we are already able to obtain a very good fitting to the data.

Thus, a first conclusion is that the results obtained with models such as RVMs and Gaussian Processes (GPs) (both having $M=140$ [71]) can be approximated in a very good way with a much more scalable model, as our model here with $M \in\{5,6,7,8\}[71]$. Regarding the marginal posterior $p(\nu \mid \mathbf{y})$, we can observe the results in Table 8.20. The basis $v=3$ is discarded since is clearly not appropriate, as also shown graphically by Figure 8.16. With the results provided by NMC, we prefer slightly the Laplacian basis whereas, with the results of MTM, we have almost $p(v=1 \mid \mathbf{y}) \approx p(v=2 \mid \mathbf{y})$. These considerations are reasonable after having a look to Figure 8.16. As future work, it would be interesting to consider the locations of the bases $\mu_{m}$, for $m=1, \ldots, M$, as additional parameters to be learnt.

Table 8.20: The approximate marginal posterior $p(v \mid \mathbf{y})$ with different techniques.

| Method | Number of used samples | $p(v=1 \mid \mathbf{y})$ | $p(v=2 \mid \mathbf{y})$ | $p(v=3 \mid \mathbf{y})$ | $p(v=4 \mid \mathbf{y})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| NMC | $10^{4}$ | 0.3091 | 0.3307 | 0.0813 | 0.2790 |
| MTM | $5 \cdot 10^{4}$ | 0.3155 | 0.3100 | 0.0884 | 0.2861 |



Figure 8.15: Posterior probabilities of the intervals $[4 \widetilde{M}-3,4 \widetilde{M}]$ with $\widetilde{M}=1, \ldots, 35$, obtained adding 4 consecutive values of $p(M \mid \mathbf{y}, v)$ with $M \in\{4 \widetilde{M}-3,4 \widetilde{M}-2,4 \widetilde{M}-1,4 \widetilde{M}\}$ (and $p(M \mid \mathbf{y}, v)$ is approximated by NMC or MTM). Each figure corresponds to a different type of basis, $v=1,2,3,4$.

### 8.9. Final discussion

In this work, we have provided an exhaustive review of the techniques for marginal likelihood computation with the purpose of model selection and hypothesis testing. Methods for approximating ratios of normalizing constants have been also described. The relationships among all of them have been widely described in the text, for instance in Sections 8.4.2 and 8.4.3, by means of several summary tables (see, as examples, Tables 8.5, 8.8, and 8.16) and Figures from 8.1 to 8.6. The careful choice of the prior and the careful use of the improper priors in the Bayesian setting have been discussed. A brief description of alternative model selection strategies based on the posterior predictive approach, has been also provided.


Figure 8.16: Best fit with 8 bases with different types of basis, $v=1,2,3,4$. The circles represent the analyzed data and the squares show the positions of the bases.

Most of the presented computational techniques are based on the importance sampling (IS) approach, but also require the use of MCMC algorithms. Table 8.21 summarizes some methods for estimating $Z$, which involve the generation of the posterior $P(\boldsymbol{\theta} \mid \mathbf{y})$ (without using other tempered versions). This table is devoted to the interested readers which desire to obtain samples $\left\{\boldsymbol{\theta}_{n}\right\}_{n=1}^{N}$ by an MCMC method with invariant pdf $P(\boldsymbol{\theta} \mid \mathbf{y})$ (without either any tempering or sequence of densities) and, at the same time, also desire to approximate $Z$. Clearly, this table provides only a subset of all the possible techniques. They can be considered the simplest schemes, in the sense that they do not use any tempering strategy or sequence of densities. We also recall that AIC and DIC are commonly used for model comparison, although they do not directly target the actual marginal likelihood. Table 8.22 enumerates all the schemes that require the sampling and evaluation of tempered posteriors. For LAIS, the use of tempered posteriors is not strictly required. In PS, one could select a path that does not involve tempered posteriors. The schemes which provides unbiased estimators of $Z$ or $\log Z$ are given in Table 8.23.
We also provide some final advice for practical use. First of all, if informative priors are not available, a very careful choice of the priors must be considered, as remarked in Sections 8.7.1 and 8.7.2, or alternatively a predictive posterior approach should be applied (see Section 8.7.4). From a computational point of view, our suggestions are listed below:

- The use of Naive Monte Carlo (NMC) should be always considered, at least as a first attempt. Moreover, the HM estimator is surely the worst estimator of $Z$, but it could be applied for obtaining an upper bound for $Z$, although it can be very imprecise/loose.
- The application of an MTM method is a good choice within the MCMC schemes. In fact, as shown in Figure 8.17, it also provides two estimators of $Z$, as well as a set of samples. These samples can be employed in other estimators, including Chib, RIS and LAIS, for instance.
- Regarding the more general task of estimating ratio of constants, In [13], the authors show that (given two unnormalized pdfs) the optimal umbrella estimator provides the best performance theoretically in estimating the ratio of their normalizing constants. However, the optimal umbrella sampling estimator is difficult and costly to implement (due to the fact sampling from the optimal umbrella proposal is not straightforward), so its best performance may not be achieved in practice.
- The Chib's method is a good alternative, that provide very good performance as we can observe in Section 8.8.4 and also in [58, 32]. Moreover, the Chib's method is also related to bridge sampling as discussed in Section 8.4.2. However, since it requires internal information regarding the MCMC employed (proposal, acceptance function etc.), it cannot be considered for a possible post-processing scheme after obtaining a Markov chain from a black-box MCMC algorithm. This could be easily done with the HM estimator or LAIS, for instance.
- LAIS can be considered a scheme in between the NMC and HM. NMC draw samples from the prior, which makes it rather inefficient in some setting. The HM estimator uses posterior samples but it is very unstable. LAIS uses the posterior samples to build a suitable normalized proposal, so it benefits from localizing samples in regions of high posterior probability (like the HM), while preserving the properties of standard IS (like the Naive MC). In this sense, bridge sampling, the SS method, path sampling, and the rest of techniques based on tempered posteriors, are also schemes in between the NMC and HM.
- The methods based on tempered posteriors provide very good performance but the choice of the temperature parameters $\beta_{k}$ is important. In our opinion, among SS, PS, PP, An-IS, and SMC, the more robust to the choice of the $\beta_{k}$ 's is the SS method (that is, perhaps, also the simplest one). Moreover, The SS method does not require the use of several tempered posteriors, unlike PS and PP. The LAIS technique can also be employed in the upper layer. Since the samples in the upper layer are only used as means of other proposal pdfs and, in the lower layer, the true posterior $P(\boldsymbol{\theta} \mid \mathbf{y})$ is always evaluated, LAIS is also quite robust to the choice of $\beta_{k}$. More comparisons among SS, An-IS, and SMC are required, since these methods are also very related as depicted in Figures 8.2, 8.4, 8.5 and 8.6.
- The nested sampling technique has gained attention and is largely applied in the literature. The derivation is complex and several approximations are considered, as discussed in Section 8.6.2. The sampling from the truncated priors is the key point and it is not straightforward [18]. In this sense, its success in the literature is
surprising. However, the nested sampling includes an implicit optimization of the likelihood. We believe that is an important feature, since the knowledge of high probabilities of the likelihood is a crucial point also to the rest of computational schemes.

Table 8.21: Schemes for estimating $Z$, involving MCMC samples from $P(\boldsymbol{\theta} \mid \mathbf{y})$.

| Method | Section | Need of <br> drawing additional samples | Comments |
| :---: | :---: | :---: | :---: |

Below: methods for post-processing after generating $N$ MCMC samples from $P(\boldsymbol{\theta} \mid \mathbf{y})$.

| Laplace <br> BIC | 8.3 .1 | 8.3 .2 | - |
| :---: | :---: | :---: | :---: |
| KDE | 8.3 .3 | - | use MCMC for estimating $\widehat{\boldsymbol{\theta}}_{\text {MAP }}$ <br> use MCMC for estimating $\widehat{\boldsymbol{\theta}}_{\text {MLE }}$ <br> use MCMC for generating samples |
| Bridge | 8.4 .2 | $\checkmark$ | additional samples are required; <br> see Eq. (8.61) |
| RIS | 8.4 | - | the HM estimator is a special case <br> provides two estimators of $Z$ <br> with $P(\boldsymbol{\theta} \mid \mathbf{y})$ in the upper-layer |
| LAIS | 8.5 .3 |  |  |

Below: methods that require internal information of the MCMC scheme.

| Chib's method | 8.3 .4 | $\checkmark$ | additional samples are required <br> if the proposal is not independent <br> provides two estimators of $Z$ |
| :---: | :---: | :---: | :---: |

Below: for model selection but do not approximate the marginal likelihood

| AIC | 8.3 .2 | - | use MCMC for estimating $\widehat{\boldsymbol{\theta}}_{\text {MLE }}$ |
| :--- | :--- | :--- | :---: |
| DIC | 8.3 .2 | - | use MCMC for estimating $c_{p}$ and $\overline{\boldsymbol{\theta}}$ |

Table 8.22: Methods using tempered posteriors.

| Method | Section | Use of tempering strictly required |
| :---: | :---: | :---: |
| IS-P | 8.4 .3 | without tempering, it is HM |
| Stepping Stones (SS) | 8.4 .3 | $\checkmark$ |
| Path Sampling (PS) | 8.4 .3 | other paths (without tempering) can be used |
| Method of Power Posteriors (PP) | 8.4 .3 | $\checkmark$ |
| Annealed Importance Sampling (An-IS) | 8.5 .1 | $\checkmark$ |
| Sequential Monte Carlo (SMC) | 8.5 .2 | $\checkmark$ |
| Layered Adaptive Importance Sampling (LAIS) | 8.5 .4 | - |

Table 8.23: Methods providing unbiased estimators of $Z$ or $\log Z$.

| Method | Section |
| :---: | :---: |
| Unbiased estimators of Z: | 8.4 |
| IS vers-1 | 8.4 .3 |
| Stepping Stones (SS) | 8.5 .1 |
| Annealed Importance Sampling (An-IS) | 8.5 .2 |
| Sequential Monte Carlo (SMC) | 8.5 .4 |
| Layered Adaptive Importance Sampling (LAIS) |  |
| Unbiased estimators of log Z: |  |
| Path Sampling (PS) | 8.4 .3 |



Figure 8.17: The application of the MTM algorithm as MCMC provides the generated samples $\left\{\boldsymbol{\theta}_{1}, \ldots \boldsymbol{\theta}_{T}\right\}$ and also two possible estimators of $Z$. The generated samples can employed in other schemes including RIS, LAIS and Bridge sampling. Moreover, considering the proposal and the acceptance function $\alpha$ of the MTM, the Chib's method can be also applied. Indeed, the MTM yields a reversible chain (i.e., fulfills the balance condition).

## Appendix

## Table of other reviews

The related literature is rather vast. In this section, we provide a brief summary that intends to be illustrative rather than exhaustive, by means of Table 8.24. The most relevant (in our opinion) and related surveys are compared according to the topics, material and schemes described in lthe work. The proportion of covering and overlapping with this work is roughly classified as "partial" $\diamond$, "complete" $\sqrt{ }$, "remarkable" or "more exhaustive" work with $\star$. From Table 8.24, we can also notice the completeness of this work. We take into account also the completeness and the depth of details provided in the different derivations. The Christian Robert's blog deserves a special mention (https://xianblog.wordpress.com), since Professor C. Robert has devoted several
entries of his blog with very interesting comments regarding the marginal likelihood estimation and related topics.

Table 8.24: Covering of the considered topics of other surveys or works ( $\diamond$ : partial, $\sqrt{ }$ : complete, $\star$ : remarkable or more exhaustive). We take into account also the completeness and the depth of details provided in the different derivations. To be more precise, in the case of Section 4.1, we have also considered the subsections.

| Surveys | Families 1-2 | IS |  |  | Advanced schemes |  |  |  |  | Vertical likelihood |  |  | Improper |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 prop. | 2 prop. | Multiple | MCMC within IS |  |  | MTM | AIS | 5.1 | 5.2 | 5.3 |  |
| Gelfand and Dey (1994)[33] | $\checkmark$ | $\diamond$ |  |  |  |  |  |  |  |  |  |  |  |
| Kass and Raftery (1995)[47] |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Raftery (1995)[39, Ch. 10] | $\diamond$ | $\checkmark$ | $\diamond$ |  |  |  |  |  |  |  |  |  |  |
| Meng and Wong (1996)[74] |  | $\diamond$ | $\star$ | $\diamond$ |  |  |  |  |  |  |  |  |  |
| DiCiccio et al (1997)[23] | $\star$ | $\checkmark$ | $\checkmark$ |  |  |  |  |  |  |  |  |  |  |
| Chen and Shao (1997)[13] | $\diamond$ | $\diamond$ | $\checkmark$ | $\checkmark$ |  |  |  |  |  |  |  |  |  |
| Chen et al (2012)[14, Ch. 5] | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |  |  |  |  |  |  |  |  |
| Gelman and Meng (1997)[35] |  | $\checkmark$ | $\star$ | $\star$ |  |  |  |  |  |  |  |  |  |
| Bos (2002)[5] | $\checkmark$ | $\checkmark$ |  |  |  |  |  |  |  |  |  |  |  |
| Vyshemirsky and Girolami (2007)[103] |  | $\diamond$ |  | $\diamond$ | $\diamond$ |  |  |  |  |  |  |  |  |
| Marin and Robert (2009)[58] | $\diamond$ | $\checkmark$ | $\diamond$ |  |  |  |  |  |  |  |  |  |  |
| Robert and Wraith (2009)[89] |  | $\checkmark$ | $\checkmark$ |  |  |  |  |  |  |  | $\checkmark$ |  |  |
| Friel and Wyse (2012)[32] | $\diamond$ | $\diamond$ |  | $\diamond$ | $\checkmark$ |  |  |  |  |  | $\checkmark$ |  |  |
| Ardia et al (2012)[2] | $\diamond$ | $\diamond$ | $\checkmark$ |  |  |  |  |  |  |  |  |  |  |
| Polson and Scott (2014)[84] |  | $\diamond$ |  | $\diamond$ |  |  |  |  |  | $\checkmark$ | $\star$ | $\star$ |  |
| Schöniger et al (2014)[92] | $\checkmark$ | $\checkmark$ |  |  |  |  |  |  |  |  | $\diamond$ |  |  |
| Knuth et al (2015)[48] | $\diamond$ | $\diamond$ |  | $\checkmark$ | $\checkmark$ |  |  |  |  |  | $\checkmark$ |  |  |
| Liu et al (2016)[55] | $\diamond$ | $\diamond$ |  | $\checkmark$ |  |  |  |  |  |  | $\star$ |  |  |
| Zhao and Severini (2017)[107] | $\star$ | $\checkmark$ | $\checkmark$ |  |  |  |  |  |  |  |  |  |  |
| Martino (2018)[59] |  |  |  |  |  |  | $\diamond$ | $\star$ |  |  |  |  |  |
| Bugallo et al (2017)[7] |  | $\diamond$ |  |  |  |  |  |  | * |  |  |  |  |
| Bugallo et al (2015)[8] |  |  |  |  |  |  |  |  | $\star$ |  |  |  |  |
| Oaks et al (2019)[86] |  | $\diamond$ |  | $\checkmark$ | $\diamond$ | $\diamond$ |  |  |  |  | $\diamond$ |  |  |
| O'Hagan (1995)[81] |  |  |  |  |  |  |  |  |  |  |  |  | * |
| Berger and Pericchi (1996)[4] |  |  |  |  |  |  |  |  |  |  |  |  | $\star$ |
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## 9. CONCLUSIONS

To conclude this thesis, we give a summary of the main contributions and discuss potential lines of further research. This thesis has investigated Monte Carlo algorithms for the application of Bayesian inference. The proposed algorithms address the challenges arising in real applications such as highly-concentrated posteriors, multimodality, and posteriors that are very costly to evaluate or come in the form of noisy realizations. We have also addressed the design of efficient proposal distributions. In addition to this, this thesis has made contribution to Bayesian model selection, providing a review of Monte Carlo approaches for marginal likelihood computation, and discussing the prior sensitivity of marginal likelihoods and the use of improper priors.

In order to foster the exploration of the state space, in Chapter 2 and Chapter 3 we have introduced methodologies that make use of population MCMC algorithms, whether independent, interacting or combinations of both. Additionally, the algorithms of Chapter 3 apply multiple importance sampling to the states produced by the population MCMC algorithms (i.e. they are adaptive importance sampling algorithms), which increases even more the exploration and robustness of the final estimators.

In the works presented in Chapter 4, Chapter 5 and Chapter 6, we have considered the use of surrogate models of the posterior, built with nonparametric techniques. The use of surrogate models has been motivated in different, but related ways, since the ultimate goal is to improve the efficiency over default Monte Carlo algorithms. In Chapter 4, the posterior has been assumed to be very costly to evaluate so a surrogate built from a small number of posterior evaluations is used instead. Then, we have proposed applying intensive Monte Carlo, and Gaussian quadratures, to integrals of the surrogate. In Chapter 5, we have considered employing the surrogate as proposal in an adaptive IS algorithm in order to build a really efficient proposal distribution. In Chapter 6, we have provided an unifying view of Monte Carlo algorithms employing surrogates, also in the context of only having access to noisy evaluations of the posterior. Additionally, in Chapter 7 we have studied the setting of noisy IS and obtained expressions for optimal proposals.

Finally, Chapter 8 has addressed the topic of Bayesian model selection. Chapter 8 has provided a comprehensive review of computational approaches for marginal likelihood computation, with special focus on the approaches based on IS.

### 9.1. Further work

We have identified several lines of further research, which can be summarized as follows.

1. Investigate the trade-off between exploration and exploitation in some of the schemes proposed in this thesis. In the LAIS framework, how many posterior evaluations should we devote to both upper and lower layers. In PMHC, we can formally investigate the trade-off between the number of vertical and horizontal iterations.
2. Although using nonparametric approximations within Monte Carlo has a long history, there is still current development. Namely, the incorporation of surrogate models to reduce the number of posterior evaluations, as well as for the construction more efficient proposal mechanisms, is still motivating new research as proves the recent works $[1,3]$.
3. In the relation to previous point, a possible research line can be the combination of ideas from two groups of algorithms identified in Chapter 6, namely iterative refinement and exact. For instance, a biased algorithm can target a surrogate and only apply correction steps when the surrogate is a really bad approximation of the posterior. This would obtain an algorithm that is less costly than a purely exact algorithm and whose bias is decreased faster at the initial iterations, when the surrogate is a crude approximation of the posterior.
4. Although we already discussed the possibility of using more than layer in RADIS, presented in Chapter 5, we can formaly investigate using an adaptive sequence of surrogates with increasing accuracy and cost. This would help both the sampling of the final surrogate thanks to the sequential approach, and also would allow us to reduce costs by stopping in the level where the surrogate is a good enough approximation of the posterior.
5. Instead of running Monte Carlo directly on the posterior, when the posterior is very costly to evaluate it is more appropriate to devote a small number of evaluations to obtain a surrogate model and then obtain a quadrature rule, as presented in Chapter 4. The selection of the nodes is an important consideration that affect the speed of convergence in terms of posterior evaluations. Active learning of the nodes can have a enormous impact on the precision of the quadratures. Provided that specific basis functions produce surrogates with a probabilistic interpretation, the large amount of research from the Bayesian optimization literature can be used for designing much more efficient algorithms. However, proving the convergence of this adaptive Bayesian quadratures could be hard in general, as exposed in [4].
6. In order to extend the use of nonparametric approximations of the posterior to settings where the dimensionality of the parameter space is high, we can employ deep models, such as deep Gaussian Processes [2].
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[^0]:    ${ }^{1}$ Note that we assume that communication cost among the parallel processors/workers is negligible. We plan to relax this assumption in future works (following, e.g., [9]).
    ${ }^{2} \mathrm{We}$ assume that $s_{u}$ is the same for each processors. We also consider negligible the difference of running a MH or NHC sampler, since they address the same posterior pdf.

[^1]:    ${ }^{3}$ For the sake of simplicity and without loss of generality, we assume $C_{i}=1$.

[^2]:    ${ }^{4}$ Recall that, for GK-AQ, the final bandwidth is tuned as described in App. 4.10.1.

[^3]:    ${ }^{5}$ More generally, we can have $y_{t j}$ with $j=1, \ldots, T$.

[^4]:    ${ }^{6}$ The emulation can be applied to the entire posterior or part of it, like a physical model.

[^5]:    ${ }^{7}$ We assume that $\bar{q}(\mathbf{x})>0$ for all $\mathbf{x}$ where $\bar{\pi}(\mathbf{x})>0$, and $\bar{q}(\mathbf{x})$ has heavier tails than $\bar{\pi}(\mathbf{x})$.

[^6]:    ${ }^{8}$ The MATLAB code of PROSAIL is available in http://teledetection.ipgp.jussieu.fr/ prosail/.
    ${ }^{9} \mathrm{We}$ have employed the ranges suggested http://opticleaf.ipgp.fr/index.php?page= prospect.

[^7]:    ${ }^{10}$ Measured as the difference in the probability of some set between the target pdf and the "equivalent" pdf

[^8]:    ${ }^{11}$ Note that $\left\{\boldsymbol{\theta}_{t}, \mathbf{y}_{t}^{(n)}\right\} \sim q(\boldsymbol{\theta}, \mathbf{y})$ for all $n$. See the generalized chain rule in [45].

[^9]:    ${ }^{12}$ The use of more sophisticated architectures (such as including hidden layers with variable number of hidden units, biases and skip-layers) can produce more effective controllers at the expense of increasing the dimensionality of $\boldsymbol{\theta}$.

[^10]:    ${ }^{13}$ Note that, for simplicity, we are considering scalar observations $y_{i}$, so that the dimension $D_{y}$ of the data vector $\mathbf{y}$ coincides with the number of data.

[^11]:    ${ }^{14}$ See the comments of Radford Neal's blog, https://radfordneal . wordpress. com/2008/08/17/ the-harmonic-mean-of-the-likelihood-worst-monte-carlo-method-ever/, where R. Neal defines the HM estimator as "the worst estimator ever".

[^12]:    ${ }^{15}$ The data tempering is also possible: the tempered posteriors contain less data than the complete posterior.

[^13]:    ${ }^{16}$ Another alternative is to use the so-called data tempering [17], for instance, setting $\pi_{i}(\boldsymbol{\theta} \mid \mathbf{y}) \propto$ $p\left(\boldsymbol{\theta} \mid y_{1}, \ldots, y_{d+i}\right)$, where $d \geq 1$ and $d+L=D_{y}$ (recall that $\mathbf{y}=\left[y_{1}, \ldots, y_{D_{y}}\right] \in \mathbb{R}^{D_{y}}$ ).

[^14]:    ${ }^{17}$ In case of conditional independence of the data given $\boldsymbol{\theta}$, we have $\ell_{m}\left(\mathbf{y}_{\text {test }} \mid \boldsymbol{\theta}_{m}, \mathbf{y}_{\text {train }}\right)=\ell_{m}\left(\mathbf{y}_{\text {test }} \mid \boldsymbol{\theta}_{m}\right)$.

