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Abstract 

Inter-fractional anatomical variations of head and neck (H&N) cancer patients can lead to 

clinically significant dosimetric changes. Adaptive re-planning should thus commence to negate any 

potential over-dosage to organs-at-risk (OAR), as well as potential under-dosage to target lesions. On-

treatment transit dosimetry with an electronic portal imaging device (EPID) may be a useful means of 

establishing when adaptive re-planning is required for head and neck cancer patients. The aim of this 

thesis is to a) develop an in-house script to predict transit EPIs with a Varian linear accelerator and the 

RayStation treatment planning system, and b) apply the script in a treatment simulation environment to 

explore the correlation between relative change in EPID measured transit dose and relative change in 

dose volume histogram (DVH) metrics to target and OAR structures over the course of treatment.  

The in-house developed script was capable of predicting measured EPIs dose in the setting of 

pre-treatment quality assurance (i.e. with no patient present), however requires further work to better 

approximate absolute transit dosimetry.  

The transit dosimetry simulation tool was successfully developed and retrospectively applied to 

8 head and neck cancer patient data sets. A strong correlation between change in transit fluence and 

planning target volume (PTV) D98 and a weak correlation with spinal cord D0.03cc was found. A 

weighted projection mask was developed for PTV and spinal cord structures by considering the intra-

angle overlap between fluence and structure contours projected onto the EPID. The sensitivity of the 

correlation between change in transit fluence with PTV D98 and spinal cord D0.03cc was found to 

increase by 113% and 196% respectively, with the weighting mask applied. Overall, the simulation 

toolkit developed in this work provides a useful means to investigate the relationship between change 

in transit fluence and change in key dosimetric parameters for head and neck cancer patients. 
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1. Introduction 

From 1982 to 2017, the number of Australians diagnosed with cancer has increased from 383 to 

470 cases per 100,000 people [1]. This increase in diagnosis can be partially attributed to an ageing 

population, as well as more advanced technologies and screenings in being able to identify the presence 

of such cancers. The mortality rate of Australians with cancer, however, has decreased from 209 to 161 

cases per 100,000 people in the same time frame [1]. Thus, cancer research over the past 40 years can 

be deemed effective, where future research and improvements to treatments should continue to further 

benefit the increasing number of people diagnosed. Currently, there are three main methods of treatment 

available for cancer patients in Australia, being chemotherapy; surgery; and radiation therapy. 

One major advancement in radiotherapy treatment delivery was the development of volumetric 

modulated arc therapy (VMAT), enabling more optimised treatment plans to deliver a suitable dose to 

the target, whilst keeping doses to organs at risk (OARs) as low as reasonably achievable. Radiotherapy 

treatment plans have developed from being generic with minimal patient-to-patient variation, to fully 

personalised treatment plans which vary in complexity depending on the type, location, stage, and size 

of the diagnosed tumour. The increased complexity and conformity of modern radiotherapy treatment 

plans makes it essential to monitor for dosimetric changes over the course of treatment, arising most 

commonly from a change in patient anatomy. Altering the treatment plan during the treatment course 

to maintain desirable dosimetry is known as adaptive radiotherapy. 

Adaptive radiotherapy is however both time and resource intensive, noticeably increasing the 

workload of the clinical team. The implementation of an adaptive radiotherapy workflow should thus 

be optimised to balance the clinical benefit with this additional workload.  An automated, quantitative 

trigger for determining when plan adaptation is required would thus reduce the clinical workload of the 

team significantly. Several commercial transit dosimetry verification tools have been developed for this 

purpose. 

Commercial transit dosimetry verification software solutions, such as PerFRACTION™ by Sun 

Nuclear Corporation, aim to verify delivery of complex radiotherapy treatment plans both pre-treatment 

(fraction 0) and during the treatment schedule (fraction n). This allows the clinical team to assess if 



2 
 

dosimetric changes are occurring over the treatment course, helping to decide if plan adaptation is 

required. The sensitivity and specificity of commercial transit dosimetry solutions to changes in dose-

volume treatment plan metrics, upon which clinical assessment is based, must first be well characterised.  

The research presented in this thesis had two objectives. Firstly, to develop an in-house script for 

generating predicted transit EPIs of VMAT treatment plans for H&N cancer patients, and secondly, to 

use this script to investigate the correlation between change in transit fluence and change in dose-

volume metrics inside the patient. Chapter 2 of this thesis presents a general background on the topic 

of radiotherapy delivery for H&N cancer patients, highlighting the need for adaptive radiotherapy and 

how this can be achieved through the use of an EPID. Chapter 3 presents a literature review on the 

different approaches to treatment verification using transit dosimetry for VMAT treatment plans. 

Chapter 4 explores an absolute transit dosimetry approach to treatment verification of H&N VMAT 

plans, and Chapter 5 explores the correlation between change in transit fluence and change in dosimetric 

quantities. Finally, conclusions and future work are summarised in Chapter 6. 
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2. Background 

2.1. Radiation Therapy 

Since the discovery of x-rays in 1895, the use of ionising radiation for therapeutic and diagnostic 

applications has widely been applied. X-rays, neutrons, electrons, gamma rays, protons, and heavy ions 

have all been utilised to form effective therapeutics against cancerous cells. The main aim of radiation 

therapy is to maximise radiation dosage to target lesions whilst minimising dose to healthy tissue and 

organs, in other words maximising the therapeutic ratio. Palmer et al. [2] exemplifies the advancements 

in technology regarding the delivery of the radiation dose to lung cancer and head & neck (H&N) cancer 

patients, comparing x-ray dose distributions of such patients from the 1980’s to a more advanced proton 

treatment plan in 2017. A 56% and 67% decrease in radiation dose to the lung and heart, respectively, 

were observed when comparing the treatment plans for lung cancer patients – showcasing the drastic 

improvements in radiation therapy over the last 40 years. These improvements are attributed to 

advancements in treatment delivery technologies and treatment planning system (TPS) software, global 

collaboration in developing guidelines for treatment, and verification of treatment plans through quality 

control measures. 

2.2. Treatment Delivery 

Advancements in treatment delivery include the development of more advanced medical linear 

accelerators (linac’s), used to conform external radiation beams to particular shapes for more targeted 

treatment. Linac’s are used in what is known as external beam radiation therapy (EBRT), giving rise to 

many treatment techniques such as 3-D Conformal Radiotherapy (3DCRT); Intensity Modulated 

Radiotherapy (IMRT); and Volumetric Modulated Arc Therapy (VMAT) - all utilising x-ray photons 

and multi-leaf collimators (MLC’s).  

Complex beam shapes are able to be constructed through the use of beamline components which 

act to accelerate, bend, shape, and block particular regions of the beam. An outline of photon production 

from a linac is as follows: Electrons are first accelerated and focussed upon a tungsten target via the use 

of an accelerating waveguide and bending magnets. Upon interacting with the tungsten target, 
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electromagnetic radiation is emitted primarily in the form of x-ray photons through a process named 

bremsstrahlung. The photons produced are then constrained in the forward direction and subsequently 

flattened out through the use of a primary collimator and flattening filter, providing a uniform field at 

depth. The photon beam is then further shaped through the use of a secondary collimator, or jaws, which 

block out any unwanted radiation and thus produce rectangular fields. Finally, the rectangular beam 

then passes through a series of multi-leaf collimators – which shape the beam to best match the tumour. 

2.2.1. 3D-CRT 

3-Dimensional conformal radiation therapy makes use of the linac MLC’s at different gantry 

angles to give a conformal radiation dose to the tumour. The arrangement of the MLC’s is fixed for a 

given gantry angle, with the patient being irradiated at a number of different beam angles. This method 

of treatment delivery is more commonly used for palliative treatments and tangential breast cancer 

treatments nowadays after having been phased out by the more conformal delivery techniques outlined 

below. 

2.2.2. IMRT 

Intensity modulated radiation therapy modulates the intensity of the beam at each gantry angle, 

in order to provide a more conformal dose to the tumour. Intensity modulation is achieved by attenuating 

different areas of the beam to a different degree with the MLC’s while at a given gantry angle. This 

attenuation can be performed via segmented MLC delivery (SMLC), in which the MLC’s do not move 

when the beam is on, or dynamic MLC delivery (DMLC), in which the MLC’s are constantly moving. 

2.2.3. VMAT 

The next step in dose delivery complexity is volumetric modulated arc therapy. VMAT combines 

a continuously rotating gantry with continuously moving MLCs to optimize the radiation fluence to the 

target, whilst providing minimal dose to healthy tissue. VMAT delivery is typically conducted in only 

a few minutes – a major advantage over IMRT. 

2.3. Treatment Planning 
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 Advancements in treatment planning systems have also contributed to improved treatments. 

The role of the TPS is to optimise the treatment to maximise the therapeutic ratio, via an inverse 

optimisation approach in which clinical goals and thresholds are pre-defined and a mathematical 

procedure is followed to determine the radiation fluence required to achieve these clinical goals [3].  

A typical treatment plan for EBRT generally begins with obtaining a radiotherapy computed 

tomography simulation (CT-Sim) scan of the patient. Previously acquired diagnostic imaging 

modalities such as Magnetic Resonance Imaging (MRI) or Positron Emission Tomography (PET) can 

also be used to assist in target volume definition. The clinical team then contour target volumes and 

organs-at-risk (OAR’s), and select beam angles for the treatment. The TPS then optimises the radiation 

fluence to achieve the patient specific dose constraints. The treatment plan ultimately determines the 

treatment machine parameters which are utilised at the time of treatment. 

2.3.1. Treatment Delivery Quality Assurance 

Ongoing patient specific quality assurance (PSQA) is necessary to ensure patients are receiving 

the approved planned dose. While treatment delivery techniques are constantly evolving, allowing for 

more conformal dose delivery, they are also increasingly complex. These considerations have led to an 

increase in PSQA workloads [4]. PSQA can be classified as pre-treatment, in which the ability of the 

treatment unit to deliver the planned radiation fluence is verified, or on-treatment, in which the delivered 

dose to the patient on a given fraction is verified. The objective of pre-treatment quality assurance is to 

identify:  

 errors in machine parameter transfer from the treatment planning system to the linac 

 errors in linac calibration 

 limitations in TPS beam modelling for a particular treatment plan 

This can be done through the use of ionisation chambers or radiographic films in measuring dose 

delivered to a phantom object, measuring dose delivered to a 2D detector array [5], [6], and, for the first 

dot point above, through the analysis of treatment plan delivery log files [7]. 

PSQA can also be conducted during a treatment course. This form of PSQA has the potential to 

identify errors in patient positioning and machine delivery errors, but is perhaps most useful in 
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monitoring the effect of systematic changes in patient anatomy. Electronic portal imaging devices 

(EPID) attached to a medical linac have become a popular tool for on-treatment PSQA, due to the ability 

to obtain dosimetric information [8], [9] in an efficient manner.  

2.4. Electronic Portal Imaging Device (EPID) 

The electronic portal imaging device (EPID) attached to a medical linac is able to utilise the 

transmitted high energy photons (MeV) from treatment deliveries to provide information about dose 

delivered to the patient. The original purpose of the EPID when first integrated with the linac was 

verifying a patient’s position before treatment commences. More recently, EPIDs have been utilized for 

pre-treatment dose delivery verification and on-treatment transit dosimetry monitoring. EPIDs are 

typically amorphous silicon detectors, which convert the incident radiation into visible light via a 

gadolinium oxide scintillation layer followed by subsequent detection of the light by the amorphous 

silicon photodiodes, as shown in Fig. 1. In this work, the sensitive area of the photodiode array, which 

gives rise to the pixel array, is a 40.0 x 40.0 cm grid with a pixel size of 0.336 mm. The EPID is 

positioned at a specified source-to-detector distance (SDD) via a mechanical arm, which is mounted 

under the EPID and onto the linac. When acquiring images from the EPID, it is important to consider 

any processing done by the EPID software prior to the image export, as well as any imaging artefacts 

present. 

 

 

 

  

 

Fig. 1 Generic sketch of indirect-type digital detector, analogous to an aS1200 EPID. 

 Image processing done by the EPID software prior to image export involves a dark field 

correction, pixel sensitivity correction, and, when operated in the portal dosimetry mode, a beam profile 

correction [10]. The dark field correction is applied through obtaining an electronic portal image (EPI) 

with no linac output. This represents the background electronic noise present in the EPID hardware and 
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is subtracted from acquired EPIs. A pixel sensitivity correction, also known as a flood field correction, 

is derived in order to account for individual pixel sensitivities [11]. The pixel sensitivity correction is 

applied via dividing the acquired image on a pixel-by-pixel basis by a reference 40x40 cm field – which 

encompasses the entire pixel-array of the EPID. If the EPID is being used in portal dosimetry mode, a 

beam profile correction, or horn correction, is then necessary in order to reintroduce the shape of the 

beam that was removed by the normalization of the flood field correction. The resulting EPI can be 

exported in Digital Imaging and Communications in Medicine (DICOM) format for further analysis. 

 Additional processing to the EPIs obtained can be conducted in order to further diminish any 

artefacts present in the dataset. Two common sources of artefacts include any backscatter from the EPID 

positioning arm and pixel ghosting as a result of any memory effects [12]. The Varian aS1200 EPID 

used in this work accounts for the arm backscatter through additional shielding material attached to the 

underside of the panel [13], where backscatter can be deemed to be negligible (<0.5%) and independent 

of field size [14].  

2.5. Adaptive Radiotherapy 

Anatomical variations in H&N cancer patients can lead to clinically significant plan deterioration 

and adaptive radiotherapy (ART) may be required to restore the desired dose distribution [15]. Past 

literature has explored the benefits of implementing ART workflows within a clinic for H&N cancer 

and has mostly been focused on improving dosimetry in parotid glands, which is crucial when lowering 

risk of xerostomia [15-16]. Monitoring the dose delivered to the spinal cord, via evaluation of kV cone-

beam computed tomography (CBCT), has also shown to be beneficial in answering the golden question: 

when should we replan? [17] 

Traditional methods to implement ART into the clinic are associated with a significant increase 

in the clinical workload to the radiotherapy department as a whole. As a result, there has been a recent 

push to develop an accessible and automated quantitative trigger for ART, with one common method 

being transit dosimetry with an EPID [18]. This can be done through considering gradual changes in 

the transit dosimetry EPI relative to the first fraction/session, or by considering absolute changes 

between the transit dosimetry EPI obtained during the treatment versus that predicted. 
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Using absolute transit dosimetry, one can calculate the expected EPI resulting from each 

treatment fraction and compare it to that clinically obtained. Changes in patient anatomy could result in 

gradual deviation from the predicted EPI, where large abrupt changes between the predicted and 

measured EPIs could be a result of a positional error. Difficulties arise, however, in attempting to 

accurately calculate the predicted EPI, where a large number of corrections must be applied as 

previously discussed. Similarly, using relative EPID transit dosimetry, one can explore the gradual 

change in transit fluence over the course of treatment without necessarily needing to rely on the absolute 

precision and accuracy of the images themselves.  

Assuming linac output remains relatively constant over the course of treatment, change in 

measured transit fluence is theoretically correlated with anatomical variations and patient setup errors. 

While a change in transit dosimetry indicates that something has changed, it is typically ambiguous as 

to how this change translates to dose-volume metrics inside the patient. Several groups have attempted 

to correlate dosimetric impacts with change in transit fluence, where 2D relative gamma analysis is 

commonly utilised [19]–[22]. Through conducting gamma analysis on the transit EPIs acquired over 

the course of treatment, a variety of parameters can be extracted to help quantify change in dose to the 

patient. 
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3. Literature Review 

Quality assurance is a major aspect of modern-day radiation therapy, where the use of EPID 

dosimetry has been explored over the past 20 years. Verification processes are typically classified as 

either being ‘pre-treatment verifications’, without the patient in the beam, or ‘on-treatment 

verifications’, with the patient in the beam. Transit dosimetry involves the verification of dose within a 

patient by measurement of the radiation field after passing through the patient. Transit dosimetry has 

been applied to VMAT treatment deliveries via back- and forward-projection techniques as shown in 

Fig. 2. The following literature review is specific to the topic of transit dosimetry for H&N cancer 

treatment deliveries utilising the VMAT technique.  

 

Fig. 2 Schematic of transit dosimetry using a) forward- and b) back-projection techniques. 

 

3.1. Reconstruction of Internal Doses (Back-projection) 

Back-projecting the integrated signal at the EPID into the patient, at each angle, allows for the 

comparison between planned and delivered dose in VMAT treatment deliveries at the level of the patient. 

The result is a 3D dose distribution displayed inside the patient, which is more easily interpreted in 

comparison to a difference in EPI signal (i.e., as in forward projection) [23]. There have been multiple 

algorithms developed for in vivo EPID dosimetry via back-projection for VMAT treatment deliveries 

such as the commercial package iViewDose (Elekta) which is based on the work of Wendling et al. and 

Mans et al. [23-25].  As visualised in Fig. 3, a pixel-by-pixel sensitivity correction is first applied to 
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determine the dose at the EPID plane. A de-convolution algorithm is then applied to the image to 

subtract the scatter originating within the EPID, followed by a beam profile correction, to give the 

primary portal dose at the EPID plane. Scatter originating from within the patient is then subtracted 

based on the integrated value of the primary fluence at the EPID plane. At this stage of the processing 

the EPI represents dose at the EPID due to primary photons only. This primary fluence is then projected 

back to the plane of the patient using the inverse square law and corrected for attenuation using the 

primary portal dose image with and without the patient, as well as the planning CT contours. The 

patient-specific scatter component of the primary dose can then be reintroduced based on field size and 

patient thickness to give the dose within a patient along a 2D plane. This process can then be repeated 

over each control point in a VMAT plan to determine the 3D dose distribution within the patient. 

Clinical implementation of this methodology has previously been found to be successful in the 

ability to detect change in patient anatomy due to weight loss, atelectasis, and patient contour change 

[26]. Other treatment errors were also detectable using the back-projection method such as flawed plans 

during transfer from the TPS, fine-tuning of TPS parameters, and accidentally modified plans. 

Significant assumptions regarding patient scatter and attenuation are however made, as this 

methodology is typically based on the patient anatomy at the time of planning via the planning CT.  

 

 

Fig. 3 Schematic of back-projection methodology described by Wendling et al. and Mans et al. [24-25] 
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3.2. Comparison of Integral Planar Images (Forward-projection) 

3.2.1. Comparison with Prediction 

Rather than back-projecting measured EPI data to the plane of the patient and verifying dose, the 

forward-projection methodology aims to verify treatment plans at the plane of the EPID. Bedford et al. 

[23] compared forward- and back-projection techniques for VMAT treatment of the prostate, where it 

was found that the two methods provided similar results between calculated and reconstructed patient 

dose (back-projected) and calculated and measured EPI fluence (forward projected). Here, the percent 

gamma pass rate, mean gamma values, and percentage CAX dose differences were all clustered around 

the line of equality between the two methods. Both methods have advantages and disadvantages. The 

advantage of the back projection method lies in its ease of interpretation, as it is much simpler to 

interpret a difference in a 3D dose grid at the plane of patient rather than an integrated EPI. The 

disadvantage is that to perform the reconstruction of dose, the algorithm assumes the patient anatomy 

is unchanged from the planning CT, even though this is one of the primary changes attempting to be 

detected. Advantages of the forward projection method are i) the direct nature of the comparison (i.e. 

fewer assumptions about patient anatomy are required) and ii) the possibility of conducting real-time 

verification using the EPID’s cine mode. The work presented in this thesis is based on the forward-

projection technique of EPID in vivo dosimetry, as it relies less on measured data and makes use of a 

calibrated TPS wherever possible.  

The prediction of portal dose images using a TPS by modelling the EPID into the planning CT 

scan has been previously explored [28–30]. In order to predict the scatter and attenuation by the patient, 

the planning CT can be imported in the TPS, where the extent of these contributions to the EPI can then 

be calculated. The amount of scatter from the patient to the EPID has previously been accounted for 

using a superposition of patient scatter kernels, generated using Monte Carlo simulations [31]. In 

addition to attenuation, the scattered dose to the EPID arising from the patient can be calculated 

independently, as previously done with BEAMnrc [31], and added onto the EPID pre-treatment 

prediction model to predict EPIs more accurately. 
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One main method of implementing forward-projected transit dosimetry verification of VMAT 

plans utilises the predicted dose in the isocentre plane of the patient along each control point. Bedford 

et al. [32] describes the methodology used by the AutoBeam inverse treatment planning system, where 

an in-field and out-of-field portal image intensity at each pixel on the EPID is calculated for each control 

point. The in-field portal image intensity predicts the primary beam contribution to the image, 

accounting for attenuation, and the out-of-field portal intensity predicts the patient scatter contribution 

to the image. The two contributions are then combined with a kernel to model scatter originating within 

the EPID to give the final predicted portal image at a given control point. These images can then be 

compared to the measured EPIs either in ‘continuous’ mode or summed together and compared to the 

‘integrated’ EPI. The accuracy and precision of VMAT verification using this methodology gave a 

mean gamma pass rate of 93.7% as achieved with a 3.0 %, 3.0 mm gamma analysis threshold. 

Alternatively, the primary fluence calculated by the TPS can be forward projected to the EPID plane to 

improve the predicted EPI.  

Recent work by Nilsson [33] has developed a treatment verification algorithm for EPID 

dosimetry, implemented in the RayStation TPS. Here the predicted EPI is an extension of the pre-

treatment prediction algorithm, in which patient scatter and attenuation of the primary beam by the 

patient is modelled in the TPS. Scatter projected onto the EPID from the patient was calculated through 

the use of modelling the EPID in the TPS as a 5 cm thick water slab. The dose from scatter was 

calculated in the plane of the EPID after projection through a patient CT, whilst setting the Total Energy 

Released per unit Mass (TERMA) within the EPID to zero. This adjustment ensures that the energy 

from the primary fluence reaching the EPID does not generate scattered dose from within the EPID. 

Instead, only the scattered dose from the patient will be extracted, and subsequently added to the 

predicted primary fluence image to give a complete predicted image. Nilsson also accounted for the 

linear attenuation of the beam from the patient through considering the primary fluence. The fluence 

intensity reaching the EPID (I) was derived by starting with the pre-treatment prediction (𝐼 ) and 

correcting for any attenuation (𝜇) from the patient, as well as beam hardening (𝜎) introduced at a 

specified off-axis distance (r) and radiological depth (𝑑 ) using the Beer-Lambert law, where 𝐼 =
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𝐼 . 𝑒 ( ) . The coefficients used for this correction were derived with the aid of measured transit 

and non-transit EPIs. The advantage of this approach is that the scatter originating in the EPID does not 

need to be modelled directly but is included via the pre-treatment measurement. The disadvantage of 

this approach is that any errors in pre-treatment delivery are propagated through the subsequent 

predicted EPIs. 

A similar approach to Nilsson has been adopted in the current work by modelling the EPID in 

the RayStation TPS. In contrast to Nilsson’s methodology, however, we seek to generate predicted EPIs 

purely through TPS modelling of the patient and EPID panel.  

3.2.2. Comparison for Constancy 

Through comparing the change in EPIs relative to the first or previous fraction, one can measure 

the constancy of a treatment delivery. The main benefit of comparing EPIs in this regard is that one 

does need to accurately model scatter and optical process of the EPID hardware or mimic the post-

processing of the measured data performed by the EPID software. This approach was adopted by Piron 

et al. [20] who recorded change in transit fluence for 50 H&N cancer patients. Through utilising the 

mean gamma value, 𝛾 , from a 2D 3%/3mm relative gamma analysis test on whole EPIs, they 

concluded that change in transit fluence could be used as a predictor for plan deterioration as a result of 

anatomical variations. Utilising the whole EPI, however, could result in misleading mean gamma values. 

If only a small area of pixels included large deviations, the EPI as a whole may still be similar to the 

baseline EPI and thus result in a score that is below the trigger threshold, ultimately decreasing 

sensitivity. By considering projections of regions of interest onto the EPIs, the sensitivity of the analysis 

may be improved. 

By projecting planning target volume’s (PTV’s) onto EPIs obtained every fraction and 

correlating 𝛾 with dosimetric changes (V95%), Piron et al. [21] found that projecting PTVs onto 

the EPIs and then conducting gamma analysis improved sensitivity to anatomical changes. However, 

projecting OARs onto the EPIs were not considered.  

The same group then went on to establish an action threshold for H&N ART, and proposed a 

threshold of 𝛾 > 0.42 , as evaluated using the whole EPI [22]. By considering a dosimetric 
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threshold of V100% < 90% the group was able to analyse the sensitivity and specificity of the threshold 

proposed. Moreover, the group also explored the correlation between mean dosimetric differences of 

PTV and OARs with mean gamma values of the whole EPI for patients that did reach the action 

threshold, as well as patients that did not. A strong correlation between change in spinal cord dose and 

𝛾  was not observed, likely due to the inherent nature of the gamma analysis test conducted on 

whole EPIs - being more sensitive in high dose regions, such as PTVs, than lower dose regions, such 

as OARs. 

Lim et al. [34] explored the correlation between change in transit fluence, in a generalised 

rectangular region surrounding the neck, and volumetric change of a ROI (∆𝑉 ) spanning from the 

Condyloid process (jaw) to C6 of the spinal cord. Volumetric change, which is a good predictor for 

grade 2 xerostomia [35], was found to be strongly correlated with change in transit fluence 

(𝑅 =  −0.776, 𝑝 <  0.001). A 5% threshold in ∆𝑉  could be used as a trigger for ART, where the 

area under the receiver-operating characteristic curve (ROC) was determined to be 0.88. This study did 

not investigate the potential improvement in sensitivity by projecting the ROI onto the EPID. 

3.3. Current Work in the Context of Previous Studies 

Past literature has explored the use of EPIDs for transit dosimetry quality assurance, via a wide 

variety of approaches as previously discussed. Limited research has utilised Varian’s relatively new 

aS1200 EPID as well as the TPS RayStation by RaySearch Laboratories with VMAT treatment delivery. 

The capability of the TPS to predict the improved dosimetric images obtained by the aS1200 EPID, 

both pre-treatment and in transit dosimetry for H&N VMAT treatment plans has been investigated in 

the current work. 

Once validated to predict change in transit fluence, the EPI prediction model was then extended 

to explore any correlation between change in transit fluence and change in DVH metrics for H&N 

cancer VMAT treatment plans. When utilising linac-measured EPIs for comparison of constancy with 

relative gamma analysis, one of the largest sources of systematic error in these types of studies include 

the accuracy of the first fraction EPI. The results of these studies all rely on the assumption that the 

patient anatomy at the time of the first fraction EPI is representative of the patient anatomy at the time 
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of the planning CT (pCT). A poor baseline could be misleading and yield results with 𝛾  values 

significantly lower than actually representative of the change since obtaining the pCT. The research 

presented in the second portion of this work differs from previous studies by predicting transit EPIs 

using an in-house script developed in the RayStation treatment planning system (TPS) by RaySearch 

Laboratories, rather than analysing linac-measured EPIs. The advantage of this approach is in the 

removal of any patient set-up errors, as well as any anatomical variation in the patient between obtaining 

the pCT and first fraction baseline EPI. Rather than using weekly CBCTs over the course of treatment, 

this work will also only consider the pCT and a rescan CT (rCT) to avoid any uncertainties associated 

with deformable image registration of the pCT’s to CBCT’s, or dose calculation uncertainty on CBCT. 

Considering these factors, the developed tool allows for the investigation of correlation between change 

in transit fluence and change in patient DVH metrics in a more controlled environment. 
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4. Development of an In-house Toolkit for EPID-based Non-transit 

and Transit Dosimetry with a Varian Linac and RayStation 

Treatment Planning System 

4.1. Introduction 

As discussed in Chapter 2, EPID-based patient specific quality assurance (PSQA) may be divided into 

pre-treatment (non-transit) dosimetry and on-treatment (transit) dosimetry. The application of EPID-

based PSQA to head and neck radiotherapy was described in Chapter 3. In this chapter, the development 

of an in-house toolkit to perform EPID-based non-transit and transit PSQA with a Varian aS1200 EPID 

and the RayStation treatment planning system (TPS) is described. While commercial software systems 

are available for this purpose, the powerful scripting application programming interface (API) of the 

RayStation TPS means an in-house solution may be achievable which can be adapted towards a 

departments specific requirements. Furthermore, by utilizing the primary TPS for this purpose, a more 

direct quality assurance of the clinical treatment plan is performed when compared to incorporating a 

third party system for calculation of expected EPID results. In this Chapter the development of a Varian 

EPID model within the RayStation TPS is described, in addition to methodology and results for 

validating the model. Testing of the TPS EPID model was performed for non-transit and transit 

dosimetry conditions.  

4.2. Methods 

4.2.1. EPID Measured Data 

The structure and functioning of the Varian aS1200 EPID attached to a Varian TrueBeam Linac 

was discussed in Section 2.4. All measured EPIs in this work were exported via the PortalDosimetry 

software. PortalDosimetry was calibrated by the physics team at the Royal Adelaide Hospital via the 

following steps to give the signal in each pixel in ‘calibration units’ (CU). 

1. A dark field is applied to the EPID, obtained through acquiring an image with no output 

from the beam. This represents the background electronic noise in the EPID hardware. 
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2. A flood field is then applied to account for individual pixel sensitivities. This is done 

through acquiring a reference 40 x 40 cm field, spanning across the entire EPID. 

3. A beam profile correction is then applied to re-introduce characteristic profile shapes 

removed via Step 2. The beam profile corresponded to a radial beam profile acquired in 

a water tank at 3.6 cm depth in a 40 cm × 40 cm. 

4. Dose normalisation then links the imager response of a 10 cm x 10 cm field with 100 

MU at 100 cm SID to correspond to 100 CU. 

 In this work, we aimed to predict EPIs for 6 MV photon beams. Data acquired on the EPID to 

validate the TPS EPID model were square fields with side lengths of 2, 3, 4, 5, 10, and 20 cm, as well 

as 5 cm × 10 cm, 5 cm × 20 cm, 10 cm × 5 cm, and 20 cm × 5 cm rectangular fields. These fields were 

defined at isocenter (100 cm), with the EPID positioned at a source to image receptor distance (SID) of 

100 cm and 150 cm. In the latter scenario, the couch was placed in the beam, and transit dosimetry was 

also investigated utilising 1, 2, 3, 5, 10, and 20 cm thick PMMA slabs positioned with the centre of the 

phantom at isocenter. 

4.2.2. EPID Model 

Modelling the EPID in the TPS and extracting a dose plane utilises the TPS dose calculation 

algorithm when considering the effects of patient attenuation, patient scatter, and any scatter from 

within the EPID itself. The production of the EPID image involves the conversion of X-rays to visible 

light and subsequent collection of optical photons with silicon photodiodes. This process cannot be 

simulated in commercial radiotherapy TPS’s and therefore approximations of the image generation 

process must be made, as described by various authors [29-30, 33]. 

The RayStation TPS allows the user to define geometrical structures within the dose calculation 

environment. These geometrical structures can also be assigned a material which includes density and 

chemical composition. In this work the TPS EPID model was defined as layers of rectangular volumes 

on a RayStation Research v10a server. The thickness and composition of each layer of the TPS EPID 

model was varied to reproduce the central axis dose and relative beam profile of EPID-measured 

rectangular fields exported from PortalDosimetry. The extraction plane of the TPS EPID model in this 
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work was positioned at 100 cm SID for non-transit dosimetry, and 150 cm SID for transit dosimetry. 

The DICOM header within the measured EPI was also utilised to convert the 2D fluence map into a 

pseudo 2D dose map (‘calibration units’) via the “Rescale Intercept” (0028, 1052) and “Rescale Slope” 

(0028, 1053) tags. 

4.2.3. TPS Dose Plane Calculation 

The predicted EPIs were calculated for non-transit and transit dosimetry set-ups, as described in 

Fig. 4.  

 

Fig. 4 EPID model setup for non-transit dosimetry at 100 cm SID (left), non-transit dosimetry at 150 

cm SID (middle), and transit dosimetry at 150 cm SID (right) with dose grids shown in black (dashed). 

 

4.2.3.1. Non-transit calculation 

In the case of non-transit dosimetry, the dose grid spanned across 40 cm x 40 cm, in the x- and 

y-axis respectively, using 1 x 1 mm2 pixels and an extraction depth of 3.6 cm in the model. The 

extraction depth of 3.6 cm was chosen by comparing central axis (CAX) dose in the TPS to that of 

measured data at 100 cm SID on the EPID. 

To help verify if the model is capable of transit dosimetry, non-transit dosimetry was also 

conducted at 150 cm SID, with the couch in the beam. Here, the dose grid spanned across the entire 

surface of the EPID model, resulting in a 40 x 40 x 6 cm3 dose grid with 1 x 1 x 1 mm3 voxels. A 

volumetric dose grid was exported in this scenario to explore the effects of varying extraction depth on 

beam shape. The dose grids were then subsequently exported as DICOM RT Dose files, where dose 

planes could be extracted, post-processed, and compared to corresponding linac-obtained EPIs.  
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4.2.3.2. Transit calculation 

For transit dosimetry, the TPS dose grid was extended to include the phantom in order for 

RayStation to consider the attenuation and scatter properties of these materials. The voxel size was 

increased to 2 mm3 to help reduce calculation time and file size, whilst still retaining enough spatial 

resolution to accurately define the penumbra of the beam profiles. The dose grids were then 

subsequently exported as DICOM RT Dose files, where dose planes could be extracted, post-processed, 

and compared to corresponding linac-obtained EPIs.  

4.2.4. TPS Dose Plane Post-processing 

Once the dose plane has been extracted from the TPS, post-processing steps were required to 

better approximate the signal received by the EPID. All post-processing steps described in this work 

were applied solely to the calculated EPIs, rather than those measured, as this allows for treatment 

validation to be conducted at the time of acquisition. As a result, all post-processing can be applied to 

the prediction prior to acquisition on the linac.  

4.2.4.1. Non-transit dosimetry 

The EPID model developed for non-transit dosimetry at 100 cm SID corresponds to the dose 

deposition of 6 MV beams at a given depth in a given material. Post-processing is thus required, to 

match the signal being readout by the EPID software. The corrections applied were aimed towards 

mimicking the processing performed by the EPID software, namely a flood field correction and a beam 

profile correction.  

To account for the varying pixel sensitivity across the EPID panel, the EPID software divides 

each measured EPI by a normalised reference 40 x 40 cm square (flood) field on a pixel-by-pixel basis.  

To mimic this processing, a 40 x 40 cm square field was calculated with the EPID model in the TPS. 

Each raw predicted EPI is then subsequently divided through by this normalised reference image on a 

pixel-by-pixel basis.  The second correction applied is a beam profile correction. This beam profile 

correction is applied due to the flood-field correction removing the radial dependence of the measured 
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dose within a beam profile, also known as the “horns”. Overall, the corrected TPS calculated EPI is 

related to the TPS calculated EPI as shown in Equation 1.  

𝛷∗ =
(𝛷 × 𝐵𝑃𝐶)

𝛷 ,

 (1) 

Where Φ  is the TPS calculated EPI, Φ∗  is the corrected TPS calculated EPI, 𝐵𝑃𝐶 is the radial 

beam profile correction measured at 3.6 cm deep in a water tank, and Φ ,  is the normalised TPS 

calculated 40 x 40 flood field. This correction process can be compared to that done in the 

PortalDosimetry software, which is summarised in Equation 2. 

𝜙 
∗ =

(𝜙 − 𝜙 ) × 𝐵𝑃𝐶

𝜙 ,

 (2) 

Each parameter follows a similar definition to that above, however applying to measured EPIs instead. 

The PortalDosimetry software has an added step in which the dark field is subtracted from the measured 

field prior to any subsequent processing. A side-by-side comparison of the post-processing steps 

conducted by the PortalDosimetry software and that applied to the TPS calculated EPIs is summarised 

in Fig. 5.  

 

Fig. 5 Schematic of corrections applied to the TPS EPID (left) model and EPID (right). 
 

4.2.4.2. Transit dosimetry 

EPID calibration post-processing done by the PortalDosimetry software is applicable at 100 cm 

SID. To obtain quantitative EPIs at 150 cm SID, an extended SID correction is required. This was 

obtained by acquiring a 27 x 27 cm open field EPI at 100 cm SID, applying an inverse square law and 

magnification correction to 150 cm SID, and taking the ratio of the same open field EPI with the EPID 

positioned at 150 cm SID. Note that a 27 x 27 cm field was chosen as this corresponds to a flood 40 x 

Flood Field 
Correction 

Beam Profile 
Correction Beam Profile 

Correction 

Dark Field 
Correction 

Flood Field 
Correction 
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40 cm EPI at 150 cm SID. Post-processing applied to predicted EPIs were thus extended to the new 

SID through applying this SID correction factor, extending Equation 1 as follows: 

𝑆𝐼𝐷 𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛(𝑟) =
𝜙 (𝑟)

𝜙
→

(𝑟)
(3) 

 

𝛷∗ = 𝛷 ×
(𝑆𝐼𝐷 𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛 × 𝐵𝑃𝐶 → )

𝛷 , →

(4) 

4.2.5. Comparative Analysis 

Comparative analysis between the TPS predicted and measured EPIs was done via comparison 

of the CAX dose and output factors, comparison of beam profile shape, and 2D comparison using the 

gamma analysis test. 

Central axis dose was utilised to better optimise the extraction depth within the EPID model, as 

well as the composition of materials within the model. All corrections applied to the predicted EPIs 

were normalised to the CAX and thus the CAX dose is unaffected by any corrections applied. 

Comparison of CAX dose was simply made through considering the percentage difference along the 

CAX for varying square field sizes.  

Comparison of output factors was done by dividing the CAX doses through by that for the 10 cm 

× 10 cm field. This allowed iterative adjustment of the materials used in the EPID model to be made, 

as different materials and material thicknesses will affect the model’s response to varying field size and 

scatter. 

Once the extraction depth and foundation of the model was decided upon, the corrections 

described above resulted in better agreement in the beam profile between measured and computed data. 

Comparison of beam profiles was thus conducted to observe the effects of any corrections applied, as 

well as explore any additional corrections required. Comparison of beam profiles was completed 

through calculating the 2D percentage difference between measured and predicted EPIs and exploring 

the radial response.  

The most widely utilized comparative analysis tool for 2D dose maps, such as EPIs, is the gamma 

analysis test [36], which considers both the dose difference between two distributions, as well as the 
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distance-to-agreement (DTA) of the two distributions. The dose difference is useful in quantifying 

significant differences in regions of low dose gradient, where the DTA is useful in regions of high dose 

gradient. The dose criteria in a gamma evaluation are typically relative to some global or local dose 

maximum in a reference distribution, where typical clinical gamma criteria include a 2% dose difference 

with a max DTA of 2 mm (i.e., 2%, 2mm), or a 3% dose difference with a max DTA of  

3 mm (i.e., 3%, 3mm). Values of gamma can be calculated as follows, where points with 𝛾 < 1 

corresponds to points that meet the gamma test criteria (i.e., DTA and percentage dose difference) and 

thus indicate a pass and points with 𝛾 > 1 corresponds to points that do not meet the gamma test criteria 

and thus indicate a fail: 

𝛤(𝑟𝑟, 𝑟𝑒) =
𝑟

∆𝑑

2

+
𝛿

∆𝐷

2

(5) 

Where 𝑟 = |𝑟 − 𝑟 | is the distance between the evaluated and reference points, and 𝛿 = 𝐷 (𝑟 ) −

𝐷 (𝑟 ) is the dose difference between the evaluated and reference points, for DTA threshold ∆𝑑 and 

dose threshold ∆𝐷 . The value of gamma for a given reference point is thus given as 𝛾(𝑟 ) =

min (𝛤(𝑟 , 𝑟 )). 

The percentage of points that pass the gamma evaluation criteria (i.e., the gamma pass rate) can 

thus be used as a quantitative approach in determining how similar the two dose distributions are. In 

this work, the gamma function in the open-source library PyMedPhys was used to conduct the gamma 

analysis. 

4.2.6. Change in Dosimetry 

In the clinical scenario, one could also utilise the change in transit dosimetry at a given treatment 

fraction relative to some baseline fraction, to assess whether adaptive radiotherapy should be considered. 

To verify if the model is able to assess change in transit dosimetry, the change in measured EPIs were 

compared against change in predicted EPIs for one extreme case and two moderate cases: 

1) Extreme Case: Phantom thickness reducing from 10 cm to 5 cm 

2) Moderate Case 1: Phantom thickness reducing from 5 cm to 3 cm 

3) Moderate Case 2: Phantom thickness reducing from 3 cm to 1 cm 
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Predicted and measured change was assessed as a percentage difference between the two 

‘fractions’ (∆𝐸𝑃𝐼), relative to the maximum value of the first ‘fraction’ where: 

∆𝐸𝑃𝐼( , ) [%] =
𝐸𝑃𝐼

( , )
− 𝐸𝑃𝐼

( , )

max(𝐸𝑃𝐼 )
× 100 (6) 

The change in transit fluence between the two ‘fractions’ for the measured and calculated data was then 

compared to each other through a raw percentage difference, where %𝑑𝑖𝑓𝑓 = ∆𝐸𝑃𝐼
( , )

−

∆𝐸𝑃𝐼
( , )

. 

4.3. Results 

4.3.1. EPID Model 

The EPID was first modelled based on non-transit EPIs obtained at 100 cm SID, using 2.5 cm 

slabs of various materials. Initially, cork and water were explored. The overall shape of the beam profile 

was better matched to measurements when using the water slab, where the CAX dose was only very 

slightly better matched with the water slab. Utilising a 5 cm thick water slab allowed for a dose plane 

to be extracted deeper within the EPID model – reducing the CAX dose significantly to better match 

that of the measured EPI as shown in Fig. 6. The addition of a 5 cm thick lead backing was included to 

further improve the output factors of the larger square fields, where adding dense material is expected 

to affect the larger fields more than the smaller fields due to the higher probability of backscatter. A 3.6 

cm extraction depth was thus chosen as this optimised the CAX dose and output factors (See Fig. 7).  

Once validated at 100 cm SID, the model was then further altered to better approximate CAX 

doses at 150 cm SID. Through assessment of the beam profiles and CAX doses, the 5 cm lead backing 

was altered to a 4 cm lead backing as it was noted the predicted output factors were previously, on 

average, ~1.0% higher than that measured. Output factors measured at 150 cm SID with the updated 

model are shown in Fig. 8, noting a maximum percentage difference in CAX dose of 1.02% and an 

average of 0.43%.  
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Fig. 6 Raw x-axis beam profiles using various  EPID models and depth of extraction planes. 

 

Fig. 7 Output factors and CAX dose, using the 5cm water 5cm lead EPID model in comparison with 

the measured EPI.  

 

Fig. 8 Output factors and CAX dose for updated 5 cm water, 4 cm lead model at 150 cm SID. 
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4.3.2. Non-transit dosimetry 

The EPID model developed for the purpose of non-transit dosimetry proved to be reliable when 

considering the CAX dose and output factors, yielding a maximum percentage difference in CAX dose 

of 1.02% at 150 cm SID. Additional corrections, however, were required to further correct the overall 

beam shape via mimicking the additional processing done by the PortalDosimetry software. Namely, 

the application of a flood field, and subsequent beam profile correction. 

The progressive change in beam profile shape in going from the raw TPS output to the flattened 

flood field data, to the final beam profile corrected data is shown in Fig. 9, with non-normalised 

diagonal profiles and percentage differences shown in Fig. 10. 

 

 

Fig. 9 X- and y-profiles normalised to CAX for various square fields, showing progression of beam 

profile shape at each image processing stage. Each profile has been offset in height for ease of viewing. 
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Fig. 10 Non-normalised, non-transit diagonal profiles and percentage differences for various square 

fields at 100 cm SID. 

Overall, the agreement between predicted and measured beam profiles at 100 cm SID was 

validated when using the 5 cm water + 5 cm lead EPID model. At 150 cm SID, the EPID model was 

updated to 5 cm water and 4 cm lead, with square field beam profiles shown in Fig. 11.  
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Fig. 11 Raw x-profiles of predicted and measured EPIs at 150 cm SID using the 5cm water and 4 cm 

lead EPID model.  

 To account for the significant difference in beam profile shape at 150 cm SID, the additional 

SID correction factor described in section 4.2.4.2, as shown in Fig. 12, was applied. Any deviation from 

the inverse square law, as shown by the red horizontal line in Fig. 12, is likely due to a differing amount 

of scatter reaching the EPID. This distribution of scatter suggests that scattered photons overlap more-

so towards the centre of the EPID. Moreover, scattered photons will have less energy than those in the 

primary beam. The EPID is known to display an energy dependence, due to the attenuation coefficient 

relationship with energy of materials within the EPID design, as shown in Fig. 13. This energy 

dependence may also contribute to the reduction in intensity relative to the inverse square law, as the 

EPID would under-respond at 150 cm SID compared to 100 cm SID due to the smaller scatter-to-

primary (SPR) beam ratio.  
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Fig. 12 SID correction factors for change in SID, showing negligible dependence upon field size when 
normalised. 

 

Fig. 13 Linear Attenuation coefficient relationship with energy for water and materials found 

within the aS1200 EPID.  

 

Applying the extended SID factor to the predicted EPIs significantly improves the overall shape 

of the beam profiles at 150 cm SID, as shown in Fig. 14 for a 20x20 cm square field. Diagonal profiles 

of each square field, with percentage differences, are shown below in Fig. 15 for non-transit EPIs at 

150 cm SID.  
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Fig. 14 Diagonal profile comparison when scaling the corrections to 150cm SID, with (blue) and 

without (green) the SID correction factor applied. 

 

Fig. 15 Non-transit diagonal beam profiles and percentage differences for various square fields. 
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4.3.2.1. Gamma Analysis at 100 cm SID 

A 2D gamma analysis with an acceptance criteria of 2.0 % dose difference and 2.0 mm DTA was 

conducted between normalised predicted and measured EPIs for square fields with side lengths of 2 cm, 

3 cm, 4 cm, 5 cm, 10 cm, and 20 cm, and rectangular fields of size 10 x 5 cm, 5 x 10 cm, 20 x 5 cm, 

and 5 x 20 cm as shown in Fig. 16. The percentage gamma pass rate, excluding doses less than 10.0% 

of the global maximum, was calculated as well as the mean percentage difference within the fields.  

 

 

Fig. 16-1 (2.0 %, 2.0 mm) Gamma analysis for a 2.0 x 2.0 cm normalised field using the 5cm Water + 

5cm Lead EPID model, with extraction at 3.6 cm. 
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Fig. 16-2 (2.0 %, 2.0 mm) Gamma analysis for a 3.0 x 3.0 cm normalised field using the 5cm Water + 

5cm Lead EPID model, with extraction at 3.6 cm. 

 

Fig. 16-3 (2.0 %, 2.0 mm) Gamma analysis for a 4.0 x 4.0 cm normalised field using the 5cm Water + 

5cm Lead EPID model, with extraction at 3.6 cm. 
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Fig. 16-4 (2.0 %, 2.0 mm) Gamma analysis for a 5.0 x 5.0 cm normalised field using the 5cm Water + 

5cm Lead EPID model, with extraction at 3.6 cm. 

 

Fig. 16-5 (2.0 %, 2.0 mm) Gamma analysis for a 10.0 x 10.0 cm normalised field using the 5cm Water 

+ 5cm Lead EPID model, with extraction at 3.6 cm. 
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Fig. 16-6 (2.0 %, 2.0 mm) Gamma analysis for a 20.0 x 20.0 cm normalised field using the 5cm Water 

+ 5cm Lead EPID model, with extraction at 3.6 cm. 

 

Fig. 16-7 (2.0 %, 2.0 mm) Gamma analysis for a 5.0 x 10.0 cm normalised field using the 5cm Water 

+ 5cm Lead EPID model, with extraction at 3.6 cm. 
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Fig. 16-8 (2.0 %, 2.0 mm) Gamma analysis for a 10.0 x 5.0 cm normalised field using the 5cm Water 

+ 5cm Lead EPID model, with extraction at 3.6 cm. 

 

Fig. 16-9 (2.0 %, 2.0 mm) Gamma analysis for a 5.0 x 20.0 cm normalised field using the 5cm Water 

+ 5cm Lead EPID model, with extraction at 3.6 cm. 
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Fig. 16-10 (2.0 %, 2.0 mm) Gamma analysis for a 20.0 x 5.0 cm normalised field using the 5cm Water 

+ 5cm Lead EPID model, with extraction at 3.6 cm. 

The 2D gamma analysis shown in Fig. 16 demonstrates the model’s ability to predict non-transit 

EPIs at 100cm SID. Similar pass rates were achieved for transposed rectangular fields, suggesting no 

backscatter correction factor needs to be applied to account for field asymmetry. The percentage 

difference maps show a ‘ringing’ pattern, likely due to the assumption that the radial beam profile 

correction obtained has no angular dependence.   

4.3.2.2. Gamma Analysis at 150 cm SID 

A non-transit (2.0 %, 2.0 mm) gamma analysis test was also conducted on the corrected dataset 

at 150 cm SID, as shown in Fig. 17. The percentage gamma pass rate, excluding doses less than 10.0% 

of the global maximum, was calculated as well as the mean percentage difference within the fields. The 

model proved to be reliable when used for non-transit dosimetry at 150 cm SID, yielding gamma pass 

rates of 100% for all square and rectangle fields, excluding the 20 x 20 cm field (99.98%). 



36 
 

 

Fig. 17-1 Non-transit (2.0 %, 2.0 mm) Gamma analysis for a 2.0 x 2.0 cm, non-normalised, field using 

the 5cm Water + 4cm Lead EPID model at 150 cm SID 

 

Fig. 17-2 Non-transit (2.0 %, 2.0 mm) Gamma analysis for a 3.0 x 3.0 cm, non-normalised, field using 

the 5cm Water + 4cm Lead EPID model at 150 cm SID 
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Fig. 17-3 Non-transit (2.0 %, 2.0 mm) Gamma analysis for a 4.0 x 4.0 cm, non-normalised, field using 

the 5cm Water + 4cm Lead EPID model at 150 cm SID 

 

Fig. 17-4 Non-transit (2.0 %, 2.0 mm) Gamma analysis for a 5.0 x 5.0 cm, non-normalised, field using 

the 5cm Water + 4cm Lead EPID model at 150 cm SID 
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Fig. 17-5 Non-transit (2.0 %, 2.0 mm) Gamma analysis for a 10.0 x 10.0 cm, non-normalised, field 

using the 5cm Water + 4cm Lead EPID model at 150 cm SID 

 

Fig. 17-6 Non-transit (2.0 %, 2.0 mm) Gamma analysis for a 20.0 x 20.0 cm, non-normalised, field 

using the 5cm Water + 4cm Lead EPID model at 150 cm SID 
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Fig. 17-7 Non-transit (2.0 %, 2.0 mm) Gamma analysis for a 5.0 x 10.0 cm, non-normalised, field using 

the 5cm Water + 4cm Lead EPID model at 150 cm SID 

 

Fig. 17-8 Non-transit (2.0 %, 2.0 mm) Gamma analysis for a 5.0 x 20.0 cm, non-normalised, field using 

the 5cm Water + 4cm Lead EPID model at 150 cm SID 
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Fig. 17-9 Non-transit (2.0 %, 2.0 mm) Gamma analysis for a 10.0 x 5.0 cm, non-normalised, field using 

the 5cm Water + 4cm Lead EPID model at 150 cm SID 

 

Fig. 17-10 Non-transit (2.0 %, 2.0 mm) Gamma analysis for a 20.0 x 5.0 cm, non-normalised, field 

using the 5cm Water + 4cm Lead EPID model at 150 cm SID 
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4.3.3. Transit Dosimetry 

The TPS model’s ability to predict measured transit EPIs was then investigated by introducing a 

10 cm thick slab of solid water at isocentre. Output factors and CAX doses are shown below in 

Fig. 18. Significant differences in CAX dose of up to -9.5% were observed, indicating that the 

TPS algorithm systematically over-estimated the measured signal. 

 

Fig. 18 Output factors and CAX dose for predictions at 150 cm SID with 10 cm PMMA phantom 

 

 In addition to poor agreement of output factors when introducing a 10 cm phantom to the beam, 

Fig. 19 also shows that the overall shape of the beam profiles was not in agreement. This is likely due 

to the model’s response to scattered radiation, as the TPS has not been commissioned to predict exit 

dose at a distance of 150 cm from the source. Measured EPIs are much less uniform across the square 

fields and decrease radially beyond ~2.5 cm from the isocenter.   
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Fig. 19 Normalised beam profiles for transit dosimetry setup with a 10 cm phantom. 

To further explore the significant decrease in agreement in transit beam setups, a wider range of 

PMMA slab thicknesses were utilised. Fig. 20 shows the percentage difference along the central axis 

of various square fields, with varying PMMA slab thicknesses. The agreement in CAX dose 

progressively worsens for both increasing field size as well as increasing phantom thickness, with the 

exception of the 10 x 10 and 20 x 20 square fields with a 20 cm phantom.  This indicates that the model 

needs further corrections to account for scattered photons, as the amount of scatter also increases with 

field size and phantom thickness.  
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Fig. 20 Percentage difference between measured and calculated CAX dose vs square field sizes for 
various PMMA slab thicknesses. 
 

4.3.3.1. Gamma Analysis at 150 cm SID 

A normalised (2.0 %, 2.0 mm) gamma analysis was conducted on the corrected transit dataset, 

as shown in Fig. 21. The percentage gamma pass rate, excluding doses less than 10.0% of the global 

maximum, was calculated as well as the mean percentage difference within the fields.  The model 

proved to be reliable when used for non-transit dosimetry at 150 cm SID with smaller fields (i.e., <5 

cm side length) however begins to deteriorate with increasing field size.  

 

Fig. 21-1 Normalised (2.0 %, 2.0 mm) gamma analysis test for a 2.0 x 2.0 cm field, with a 150 cm SID 

and a 10 cm PMMA slab at 95 cm SSD. 
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Fig. 21-2 Normalised (2.0 %, 2.0 mm) gamma analysis test for a 3.0 x 3.0 cm field, with a 150 cm SID 

and a 10 cm PMMA slab at 95 cm SSD. 

 

Fig. 21-3 Normalised (2.0 %, 2.0 mm) gamma analysis test for a 4.0 x 4.0 cm field, with a 150 cm SID 

and a 10 cm PMMA slab at 95 cm SSD. 
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Fig. 21-4 Normalised (2.0 %, 2.0 mm) gamma analysis test for a 5.0 x 5.0 cm field, with a 150 cm SID 

and a 10 cm PMMA slab at 95 cm SSD. 

 

Fig. 21-5 Normalised (2.0 %, 2.0 mm) gamma analysis test for a 10.0 x 10.0 cm field, with a 150 cm 

SID and a 10 cm PMMA slab at 95 cm SSD. 
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Fig. 21-6 Normalised (2.0 %, 2.0 mm) gamma analysis test for a 20.0 x 20.0 cm field, with a 150 cm 

SID and a 10 cm PMMA slab at 95 cm SSD. 

 

Fig. 21-7 Normalised (2.0 %, 2.0 mm) gamma analysis test for a 5.0 x 10.0 cm field, with a 150 cm 

SID and a 10 cm PMMA slab at 95 cm SSD. 



47 
 

 

Fig. 21-8 Normalised (2.0 %, 2.0 mm) gamma analysis test for a 5.0 x 20.0 cm field, with a 150 cm 

SID and a 10 cm PMMA slab at 95 cm SSD. 

 

Fig. 21-9 Normalised (2.0 %, 2.0 mm) gamma analysis test for a 10.0 x 5.0 cm field, with a 150 cm 

SID and a 10 cm PMMA slab at 95 cm SSD. 
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Fig. 21-10 Normalised (2.0 %, 2.0 mm) gamma analysis test for a 20.0 x 5.0 cm field, with a 150 cm 

SID and a 10 cm PMMA slab at 95 cm SSD. 

 Normalised gamma pass rates of 100 % were achieved for all square fields below 5 cm in side 

length, however upon closer inspection it was noted that a steep, undesirable, ‘V-shaped’ diagonal 

profile of percentage difference and gamma values were present.  

 As expected, the non-normalised data combines the lack of agreement in CAX dose with the 

lack of agreement in beam profile shape and thus also yields poor gamma analysis results, as 

summarised in Fig. 22. 
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Fig. 22 (2.0 %, 2.0 mm) Gamma analysis pass rates for a non-normalised transit dosimetry setup 

 

 Table 1: Summary of all (2.0 %, 2.0 mm) gamma pass rates 

Field Size 

(cm x cm) 

Normalised, non-transit 

pass rate (%)  

at 100 cm SID 

Non-transit 

pass rate (%)  

at 150cm SID 

Normalised transit 

pass rate (%) 

at 150cm SID 

Transit 

pass rate (%) 

at 150cm SID 

2x2 100 100 100 61.28 

3x3 100 100 100 43.96 

4x4 100 100 100 34.29 

5x5 100 100 100 27.44 

10x10 100 100 47.15 15.97 

20x20 100 99.98 27.22 8.37 

5x10 100 100 88.40 22.77 

10x5 99.96 100 99.26 21.35 

5x20 99.99 100 64.58 19.09 

20x5 100 100 61.63 17.59 
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4.3.4. Change in Dosimetry Validation 

 Change in transit dosimetry for three clinically relevant scenarios was further explored to 

validate the model’s capability of predicting change in transit EPIs, relative to a baseline treatment 

fraction.  

  

Fig. 23 Percentage difference between change in predicted and calculated EPIs for various square fields 

to assess validation of change in transit dosimetry for three cases: a) Extreme (10 to 5 cm), b) Moderate 

(5 to 3 cm), c) Moderate (3 to 1 cm). 

a) 

 

 

 

b) 

 

 

 

c) 
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Within the field, the percentage differences were <5% for all square field sizes for the extreme 

case (5 cm reduction), and <2% for both moderate cases (2 cm reduction), as shown in Fig. 23. It is 

noted that the raw percentage difference values are typically greater than zero, indicating that the model 

over-estimates change in EPIs between two fractions. This indicates that either the model will have a 

lower specificity in comparison to measured EPIs, or that change in measured EPIs may have a lower 

sensitivity than change in predicted EPIs. Nonetheless, the model will be more prone to fail a gamma 

analysis between two predicted fractions compared to those measured and can thus be used as a useful 

tool for early detection of change. Moreover, the agreement between change in measured and change 

in predicted EPIs was shown to improve with increasing field size. It can also be noted that there is a 

sharp increase in percentage difference towards the edge of the fields in Fig. 23 b) and c) due to a 

misalignment between the fields with varying phantom thicknesses. This error could not be resolved as 

the misalignment was less than the resolution of the exported EPI.  

Overall, the model has shown to be useful in predicting change in EPIs for even large changes in 

phantom thicknesses between 40 and 67%. This is further investigated in Chapter 5. 

4.4.  Discussion 

The in-house toolkit developed for non-transit dosimetry at 100 and 150 cm SID was validated 

through the comparative analysis detailed in section  4.3. The (2.0 %, 2.0 mm) gamma pass rates were 

all above 99.96% at 100 cm SID and 99.98% at 150 cm SID.  

When validating the model for transit dosimetry, however, the model’s agreement worsened 

significantly, generating non-normalised gamma pass rates as low as 8.37%, with an average of 27.2% 

for all square and rectangular fields. In the transit dosimetry beam setup, the non-normalised predicted 

EPIs had a significantly sharper penumbra than those measured, with typical variations within the 

umbral region of ~8% as opposed to ~13% respectively. Moreover, CAX doses varied by up to -9.5% 

although improved with increasing field size. Analysis of the output factors showed fields smaller than 

10 x 10 were being over-approximated relative to the 10 x 10 field, whereas the 20 x 20 field was under-

approximated. This agrees with the hypothesis that the EPID panel tends to over-respond to lower 

energy, scattered photons. 
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The methodology described by Nilsson et al. [33] showed promising transit results with a 10 

cm phantom, giving mean absolute percentage differences of 0.26%, 0.54%, and 1.04% for square fields 

with side lengths of 5, 10, and 20 cm respectively. When compared to measured EPIs by Nilsson et al., 

the normalised predicted x-profiles in this work yielded mean absolute percentage differences of 0.66%, 

and 0.88% for square fields of side length 10 and 20 cm respectively. Contrastingly, when compared to 

normalised measured x-profiles in this work, mean absolute percentage differences of 1.69 %, and 2.71% 

were obtained. This indicates that the predicted EPIs may be better matched to the measured EPIs taken 

by Nilsson et al. [33] as opposed to those in this work. This may be due to the different construction of 

EPIDs between that in this work and Nilsson et al.’s. Further work could thus be taken to better tailor 

the prediction algorithm to specific devices, potentially utilising a correction factor characteristic to a 

treatment suite’s EPID. This could include device-specific output-factor correction or optimised 

detector kernel convolution as described in Nilsson et al.’s work [33]. 

As briefly discussed in 4.3.2, the aS1200 EPID installed has an inherent energy dependence, and 

will tend to over-respond to lower energies [8, 37-39]. This is particularly problematic for transit 

dosimetry as scattered photons will have lower energy than the primary beam and will thus lead to a 

wider range of photon energy reaching the panel [40]. An additional correction factor could thus be 

developed to help simulate this energy dependence into the EPID model in the future. One method for 

this correction could include obtaining a 2D distribution of effective energy reaching each pixel within 

the EPID and applying a corresponding correction factor to the signal intensity for the given energy. 

Applying this correction in the clinic, however, may have unintended consequences due to the 

significant difference between a non-homogenous patient and a slab of PMMA. Photons delivered via 

a 6 MV treatment plan are expected to predominantly interact through Compton scatter. This interaction 

pathway is highly dependent on geometry and thus applying any correction factor based on the intensity 

of these photons should ideally be obtained in the clinical setup, utilising a priori patient thicknesses 

and densities via planning CT or on-the-day CBCT scans.  

Finally, a graphical user interface (GUI) was also developed to allow for efficient comparison 

between predicted and measured EPIs in the clinic, without the need for background knowledge in 

programming. The GUI was written using the programming language Python v3.8, utilising the PyQt5 
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framework, and allows the user to observe EPIs via 2D dose distribution maps and beam profiles, as 

well as conduct gamma analysis to assess the pass rate, and view trends of these gamma parameters 

over time. Further details of the GUI developed can be found in Appendix A. 

Overall, although further work is required to better validate the model’s ability to predict absolute 

transit dosimetry, the model showed improvements in its ability of predicting change in transit 

dosimetry relative to some baseline. In the context of the clinic, this could very well still provide a 

useful means to prompt the user to consider an adaptive replan of a specific patient’s treatment.  The 

following chapter, and published manuscript, thus aims to explore the correlation between this predicted 

change in transit fluence with some change in dose volume histogram metrics relating to patient specific 

dosimetry. 
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5. Relative Transit Dosimetry in the Context of Dosimetry 

The following manuscript was published in the Physical and Engineering Science in Medicine 

(PESM) Journal: 

G. Antoniou, and S.N. Penfold, “A novel TPS toolkit to assess correlation between transit fluence 

dosimetry and DVH metrics for adaptive head and neck radiotherapy”, Physical and Engineering 

Sciences in Medicine, vol. 44, pp. 1121 – 1130. 

 

5.1. Contextual Statement 

This manuscript details the development of a tool used to explore the correlation between transit 

fluence, as measured at an electronic portal imaging device (EPID), and dose volume histogram (DVH) 

metrics to target and organs-at-risk (OAR) structures in a simulated environment for VMAT treatment 

plans of H&N cancers. Other work conducted on assessing if transit dosimetry is viable as a trigger for 

adaptive radiotherapy were briefly discussed in the introduction of the manuscript. A novel fluence 

projection mask was also developed to assess change in transit dosimetry, however no statistical 

difference in the correlation coefficient were identified when this mask was applied. Strong correlations 

were observed with planning target volume (PTV) data, whereas only weak correlations were observed 

for the spinal cord data. Future directions of this work include conducting analysis on weekly CBCT 

scans to obtain progressive data and thus determine a suitable mean percentage difference action limit, 

as well as conducting analysis on EPIs obtained in cine mode rather than on a single integrated image. 

 

5.2. Statement of Authorship 

5.2.1. Conceptualisation 

The idea to move towards a relative transit dosimetry simulation tool originated from A/Prof. 

Scott Penfold. The idea of creating a fluence projection mask originated from A/Prof. Scott Penfold. 

The tool and its methods were conceived by George Antoniou under supervision of A/Prof. Scott 

Penfold.  
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5.2.2. Realisation 

George Antoniou, under the supervision of A/Prof. Scott Penfold, developed the tool. This 

included writing the code for extracting transit fluence from the treatment planning system, writing the 

code for creating an intra-angle fluence projection mask, analysed the data, and visualised the data in 

the form of regression plots. 

5.2.3. Documentation 

The manuscript was written by George Antoniou, as well as the figures submitted. A/Prof. Scott 

Penfold reviewed the manuscript on multiple occasions providing feedback and revisions where needed. 
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Abstract
Inter-fractional anatomical variations in head and neck (H&N) cancer patients can lead to clinically significant dosimetric 
changes. Adaptive re-planning should thus commence to negate any potential over-dosage to organs-at-risk (OAR), as well 
as potential under-dosage to target lesions. The aim of this study is to explore the correlation between transit fluence, as 
measured at an electronic portal imaging device (EPID), and dose volume histogram (DVH) metrics to target and OAR 
structures in a simulated environment. Planning data of eight patients that have previously undergone adaptive radiotherapy 
for H&N cancer using volumetric modulated arc therapy (VMAT) at the Royal Adelaide Hospital were selected for this 
study. Through delivering the original treatment plan to both the planning and rescan CTs of these eight patients, predicted 
electronic portal images (EPIs) and DVH metrics corresponding to each data set were extracted using a novel RayStation 
script. A weighted projection mask was developed for target and OAR structures through considering the intra-angle overlap 
between fluence and structure contours projected onto the EPIs. The correlation between change in transit fluence and plan-
ning target volume (PTV) D98 and spinal cord D0.03cc with and without the weighting mask applied was investigated. PTV 
D98 was strongly correlated with mean fluence percentage difference both with and without the weighting mask applied 
 (RMask = 0.69,  RNo Mask = 0.79, N = 14, p < 0.05), where spinal cord D0.03cc exhibited a weak correlation  (RMask = 0.35, 
 RNo Mask = 0.53, N = 7, p > 0.05) however this result was not statistically significant. The simulation toolkit developed in this 
work provided a useful means to investigate the relationship between change in transit fluence and change in key dosimetric 
parameters for H&N cancer patients.

Keywords Adaptive radiotherapy · Volumetric modulated arc therapy (VMAT) · Transit dosimetry · RayStation scripting

Introduction

Anatomical variations in head and neck (H&N) cancer 
patients can lead to clinically significant plan deterioration 
and adaptive radiotherapy (ART) may be required to restore 
an optimal dose distribution [1]. Past literature has explored 
the benefits of implementing ART workflows within a clinic 

for H&N cancer and has mostly been focused on improving 
dosimetry in parotid glands, which is crucial when lowering 
risk of xerostomia [1, 2]. Monitoring the dose delivered to 
the spinal cord, via evaluation of kV cone-beam computed 
tomography (CBCT), has also shown to be beneficial in 
answering the golden question: when should we replan? [3]

Traditional methods to implement ART into the clinic are 
associated with a significant increase in the clinical work-
load to the radiotherapy department as a whole. As a result, 
there has been a recent push to develop an accessible and 
automated quantitative trigger for ART, with one common 
method being transit dosimetry with an electronic portal 
imaging device, EPID [4]. Using relative EPID dosimetry, 
one can explore the gradual change in transit fluence over 
the course of treatment without necessarily needing to rely 
on the absolute precision and accuracy of the images them-
selves. Change in transit fluence is expected to be correlated 
with anatomical variations and patient setup errors, which 
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has thus far been the main focus of research on this topic. 
Several groups have tried to correlate dosimetric impacts 
with change in transit fluence, where 2D relative gamma 
analysis is commonly utilized [5–8]. Through conduct-
ing gamma analysis on the transit EPID images acquired 
over the course of treatment, a variety of parameters can 
be extracted to help quantify change in dose to the patient.

Through utilising the mean gamma value, �mean , from a 
2D 3%/3 mm relative gamma analysis test on whole elec-
tronic portal images (EPIs), Piron et al. [5] concluded that 
change in transit fluence could be used as a predictor for plan 
deterioration for H&N cancer patients as a result of anatomi-
cal variations. Utilising the whole EPI, however, could result 
in misleading mean gamma values. If only a small area of 
pixels included large deviations, the EPI as a whole may still 
be similar to the baseline EPI and thus result in a score that 
is below the trigger threshold, ultimately decreasing sensi-
tivity. By considering projections of regions of interest onto 
the EPIs, the sensitivity of the analysis may be improved.

By projecting planning target volume’s (PTV’s) onto EPIs 
obtained every fraction and correlating �mean with dosimetric 
changes (V95%), Piron et al. [6] found that projecting PTVs 
onto the EPIs and then conducting gamma analysis improved 
sensitivity to anatomical changes. However, projecting 
organs-at-risk (OARs) onto the EPIs were not considered.

The same group then went on to establish an action 
threshold for H&N ART, and proposed a threshold of 
𝛾mean > 0.42 , as evaluated using the whole EPI [7]. By 
considering a dosimetric threshold of V100% < 90% the 
group was able to analyse the sensitivity and specificity of 
the threshold proposed. Moreover, the group also explored 
the correlation between mean dosimetric differences of 
PTV and OARs with mean gamma values of the whole EPI 
for patients that did reach the action threshold, as well as 
patients that did not. A strong correlation between change 
in spinal cord dose and �mean was not observed, likely due 
to the inherent nature of the gamma analysis test conducted 
on whole EPIs—being more sensitive in high dose regions, 
such as PTVs, than lower dose regions, such as OARs.

Lim et al. [9] explored the correlation between change 
in transit fluence, in a generalised rectangular region sur-
rounding the neck, and volumetric change of a ROI ( ΔVROI ) 
spanning from the Condyloid process (jaw) to C6 of the spi-
nal cord. Volumetric change, which is a good predictor for 
grade 2 xerostomia [10], was found to be strongly correlated 
with change in transit fluence (R = −0.776, p < 0.001) . A 
5% threshold in ΔVROI could be used as a trigger for ART, 
where the area under the receiver-operating characteristic 
curve (ROC) was determined to be 0.88. This study did not 
investigate the potential improvement in sensitivity by pro-
jecting the ROI onto the EPID.

When utilising Linac-measured EPIs for relative gamma 
analysis, one of the largest sources of systematic error in 

these types of studies include the accuracy of the first frac-
tion EPI. The results of these studies all rely on the assump-
tion that the patient anatomy at the time of the first fraction 
EPI is representative of the patient anatomy at the time of 
the planning CT (pCT). A poor baseline could be mislead-
ing and yield results with �mean values significantly lower 
than actually representative of the change since pCT. The 
research presented in this study differs from previous studies 
by predicting transit EPIs using an in-house script developed 
in the RayStation treatment planning system (TPS) by Ray-
Search Laboratories, rather than analysing Linac-measured 
EPIs. The advantage of this approach is in the removal of 
any patient set-up errors, as well as any anatomical variation 
in the patient between obtaining the pCT and first fraction 
baseline EPI. Rather than using weekly CBCTs to obtain 
multiple EPIs over the course of treatment, this study will 
also only consider the pCT and rescan CT (rCT) to avoid any 
uncertainties associated with deformable image registration 
of the pCT’s to CBCT’s, or dose calculation uncertainty on 
CBCT. Considering these factors, the developed tool allows 
for the investigation of correlation between change in tran-
sit fluence and change in patient DVH metrics in a more 
controlled environment. Moreover, current triggers for ART 
at the Royal Adelaide Hospital are based on visual assess-
ment of tightness of mask fit and contour change on set-up 
images by treating radiation therapists. This method is both 
highly subjective and has poor specificity. The developed 
tool is useful in assessing sensitivity and specificity of transit 
dosimetry as a quantitative trigger for ART.

Methods

Patient selection

Human research ethics and research governance approval 
was obtained for the study. The radiotherapy datasets (treat-
ment plans, planning CTs and RT structure sets) of eight 
patients previously having undergone ART for H&N cancer 
at the RAH were collected and anonymized. Each patient 
consented to their data being used for research purposes 
and had at least 1 rescan CT acquired over the course of 
treatment.

EPI prediction in RayStation

EPID model

The EPID model developed in this work was generated to 
represent EPI’s measured with a Varian TrueBeam aS1200 
MV imager in Portal Dosimetry mode. Square field Portal 
Dosimetry images were collected to provide beam profiles 
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and output factors with and without solid water in place and 
the EPID at 150 cm source to detector distance (SDD).

A simple EPID model was constructed in RayStation (8B) 
to model the Varian TrueBeam aS1200 MV imager operat-
ing in Portal Dosimetry mode. The model consisted of a 
40 cm × 40 cm × 5 cm water slab atop a 40 cm × 40 cm × 4 cm 
lead slab. Dose planes were extracted at 3.6 cm depth in the 
water slab. The selected water slab thickness and extraction 
depth were guided by Varian Portal Dosimetry calibration 
settings. The thickness of the lead slab was selected based 
on a comparison of measured and computed output factors. 
Calculated EPIs simulated in RayStation at 150 cm SDD 
were first downscaled to 100 cm SDD, where flood field 
and beam profile corrections were applied, and subsequently 
scaled back to 150 cm SDD. The flood field correction was 
obtained by dividing all calculated EPID dose planes by an 
open field calculation that covered the EPID dose plane area. 
This simulates the flood field correction of the actual EPID. 
The beam profile correction was obtained by multiplying 
the flood field corrected array with a 40 cm × 40  cm2 radial 
beam profile measured at 3.6 cm in water. This again simu-
lates the beam profile correction applied by the Varian Por-
tal Dosimetry software. This was done to mimic the major 
corrections applied in forming an EPI in portal dosimetry 
mode on the Linac.

EPI extraction

The RayStation EPID template model was imported as 
regions of interest into the original treatment plan of a given 
patient within RayStation. By utilising a number of func-
tions within the RayStation python scripting environment, 
an automated sequence of steps was programmed to rotate 
the EPID model around isocenter for each control point of a 
VMAT plan as outlined in Fig. 1. The EPID model was first 
positioned to have the 3.6 cm extraction depth positioned 
50.0 cm below the origin. This was followed by rotation 
to a given control point, and subsequent translation to be 

centred at the isocenter. Once positioned appropriately, the 
dose for that VMAT control point was calculated. The dose 
delivered to the extraction plane within the EPID model was 
then stored into a 200 × 200 pixel array, with a pixel size 
of 2.0 mm, and subsequently integrated over every control 
point of the VMAT plan. To help optimise the time required 
to extract the EPIs from n beams, the dose from all beams 
at a given gantry angle was calculated via a collapsed cone 
algorithm, rather than rotating the model around the patient 
n times. Thus, the generated image is a sum of all beams in 
a fraction, rather than per-beam images. Once the original 
treatment plan had been simulated using the pCT, the pro-
cess was repeated using the rCT to obtain a second EPI.

VMAT script validation

To validate our model, a 20.0 × 20.0 × 10.0 cm thick solid 
water slab was positioned at 90.0 cm SSD on a Varian True-
Beam Linac, with the EPID positioned at 150.0 cm SDD. 
A VMAT treatment plan was then delivered, and a baseline 
EPI was extracted. To simulate change in patient anatomy, 
2.0 cm of the solid water slab was removed anteriorly and 
the same VMAT treatment plan was delivered to extract a 
second fraction EPI. The change between the second EPI 
and the baseline was then calculated as a 2D percentage 
difference map, relative to dose maximum of the baseline. 
This process was then repeated using the simulation toolkit 
developed in RayStation to obtain a predicted 2D percentage 
difference map.

ROI projection mask

Past research has shown that projecting ROI’s onto the EPIs 
can lead to improved sensitivity in using change in transit 
fluence as a quantitative trigger for ART. The contours of the 
spinal cord and PTV’s for each patient included in the study, 
at time of planning, were thus extracted through utilising 
DICOM RT structure files. These contours could then be 

Fig. 1  EPID extraction process repeated along every control point for both the pCT and rCT. EPID first positioned 50.0 cm below origin, then 
rotated to a given control point angle, and translated to 50.0 cm from isocenter
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projected onto the extraction plane of the EPI with the use of 
modules within the dicompyler-core Python package [11]. A 
ROI projection mask was then created, taking the thickness 
of the structure in the beam’s-eye-view into consideration 
to weight the mask by the path length through the structure 
as shown in Fig. 2a.

In this work, the spinal cord was chosen as a significant 
ROI alongside the PTV’s as plan adaption for H&N patients 
at the Royal Adelaide Hospital is often triggered by the mon-
itoring of spinal cord doses during on-course plan dosimetry 
assessment. However, the methods outlined in this work can 
still be applied to a variety of different structures, such as the 
parotid glands when considering toxicities such as xerosto-
mia [9, 10]. If a plan contained multiple PTV volumes with 
different dose levels, each was treated as an independent ROI 
in the correlation analysis. The evaluation PTV contours 
(PTV_EVAL), as calculated via taking the Boolean sub-
traction of sequentially higher dose PTV volumes from the 
current PTV volume, were utilised as these are the volumes 
that undergo DVH assessment during treatment planning.

To further evolve the ROI projection mask, one can con-
sider the overlap between the open field of the MLC configu-
ration and the projection of the structure of interest. Thus, 
the DICOM plan file was also used to extract these coordi-
nates on the EPI to create a ‘fluence projection’ mask. EPI 

pixels that lay within the open field projection were given 
a value of 1, and those outside the open field were given a 
value of 0. The mask could then further be weighted by the 
monitor units (MU’s) delivered to the open field region for a 
given control point through multiplying the mask through by 
the cumulative meterset value and beam MU’s found in the 
DICOM RT plan file as shown in Fig. 2b. The resulting mask 
could then be integrated along each control point to obtain a 
final intra-angle projection mask as shown in Fig. 2e, which 
highlights the regions within the EPI for which dose was 
delivered to a particular structure of interest, weighted by 
the structure’s volume and MU’s delivered.

DVH parameters

Change in transit fluence alone cannot be used as a reli-
able trigger for ART without first understanding how this 
quantity relates to dosimetric differences within the patient. 
Current workflows at the Royal Adelaide Hospital involve 
an on-course dosimetry monitoring program making use of 
RayStation’s CBCT dose calculation functionality. Evalu-
ations are performed to ensure target coverage does not 
diminish by a certain amount and that serial organs at risk, 
such as the spinal cord, do not exceed tolerance values. 
Replanning thresholds are assessed on a case-by-case basis 

Fig. 2  Process used to derive an intra-angle ROI and fluence projec-
tion mask. For each control point, a the structure projection mask and 
b MU-weighted fluence projection from each beam is used to obtain 

d the overlap between the two, as visualised by c. This process is 
repeated for each control point to achieve e the final intra-angle ROI 
and fluence mask
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by the consulting Radiation Oncologists with a major con-
sideration being the number of remaining fractions. In this 
study DVH metrics considered for the spinal cord and PTV_
EVAL structures relate to the near maximum and minimum 
doses received by the volumes, being the D0.03cc and D98 
metric respectively. In this work, the change in these metrics 
over the two CT datasets (original planning CT and rescan 
CT) was considered and any correlation between them and 
change in transit fluence was explored.

Correlation

As previously mentioned, a correlation between change in 
transit fluence and change in D0.03cc or D98, for the spinal 
cord and PTV’s respectively, would show that change in 
transit fluence can be used as a trigger for ART. There have 
been multiple approaches in quantifying this change in tran-
sit fluence to be used as a trigger for ART, where gamma 
parameters are commonly utilised such as �max, �mean, and 
�1% . One disadvantage of this approach is that gamma values 
are always positive and thus give no information regarding 
the direction of such change. A second fraction EPI that has 
received a greater amount of dose than the baseline may 
show similar corresponding gamma parameters to a second 
fraction EPI that has received less dose than the baseline. 
It was thus decided that the mean percentage difference 
between the two EPIs should be calculated, relative to the 
baseline, as this will also provide directional information. It 
should be noted, however, that signed percentage differences 
in a region of interest of an integrated image may cancel 
over multiple control points and lead to lower-than-expected 
mean values. Care should thus be taken when interpreting 
these values via first assessing the 2D percentage difference 
map.

A correlation between the change in D0.03cc and D98, for 
the spinal cord and PTV_EVAL’s, and mean fluence percent-
age difference with and without the respective masks applied 
was then explored. Noting that with no mask applied, the 

entire 40 × 40 cm EPIs were utilised, whilst disregarding 
doses < 10% of local maximum so that summary statistics 
are not skewed by clinically irrelevant small doses. Statisti-
cal analysis was conducted through considering Pearson’s 
correlation coefficient ( R ), Spearman’s rank correlation 
coefficient ( � ), and a linear regression with a 95% confidence 
interval. The statistical significance of the correlation coef-
ficients was also calculated for the given sample size, where 
the difference between the correlation with and without the 
projection masks applied was also considered to explore any 
improvements in sensitivity that the mask may supply.

Results

EPID model

Non‑transit verification

The EPID model used in this work was developed through 
consideration of beam profiles, output factors, and gamma 
analysis between predicted and measured EPIs. Figure 3 
shows beam profiles from Linac-measured and RayStation 
calculated EPIs after delivering 2.0 × 2.0, 3.0 × 3.0, 4.0 × 4.0, 
5.0 × 5.0, 10.0 × 10.0, and 20.0 × 20.0  cm2 jaw-defined 
square fields with the EPID positioned at 150 cm SDD. The 
output factors of these square fields were also obtained, as 
shown in Fig. 4, showing percentage differences all less than 
0.8%.

EPID model validation

The EPID model developed was first validated through 
simulating change in patient anatomy via anteriorly remov-
ing 2.0 cm of a solid water slab between two deliveries of 
a VMAT plan. Changes in the Linac-measured EPIs were 
compared to changes in the TPS-calculated EPIs through 
comparing percentage differences,Δ�%, in beam profiles 

Fig. 3  True (Linac) and predicted (RayStation) non-transit beam profiles with EPID positioned at 150 cm
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between the two exposures as shown in Fig. 5. In the x-pro-
files shown, a maximum percentage difference of 7.2% and 
7.7% was observed for the predicted and true changes in 
EPIs, respectively.

Similarly, for the y-profiles, a maximum percentage dif-
ference of 8.7% and 9.0% were observed for the predicted 
and true change in EPIs. The mean percentage error between 
the true and predicted percentage differences across the 
whole image was 1.49%, ranging between a maximum of 

Fig. 4  True (Linac) and 
calculated (RayStation) output 
factors from square fields, with 
percentage difference

Fig. 5  True (Linac) and calculated (RayStation) 2D percentage difference maps used for model validation, with x and y-profiles
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17.4% and a minimum of < 0.01%. The 2D percentage error 
map between the two percentage differences is shown in 
Fig. 6. The TPS simulation was thus considered as a good 
indicator of what one would measure on a Linac MV imager 
in the corresponding situation.

Correlation of change in transit fluence and change 
in DVH metrics

No weighting mask applied

The correlation between change in transit fluence and change 
in DVH metrics for the eight patient datasets was explored. 
D98 PTVs and D0.03cc for the spinal cord was first explored 
with no weighting masks applied—utilising the entire 
40 × 40 cm EPIs whilst disregarding doses < 10% of local 
maximum. Figure 7a shows the relationship between mean 
transit fluence percentage difference and change in D98 for 
the PTVs, with a linear regression band fitted to a 95% con-
fidence interval. Pearson’s and Spearman’s correlation coef-
ficients were determined to be 0.79 and 0.82 respectively, 
indicating a strong correlation exists. Similarly, Fig. 7b 
shows the relationship between change in D0.03cc for the 
spinal cord and mean transit fluence percentage difference, 
also with a linear regression band fitted to a 95% confidence 
interval. Pearson’s correlation coefficient of 0.53 indicates a 
moderate correlation exists between the two parameters, as 
well as Spearman’s correlation coefficient of 0.32.

Weighting masks applied

ROI projection mask To observe the individual benefits of 
various contributions to the overall weighting mask applied, 
the effects of projecting the ROIs onto the EPIs were first 
considered. Figure 7c d show the correlation between change 
in D98 and D0.03cc with mean weighted fluence percent-

age difference, respectively. Pearson’s and Spearman’s cor-
relation coefficients suggest that strong and moderate cor-
relations exist for the PTVs and spinal cords, respectively, 
yielding values of 0.70 and 0.67 for the PTVs and 0.41 and 
0.32 for the spinal cords. The slope of the linear regression 
fit for both the PTVs and spinal cords increase when utilis-
ing the ROI projection mask, in comparison to no weight-
ing mask applied. This result suggests that the weighting 
mask applied increases the overall sensitivity of the fit, as 
expected.

Intra‑angle ROI and  fluence projection mask The final 
level of complexity added to the weighting projection 
mask includes an intra-angle convolution between a flu-
ence projection mask, through considering the MLC leaf 
configuration, and ROI projection mask, through consid-
ering the position of some ROI on the EPI. By considering 
the overlap between the fluence and ROI projections, one 
is able to consider the regions on the EPI for which some 
structure received dose at any point during the treatment 
delivery.

Figure 7e and f show the correlation between change 
in D98 and D0.03cc with mean weighted fluence percent-
age difference for the PTVs and spinal cords, respectively. 
Pearson’s and Spearman’s correlation coefficients of 0.69 
and 0.72 for the PTVs, and 0.35 and 0.21 for the spinal 
cords, suggest that a strong correlation exists for D98 and 
mean weighted percentage difference, and a weak correla-
tion exists with D0.03cc and mean weighted percentage 
difference. In comparison to the correlation data with the 
ROI projection masks applied, Pearson’s and Spearman’s 
correlation coefficients increase for the cases of the PTV 
projections and decrease in the case of utilising the spinal 
cord projections. All correlation coefficients decreased 
relative to the correlation data with no mask applied, how-
ever the sensitivity of the correlation with the intra-angle 

Fig. 6  2D percentage error map of the 2D percentage difference maps used for EPID model validation, with x- and y-profiles
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ROI and fluence projection mask applied significantly 
increased, as shown by the steeper slopes.

Discussion

Change in transit fluence, as measured via mean percentage 
difference, was found to be strongly correlated with change 
in PTV D98 and moderately correlated with change in spinal 
cord D0.03cc with no weighting mask applied. Pearson’s and 
Spearman’s correlation coefficients were found to decrease 
when applying a ROI projection mask to the predicted 

EPIs, however still yielding strong and moderate correla-
tions, respectively. No statistically significant difference 
between the correlation coefficients was observed between 
the two sets ( pPTV = 0.32 and pSpCord = 0.41 ), however the 
slope of the regression was found to increase by 93% and 
80% for the PTVs and spinal cords, respectively. Taking the 
weighting mask through another layer of complexity via an 
intra-angle convolution with the MLC fluence projections 
also resulted in no statistically significant difference in the 
correlation coefficients calculated, relative to no weighting 
mask applied. The slope of the linear regression fit, however, 
increased by 113% and 196% for the PTVs and spinal cords, 

Fig. 7  Correlation between change in D98 and D0.03cc with change 
in mean fluence percentage difference with no mask applied for a the 
PTV(s) and b spinal cord, with the projection mask applied for c the 

PTV(s) and d spinal cord, and with the intra-angle fluence projection 
mask applied for e the PTV(s) and f spinal cord
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respectively; greatly improving the sensitivity of change in 
transit fluence to a change in key DVH metrics. Future work 
should consider the specificity of the model, through evalu-
ating some threshold value to trigger the need for plan adap-
tation, via a receiver operating characteristic (ROC) curve.

This study is consistent with past literature on improving 
sensitivity via projecting PTVs onto the EPI. For compari-
son, Piron et al. [6] explored V95% with mean gamma val-
ues across the entire EPI as well as by projecting PTV’s. Via 
a meta-analysis of this study, it was found that the correla-
tion between V95% and mean gamma increased from ~ 0.55 
to ~ 0.70 when projecting the PTV, as well as the slope of 
the trend line increasing by ~ 270%. Overall, projecting the 
PTVs onto the EPI was found to be beneficial to both the 
correlation coefficient and sensitivity, which agrees with the 
results presented.

In this work, patient data was selected on the basis that 
plan adaptation occurred due to significant morphological 
changes within the patient, such as tissue shrinkage, result-
ing in some regions receiving greater than anticipated dose 
and others lesser. One of the eight patients used for this 
research, however, was replanned due to significant changes 
in neck tilt; resulting in poor patient alignment in the clinic. 
In this scenario, there was poor agreement in the position 
of PTV’s and Spinal Cord between the pCT and rCT and as 
a result led to unreliable ΔD98 and ΔD0.03cc values being 
calculated for the PTV’s and spinal cord, respectively. For 
this reason, the patient data was omitted from the correlation 
analysis as the change in datasets reflected an intentional 
change in patient positioning which would not be encoun-
tered when delivering the same plan at different fractions. 
The poor agreement of this dataset with the proposed cor-
relation does however indicate that the model may also be 
useful in identifying patient setup errors.

When exploring the correlation between change in transit 
fluence and ΔD0.03cc for the spinal cords, it was observed 
that a much poorer correlation was found. The sensitiv-
ity, however, of the spinal cord DVH metric was drasti-
cally improved with the implementation of the weighting 
mask derived, as demonstrated by the 196% slope increase 
in Fig. 7f relative to Fig. 7b. The y-intercept of the linear 
regressions, however, pose another issue likely due to the 
small sample size used. y-Intercepts of up to 3.38% were 
observed for the spinal cord D0.03cc correlations, suggest-
ing that patients showing a mean (weighted) fluence percent-
age difference of zero still have some change in dosimetry. 
Moreover, the 95% confidence interval of the linear regres-
sion fit for all three correlations explored do not include the 
origin of the graph—suggesting some systematic error is 
present within the data obtained. In the future, more data-
points, particularly for the spinal cord results, should be 
obtained to yield more reliable results. A forced y-intercept 
could also be explored, however addressing the systematic 

error would be the preferential approach to minimising this 
issue. Furthermore, analysing change in EPIs obtained in 
portal dosimetry mode has some inherent limitations in that 
the intra-angle differences may cancel out in the final inte-
grated image. Conducting analysis in the continuous cine 
mode may thus improve correlation in the future, however it 
should be noted further work would be required to validate 
this acquisition mode. In relation to current limitations of the 
EPID model, it is hypothesised that discrepancies between 
change in measured and calculated EPIs lies in the beam 
hardening that occurs when a phantom is placed in the beam 
path in conjunction with the strong energy dependence of 
amorphous silicon detectors; this effect is not included in 
our current EPID model within the TPS.

It is important to note that the DVH metric considered for 
the spinal cord, D0.03cc, considers the near-maximum dose 
received by the spinal cord and is thus derived from very few 
voxels. The mean percentage difference, on the other hand, 
considers the entire volume. D0.03cc is thus much more 
sensitive to slight changes in the position of the structure, 
and as a result is unlikely to be well correlated with mean 
percentage difference. The pCT and rCT’s utilised are regis-
tered as close as possible, however there are still some slight 
discrepancies in the anatomy between the two—giving rise 
to somewhat unreliable D0.03cc values. When considering 
DVH metrics that utilise the entire volume of the structure, 
such as mean dose and D98, it is reasonable to expect a 
good correlation. Future work should thus explore the cor-
relation between mean weighted percentage difference and 
mean dose received by the parotid glands to explore side 
effects associated with high parotid gland dose from H&N 
radiotherapy such as xerostomia.

For the purposes of this study, pCT’s were utilised to 
avoid any uncertainties associated with deformable image 
registration of the pCT to CBCT, and dose calculation 
uncertainty on CBCT. This, however, introduces a sample 
size limitation, as one patient plan will only yield one data 
point per adaptation to be used in the correlation study. In 
the future, the use of CBCT’s would improve the overall 
sample size obtained, where the gradual change in patient 
anatomy could also be explored. This has the added benefit 
in that data points early into the treatment plan would likely 
include fractions which do not necessarily require adapta-
tion, thus enabling us to explore various action threshold 
values for deciding when to replan. The sensitivity and spec-
ificity of each threshold value could be explored through 
consideration of a ROC curve and the area under the curve 
(AUC). The simulation toolkit developed would ensure that 
all changes in transit fluence are a direct result of change in 
patient anatomy, rather than incorrect positioning, and thus 
still be of use in assessing a critical threshold value. The 
toolkit can also be applied to multiple regions of interest 
within a treatment plan, and can be modified to the clinic’s 
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specific tolerance values of, for example, dose to the spinal 
cord or parotid glands for H&N cancer plans. The intra-
angle convolution mask between the ROI and fluence pro-
jections showed to drastically improve the sensitivity of any 
regression fits and is thus deemed to be useful in assessing 
organs at risk.

Conclusion

The simulation toolkit developed provides a useful method 
to explore the correlation between change in transit fluence 
and change in dosimetry for particular regions of interest. 
The toolkit was capable of predicting change in transit flu-
ence accurately, where a weighting mask allows the user to 
consider particular regions on the EPID to improve sensi-
tivity. Change in D98 was strongly correlated with change 
in mean weighted percentage fluence when considering the 
PTV’s, however change in D0.03cc was only moderately 
correlated for the spinal cord OARs investigated in this 
study.
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6. Conclusions and Future Work  

Inter-fractional anatomical variations in H&N cancer patients can lead to clinically significant 

dosimetric changes. Adaptive re-planning can mitigate over-dosage to OARs, as well as potential under-

dosage to target lesions. Utilising an EPID has previously shown to be a useful means of verifying 

treatment plans, both pre- and on-treatment. The latter may provide a tool to assist with deciding when 

to re-plan.  

Comparative analysis between measured and calculated EPIs, using the Varian aS1200 EPID and 

RayStation TPS respectively, was thus explored in Chapter 4 to develop an in-house toolkit to verify 

treatment delivery, and predict change in transit fluence between fractions. In the non-transit dosimetry 

configuration, square and rectangular fields all yielded (2.0 %, 2.0 mm) gamma pass rates above 97.83% 

at 100 cm SID, and 99.98% at 150 cm SID. In the transit dosimetry configuration, however, the model’s 

agreement worsened significantly - generating gamma pass rates as low as 8.37%, with an average of 

27.2%. Future work should thus aim to better validate the transit dosimetry results, where one likely 

source of error includes the poor energy dependence of a-Si EPIDs, which is particularly problematic 

for transit dosimetry due to presence of more scattered photons. Applying an additional correction factor 

could thus be developed to help simulate this energy dependence into the EPID model, ideally utilising 

a priori patient thicknesses and densities via planning CT or on-the-day CBCT scans. 

Prediction of change in transit fluence relative to some baseline was however validated for one 

extreme case (5cm reduction in patient thickness), and two moderate cases (2 cm reduction) – showing 

that the toolkit developed could be useful as a tool for indicating when to consider adaptive replanning. 

Percentage differences within the field were <5% for all square field sizes for the extreme case and <2% 

for both moderate cases.  

Once the model was validated for change in transit fluence, the script was applied in a treatment 

simulation environment to explore the correlation between relative change in EPID measured transit 

dose and relative change in DVH metrics to the PTV and spinal cord over the course of H&N VMAT 

treatments. A weighted projection mask was also developed for PTV and spinal cord structures through 

considering the intra-angle overlap between fluence and structure contours projected onto the EPID. 
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The sensitivity of the correlation between change in transit fluence with PTV D98 and spinal cord 

D0.03cc subsequently increased by 113% and 196% respectively when applying this weighted 

projection mask. Overall, there was a strong correlation between change in transit fluence and PTV 

D98, and a weak correlation between change in transit fluence and spinal cord D0.03cc. Future work 

could explore the use of on-treatment CBCTs rather than pCT and rCTs, as this would improve the 

overall sample size obtained. The gradual change in patient anatomy could also be explored, as well as 

various action threshold values for deciding when to replan. Moreover, the sensitivity and specificity 

of each threshold value could be explored. 

Overall, the simulation toolkit developed in this work provides a useful means to investigate the 

relationship between change in transit fluence and change in key dosimetric parameters for H&N cancer 

patients. 
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Appendix A – Graphical User Interface 

The graphical user interface (GUI) developed allows users to conduct comparative analysis 

between predicted and measured EPIs without the need for background knowledge in programming. 

The following proposed workflow, as shown in Fig. 24, underpinned the overall design of the developed 

GUI, to allow for a seamless comparison between predicted and measured EPIs in the clinic. 

 

Fig. 24 Proposed workflow for clinical interface 

 

The following figures have been taken from a preliminary version of the GUI, which was tailored 

towards comparison of square and rectangular fields rather than patient attenuated VMAT EPIs. Small 

adjustments, however, can be made to convert the GUI into a clinically useful application, as per its 

original purpose. As a result, the entirety of the parameters to be entered along the top row will be 

removed when used clinically, as well as the addition of entering a Patient ID. The general process to 

load the data, however, will be identical. 

1. The user should select the ‘Compute Gamma’ checkbox if they wish to conduct a gamma 

analysis on all EPIs, or fractions, loaded. Leaving this checkbox unticked allows for a quick 

visual comparison between each fraction. Quick visual comparisons, however, should not be 

used when making clinical decisions.  

2. The user should then press the ‘Load Patient’ button, which will open the corresponding 

directory depending upon the parameters chosen in the top row. Future changes, as 

previously mentioned, will include a ‘Patient ID’ entry in which the load patient button will 

then open the corresponding folder containing the predicted EPIs.  

3. The user can then select the fractions for which they would like to conduct their comparative 

analysis, where multiple fractions can be selected at a time as shown in Fig. 25. 
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gamma 

parameters 
over time



71 
 

 

Fig. 25 Developed GUI showing selection of predicted EPIs to be analysed. 

4. The GUI will then plot all 2D dose distributions, beam profiles (x, y, and diagonal), and 

conduct gamma analysis for all files selected. Each figure is plotted behind the background 

except for the data corresponding to the last file chosen. The ‘Fraction:’ drop down box 

allows the user to select the fraction for which they would like to conduct their analysis, 

where all corresponding figures are then brought to the foreground as shown in  Fig. 26. 

 

Fig. 26 Developed GUI showing corresponding figures in the foreground when a fraction 

has been selected. 
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The purpose and features of each vertical tab will be discussed, namely ‘2D distributions’, 

‘Profiles’, ‘Gamma Analysis’, and ‘Change per fraction’. As shown in Fig. 26, the 2D Distribution tab 

shows the user the predicted and measured EPI from the corresponding fraction, along with a hover 

cursor which displays the (x,y) coordinates and dose value. This tab should only be used as visual 

confirmation that the correct fraction or patient has been selected as well as assessing if any unusual 

artifacts are present within the EPIs. The ‘Profiles’ tab shows the x, y and diagonal profiles comparing 

the predicted and measured EPI, as shown in Fig. 27. The percentage difference between measured and 

predicted EPIs is also shown in the plots, with values corresponding to the secondary axis. The purpose 

of this tab is to allow the user to more closely assess the comparison between measured and predicted 

EPIs, however this is done more quantitatively in the ‘Gamma Analysis’ tab.  

 

Fig. 27 Profiles tab within developed GUI, showing the x, y, and diagonal beam profiles along with 

percentage difference between measured and predicted profiles. 

The ‘Gamma Analysis’ tab allows the user to alter the acceptance criteria and low-dose threshold 

of the conducted gamma analysis, as well as conducting gamma analysis for a single fraction if the 

checkbox was not ticked.  
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Fig. 28 Gamma Analysis vertical tab, showing the resultant 2D gamma map, gamma pass rate, and 2D 

percentage difference map. 

Finally, a vertical tab allowing the user to observe the change in treatment delivery over multiple 

fractions for a given patient is also included. Pressing the ‘plot metrics over time’ button autofill’s the 

table with gamma parameter information, which must first be obtained by ticking the ‘Compute Gamma’ 

checkbox when loading the fractions. It should be noted that placeholder dates and plan ID’s have been 

added while the tool is being used for research purposes. The gamma parameters chosen to be monitored 

include the mean gamma, gamma pass rate, and maximum gamma values, as shown in Fig. 29.   

 

Fig. 29 Change per fraction vertical tab, showing change in gamma parameters over time. 
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