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Abstract: Most of the existing Non-Cooperative Target Recognition (NCTR) systems follow the “closed
world” assumption, i.e., they only work with what was previously observed. Nevertheless, the real
world is relatively “open” in the sense that the knowledge of the environment is incomplete. Therefore,
unknown targets can feed the recognition system at any time while it is operational. Addressing this
issue, the Openmax classifier has been recently proposed in the optical domain to make convolutional
neural networks (CNN) able to reject unknown targets. There are some fundamental limitations
in the Openmax classifier that can end up with two potential errors: (1) rejecting a known target
and (2) classifying an unknown target. In this paper, we propose a new classifier to increase the
robustness and accuracy. The proposed classifier, which is inspired by the limitations of the Openmax
classifier, is based on proportional similarity between the test image and different training classes.
We evaluate our method by radar images of man-made targets from the Moving and Stationary Target
Acquisition and Recognition (MSTAR) dataset. Moreover, a more in-depth discussion on the Openmax
hyper-parameters and a detailed description of the Openmax functioning are given.

Keywords: open set recognition; radar imaging; Synthetic Aperture Radar (SAR); machine learning;
deep learning; automatic target recognition

1. Introduction

Radar imaging has been largely investigated in the literature as a means of equipping
a radar system with automatic target recognition (ATR) capability. Many papers have
demonstrated that radar systems can not only provide kinematic information (position,
speed, and course) of land, sea, and air targets during day and night in all weather con-
ditions but can also provide electromagnetic images of the targets, which can be used for
recognition purposes [1–6]. Many algorithms have been proposed in the past decades
showing that radar images of moving targets can be used for NCTR purposes. Few-shot tar-
get classification algorithms in Synthetic Aperture Radar (SAR) have also been intensively
studied in recent years [7,8]. The most promising algorithms are based on a training step
and, therefore, require a set of data from known targets. Furthermore, many recent papers
have shown that deep networks (DN) can provide high-performance recognition [4–6].
However, they require a priori knowledge about the targets. While it is possible to train
such a system with terabytes of data, it is impossible to anticipate and train with all possible
inputs that a classifier may encounter in a real-world scenario. The real data are inherently
dynamic and hence difficult to predict. So far, most state-of-the-art NCTR systems have
followed a “closed world” assumption, meaning that the system model is complete and the
system can reason using what was observed previously [9–14]. However, this assumption
is not realistic and leads to fragile systems that can fail at inference time [15]. The real
world contains an open set of targets, and any system knowledge (as also our knowledge)
is incomplete. This problem has been more thoroughly investigated in the computer vi-
sion field rather than the radar field. Some studies tackled the above-mentioned problem,
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which is known as open set recognition (OSR), by applying a threshold to the Softmax
function [16,17]. Softmax, which is a typical classifier in convolutional neural networks
(CNN), maps the activation vector into a probability domain. The activation vector refers
to the output of the last fully connected (FC) layer [18]. Note that imposing a threshold
on Softmax’s outputs is not a practical solution, since CNNs may generate incorrect large
scores in the case of open set inputs.

To overcome this issue, the Openmax algorithm [18] has been recently proposed in
the optical domain that drops the restriction for the output scores to sum to one. There-
fore, it allows the model to recognize the input as an unknown image without necessar-
ily requiring any threshold. Using a conditional generative adversarial network (GAN)
to synthesize mixtures of unknowns, Ge et al. [19] proposed the Generative Openmax
(G-Openmax) algorithm, which enables a classifier to locate the decision margin according
to the knowledge of known classes and the generated unknown samples. However, such
unknowns are limited to the subspace of the known classes [20]. Zheng et al. [21] proposed
a model based on an autoencoder and an auxiliary classifier to generate pseudo samples.
They then used the generated samples to improve out-of-distribution detection perfor-
mance in natural language understanding by optimizing the entropy regularization term in
the training stage. It should be noted that adversarial images cannot fully represent the open
set environment. Lee et al. [22] proposed a method for detecting either out-of-distribution
or adversarial samples by measuring the Mahalanobis distance between the test sample
and the closest class-conditional Gaussian distribution. Inkawhich et al. [23] showed that a
large, unlabeled, and unrelated SAR dataset can be used to improve the out-of-distribution
detection in SAR-ATR applications. Note that ATR using SAR images is more challenging
than optical images since SAR images have lower signal-to-noise ratios (SNR) and lower
spatial resolution than optical images. In this regard, in our previous studies [24,25], we
have first investigated the applicability of the Openmax classifier for SAR images and then
analyzed the possibility of having class-wise hyper-parameter (tail size) and distribution
type to optimize the tail-fitting procedure in the Openmax approach. It is worth noting
that the standard Openmax approach takes only one tail size value, which should be set
heuristically in the calibration phase, and assumes only one distribution type (Weibull), i.e.,
the same tail size and the same distribution type for all the classes. However, we noticed
that each class has a distinctive distance distribution, and if we change the algorithm and
carefully set the tail size and the distribution type in each class separately, the overall
accuracy will improve significantly. This implies that there exists an imbalance between
the classes. However, such an optimization problem (on the hyper-parameters) requires a
priori knowledge about the classes that is hard to be achieved in a real-world SAR scenario
where a target observed by a slightly different aspect angle may change significantly.

In this paper, with the aim of improving the overall accuracy and robustness of OSR in
SAR images, we base our proposed method on the limitations of the Openmax algorithm.
The reason why we choose the Openmax classifier and not any of the adversarial-based
solutions for this application is that Openmax exploits the statistical information of the
training dataset to recognize possible unknown inputs, and it is not based on training
with some counterfactual image that cannot technically represent all possible open set
inputs. There are two types of errors that the Openmax classifier may encounter: some
closed set images may mistakenly be recognized as unknown and some open set images
may mistakenly be classified as one of the closed set classes. We have studied different
aspects of the Openmax classifier when applied to the target recognition in SAR images
and identified the following items as the main sources of two aforementioned errors:
feature extraction, tail-fitting, and activation vector modification. We then propose a
substitute for the tail-fitting procedure that relies on the interrelations between the test
image and different training classes. It is worth noting that the standard Openmax modifies
each element of the activation vector based on the similarity between the test image and
only the corresponding class of the training set and not other training classes. However,
our new method considers also the relationship that exists among the training classes.
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In other words, the new method makes use of the similarity between the test image and
the different training classes in proportion to the similarity between the training classes
to modify the activation vector. Therefore, the proposed approach is hereafter called
proportional similarity-based Openmax or simply PS-Openmax. In the end, we used the
Moving and Stationary Target Acquisition and Recognition (MSTAR) dataset [26] for the
experimental verification. The contributions of the paper are threefold:

• A thorough examination of the Openmax classifier and a detailed discussion on
the tail-fitting procedure in different OSR scenarios.

• An analysis of the Openmax limitations and source of errors to effectively avoid
the situations where either a known or an unknown target is always misclassified.

• Proposing the proportional similarity-based approach, which makes use of the similar-
ity between the test image and different training classes in proportion to the similarity
between the training classes, to increase the robustness and the accuracy.

This paper is organized as follows. Section 2 presents the materials and methods.
Section 3 shows the experimental results. Section 4 provides discussion and analysis of
the methods. Section 5 concludes this paper.

2. Materials and Methods

In this section, the materials and methods required for the real data experiments are de-
scribed. First, the Openmax approach is briefly introduced in Section 2.1. Subsequently, the
proposed approach is comprehensively explained in Section 2.2. Finally, the experimental
setup and materials are introduced in Section 2.3.

2.1. The Openmax Approach

In classification tasks, the Softmax layer is typically used at the end of the network
to map the output of the last FC layer, namely “activation vector (AV)”, into scores that
sum to one. Defining x as the input image and N as the number of closed-set classes, the
Softmax score of the class c can be computed by its corresponding activation score AVc(x),
which is divided by a summation over all activation scores, as follows:

sso f tc =
eAVc(x)

∑N
i=1 eAVi(x)

(1)

Given the softmax scores for all the classes as sso f t = [sso f t1 , · · · , sso f tc , · · · , sso f tN ],
the easiest way to address the open set problem is to impose a certain threshold to
max(sso f t). In other words, if none of sso f t scores of the test image exceeds a certain
threshold sth, the test image will be recognized as an unknown.{

if max(sso f t) > sth class = argmax(sso f t)
else class = unknown

(2)

Openmax [18], as an alternative to the Softmax threshold approach, modifies the
definition of the Softmax function to include an unknown class. The Openmax procedure is
composed of two phases: the model calibration and the calculation of the Openmax scores.
The model calibration phase is described in Algorithm 1, and it takes two input types:
(1) the outputs of the last FC layer of the network and (2) the scalar η, as a hyper-parameter
for the ‘tail size’ in the calibration process. Note that only the correctly classified training
images will be used again in the calibration phase. In fact, AVtrain

1 and AVtrain
N in the input

line denote the activation vectors of the images in the training classes 1 and N, respectively.
The Openmax classifier is employed for a pre-trained CNN where the last layer of the

CNN is an FC layer with N neurons. It modifies the final output, i.e., AV, and generates a
modified AV to have N + 1 elements where the last element represents the unknown class,
and it then maps the modified AV to the probability domain. By a pre-trained CNN, we
mean that the model should be first trained using the training dataset and then the statistical
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features of the training data, i.e., known targets, are extracted to design the classifier that is
able to recognize unknown test data. Considering one of the training classes as an example
and computing the mean activation vector (MAV) of this class, see line 2 of Algorithm 1,
the Openmax fits a Weibull distribution to the tail of Euclidean distances between AVs and
MAV of this class; see lines 3 and 4 of Algorithm 1. LibMR, which is a publicly available
library (https://github.com/Vastlab/libMR (accessed on 15 August 2022)), provides the
FitHigh function for the maximum likelihood estimation using the Weibull distribution.

More specifically, in line 3 of Algorithm 1, the Euclidean distance values among MAV
and all AVs of each class are computed and sorted. Next at line 4, a Weibull distribution
is fitted to the η largest distances. The outputs of Algorithm 1 are the Weibull model
and MAV measured for each training class. The Weibull distribution is commonly used
since it has been demonstrated to be the most suitable distribution for statistical meta-
recognition [27,28]. Nonetheless, a deep analysis considering different types of distributions
is also included in this work; see Section 3.4.

Algorithm 1 Model Calibration

Input: AVtrain
1 , · · · , AVtrain

N , η

Output: (Weibulltrain
1 , MAVtrain

1 ), · · · , (Weibulltrain
N , MAVtrain

N )
1: for j = 1, 2, ..., N do
2: MAVtrain

j = mean(AVtrain
j )

3: EDtrain
j = sort

(
EuclideanDistance (AVtrain

j , MAVtrain
j )

)
4: Weibulltrain

j = FitHigh (EDtrain
j , η)

Considering a test image, the Openmax second phase is summarized in Algorithm 2.

Algorithm 2 Openmax scores calculation

Input: (Weibulltrain
1 , MAVtrain

1 ), · · · , (Weibulltrain
N , MAVtrain

N ), AV of the test image, Nα

Output: Openmax scores
1: ord = argsort(AV, “descending”)
2: for i = 1, · · · , Nα do
3: j = ord(i)
4: CD = EuclideanDistance(AV −MAVtrain

j )

5: τ, κ, λ = Weibulltrain
j

6: w = 1− e−
(
‖CD−τ‖

λ

)κ

7: α = (Nα − i + 1)/ Nα

8: modAV(j) = AV(j)(1− w× α)
9: unk = ∑N

j=1(AV(j)−modAV(j))
10: modAV(N + 1) = unk
11: for j = 1, 2, ..., N + 1 do
12: sopenj =

emodAV(j)

∑N+1
k=1 emodAV(k)

13: sopen = [sopen1 , sopen2 , ..., sopenN+1 ]

In short, the Openmax subtracts a portion from each element of AV based on the
similarity of the test image and the respective training class, sums the subtracted values,
and forms a modified AV with one more element appended to its end to represent the
unknown class. The algorithm takes three input types: (1) MAV and the Weibull model
pair for each training class from Algorithm 1 together with (2) the activation vector of
the test image, i.e., AV, and (3) the scalar Nα as another hyper-parameter. By computing
the Openmax scores, i.e., sopen = [sopen1 , · · · , sopenc , · · · , sopenN+1 ], the corresponding index
to the maximum value determines the class assigned to the test image. Note that only

https://github.com/Vastlab/libMR
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the top Nα values of AV will be modified and the rest of the N − Nα elements of AV will
be untouched. To select the changeable elements, AV is sorted at line 1 of Algorithm 2,
and the corresponding indexes are used at line 3 to modify the jth element of AV. More
in detail, Openmax calculates two factors, i.e., ‘α’ and ‘w’, to modify each element of
AV. In order to calculate ‘w’ for the modification of the jth element of AV, Openmax first
calculates the channel distance (CD) scalar value, see line 4 of Algorithm 2, based on
the distance between AV and MAV of the class j. It then evaluates the value of Weibull
cumulative distribution function (CDF) of the class j, from Algorithm 1, on the channel
distance point; see lines 5 and 6 of Algorithm 2. The other factor for the modification of
the jth element of AV is α; see the rule at line 7 of Algorithm 2. For instance, if we assume
Nα = N = 8, i.e., the scenario where we have eight known classes and we want to modify
all eight elements of AV, then α = 1, 0.875, 0.75, 0.625, 0.5, 0.375, 0.25, 0.125 will be generated
iteratively. Afterward, as we have mentioned before, w together with α are used to modify
the jth element of the activation vector AV; see line 8 of Algorithm 2. Note that the new
element of AV to represent the unknown class is made up of the subtracted values. In
other words, the difference between the original activation vector AV and the modified
activation vector modAV is summed up, see line 9 of Algorithm 2, and it is then appended
to the modified activation vector modAV, at line 10, as the activation score of the unknown
class. In the end, the modAV, i.e., the one with N + 1 elements, is mapped to the probability
domain to generate the Openmax scores; see lines 12 and 13 of Algorithm 2.

2.2. The Proposed Approach

In this section, first, we highlight some of the inherent limitations of the Openmax
classifier, and then, we propose our proportional similarity-based classifier, which obviates
these limitations. As illustrated in Figure 1, there are two types of errors that Openmax
may encounter: (1) recognizing a known input image as an unknown and (2) recognizing
an unknown input image as a known class. The main source of these two errors should be
searched in features extraction, tail-fitting, and AV modification:

1. Feature extraction:
In the Openmax classifier, the raw outputs of the last FC layer are directly used for
the scores calculations. However, in the new method, a supplementary activation
function is used to map the AV into another domain that is more suitable for the OSR
problem. It should be noted that the supplementary activation function will be only
used during the inference and not in the training. In fact, only the Softmax activation
function is applied to AV in the training phase.

2. Tail-fitting procedure:
The distance values and their distributions can contain useful information for the OSR
solution. The most critical hyper-parameter of Openmax is η by which it analyzes only
the tail of distance values. However, a more accurate OSR solution can be designed by
exploiting full information of distance values.

3. Activation vector modification:

(a) The choice of Nα:
It is worth mentioning that Nα is another hyper-parameter in the original Open-
max, and similar to η, it has to be carefully chosen beforehand. By modifying
only the top Nα values of AV, i.e., subtracting different portions from those el-
ements, Openmax generates an extra class dedicated to the unknown inputs.
In fact, Openmax takes Nα < N to reduce the number of changeable neurons
in AV, especially in the case of CNNs that generate some negative scores in
their AV. Therefore, the aim of Nα < N is to discard some of the negative val-
ues of AV, in other words, to exclude N − Nα smallest values of AV, in order
to avoid the new element from having a possibly large negative value. This
large negative value forces the classifier not to reject the unknown input image
and ends up with the second error shown in Figure 1. Note that by discarding
some of the negative values of AV using Nα < N, the original Openmax lets
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the new element have the largest value in the case of an unknown input image.
However, choosing Nα < N in the original Openmax implies a priori knowledge.
We will introduce our PS-based classifier that obviates this limitation and has an
improved performance toward unknown images.

(b) Class-independent subtraction:
According to the CNN model and the input test image, it is also quite probable
that the new element of AV ends up being a very large positive value and
the first error shown in Figure 1, i.e., rejecting a known image, happens. This
problem is likely to happen in CNNs that do not generate negative scores in
their AV. Therefore, even by reducing the number of changeable neurons in
AV, i.e., Nα < N, it is still probable that the new element becomes the greatest
one, and this forces the classifier to reject the known image. Note that in the
original Openmax classifier, the subtraction in each element of AV is performed
independently from the others, and the relationship between different classes
is not studied. By exploiting this aspect, the PS-based classifier provides an
improved accuracy toward the input images of the known classes.

Openmax

Errors

Raw AV (with no 

supplementary 

activation fucntion) Only tails of 

distances 

Revise only the 

top values of AV

No proportional 

similarity measurement 

between classes

(1) Rejecting a 

known target

(2) Classifying an 

unknown target

Tail-fitting 

Figure 1. Openmax limitations, source of errors.

Considering the aforementioned limitations, we propose our PS-based classifier, as
an extension to Openmax, to improve its robustness and accuracy toward both known
and unknown classes. Similar to the original Openmax classifier, the PS-based classifier
will also be employed for the pre-trained CNN, and it modifies the AV from N elements
to N + 1 elements. The distinctive feature of the proposed method is to consider the
relationship between the test image and all the training classes when modifying each
element of the AV. The overall framework of the proposed method is illustrated in Figure 2,
and its pseudo-code is formulated in Algorithm 3.

The proposed method makes use of a supplementary activation function, takes advan-
tage of all distance information rather than the tails, and provides a different perspective for
modifying AV. The inputs of the proposed method, as shown in Algorithm 3, are the MAVs
of known classes and the AV of the test image. MAVs, which are illustrated in Figure 2a,
are calculated in the same way as in the original Openmax method.
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Figure 2. The overall framework of the PS-based Openmax classifier: (a) Calculation of MAVs.
(b) Activation vector of the test image and Channel Distance vector. (c) Modification of the AV.
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Algorithm 3 PS-Openmax scores calculation

Input: (MAVtrain
1 , · · · , MAVtrain

N ), AV of the test image
Output: PS-Openmax scores

1: for i = 1, · · · , N do
2: CDi = EuclideanDistance(AV −MAVtrain

i )

3: CDNormalized = CD
∑N

i=1 CDi

4: M = −β[min(CD), · · · , min(CD)]T

5: AVSAF =AV-min(AV)
6: AV∗=[1+M-CDNormalized]◦AVSAF
7: unk = ∑N

j=1(AVSAF(j)− AV∗(j))
8: Modi f iedAV = [AV∗, unk]
9: for j = 1, 2, ..., N + 1 do

10: spsj =
eModi f iedAV(j)

∑N+1
k=1 eModi f iedAV(k)

11: sps = [sps1 , sps2 , ..., spsN+1 ]

Considering the test image, we form the Channel Distance vector from all the classes at
lines 1 and 2 of Algorithm 3. This part has been illustrated in Figure 2b where the Channel
Distance vector and the AV of the test image are surrounded by dashed boxes to be used in
Figure 2c. Note that in the original Openmax (see line 4 of Algorithm 2), channel distance
is scalar and is only computed for the top Nα elements of AV.

In line 3 of Algorithm 3, we calculate the normalized Channel Distance vector, i.e.,
CDNormalized, to evaluate the proportional relationship among its elements and to effectively
avoid the situation that the absolute value of the last element of the AV is always too
large. This aspect, i.e., the interrelation between different channel distance values, has
not been studied in the original Openmax, and channel distance values were separately
(independently) used to modify their corresponding elements of AV. Next, the minimum
value of the Channel Distance vector is also taken into account as a parallel measure at line
4 of Algorithm 3. Note that min(CD) is repeated to form a N×1 vector and β ∈ (0, 1) as a
hyper-parameter is used to balance between the two factors: minimum channel distance
and the normalized Channel Distance vector.

Typical activation functions, such as Sigmoid, Tanh, Softmax, ReLU, and its variants
are employed in an element-wise way. We instead propose the supplementary activation
function AV-min(AV) as a vector form activation function to make sure that none of the
elements in AV is negative. This supplementary activation function is applied at line 5 of
Algorithm 3 to generate AVSAF. This supplementary activation function has been chosen
through an extensive series of experiments performed on different activation functions.

In the proposed method, we modify the AVSAF in an element-wise manner by using
two factors: M, i.e., the minimum channel distance, and CDNormalized, i.e., the normalized
Channel Distance vector, using the Hadamard product (◦); see line 6 of Algorithm 3.
By calculating the sum of the differences between AVSAF and AV∗, a new element (shown
in blue in Figure 2c) is formed; see line 7 of Algorithm 3. Similar to the original Openmax,
the new element is appended to the end of Modified AV, see line 8 of Algorithm 3, and
the Modified AV is mapped to the probability domain to generate PS-Openmax scores; see
lines 9–11 of Algorithm 3.

In summary, the tail-fitting procedure is substituted with a measure of proportional
similarity in the PS-Openmax approach, and using the relationship among the Channel
Distance values prevents the new element from having always a too large negative value
or a too large positive value. Note that there is neither a need to limit the number of
changeable neurons in AV, i.e., choosing Nα, nor to calibrate tail size.
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2.3. Experimental Setup and Materials

In this part, the experimental setup is defined. First, the CNN structure is described in
Section 2.3.1. Afterward, the dataset is introduced in Section 2.3.2, and finally, the perfor-
mance indexes are defined in Section 2.3.3.

2.3.1. CNN Structure

The CNN structure used to test the proposed approach is shown in Table 1.
It consists of three convolutional layers (Conv1, Conv2, and Conv3), two pooling layers

(MaxPooling1 and MaxPooling2), and two FC layers (FC1 and FC2). All the convolution
layers are followed by ReLU functions. After a convolution layer, a pooling layer is
introduced to reduce the dimensions of convolution layer outputs. The last FC layer is
followed by an 8-class Softmax classifier. The Softmax classification module maps the
output of the last FC layer to the probability domain as mentioned in (1). The kernel
size of the first two convolutional layers is 3× 3, whereas that of the last convolutional
layer is 5× 5 and all pooling layers have 2× 2 kernels. Moreover, the stride is set to zero,
and zero-padding on borders is applied to avoid the shrinking of feature maps after the
convolutional layers. The CNN is implemented by Keras, where the cross-entropy loss
function is minimized via the Adam optimization algorithm with a learning rate equal to
0.0001 and the batch size of 8.

Table 1. Structure of the CNN.

Layer Name Output Size Act. Func. Param.

0 Input 64 × 64 × 1 - 0
1 Conv1 64 × 64 × 16 ReLU 160
2 MaxPooling1 32 × 32 × 16 - 0
3 Conv2 32 × 32 × 16 ReLU 2320
4 MaxPooling2 16 × 16 × 16 - 0
5 Conv3 16 × 16 × 64 ReLU 25,664
6 Flattening 16,384 - 0
7 FC1 50 - 819,250
8 FC2 8 - 408
9 Classifier 8 Softmax 0

2.3.2. Dataset Description

We perform our real data experiments using the well-known MSTAR dataset [26].
MSTAR has been widely used by so many scholars for the training and evaluation of SAR-
ATR applications, specifically for deep learning methods [5,28–32]. To be more specific, a
part of the MSTAR dataset, which has also been chosen by [29], is used for training and
test. The dataset consists of the real SAR images of ten different ground targets of air
defense unit (ZSU-23-4), armored personnel carrier (BMP-2, BTR-70), tank (T-72, M-60,
M-1, M-2), rocket launcher (2S1), military cargo carrier (M548) and light utility truck (M35).
They have been collected by an X-band SAR sensor (9.6 GHz) with 0.3 m by 0.3 m resolution
in spotlight mode and full 360◦ aspect angles coverage.

Each chip has an approximate size of 128 × 128 pixels, although we reshape all the
images to the size of 64 by 64 pixels. Under the standard operating conditions (SOC), two
depression angles of 17◦ and 15◦, as a matter of routine, are used separately for the train
and test sets, respectively [33]. The electro-optical images corresponding to the MSTAR
dataset used in this paper are shown in Figure 3.
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Let us assume that there are eight known classes (0–7) and two unknown classes
(8, 9). In fact, we want to train a CNN with only eight classes (0–7) and test it with all
ten classes (0–9) and see if the model is not only able to correctly classify images of the
known classes (0–7) but is also able to reject images that belong to open set or unknown
classes (8–9). Based on the concept of “Openness”, which has been introduced and formu-
lated by Scheirer et al. [34], the complexity of an open set recognition problem can be
expressed by the number of target classes to be identified, the number of classes used in
training, and the number of classes used in testing as

Openness = 1−

√
2× |training classes|

|testing classes|+ |target classes| (3)

where |.| represents the number of classes in each respective set. Note that the problem is
completely closed when the Openness equals to zero whereas larger openness, i.e., close to
one, corresponds to more open problems [20]. In our scenario, |training classes| = 8 and
|testing classes| = |target classes| = 10; therefore, Openness is equal to 0.1. Note that in an
extreme case such as training with only one class and testing with ten classes of our dataset,
Openness reaches 0.68. It is also possible to add more unknown classes from the optical
domain, such as the one we will analyze later in Section 3.2; however, these scenarios do not
constitute a challenge for the classifier. Moreover, there is a large discrepancy between SAR
and optical images, and because of the high cost of SAR image acquisition, a large-scale
annotated dataset for the network training is rare [35].

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)
Figure 3. Electro-optical images corresponding to the MSTAR dataset used in this paper; (a) BTR70,
(b) M1, (c) M2, (d) M35, (e) M60, (f) M548, (g) T72, (h) ZSU23-4, (i) 2S1, (j) BMP2.

2.3.3. Performance Indexes

The classifier performance will be assessed in terms of both the confusion matrices
and a number of performance indexes that are commonly used. The well-known confusion
matrix is typically a square matrix CM ∈ RN×N that measures the classifier capability in
processing the test dataset. Differently, in this case, the unknown class is included in the
confusion matrix to measure the ability of the classifier to correctly recognize both known
targets and unknown targets. In particular, there are two input unknown classes and one
output unknown class. Therefore, in our scenario, CM ∈ RN+2×N+1, and the confusion
matrices reported in Section 3 are rectangular and not square. Four different performance
indexes based on our non-square CM can be defined: namely, the Precision, Pr, the Recall,
Re, the F1-score, F1, and the total Accuracy, Ac, as follows:

Pr[k] =
CM[k, k]

∑Nr
n=1 CM[n, k]

(4)

Re[k] =
CM[k, k]

∑Nc
n=1 CM[k, n]

(5)
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F1[k] =
2Pr[k]Re[k]

Pr[k] + Re[k]
(6)

Ac =
CM[N + 2, N + 1] + ∑N+1

n=1 CM[n, n]

∑Nr
n=1 ∑Nc

i=1 CM[n, i]
(7)

where Nc = N + 1 and Nr = N + 2 are the number of columns and rows of the con-
fusion matrix, respectively. In addition, N = 8 is the number of known classes, and
k = 1, · · · , N + 1 is the class index. Pr is the ratio of correctly predicted positive observa-
tions to the total predicted ones. High values of Pr mean a low false positive rate. Re is the
ratio of correctly predicted positive observations to the all observations in the true class. It
is also known as the sensitivity. It can be interpreted as a measure of the missed detection.
F1 is a useful metric, which takes both Pr and Re into account and can be defined as the
harmonic mean of the Pr and Re. The total Ac is defined as the mean rate of correctly
classified samples [36].

3. Results

This section shows the main results achieved by Softmax, Openmax, and PS-based
Openmax classifiers applied to the dataset described in Section 2.3.2. More specifically, the
Openmax calibration procedure is described in Section 3.1. Openmax provides calculations
for three different input image: one known image from the class 0, one unknown image
from the MSTAR dataset and one optical unknown image are summarized in Section 3.2.
The classification results of Openmax and Softmax are deeply analyzed in Section 3.3. The dis-
cussions on the choice of the tail size and the CDF are reported in Section 3.4. In the end,
the results of the proposed PS-based approach are analyzed in Section 3.5. The reason why
the proposed PS-based approach has been analyzed separately is that it does not contain
tail-fitting procedure, so it is out of the tail size analysis and the CDF type discussion.

3.1. Openmax Pre-Processing

The results shown in this section have been obtained by training the network shown
in Table 1 using the image dataset shown in Table 2.

The trained network is evaluated by the training dataset to determine the corrected-
classified image set, Ttrain. In this scenario, all the training images are classified correctly,
as expected. For each image of Ttrain, the outputs of layers eight and nine, i.e., activation
vector (AV), and the Softmax output, are taken into account. The matrix M ⊂ R8 × 8 is then
computed as follows:

M =



MAV1
...

MAVi
...

MAV8

 (8)

where i = 1, 2, · · · , N, N = 8 is the number of known classes, and MAVi ⊂ R1 × 8 represents
the mean vector of the AV vectors of the class i. The matrix M is computed by the training
set, and it is illustrated in Table 3. Then, the Euclidean distance between the AV of each
image and the MAV of its class (one row of M) is computed. As a result, each image in
the training set has an associated Euclidean distance value. As explained previously, the η
largest Euclidean distances in each class is then used to fit a Weibull distribution. In this
part, the MAV and Weibull CDF of each class are considered as the outputs.
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Table 2. MSTAR dataset.

Label Name Serial
Number N Train N Test

known

0 BTR 70 C71 41 51
1 M1 0AP00N 78 51
2 M2 MV02GX 75 53
3 M35 T839 75 54
4 M60 3336 122 54
5 M548 C245HAB 69 59
6 T72 812 55 53
7 ZSU23-4 D08 115 59

unknown 8 2S1 B01 0 52
9 BMP2 9563 0 52

total - - - 630 538

Table 3. Matrix M shows the mean values of AVs in each class.

Class

0 25.8774 0.592523 14.0206 9.63976 −19.1118 0.505812 1.15104 −13.4153
1 −9.37342 16.4302 2.61673 −1.71236 5.15303 −2.03516 4.97492 −0.208769
2 3.53298 4.8171 16.9942 −0.0574321 −5.61154 −1.5206 6.13859 −8.09596
3 −3.97235 0.510664 −5.95034 24.1043 −6.40276 11.6505 4.77716 −2.15785
4 −13.0375 9.81838 −1.27891 0.350657 18.859 −6.83463 6.97438 0.575225
5 −5.16936 0.803306 −4.19961 18.1028 −12.6156 29.3176 4.1984 1.5873
6 −4.98337 5.71393 4.89013 1.9776 3.75332 −3.92143 15.4734 −7.05234
7 −9.56859 5.69773 −2.10884 1.12619 −0.957903 2.00531 −4.04335 19.9382

3.2. Openmax Preliminary Test

After performing all the above pre-processing steps, the test images will be processed.
In order to measure the channel distance (CD) values, the Euclidean distance between the
AV of the test image and each row of M is calculated. Based on the Weibull CDFs generated
in the previous part and the CD values, w is subsequently calculated, as also specified in
line 6 of Algorithm 2, to modify the AV of the test image. Considering that 0 ≤ w ≤ 1, it
is obvious that modAV can contain values equal to or smaller than those in AV and the
differences are reserved for the unknown class. Note that the length of the modAV vector is
N + 1, such that ∑

(N+1)
i=1 modAV = ∑N

i=1 AV, and the new element represents the activation
score of the unknown class.

To make it more clear, the overall classification process of three different images
is described in detail hereinafter. Let us consider a test image from the class 0. The
classification results and their intermediate steps are reported in Table 4. The tail size has
been set to 10 in this case. As can be seen at line 2 of Table 4, the CD value is minimum
for the class 0. This shows that by having CD = 5.53, the AV of the test image is closer to
the MAV of class 0 compared with other MAVs. As a consequence, w or the corresponding
Weibull CDF evaluated on the CD is also minimum for class 0. Note that the Softmax
classifier classifies this image correctly. Based on AV, α values are calculated at line 5
of Table 4 as described mathematically at line 7 of Algorithm 2. Then, the AV vector is
decomposed into the modAV and (AV −modAV). This means that for each class, a certain
amount of AV is subtracted and devoted to the unknown class. In fact, the sum of the
elements of the (AV −modAV) vector constitutes the new element at the end of AV. The
Openmax scores are then calculated, and the target is classified correctly at the last line of
Table 4.
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Let us now consider the case of having an unknown image as the input. This image
is a radar image from the MSTAR dataset, but its class has not been used in the training
procedure. The results are shown in Table 5. As it can be noted, all the CD values are much
greater than those in Table 4. Consequently, the values from the Weibull CDFs are all large
and close to 1. Based on this, larger portions are subtracted from the elements of AV and
put aside for the unknown class. The Openmax classifier correctly classifies this input as
an unknown image, whereas the Softmax classifier classifies it as class 2 with a very high
score, 0.991.

As the final case study, the optical image shown in Figure 4 is the input to the clas-
sifier. This test is meant to evaluate Softmax and Openmax classifiers when being fed
with a completely different image from those used for training and test. The CD val-
ues reflect the differences that are visually evident. The computed channel distances are
CD = [81.1, 128.1, 106.6, 113.7, 137.4, 114.3, 119.3, 135.2]. These values are extremely
larger than those in Table 5. The Openmax classifier, therefore, identifies this image as an
unknown. On the other hand, Softmax misclassifies this image as class 0. Both Openmax and
Softmax decisions are associated with high levels of certainty. This means that not only does
the Softmax misclassify the unknown images as known, but it also assigns a high certainty
to the decision. Conversely, the Openmax classifier is able to recognize it correctly as an
unknown. For the sake of brevity, the intermediate parameters of the Openmax, given this
optical image, are not shown.

Table 4. Intermediate parameters of the Openmax algorithm given an input image from the class 0.

Channel 0 1 2 3 4 5 6 7

Channel Distance (CD) 5.53 45.82 24.63 41.77 55.79 48.64 39.15 51.35
w = Weibull CDF (on CD) 0 1 0.99 1 1 1 1 1

Softmax 0.99 5.68× 10−10 2× 10−4 5.79× 10−7 6.01× 10−18 2.39× 10−11 1.41× 10−9 2.52× 10−15

α 1 0.5 0.875 0.75 0.125 0.375 0.625 0.25
AV 22.38 1.09 13.92 8.01 −17.27 −2.07 1.99 −11.23

modAV (@ line 8 Algorithm 2) 22.38 0.55 1.74 2 −15.11 −1.3 0.75 −8.43
AV-modAV 0 0.54 12.18 6.01 −2.15 −0.77 1.24 −2.8

modAV (@ line 10 Algorithm 2) 22.38 0.55 1.74 2 −15.11 −1.3 0.75 −8.43 14.24
Openmax 0.99 3.28× 10−10 1.08× 10−9 1.41× 10−9 5.2× 10−17 5.19× 10−11 4.03× 10−10 4.17× 10−14 2.94× 10−4

Table 5. Intermediate parameters of the Openmax algorithm given an unknown input radar image.

Channel 0 1 2 3 4 5 6 7

Channel Distance (CD) 19.15 44.92 20.26 45.42 53.99 51.04 34.5 55.67
w = Weibull CDF (on CD) 0.99 1 0.99 1 1 1 1 1

Softmax 8.35× 10−3 3.09× 10−10 0.991 1.2× 10−8 1.87× 10−15 1.43× 10−9 1.01× 10−4 8.8× 10−18

α 0.875 0.375 1 0.625 0.25 0.5 0.75 0.125
AV 16.17 −0.93 20.95 2.72 −12.94 0.59 11.76 −18.31

modAV (@ line 8 Algorithm 2) 2.12 −0.58 0.01 1.0 −9.71 0.3 2.94 −16.02
AV-modAV 14.05 −0.35 20.94 1.7 −3.23 0.29 8.82 −2.2

modAV (@ line 10 Algorithm 2) 2.12 −0.58 0.01 1.0 −9.71 0.3 2.94 −16.02 39.94364
Openmax 3.75× 10−17 2.5× 10−18 4.52× 10−18 1.24× 10−17 2.72× 10−22 6.05× 10−18 8.51× 10−17 4.94× 10−25 0.99

3.3. Classification Results: Openmax vs. Softmax

In this section, considering the performance indexes introduced in Section 2.3.3,
the classification results of Openmax and Softmax are deeply analyzed. The confusion ma-
trix and the corresponding classification reports obtained by using the Openmax approach
when η = 5 are shown in Figure 5a, whereas those of the Softmax classifier are shown in
Figure 5b. It can be seen that Softmax correctly classifies all the test images from classes
0 to 7 but it is not able to detect the unknowns. In fact, the images from classes 8 and 9
are classified as class 2, since they have a higher degree of similarity with this class, as
can also be seen in Table 5. Note that the last column in the confusion matrices, i.e., class
support size, represents the number of test images in the corresponding class. The term
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“support” is used by scikit-learn library [37], which is a widely used library in the machine
learning community for different applications such as classification, regression [38] and so
on. In addition, in order to show the discrimination between known and unknown classes
clearly, a red box over unknown classes has been drawn.

Figure 4. Testing the Openmax approach with a very different image in comparison with the other
open set images in MSTAR radar dataset.

To further improve the capability of classifiers to reject the unknown images, a thresh-
old has been applied to their scores. The total accuracy of both Softmax and Openmax
under different thresholds is shown in Figure 6a. Moreover, from Figure 6a, it can be
noted that a threshold λ ≤ 0.38 for Softmax and λ ≤ 0.5 for Openmax does not produce
any change in the total accuracy. When λ ≥ 0.5, Openmax starts rejecting known images,
while most of the unknown images were already rejected correctly. On the other hand, by
increasing the threshold on Softmax, unknown images start to be rapidly rejected. Note
that the Softmax scores are very close to 1, even in the case of unknown images. To achieve
a comparable rejection performance with Openmax, the threshold on Softmax must be
chosen carefully in the range of λ ∈ (0.9, 1). Setting such a threshold is not easy, since
the performance changes very quickly in this range and degrades when the threshold is
too close to one. An incorrect value of the threshold may result in poor total accuracy.
Conversely, the Openmax approach does not necessarily need a threshold, as it has the
total accuracy equal to 90% even when λ = 0.

Additionally, Figure 6b shows the Re performance index for the two unknown classes
and further confirms the Softmax and Openmax behaviors against the unknown targets.
Softmax starts rejecting images of classes eight and nine by λ ≥ 0.38. On the other hand,
87.5% of the unknown images are rejected by Openmax even by λ = 0, and Openmax
rejects the remaining unknown images by λ ≥ 0.5. As the threshold approaches 1, the
Re of the unknown set also tends to 100%, since all the images in classes 8 and 9 will be
marked as unknown by both classifiers. The Re of all the classes, including known and
unknown ones, using the Openmax approach are shown in Figure 6c. It is possible to note
that the Re values of the known classes are all in the range of (79%, 95%). Moreover, the
higher the threshold, the lower the Re of the known classes and the higher the Re of the
unknown class.
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 Precision Recall F1-score Support 

0 1 0.78 0.88 51 

1 1 0.9 0.95 51 

2 0.80 0.96 0.87 53 

3 1 0.94 0.97 54 

4 1 0.96 0.98 54 

5 1 0.85 0.92 59 

6 1 0.87 0.93 53 

7 1 0.95 0.97 59 

unk(8-9) 0.68 0.88 0.77 104 

     

Accuracy   0.90 538 

 

(a)

 Precision Recall F1-score Support 

0 0.86 1 0.93 51 

1 0.88 1 0.94 51 

2 0.39 1 0.56 53 

3 0.95 1 0.97 54 

4 1 1 1 54 

5 0.98 1 0.99 59 

6 1 1 1 53 

7 0.98 1 0.99 59 

unk(8-9) 0 0 0 104 

     

Accuracy   0.81 
 

538 

 

(b)
Figure 5. Confusion matrix and the corresponding classification reports using (a) Openmax, (b) Softmax.

Turning our attention to the precision index, Figure 6d shows the Pr of the unknown
class. In particular, we can see from the Openmax diagram (the red curve) that Pr remains
constant at 68% as long as the threshold does not exceed 0.5. Subsequently, it begins to
decrease as a threshold larger than 0.5 is used and more images from known classes are
rejected. Differently, we can see from the Softmax diagram that using thresholds between
0.38 and 0.48, the Pr is equal to 100%. Next, when λ ≥ 0.48, the Pr is unstable and changes
in the range (75%, 92%). Finally, when λ approaches 1, both classifiers tend to the same
value, Pr = 104

538 ≈ 19.3%. Note that the blue curve is not drawn for thresholds lower than
0.38, as we would obtain 0

0 in Equation (4), which is due to the inability of the Softmax
classifier to reject unknown images by such thresholds. Let us now evaluate the Pr of
Openmax in known and unknown classes as shown in Figure 6e. We can see that apart
from class 2 and Unk, the Pr of other classes is 100% and the threshold does not have
any influence on them. The dissimilar behavior of class 2 compared to the other known
classes is due to the fact that when unknown images are misclassified, they are assigned to
the 2 class. However, by increasing the threshold, the Pr of this class increases and tends
gradually to 100%.



Remote Sens. 2022, 14, 4665 16 of 26

0.0 0.2 0.4 0.6 0.8 1.0
Threshold

0.70

0.75

0.80

0.85

0.90

To
ta

l A
cc

.

Openmax
Softmax

(a)

0.0 0.2 0.4 0.6 0.8 1.0
Threshold

0.0

0.2

0.4

0.6

0.8

1.0

Re
ca

ll 
of

 u
nk

no
wn

 im
ag

es

Openmax
Softmax

(b)

0.0 0.2 0.4 0.6 0.8 1.0
Threshold

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Re
ca

ll 
of

 e
ac

h 
cla

ss
, O

pe
nm

ax

0
1
2
3
4
5
6
7
unk

(c)

0.0 0.2 0.4 0.6 0.8 1.0
Threshold

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Pr
ec

isi
on

 o
f u

nk
no

wn
 im

ag
es

Openmax
Softmax

(d)

0.0 0.2 0.4 0.6 0.8 1.0
Threshold

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Pr
ec

isi
on

 o
f e

ac
h 

cla
ss

, O
pe

nm
ax

0
1
2
3
4
5
6
7
unk

(e)

0.0 0.2 0.4 0.6 0.8 1.0
Threshold

0.0

0.2

0.4

0.6

0.8

F1
-s

co
re

 o
f u

nk
no

wn
 im

ag
es

Openmax, tailsize=5
Openmax, tailsize=2
Softmax

(f)

0.0 0.2 0.4 0.6 0.8 1.0
Threshold

0.4

0.5

0.6

0.7

0.8

0.9

1.0

F1
-s

co
re

 o
f e

ac
h 

cla
ss

, O
pe

nm
ax

0
1
2
3
4
5
6
7
unk

(g)
Figure 6. Applying a threshold on the output scores of the classifiers. (a) Total accuracy of Softmax
and Openmax (η = 5); (b) Recall of the unknown images using Softmax and Openmax (η = 5);
(c) Recall of the known classes together with the unknown one using Openmax (η = 5); (d) Precision
of unknown images using Softmax and Openmax (η = 5); (e) Precision of the known classes together
with the unknown one using Openmax approach; (η = 5) (f) F1-Score of unknown images using
Softmax and Openmax (η = 2, η = 5); (g) F1-Score of the known classes together with the unknown
one using Openmax (η = 5).
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Taking both Pr and Re of the unknown classes into account, it is possible to calculate
the F1-score of unknown images, which is another informative diagram shown in Figure 6f.
This diagram shows that using a threshold on Softmax increases the F1 of the unknown
class. Conversely, applying a threshold on Openmax does not severely affect F1 as long as
the threshold does not exceed 0.9. Similar to Re and Pr, the behavior of the F1 also depends
on the tail size. For showing this, the F1 obtained using a tail size of η = 2 has been added
to the same plot. In Figure 6g, the F1 diagram is shown also for the remaining classes using
Openmax with η = 5.

To better analyze the Openmax performance, other experiments have been conducted
by changing the unknown classes. However, to limit the number of all possible combina-
tions of known and unknown classes, only class 8 has been changed in each experiment.
Therefore, beside the case of Unk = (8, 9), eight different experiments have been conducted
in which Unk = (k, 9) where k = 0, 1, 2, · · · , 7. Obviously, every time the unknown class
changes, the target labels need to be changed. For instance, when k = 3, the classes
are labeled as shown in Figure 7, and the same network is trained again with the new
training set.

Figure 7. How to rearrange class labels in order to have a different Unk class and generalize
the experiment.

The metrics training accuracy, training loss, validation accuracy and validation loss
of each of the nine scenarios are shown in Figure 8a,d to demonstrate that the network
converges and it is not overfitted. The confusion matrices and classification reports of these
nine scenarios are illustrated in Figure 9. It can be seen that the highest and the lowest
accuracies are achieved, respectively, in the case of Unk = (6, 9) and Unk = (1, 9). The
average Ac of all scenarios here is 85.9%. The highest and the lowest Re of the unknown
class are ReUnk(6,9) = 88% and ReUnk(5,9) = 52%, respectively. The average Re of the
unknown class is 72.8%. In order to make the comparison fair, all the results shown here
were obtained by setting the tail size equal to 5 for each experiment. It is highly likely that
the results would be further improved by adapting the tail size in each experiment.
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Figure 8. Cont.
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Figure 8. Metrics used to demonstrate the goodness of fitting: (a) training accuracy, (b) training loss,
(c) validation accuracy, (d) validation loss.
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5 0.98 0.92 0.95 59 

6 1.00 0.60 0.75 53 

7 1.00 0.95 0.97 59 

8 0.84 0.83 0.83 52 

unk(0-9) 0.52 0.85 0.65 103 

     

Accuracy   0.82 538 
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 Precision Recall F1-score Support 

0 1.00 0.57 0.72 51 

2 0.92 0.91 0.91 53 

3 1.00 0.91 0.95 54 

4 0.60 0.96 0.74 54 

5 1.00 0.85 0.92 59 

6 0.88 0.79 0.83 53 

7 1.00 0.95 0.97 59 

8 1.00 0.92 0.96 52 

unk(1-9) 0.50 0.57 0.53 103 

     

Accuracy   0.80 538 
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 Precision Recall F1-score Support 

0 1.00 0.84 0.91 51 
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4 1.00 0.96 0.98 54 

5 1.00 0.85 0.92 59 

6 0.88 0.83 0.85 53 

7 1.00 0.93 0.96 59 

8 0.98 1.00 0.99 52 

unk(2-9) 0.69 0.80 0.74 105 

     

Accuracy   0.89 538 
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8 0.90 1.00 0.95 52 
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 Precision Recall F1-score Support 
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 Precision Recall F1-score Support 

0 1.00 0.78 0.88 51 

1 1.00 0.90 0.95 51 

2 0.80 0.96 0.87 53 

3 1.00 0.94 0.97 54 

4 1.00 0.96 0.98 54 

5 1.00 0.85 0.92 59 

6 1.00 0.87 0.93 53 

7 1.00 0.95 0.97 59 

unk(8-9) 0.68 0.88 0.77 104 

     

Accuracy   0.90 538 

 

(i)

Figure 9. Confusion matrices and classification reports of Openmax when the first unknown class is
changed while the second one is fixed: from (a–i) correspond to scenarios of having two unknown
classes of (k,9) where k = 0, ..., 8.

3.4. Statistical Analysis: The Effects of the Tail Size and of the CDF Type on Openmax

In this section, the effects of the tail size and the CDF type on the Openmax classifica-
tion performance are deeply analyzed. Considering all the training images in class 0, the
histogram of Euclidean distances between all AVs⊂ R1 × 8 and the MAV⊂ R1 × 8 of this
class is shown in Figure 10. As previously mentioned, the η largest Euclidean distance
values are used to fit a Weibull distribution. The choice of tail size is analyzed first. In
particular, three different tail size values have been considered, and the relative Weibull
CDFs are shown in Figure 11. More specifically, the green, orange and blue lines have been
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obtained using tail sizes equal to 40, 10, and 2, respectively. As it can be observed, the effect
of decreasing the tail size reflects mostly a shift of the CDF toward the right direction, i.e.,
higher values of CD. To better understand the effect of such behavior, let us reconsider the
aforementioned test image from class 0. The channel distance between the AV of this image
and MAV of class 0 (the first row of Table 3) is CD = 5.53 as shown in Table 4. By looking
at Figure 11, it is easy to observe that the Weibull function on this point is equal to 0 when
the tail size is either 10 or 2. As a consequence, the corresponding w will be 0. Instead,
when using the tail size of 40, Weibull CDF on CD = 5.53 gives a value greater than 0. This
sets the corresponding w to 0.213, and since the corresponding element in AV is very large,
22.38, a considerable amount of that AV score is subtracted and reserved for the unknown
class. As a consequence, by using a tail size equal to 40, Openmax classifies this image as
an unknown image with 80.4% certainty. As a general rule, the larger the CD, the larger
the w, and it means a higher probability of being recognized as an unknown. It can be
concluded that the tail size plays an important role in the Openmax performance and it
should be properly chosen, taking into consideration the available training set and the
desired classifier performance to detect the unknowns. In fact, small tail size values mean
a reduced capability in the detection of the unknowns. Conversely, large tail size values
imply an improved capability in the detection of the unknowns but in some cases to the
detriment of the known classes and resulting in lower total accuracy.
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Figure 10. The histogram of Euclidean distances between AVs and MAV of class 0 of training images.
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Figure 11. CDF of Weibull function fitted to η = 2, 10, 40 largest distance values between AVs
and MAV of the class zero in the training images.
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Another point to take into consideration is the choice of the probability function.
The original Openmax classifier [18] uses the Weibull CDF. We analyze two other CDFs in
this part, namely Uniform and Empirical distributions, to understand how much the CDF
shape affects the Openmax performance. The mathematical expressions of probability and
cumulative of the Uniform distribution are shown in (9) and (10), respectively.

f̂ (x) =

{
1

b−a a ≤ x ≤ b
0 e.w

(9)

F̂(x) =


x−a
b−a a ≤ x ≤ b
0 x ≤ a
1 x ≥ b

(10)

In this regard, a ≤ x ≤ b in each class, which are used for tail-fitting, are the Euclidean
distances between all AVs of the class and their own MAV, whereas b− a + 1 is the tail size.
The Empirical cumulative distribution function, from M-ordered independent observations
of X1 < X2 < X3 < · · · < XM, can be defined as [39]:

F̂(x) =


k
M Xk ≤ x < Xk+1

0 x ≤ X1

1 x ≥ XM

(11)

F̂(x) is in fact the consistent estimator of the true F(x), since when the number of
observations tends to infinity, F̂(x) converges to F(x) for all x [40]. In our experiment, M
corresponds to the tail size and values of X1 ≤ x ≤ XM in each class, which denotes the
Euclidean distance between all AVs of that class and their own MAV. The CDFs of the three
models computed with tail size η = [2, 5, 10, 30] are shown in Figure 12.

Note that in this scenario, η = 5 is optimal, and η = 10 is reasonable, while η = 2 and
η = 30 are inserted to highlight the differences and similarities between the CDFs using
extreme values of η.

It can be seen that when η is small, the difference between the CDFs is not prominent.
The Uniform model can be considered as a linear approximation, while the Empirical model
acts similar to the zero-order hold approximation of the standard Weibull CDF. However,
by increasing the tail size (η), we can see that the Empirical CDF approaches the Weibull
model asymptotically and the Uniform distribution deviates from the other two CDFs and
gives smaller CDF values. Therefore, smaller values of w are expected from Uniform CDF,
and this means a reduced sensitivity toward unknown targets.

The behavior of the Openmax performance against tail size and CDF models has been
numerically assessed by means of diagrams shown in Figure 13. The terms Kno and Unk in
Figure 13, which are used for the sake of brevity, refer to the known and unknown classes,
respectively. In fact, Kno denotes the weighted average of parameters, i.e., Re, Pr, and
F1, over all known classes. The value of the tail size is also shown in parenthesis. It is
possible to note that by increasing the tail size, the Re of the unknown class increases, while
its Pr decreases. Therefore, the classifier identifies a larger number of inputs as unknown
independently of the CDF model. Interestingly, when η = 30, the results of the Empirical
and Weibull models are very similar, both having Ac = 65%, confirming that for a large tail
size, the Empirical CDF approaches the Weibull CDF, whereas the Uniform outperforms
the others having Ac = 72%. In this scenario, according to the total accuracy, the Uniform
model is recommended independently of the tail size. However, the CDF model type has
less impact on the classifier performance compared with the tail size choice.
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Figure 12. Three different CDFs, i.e., Uniform, Empirical and Weibull distributions, fitted to the tails
of distance values of images in class zero (a) η = 2, (b) η = 5, (c) η = 10, (d) η = 30.
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Figure 13. Classification reports obtained by η = (5, 10, 30) using Uniform, Empirical and Weibull
CDFs: (a) Precision, (b) Recall, (c) F1-score, and (d) Total accuracy.
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3.5. The Proposed Approach

In this part, we present the results achieved by our proposed PS-based approach that
has been described in Section 2.2. The confusion matrix along with the performance indexes
of the proposed PS-Openmax for the same scenario of Figure 5, i.e., when classes eight and
nine are considered unknown, are shown in Figure 14.

(a)

 Precision Recall F1-score Support 

0 1.00 0.86 0.93 51 

1 0.96 0.98 0.97 51 

2 0.83 0.92 0.88 53 

3 1.00 0.93 0.96 54 

4 1.00 0.98 0.99 54 

5 1.00 0.90 0.95 59 

6 1.00 0.92 0.96 53 

7 1.00 1.00 1.00 59 

unk(8-9) 0.77 0.88 0.83 104 

     

Accuracy   0.93 538 

 

(b)
Figure 14. The results of the proposed PS-Openmax approach: (a) the confusion matrix and
(b) the corresponding classification metrics.

We can notice that the total accuracy of the proposed approach is 3% higher than that
of the original Openmax in Figure 5a.

4. Discussion

The salient features of the proposed approach are the use of a vector form supplemen-
tary activation function and interrelations between channel distances. Note that since the
tail-fitting procedure is omitted in the PS-Openmax, there is no need to select and calibrate
tail size and statistical distribution type. Moreover, Nα is equal to the number of known
classes, so we do not need any a priori information to limit the number of changeable
neurons of AV. Therefore, all of AV’s elements can easily be modified while the second
error shown in Figure 1, i.e., not rejecting an unknown image, is less likely to happen. This
means that the proposed approach provides more robust performance.

Considering the performance indexes in Figure 14b, the weighted average of Pr,
Re, and F1 for the known and unknown classes can be computed. For the sake of an
easier comparison, we illustrate these weighted average parameters of the PS-Openmax
in Figure 15, together with some selected ones from Figure 13, which were achieved by
the original Openmax using η = 5 and η = 30 with the optimal statistical models. From
Figure 15b, we can see that no matter what tail size and what distribution type are chosen in
the original Openmax, the PS-based approach gives a higher Re in the known classes. This
also corresponds to the higher Pr in the unknown classes by the PS-based approach shown
in Figure 15a. Taking both of these two parameters into account, we can see from the F1 bar
chart shown in Figure 15c that the PS-based approach outperforms the openmax classifier
with η = 30 (and with the optimal distribution model that is Uniform) in both known and
unknown classes. In fact, the scenario with η = 30 has been only conducted to have a higher
recall in unknown classes, i.e., to reject all the unknown images. However, it rejects portions
of the known images, as we can see the decreased Re of the known classes in Figure 15b or
correspondingly the decreased Pr of unknown classes in Figure 15a. In the end, the results
shown in Figure 15d indicate that the proposed PS-Openmax outperforms the original
Openmax classifier in terms of the total accuracy.
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Figure 15. Comparison between the proposed PS-Openmax approach and the original Openmax
classifier: (a) Precision, (b) Recall, (c) F1-Score, and (d) Total accuracy.

5. Conclusions

In this paper, we have proposed an approach to improve the performance of the
Openmax classifier for the problem of open set recognition with radar images. The ability
to detect unknown targets contributes to reducing the error rate and enhancing the precision
when compared to the classical Softmax approach. This feature may be a desirable behavior,
especially in military applications when false alarms need to be kept under control. In the
proposed PS-based approach, for modifying the final activation vector of a well-trained
CNN, we have exploited a vector form supplementary activation function, interrelations
between channel distances, and the minimum channel distance. Although the proposed
approach stems from the Openmax, it is technically different in some basic aspects such
as substituting the most important part of Openmax, i.e., the tail-fitting procedure, for the
aforementioned processing steps. Therefore, there is no necessity to select and calibrate
the tail size and the statistical distribution type in the proposed approach. Furthermore,
no restriction or in other words no a priori information is required about the number of
changeable neurons in the final activation vector. Even by using different tail sizes and
different statistical distribution models, which had not been addressed in the Openmax
paper, the proposed approach outperforms the original Openmax classifier in terms of
performance robustness and total accuracy.

This paper also provides a detailed description of the Openmax functioning that may
be useful to an interested reader to try to implement it with any other DN for recognizing
out-of-distribution inputs without necessarily imposing a threshold. In particular, the roles
of both the tail size and the statistical model have been deeply investigated, showing that
the tail size has to be carefully chosen during the model calibration phase. Conversely, the
choice of the statistical model has less impact on the performance of the classifier compared
with that of the tail size, meaning that the Weibull CDF is applicable to radar images as
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well. As a future research direction, combinations of the proposed approach and other DN
is likely to produce high-performance classifiers.
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