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Foreword of the XXVIIIth TELEMAC User Conference 

 

 

Dear TELEMAC Users, Dr Sébastien E. Bourban 
October 2022 

 

EDF R&D is delighted to organise once again the TELEMAC User Conference in Paris – the XXVIIIth of its 
kind! We last hosted this annual event in 2011, which shows just how keen members of the TELEMAC 
community are to take on this role, whether they are private, public or academic institutions.  

In 2011, we organised the TUC at our historical LNHE (National Laboratory of Hydraulics and 
Environment) site in Paris-Chatou, together with LHSV (Saint-Venant Hydraulics Laboratory) co-directed 
with Ecole Nationale des Ponts ParisTech. This time, we have chosen to host the event at our brand-new 
R&D campus, on the plateau of Paris-Saclay. The plateau steams with innovation and sciences: did you 
know? Paris-Saclay University has been ranked 1st in mathematics, three years in a row, by the Shanghai 
Ranking of the best universities in the world. 

EDF is constantly facing strong environmental, industrial, commercial, scientific, digital transformation 
and regulatory challenges, at national, European and international levels, in the production of electrical 
energy, in all its forms. To meet these challenges, the company invests heavily in R&D, particularly in its 
scientific computational solvers and supercomputers. EDF R&D is continuously looking for both 
performance and quality of its predictions in ever more diverse fields of application, while maintaining 
the international reputation of its solvers as the state of the art for applied research and a standard for 
the industries. 

TELEMAC is one of those solvers, or rather a suite of solvers covering all aspects of free surface, 
environmental hydraulics. For EDF, TELEMAC is both a competitive advantage and a showcase for our 
collective excellence: sharing TELEMAC openly and allowing participative access on an international scale 
makes it possible to guarantee and raise the state of the art. 

In keeping with the tradition, this XXVIIIth edition of the TUC comes with a book of proceedings, 
nowadays published online for all to download. The editorial committee has received this year 38 articles, 
which you will find here included for your scientific curiosity. This book has grown over the years. Exactly 
10 years ago, the last time I organised a TUC, in Oxford that time, also renowned worldwide for its 
academic excellence, the book counted 25 articles. 

On behalf of EDF R&D and as President of the TELEMAC Consortium, I am happy to welcome you to our 
R&D site in Paris-Saclay for this XXVIIIth TELEMAC User Conference. 

Thank you for sharing your passion with the community and thank you for your participation in this 
annual event. 

 

Yours truthfully, 

Dr Sébastien E. Bourban 

 

Ingénieur Chercheur, EDF R&D LNHE / LHSV  
Chef du Projet TELEMAC au Laboratoire National d’Hydraulique et Environnement /  
Directeur Adjoint du Laboratoire d’Hydraulique Saint Venant  
6, Quai Watier, 78400 CHATOU, France
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Rural area flooding digital prediction 
based on TELEMAC-2D 

WEI Ronglian1, CUI Zihao1, ZHOU Lu2, MIN Jiesheng2 
rlwei@yuansuan.cn 

1 Zhejiang Yuansuan Technology Co., Ltd., Hangzhou, China 
2 EDF China, R&D Center, Beijing, China 

 

Abstract – In 2020, the Wuqiangxi Watershed, located near 

Hangzhou, suffered severe financial damage due to an extreme 

rainfall. The likelihood of such events has recently been 

increasing due to global warming and climate change. To address 

these issues, the local water conservation bureau demanded a 

study to dynamically forecast flood risks of the Wuqiangxi 

Watershed, and thus to assist in early warning as well as 

intervention to ensure civil protection. 

In this study, an integrated solution was proposed to fulfil the 

needs of the local bureau. Flood risks prediction calculation is 

performed by TELEMAC-2D coupled with a lumped 

hydrological model named Xin’anjiang (XAJ). Once heavy 

rainfall is detected in the weather forecast of the next 24 hours, 

the following simulation process is triggered: (1) The XAJ model 

is firstly applied to calculate the flow discharges from the 

upstream sub-watersheds; and (2) The computed discharges are 

then taken as inflows of the 2D hydrodynamic model. The 

rainfall-runoff process in the 2D hydrodynamic domain is 

simulated by the built-in SCS-CN model available in the open 

TELEMAC system.  

This paper presents a technical focus on the process of 

hydraulic models deployed in flood risk prediction. 

Keywords: TELEMAC-2D, Xin’anjiang model, hydrology, 
dynamic flood risk maps. 

I. INTRODUCTION 

Flash floods intensively occur during June to August in 
Hangzhou because of severe downpours. Chun’an County lies 
in a hilly area in the west of Hangzhou, and is famous for the 
sceneries of Qiandao Lake. The later, also known as 
Xin'anjiang Reservoir, is an artificial lake built for the 
Xin'anjiang hydropower station to retain the upper reaches of 
Xin'anjiang River. In July 2020, Chun’an suffered the strongest 
rains throughout history and the water level of Qiandao Lake 
reached a record-breaking point of 108.43 meters. Wuqiangxi 
Watershed in Chun’an County (see Figure 1), the interest area 
of this project, was subjected to serious flood event (see 
Figure 2) as a consequence of torrential flood, superimposed to 
the backwater effect induced by the high stage of Qiandao 
Lake. 

The focus of this study is to demonstrate how a 
hydrological model namely Xin’anjiang model and 
TELEMAC-2D (version V8P3R1 of the open TELEMAC 
system) are coupled in the study to dynamically predict flood 
risks. 

 
Figure 1. The location of Wuqiangxi Watershed 

 
Figure 2. Flood event in Wuqiangxi Watershed 

The first part of this article presents how the data was 
gathered for the study. A second part describes the model setup 
with the data while a third part details the calibration process 
and the model results. 

II. DATA COLLECTION 

A. Topographic data 

Topographic data for Wuqiangxi Watershed consists of 
Digital Elevation Model (DEM) data and river cross-section 
data. The obtained DEM data describes the terrain with a 
12.5 m resolution and consists in the ALOS PALSAR RTC 



28th TELEMAC User Conference Paris-Saclay, France, 18-19 October 2022 

 

12 

Digital Elevation Model (DEM), which was downloaded 
through the official website of NASA EARTH DATA [1]. The 
local bureau provided surveyed river cross-section data in the 
Wuqiangxi Watershed. The topographic data was processed as 
an ASCII file including three columns of data, which are 
longitude, latitude, and bottom elevation.  

B. Precipitation and evaporation data 

There are two forms of precipitation data depending on the 
functionality designed in the study. For the in-time forecasting, 
precipitation data is obtained through access to real-time 
weather forecast. In terms of recurrence of extreme floods, a 
formula recommended in a local hydrological manual [2] is 
implemented to reproduce, for instance, once-in-20-year, once-
in-50-year, or once-in-a-century rainstorm data: 

 Hp=H̅(Φp ∗ Cv + 1) () 

where 𝐻𝑝  is the designed precipitation, 𝐻  is the average 
rainfall listed in the manual, 𝛷𝑝 is the coefficient of deviation 
of Pearson-III curve, 𝐶𝑣 is the coefficient of variation. 

The evaporation data was provided by local evaporation 
gauging stations.  

III. MODEL DESCRIPTION 

The main goal of the study is to cyclically forecast flood 
risks every 3 hours in order to demonstrate how simulation can 
be used to better assist municipalities manage flood risks. Once 
rainfall occurs in the weather forecast, the Xin’anjiang model 
(referred to as the XAJ model in the rest of this article) will be 
initiated to compute the runoff discharges in the upstream of 
Wuqiangxi Watershed. Then, the computed discharges are 
processed as the input of the TELEMAC-2D model. The 
TELEMAC-2D model performs the hydrodynamic simulation 
inside Wuqiangxi Watershed, subsequently a risk rating 
function is carried out based on output water depth and 
velocities [3]. This procedure will be looped every 3 hours if it 
rains in the next 24 hours. For other types of applications, for 
instance the reproduction of extreme rainstorms, the same 
procedure will be launched. A detailed description is presented 
in the following content. 

A. The XAJ model 

The XAJ model was applied to model the hydrological 
process in upstream sub-catchments of the Wuqiangxi 
Watershed. It is a conceptual model put forward by Professor 
Zhao Renjun of Hohai University in 1963 [4]. The model 
describes hydrological phenomena through four different levels 
of calculation, which are:  

• evapotranspiration calculation at the first level,  
• runoff generation calculation at the second level,  
• runoff separation at the third level, 
• flow concentration at the fourth level.  

In evapotranspiration calculation, according to the 
characteristics of soil storage, the soil can be divided into the 
top, intermediate and deep layers. Those three layers are 
computed separately. The runoff generation calculation is 
based on Stored-full Runoff Theory [4], which means that 
runoff is not produced until the soil is saturated and thereafter 

runoff equals the rainfall excess without further loss. The total 
runoff, generated in the previous step, must be separated into 
its three components, RS surface runoff, RG the ground water 
contribution, and RI a contribution to interflow. In the final 
flow concentration level, according to the difference of flow 
characteristics between the hillslope and the river network, it is 
divided into two different processes: hillslope runoff and river 
network runoff.   

Figure 3 shows the flow chart of the XAJ model. The 
inputs to the model are P, the measured areal mean rainfall 
depth (mm) and EM, the measured pan evaporation in the same 
unit. E is the total evapotranspiration in the watershed and Q is 
the discharge at the water outlet of a watershed. E and Q are 
the model outputs.  

As previously mentioned, the XAJ model includes four 
processes. Each process introduces its conforming state 
variables, indicated in the black rectangular boxes in Figure 3. 
R is the total runoff generated by a rainfall, and FR is the 
runoff contributing area factor. W is the tension water storage, 
and consists of WU, WL and WD. WU is the top layer tension 
water storage; WL is the intermediate layer tension water 
storage; WD is the deep layer tension water storage. EU, EI and 
ED are the corresponding evapotranspiration state variables. S 
is the free water storage; RS is the surface runoff; RI is the 
interflow runoff; RG is the ground water runoff. QS, QI and 
QG are the respective routing flow. 

In addition to those input and state variables, there are 15 
parameters for a watershed when using the lag-and-route 
method [4]. The 15 parameters can be grouped as follows:  

• Evapotranspiration parameters K, UM, LM, C. 
• Runoff generation parameters WM, B, IM.  
• Parameters of runoff separation SM, EX, KG, KI.  
• Routing parameters CG, CS, CI, L. 

Figure 3.  Flow chart of the XAJ model 

1) Study area 
19 rivers in Wuqiangxi Watershed were taken into account 

in the TELEMAC-2D model, hence 19 sub-catchments 
upstream were delineated based on the obtained DEM data, 
shown as green-shadowed areas in Figure 4.  
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Figure 4. Layout of sub-catchments 

2) Model output 
The output of the XAJ model is a sequence of discharges as 

Table I shows. It will be converted to a liquid boundaries file 
for the TELEMAC-2D model. It should be noted that if the 
hydrological output was directly applied as the boundary file, a 
deviation of the input flow rate would be introduced. The 
output discharge per hour is an average flow rate over the time 
span, while TELEMAC-2D assumes a linear interpolation in 
time of the flow rates at each time step. It would lead to 
discrepancy at flood peak arrival time and consequently results 
in failure to timely decision-making. 

Table I . Output of XAJ model 

Time (h) Q (m3/s) 

1.0  3.78  

2.0  5.62  

3.0  8.65  

4.0  7.21  

5.0  5.97  

6.0  4.52  

 
To address this issue, the corresponding time step for 

discharge is shifted to half hour earlier, as can be seen through 
the green line in Figure 5. The adjusted line is more 
appropriate than the original one (the red line in Figure 6). A 
sensitivity analysis shall be operated with regards to the 
adjusted time length in future work, in order to accurately 
characterize inflows. 

 
Figure 5.  Adjustment of time-varying discharges as hydrodynamic input 

It barely rained this summer in Hangzhou (2022); therefore, 
a once-in-50-year rainstorm was designed in this study and the 
finalized discharge time series for one branch is shown in  
Figure 6. 

 
Figure 6.  Finalized discharge time series for one small branch 

B. Hydrodynamic model 

1) Computational Mesh 
The study area of the TELEMAC-2D model in Wuqiangxi 

Watershed is around 348 km2. The mesh resolution ranges 
from 4 m in the river channel to 150 m at the outline, 
containing around 233,834 elements and 117,844 nodes, see 
Figure 7. 

 
Figure 7. Computational mesh for Wuqiangxi watershed (Bottom elevation 

unit: m) 

javascript:;
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2) Boundary conditions 
River bottom varies greatly in Wuqiangxi Watershed, as 

mentioned before it is a mountainous area. To tackle the 
potential supercritical entry warning, around 20 meters long at 
the inlets of 19 streams were pre-processed as flat bottom.  
Furthermore, test runs suggested that at least 4 nodes are 
required for each boundary segment to better maintain 
subcritical flow.  

3) Initial conditions 
Monthly average runoffs of sub-catchments were evaluated 

by the XAJ model, and then were applied as boundary 
conditions to spin-up the model. 48 hours of model 
computation were sufficient to reach a steady state. Thereafter, 
the last record was extracted as the initial condition for further 
simulations. 

4) Parameters 
a) Bottom friction coefficient: The land type of 

Wuqiangxi Watershed can be characterized as town, cropland, 
forest and stream. Manning friction coefficients are set with 
respect to land use type. The friction coefficients served in the 
TELEMAC-2D model are listed in Table II [5].  

Table II Friction coefficient 

Friction 

coefficient 

Land Use Type 

Town Cropland Forest Stream 

Manning Coefficient 10 0.075 0.18 0.04 

 
b) Curve Number (CN): The rainfall-runoff process 

within the TELEMAC-2D model is modelled by the built-in 
Soil Conservation Service Curve Number (SCS-CA) model. 
In SCS-CA model, Curve Number (CN) is used to describe 
infiltration capacity of different soil types. By referring to the 
Hydrology National Engineering Handbook [6], CN values 
are determined according to the land use type, as shown in 
Table III. 

Table III CN value 

Curve 

number 

Land Use Type 

Town Cropland Forest Stream 

CN 95 85 73 95 

 

IV. CALIBRATION & RESULTS 

A. Calibration of the XAJ model 

The original source codes of the XAJ model in this study 
was further developed by scientists in Yuansuan. It was 
calibrated with the help of historic data of two flood events in 
1993 and 1994 in Chengcun, Anhui Province. The hydrologic 
data in Chengcun is relatively sufficient and frequently 
selected for verification [7]. As shown in Figure 8 & Figure 9, 
the hydrograph (red dash line) calculated by the XAJ model 
shows a good agreement with the observed data (black line), 

which ensures the reliability of the XAJ model used in this 
project. 

 
Figure 8. Results comparison for flood event in 1993 

 
Figure 9. Results comparison for flood event in 1994 

B. Hydrodynamic results 

In order to compare the backwater effect induced by the 
high-water level of Qiandao Lake at the downstream location 
of Wuqiangxi Watershed, 3 scenarios were simulated and 
compared. For the once-in-50-year flood event, the 
TELEMAC-2D model was launched 3 times with different 
downstream water level namely:  

• 104 meters - scenario 1: normal water level 
• 106 meters - scenario 2: intermediate water level 
• 108 meters - scenario 3: high water level 

By looking into the towns adjacent to Qiandao Lake, the 
submerged area was evidently affected by the high stage at the 
Wuqiangxi outlet (see Figure 10, Figure 11 & Figure 12). The 
differences of water depth at one village (red dot in Figure 10, 
Figure 11 & Figure 12)  for different scenarios are depicted in 
Figure 13. The hydrodynamic model took around 1.3 hours to 
spin-up from initial condition (104 m) to the conforming high 
water level condition. The water depth difference at the point 
of interest reached 1.3 meters between scenario 2 and scenario 
1, not to mention the 2.5 meters dissimilarity between scenario 
3 and scenario 1. This is aimed to demonstrate the potential 
danger for civilians living adjacent to Qiandao Lake and hence 
to suggest Qiandao Lake may not operate at high water level.  



28th TELEMAC User Conference Paris-Saclay, France, 18-19 October 2022 

 

15 

 
Figure 10. Water depth at Wuqiangxi downstream, outlet water level 104 m 

 
Figure 11. Water depth at Wuqiangxi downstream, outlet water level 106 m 

 
Figure 12. Water depth at Wuqiangxi downstream, outlet water level 108 m 

 
Figure 13. The difference of water depth at one village for high stage 

scenarios (green line: 106 m vs 104 m, blue line: 108 m vs 104 m)  

V. CONCLUSION & PERSPECTIVES 

It is the first time that the XAJ model and a TELEMAC-2D 
model are coupled to forecast flood risks in China. The results 
demonstrates that it is qualified to model the general flood 
hazard tendency in Wuqiangxi Watershed and capable to be 
used as a core engine dynamically forecasting flood risk and 
reproducing extreme flash floods.  

The sensitivity analysis for shifted time step of input flow 
rates and the validation for hydrodynamic model have not been 
carried out at this stage. In the next phase of this work, the 
installation of water gauges in vulnerable villages in 
Wuqiangxi Watershed will proceed to serve the verification 
and validation data for both the XAJ and the TELEMAC-2D 
model. 
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Abstract – Urban waterlogging caused by rainstorm has 

occurred more frequently in many cities of China these years. 

In 2021, "July·20th" torrential rain hit Zhengzhou, the capital 

city of Henan province, resulting in a serious waterlogging 

disaster, causing heavy casualties and economic losses, and 

exposing the weaknesses of the design and construction of the 

city’s drainage system in case of heavy rain. 
Detailed numerical simulation is a key technology for 

predicting and mitigating the urban waterlogging problems. 

On the basis of the city of Kaifeng, Henan province, as a case 

study, this work aims to analyse the spatiotemporal 

distribution of waterlogging and assess its risk for each district 

in the city. In this study, a waterlogging simulation model 

considering the city’s digital elevation model (DEM), the non-

uniform surface friction and infiltration, and the drainage 

system is proposed and tested to obtain the spatiotemporal 

distribution of the water depth and water velocity on the 

ground of the urban areas. The 2D hydrodynamics module 

TELEMAC-2D (of the open TELEMAC system) is used to 

simulate the surface water flow and is then coupled with 

SWMM (Storm Water Management Model) to simulate the 

flow in the underground water drainage system taking into 

account pumps, regulating sluice and so on.  

A rainfall data from 2021.08.28 to 2021.08.29 is used to 

validate the model. The spatial distribution of high-risk areas 

obtained by the model is generally in agreement with the 

registered logs provided by the city’s bureau of urban 
management. 

Keywords: Urban Waterlogging, SWMM, TELEMAC-2D 

I. INTRODUCTION 

In 2021, the now sadly famous "July·20th" torrential 
rain hit Henan province. In the cities of Zhengzhou, Kaifeng, 
Xinxiang, Zhoukou and Jiaozuo (see Figure 1), ten national 
meteorological observation stations broke the historical 
extreme value of daily rainfall [1]. According to the data of 
Kaifeng meteorological station, from July 20th to 21st, the 
maximum accumulated precipitation in 48 hours was 354.7 
mm, which has reached 56.5% of the annual average 
precipitation of 627.5mm in Kaifeng [2]. The heavy rain 
caused heavy casualties and economic losses [3], and 
exposed some weaknesses of the design and construction of 
the city’s drainage system as well as the requirement to 
upgrade flood control schemes to face more and more 
unusual weather. 

With now increasingly frequent extreme weather and 
weak drainage system capacity, urban waterlogging 
prevention is facing severe challenges. In order to meet the 
challenges, a numerical simulation method was used to 
predict the urban water distribution. 

 
Figure 1. Position of Henan province in China 

There are many software packages available 
commercially and non-commercially with varying degrees of 
complexity to simulate stormwater runoff quantities and 
qualities. Deepak Singh Bisht used Storm Water 
Management Mode (SWMM) and MIKE URBAN to 
simulate the flood inundation scenarios and provides an 
insight into the importance of 2D model to deal with 
location-specific flooding problems [4]. Guoru H proposed a 
1D-2D coupled urban flood simulation model based on 
InfoWorks ICM to obtain disaster-causing factor data by 
simulating the flood process under the rainstorm return 
periods of 1 a, 5 a, and 50 a. SWMM is used to simulate the 
runoff and design of an efficient drainage system [5]. Since, 
SWMM is a 1D pipe flow model and does not simulate urban 
surface flood extent and inundation depth, a TELEMAC-2D 
model was used to complement SWMM’s limitations. 

This paper presents the TELEMAC-2D/SMWM coupled 
model specifically constructed for urban water logging 
simulation in Kaifeng urban district. Its aim is to build a 
model that can predict future waterlogging in real time. 

Section II introduces the study area and presents the setup 
of the model, including precipitation data access and 
rainstorm design method, SWMM pipe flow model setup, 
TELEMAC-2D overland flow model setup and coupling 
mode of the two models. Section III presents the typical case 
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verification results and highlights some error analysis. 
Section IV finally concludes this work with some further 
perspectives. 

II. STUDY AREA AND METHODS 

A. Study area 

Kaifeng is in the hinterland of Central China, on the south 
bank of the Yellow River. The terrain is flat and relatively 
low compared to the Yellow River. Kaifeng has a monsoon 
climate of medium latitudes with four distinct seasons. The 
annual average precipitation is 627.5 mm, and the 
precipitation is mostly concentrated during the summer, more 
specifically in July and August [1]. 

The urban district of Kaifeng City is considered as the 
study area in this paper. As shown in Figure 2, the area was 
defined according to the density of population and it is 
centred on Kaifeng ancient City Wall, reaching Lian-Huo 
Expressway in the north, Jinming Avenue in the west, 
Huaxia Avenue in the south, and Qingshui River in the east. 
The total area is about 77.4 km2. 

The 2D mesh is made of 310,671 nodes and 612,177 
triangular elements, refined in built-up areas and river. The 
elements sizes vary from 20 m for the largest elements to 5 m 
for the smallest ones. 

Figure 2. Study area 

A. Data resources 

The data resources used for the simulation were from 
reliable and authoritative public data or from Kaifeng City 
Administration Bureau.  

Topographic data includes Digital Elevation Model 
(DEM) and building contour data. The DEM data were 
collected by the Advanced Land Observing Satellite (ALOS) 
launched from Japan on January 24, 2006. Phased Array L-
band Synthetic Aperture Radar (PALSAR) data was used by 
the Satellite to receive the reflection from the ground to 
acquire elevation information. The horizontal and vertical 
accuracy of the data can reach 12.5 m, and the data is public 
data [6]. The building contour data was obtained from Open 
Street Map [7]. The data includes the position coordinates 
and height of the building.  

Land use data was obtained from Map World on National 
Platform for Common Geospatial Information Services [8]. 
The data was used to distinguish different areas such as water 
system, green land, roads and buildings. 

Pipe network data was obtained from Kaifeng City 
Administration Bureau. The data consists of spatial position, 
dimensions and elevations of manholes, pipelines and outlets.  

Historical meteorological data was selected from daily 
observation precipitation dataset of Chinese national 
meteorological stations released by China Meteorological 
Administration [9]. 

Positions prone to waterlogging, water depth data caused 
by the historical rainfall, as well as underpass data consist of 
spatial position, width, length and depth were obtained from 
Kaifeng City Administration Bureau. 

B. Precipitation and Rainstorm data  

The precipitation data is a dynamic input for the 
simulation and can be directly used as input to the simulation 
in the form of a precipitation data file. We can generate the 
rain file in the following two ways: precipitation data access 
and rainstorm design.  

• Precipitation data access: the calculation access to the 
real-time rainfall forecast data API, and the precision of 
the precipitation data file is determined according to the 
weather forecast precision. Usually, the rainfall forecast 
precision is hourly for the next 24 hours and daily for the 
next seven days.  

• Rainstorm design: was based on the rainfall return 
period, e.g., 50 years, 100 years, and so on. Heavy 
rainstorms have long return periods, while light rain 
events have short return periods. The storm intensity 
equation was used to simulate rainfall of different 
intensities. The storm intensity equation was derived 
based on local rainfall records for many years: 𝑞 = 5075(1 + 0.61𝑙𝑔𝑃)(𝑡 + 19)0.92 (1) 
where q is rainfall intensity in L/s·ha2, P is the return 
period in years and t is rainfall duration in minutes. 

The most used definition of rainstorm intensity is the 
average rainfall of a continuous rainfall period, which can be 
computed using the following formula: i= h

t
(2) 

where i is the rainfall intensity (mm/min), t is the 
duration of the rainfall event (min), and h is the total 
rainfall (mm).  

Therefore, the unit conversion of q based on the 
definition of i is: 𝑞 = 𝐿𝑠 ⋅ ℎ𝑎 = 106𝑚𝑚3160 ⋅ 𝑚𝑖𝑛 ⋅ 104𝑚2 = 0.006 ⋅ 𝑖 (3) 

and: 

i=
847525(1+0.61lgP)

(t+19)0.92 (4) 
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We simulated a rainfall series with an accuracy of one 
minute using the Chicago hyetograph based on the storm 
intensity formula [10] .  

i(t)=
{  
  
  847525(1+0.61lgP) [(1-0.92)t

r +19](t
r +19)0.92+1   if t<tpeak

847525(1+0.61lgP) [(1-0.92)t
1-r +19]( t

1-r +19)0.92+1  if t≥tpeak

(5) 
where i is the rainfall intensity in mm/min, P is the 
return period in years and r is proportion coefficient of 
the rain peak. 

C. The SWMM pipe flow model 

SWMM simulates the runoff quantity generated from a 
sub-catchment during simulation period along with the 
discharge of the closed pipes. Developed primarily for urban 
areas, the model is able to simulate water volume and quality 
from a single event or a long-term continuous simulation 
through the catchment [11]. In this study, SWMM is used to 
simulate the drainage process by the underground pipe 
network. 

In order to account for the infiltration losses, SWMM has 
three different schemes to choose from, i.e., Horton Model, 
Green–Ampt model and curve number scheme, while the 
flow routing can be carried out using steady wave routing, 
kinematic wave routing and dynamic wave routing [11]. In 
the present study, curve number scheme for infiltration losses 
and dynamic wave routing for flow routing were used.  

In SWMM, the manhole was set as the junction and the 
pipeline was set as the conduit. The sub-catchment is the 
hydrologic unit of the land. In the overland part, the runoff is 
computed by using the curve number scheme infiltration 
model. The sub-catchment is connected to a junction to 
deliver the runoff to the underground pipe network, and the 
junction is connected by the link to deliver the water to 
another junction or outlet.  

1) Junction properties 
Junction properties consist of elevation of junction invert 

depth from ground to invert elevation, and pond area. 

• Elevation and depth: the value is directly obtained from 
the pipe network data. 

• Pond area: The ALLOW_PONDING analysis option 
needs to be turned on. The purpose is that the overflow 
water from the manhole can be temporarily stored in 
pond, so as to ensure the conservation of the total flow 
volume. The pond area is set as the area of the 
corresponding sub-catchment area. 

2) Conduits properties 
Conduit properties consist of upstream node, downstream 

node, conduit length, offset of conduit, roughness parameter 
in Manning’s equation. 

• Upstream node, downstream node, conduit length, offset 
of conduit: their value is obtained from the pipe network 
data. 

• Roughness parameter in Manning’s equation: The 
friction coefficient is determined according to the 
engineering manual [12], and the specific value is shown 
in the following table: 

Table I Roughness parameter of different conduit material 

Conduit material Concrete Brick PVC GRP 

Roughness parameter 0.014 0.001 0.009 0.0084 

 

3) Sub-catchment properties 
Properties associated with a sub-catchment in SWMM 

are rain gage, outlet, area, width, slope, percent of land area 
which is impervious, roughness parameter in Manning’s 
equation for impervious area and for pervious area. 

• Rain gage: Precipitation time series generated in part C 
was set as rain gage input. 

• Area: According to the position of junction and Theissen 
polygon principle, the shape of sub-catchment area is 
automatically generated. Then, the obviously 
unreasonable shape of the sub-catchment shape was 
manually adjusted according to the satellite map, and the 
area of the shape was counted as the area in SWMM. 

• Outlet: The sub-catchment shape is generated 
according to the position of each junction. Therefore, the 
sub-catchment forms a one-to-one correspondence with 
the junction, and we can use the corresponding junction 
as an outlet. 

• Width: In the SWMM simulation, the time and process 
curves of overland runoff production depend on the 
width of the sub-catchment, which is the ratio of the area 
to the length of the overland flow. Since the length of 
overland flow is difficult to determine accurately, in this 
study, the width of the sub-catchment is taken as the 
square root of the sub-catchment area. 

• Slope: The slope can affect the rate of overland water 
flowing into the pipe network system in SWMM. The 
average slope of sub-catchment area can be obtained 
according to the DEM data. 

• Percent of land area which is impervious: To be 
consistent with the TELEMAC-2D setup, we consider 
the entire study area to be pervious, so this parameter is 
set to 0% for all sub-catchment area. 

• Roughness parameter in Manning’s equation for 
pervious area: According to the land use data, we 
determined whether the features of each sub-catchment 
was road and building, green land or water system. Then 
set the Manning friction coefficient of the corresponding 
area according to relevant engineering manuals or 
relevant literature. In this study, the specific coefficients 
are consistent with the settings in TELEMAC-2D. The 
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roughness parameter is subjected to change during the 
calibration process. 

• CN number: Similarly to the roughness parameter, we 
first determined the land properties of the sub-catchment 
and then set the corresponding CN value according to 
relevant engineering manuals or literature. 

4) Outlet properties 
The outlet is an outfall node which is final downstream 

boundary of the drainage system. The corresponding water 
stage elevation is set according to the value from the pipe 
network data. 

According to the above definitions, the SWMM model 
obtained is shown in Figure 3. 

 
Figure 3. SWMM model in ths study 

Figure 4 is the water depth simulation result of a pipeline. 
In the figure, we see a longitudinal view of the pipe and 
manhole, with the light blue colour representing the water in 
the pipe and manhole and the dark blue line representing the 
water head. It can be seen that most of the water head is 
below the elevation of the manhole. But the head of manhole 
No. 1197 exceeded the top elevation, and the water would 
enter the pond to be stored. When there is a free volume in 
the manhole, the water flows back from the pond. 

 
Figure 4. Water elevation profile of Node 453-O128 

D. TELEMAC-2D surface flow model 

The surface flow process was simulated using 
TELEMAC-2D. In surface flow simulation, it is necessary to 

consider the barrier effect of land elevation, the resistance 
due to friction, the absorption effect of the land, and the 
drainage process of the pipe network. For the drainage 
process, TELEMAC-2D and SWMM need to be coupled, 
and this will be described in detail in Part F. After 
considering all the factors above, TELEMAC-2D was used to 
solve the Saint-Venant shallow-water equations, to obtain the 
important variables e.g., water depth, velocity, and flowrate. 

5) Elevation 
In the simulation of urban waterlogging, elevation has an 

important effect on water flow. However, the accuracy of 
DEM data obtained is 12.5m*12.5m, which is not enough to 
describe the elevation of buildings. Therefore, we made fine 
adjustments to the DEM data, and modified the DEM data 
using the obtained information of building contour, location 
and subsidence depth of underpass, so as to reflect the 
overland characteristic. 

Firstly, we performed low-pass smoothing on the DEM 
data. The "noise" band with higher frequency in the DEM 
raster is filtered out, which mainly contains the elevation 
information of buildings. The low-pass smoothing allowed us 
to create a DEM raster files that does not contain building 
elevations. 

The building contour data which was obtained from Open 
Street Map includes the position and height information of 
the building. We modified the DEM raster file by using the 
building contour data which is a vector file that contains the 
building height attributes and position information. The 
elevation of the building part was changed to the height of 
the building plus the original ground elevation.  

In addition, as shown in Figure 5, we found that the 
overpass elevation was recorded in the DEM instead of the 
ground elevation. The subsidence channel area is prone to 
waterlogging, so the deviation of elevation will have a great 
impact on the simulation results and risk prediction. We 
obtain the underpass data, which consists in spatial position, 
width, length and depth from Kaifeng City Administration 
Bureau. Based on these data, the DEM raster was further 
manually modified. The final DEM raster is shown in 
Figure 6. 

 
Figure 5. An underpass in Kaifeng 
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Figure 6. Modification of urban DEM 

6) Bottom  friction 
Hydraulic roughness is roughness in fluid dynamics. 

Different land cover types with different surface roughness 
have different resistivity during urban waterlogging process. 
When simulating waterlogging in flood area model, different 
roughness values are given for different land use types. Its 
value can be related to the Manning coefficient, as shown in:  V= knRh2/3⋅S1/2 (6) 

Where V is the velocity; K is the conversion constant and 
its value is 1 for the SI units; n is the Manning’s n roughness 
coefficient, which reflects the influence of pipe and channel 
wall roughness on water flow, and we need to determine the 
value of the coefficient; Rh is the hydraulic radius and S is 
the slope. 

Land use data was obtained from Map World on National 
Platform for Common Geospatial Information Services. The 
data was used to distinguish different areas such as water 
system, green land, road and building. 

As shown in the Figure 7, we outline the study area, 
green land and water system area according to the satellite 
map. Since the study area is the urban district of Kaifeng 
City, it is considered that all the areas belong to the road and 
building area except the green land and water system. After 
determining the shape of each domain, we set the specific 
Manning friction coefficient according to the relevant 
literature [16], as shown in Table II. It should be noted that 
these values are not the final coefficients, and in future 
research, we will use the ADAO module of the SALOME 
platform, also linked to the TELEMAC system, to adjust the 
coefficients automatically [13]. 

 
Figure 7. Shape of different feature land  

Table II Friction coefficient of different features 

Features 
Water 

system 
Green land 

Road & 

building 

Friction coefficient 0.015 0.5 0.06 

 

7) Infiltration 
In order to simulate the runoff process in the study area 

and take into account the inhomogeneity of land feature, a 
Soil Conservation Service Curve Number (SCS-CN) model 
was used in this study. The SCS-CN model is an empirical 
model developed by the Environmental Protection Agency 
(EPA) of the United States by analysing rainfall and runoff 
data of small watersheds in different regions. The model is 
mature and widely used [14][15]. It represents the natural law 
of rainfall and runoff and is very suitable for areas lacking 
data. The SCS-CN model has a simple structure, and the 
comprehensive parameter CN (Curve Number) value is used 
to represent the runoff production capacity of different land 
features. The CN is a dimensionless parameter, and the main 
influencing factors include soil type, land use, hydrological 
conditions and soil water content condition. Based on the 
principle of water balance and certain assumptions, the 
relationship between rainfall and runoff volume is: 

Q=  
(P-λS)2

P+(1-λ)S
(7) 

S=25.4×(
1000
CN

-10) (8) 
where, P is the potential maximum runoff; S is the potential 
maximum retention after runoff begin.  

Similarly to the way of setting the friction coefficient, as 
shown in Figure 7, we delimit different areas according to 
land properties. Then, we determined the specific CN value 
according to the literature [16] and engineering manual [6] 
shown in Table III, and used ADAO to calibrate the CN 
value. 
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Table III CN value of different land features 

Features 
Water 

system 
Greenland 

Road & 

building 

CN value 98 61 95 

E. Coupling 

Based on urban GIS data, rainfall data, pipe network data, 
the SWMM pipe network model is constructed. The drainage 
flowrate of each manhole was obtained, and it was input into 
the TELEMAC-2D model. Similarly, the TELEMAC-2D 
model is established according to the urban geographic 
elevation data, land use data and rainfall data. Combined 
with the simulation results of the SWMM model, the water 
depth and water velocity over time are simulated by 
TELEMAC-2D. Figure 8 shows a schematic of the coupling 
data flow. 

 

Figure 8. Schematic diagram of coupling data flow 

8) Coupling by using TELEMAC-2D source term 
For coupling the SWMM model and TELEMAC-2D 

model, the time-dependent drainage flowrate at each junction 
was computed and set as a source region in the TELEMAC-
2D model as shown in Figure 9.  

It is difficult to take all water grates into account in the 
SWMM model, and as a result, the total number of water 
collecting points in the model was less than that in reality. 
Therefore, in order to reduce the uneven drainage in space 
and truly reflect the drainage capacity of the pipe network, 
we set the sub-catchment area corresponding to each junction 
as the source region in the TELEMAC-2D model. 

 

Figure 9. Schematic diagram  of TELEMAC-2D coupling with SWMM 

9) Definition of drainage flow value 
In SWMM, the drainage flowrate at each junction cannot 

be read directly, so the existing variables need to be used to 
obtain the flowrate we need. 

At time n, considering water conservation in SWMM, the 
drainage flowrate of each junction is: 𝑄Source 

𝑛 = 𝑄Rain 
𝑛 + 𝑉Pond 

𝑛−1 − 𝑉Pond 
𝑛∆𝑡 = 𝑄Rain 

𝑛 − Δ𝑉Pond 
𝑛∆𝑡 (9) 

where, 𝑄𝑠𝑜𝑢𝑟𝑐𝑒  is the drainage flowrate of each junction, 𝑄𝑟𝑎𝑖𝑛  is the runoff flowrate produce by the corresponding 
subcatchment, 𝛥𝑉𝑝𝑜𝑛𝑑 is the change of water volume in pond.  

As shown in Figure 10 is the schematic diagram of the 
definition of drainage flowrate of each junction.  

 

Figure 10. Schematic diagram of the definition of drainage flowrate 

VI. RESULTS AND DISCUSSION 

A. Typical case verification 

The rainfall data for several heavy rains in 2021 and a 
batch of manually measured water depth data were obtained 
from the Kaifeng City Bureau of Urban Management. A 
rainfall with a large total rainfall and the largest amount of 
measured data last year from 2021.08.28 to 2021.08.29 is 
selected to verify the model. Figure 11 shows the 3-hour 
precision hyetograph for this rainfall. The rainfall peaks 
occurred at the 24th and 39th hour, and the data obtained by 
manual measurement mainly concentrated on the time period 
of the second rain peak. 

 
Figure 11. Hyetograph on 2021.08.28-2021.08.29 in Kaifeng 
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1) Spatial distribution verification 
Waterlogging from 2021.08.28 to 2021.08.29 was 

simulated. The water depth simulation result of TELEMAC-
2D is shown in Figure 12. According to the range of water 
depth, we divided the water depth into three levels as shown 
in Table IV, among which level 3 is the low risk level and it 
is only difficult for pedestrians to walk. Level 2 is medium 
risk level, bicycles and cars are difficult to drive. Level 1 is 
high risk and it will stop the traffic. The three different levels 
of danger are shown in light to dark blue. 

The locations prone to waterlogging were obtained from 
Kaifeng City Administration Bureau: red dots indicate 
positions that have been prone to waterlogging over the 
years, brown dots indicate underpasses, and yellow-brown 
squares indicate neighbourhoods prone to waterlogging. 

Among the 17 neighbourhoods prone to waterlogging, 5 
were at medium risk and 4 were at low risk. All 10 
overpasses are at high risk. Among the 27 waterlogging 
spots, 18 were at low risk, 3 were at medium risk and 6 were 
at high risk. 

 
Figure 12. Water depth simulation results of TELEMAC-2D for the 

waterlogging from 2021.08.28 to 2021.08.29 

Table IV Definition of waterloggoing level 

Water depth (m) 0.05∼0.25  0.25∼0. 50 ≥ 0.50 

Waterlogging level 3 2 1 

Comparison of 101 manually measured data with 
simulation results are shown in Figure 13. The spatial 
distribution trend of the simulation results is generally 
consistent with that of the measured data. It shows that the 
simulation results can reflect the trend of water spatial 
distribution in reality.  

However, we found that 71% of the simulation results 
were lower compared with the measurement results, which 
may be caused by two reasons. One reason is that the setting 
of the CN value is small, which leads to the increase of 
infiltration rate and the decrease of runoff production, thus 
resulting in less surface water. Another reason is that after 
years of use, the drainage capacity of the pipe network 
system is lower than that of the new one. We can modify the 
parameters of SWMM in future work, such as the friction 

coefficient in the pipe, to reduce the drainage capacity of the 
pipe network. 

2) Time distribution verification 
We extracted three measurement points and verified the 

data in terms of time distribution. Figure 14 shows the time-
varying water depth curves of Songmenguan Road, 17th 
middle school and Xihou Road respectively. It can be seen 
that in terms of time distribution, the simulation results have 
the same trend as the measured data, but similarly, the 
simulation results are lower than the measured results. 

B. Error analysis and discussion 

Based on the deviation between the simulation results and 
the measured data, we attempt to analyse here the causes of 
the error, and provide some practical experience for the 
future use of simulation model for urban waterlogging 
prevention. 

1) Rainfall data 
The accuracy of input data has a great impact on the 

accuracy of results. In order to improve the accuracy of 
rainfall data, we keep the precision of rainfall input file 
consistent with the precision of weather forecast. For 
example, in the waterlogging simulation for the next 24 
hours, we use the hourly precipitation data as input. In 
addition, the more recent the forecast, the more accurate it is, 
so we feed new rainfall data from the API every three hours 
to achieve a real-time update of the simulation results.  

2) Measurement data 
The measurements that we obtained so far were taken 

manually by different people. Their readings can be off by 5 
to 10 centimetres or more. Therefore, in the construction of a 
twin platform, one should invest in some water level meters 
and flowmeters, which can obtain more accurate data. 

 

3) Parameters in model 
There are many parameters in the model determined 

according to engineering manuals or relevant literature, such 
as infiltration rate and friction coefficient. These parameters 
do not reflect real urban conditions. We expect to calibrate 
these parameters using data assimilation (the ADAO module 
of the SALOME platform) after obtaining a sufficient 
number of measurements from the water level meter and 
flowmeter. 

 

 

VII. CONCLUSION AND PERSPECTIVES 

In this study, numerical simulations of urban 
waterlogging in the urban district of Kaifeng City were 
performed with coupling TELEMAC-2D model and SWMM 
model. More specifically, the establishment method and 
simplification principle of overland flow model and pipe 
network system model, as well as the coupling mode of 
TELEMAC model and SWMM model are put forward.  
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For the validation process, a rainfall data from 
2021.08.28 to 2021.08.29 is used to validate the model. For 
the spatial distribution verification, among the 17 
neighbourhoods prone to waterlogging, 5 were at medium 
risk and 4 were at low risk. All 10 overpasses are at high risk. 
Among the 27 waterlogging spots, 18 were at low risk, 3 
were at medium risk and 6 were at high risk. The spatial 
distribution trend of the simulation results is generally 
consistent with that of the measured data. It shows that the 
simulation results can reflect the trend of water spatial 
distribution in reality. In terms of time distribution validation, 
the simulation results have the same trend as the measured 
data. However, 71% of the simulation results were lower 
compared with the measurement results. In view of this, we 
propose several reasons for the error of the results, including 
the error of rainfall data, measurement error, and the error 
caused by the model parameter settings that cannot reflect the 
real urban conditions. 

In further improving this work, we will keep the precision 
of rainfall input file consistent with the precision of weather 
forecast and feed new rainfall data from the API every three 
hours to achieve a real-time update of simulation results in 
order to improve the accuracy of rainfall data. In setup of the 
simulation, we will invest into some water level meters and 
flowmeters, which can obtain more accurate measurement 
data. We will calibrate the setting parameters including 
friction coefficient and CN values by using data assimilation 
after obtaining a sufficient number of measurements from the 
water level meter and flowmeters. 
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Figure 13. Comparison of 101 manually measured data with simulation results 

 

Figure 14. Comparison of 101 manually measured data with simulation results 
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Abstract – The concept of combining Flood Control Areas 

(FCA) and areas with a Controlled Reduced Tide (CRT) to give 

“Space to the River” is an original idea that has been developed 
in Belgium. In order to perform knowledge transfer of the 

FCA-CRT method to other European partners, an idealized 

modelling approach is proposed as a tool for assessing the 

applicability for other European estuaries. This study 

investigated the different topo-bathymetry schematization 

methods and their impacts to the tidal propagation. Then an 

idealized model with the implementation of an FCA-CRT is 

used to explore the influences of its location on the estuarine 

hydrodynamics and tidal range reduction. 

Keywords: idealized modelling, FCA-CRT, estuary. 

I. INTRODUCTION 

The concept of combining Flood Control Areas (FCA) and 
areas with a Controlled Reduced Tide (CRT) to give “Space to 
the River” is an original idea that has been developed, 
implemented and monitored in a pilot project in the Scheldt 
Estuary in Belgium. Through years of development, this nature-
based solution has been proved to be an effective approach 
providing protection against flooding and improving resilience 
of the estuarine ecosystem under the threat of climate change 
[1].  

 
Figure 1. Functioning of a Flood Control Area (FCA) with Controlled 

Reduced Tide (CRT) at storm surge (upper panels), at high water mean tide 
(central panels) and at low water mean tide (lower panels) [1].  

Figure 1 illustrates the concept of a functional FCA-CRT on the 
bank of an estuary. 

In order to perform knowledge transfer of the FCA-CRT 
method to other European partners, an idealized modelling 
approach is proposed as a tool for assessing the applicability for 
six European estuaries across France, Germany, the Netherlands 
and the UK. This approach requires schematization of the 
geometry for each study area, in which the FCA-CRT is 
modelled as culverts, and only the important physical processes 
are considered [2]. 

To investigate the potential effects of FCA-CRT on tidal 
wave propagation and optimizing its design for each estuary, a 
large number of simulations have to be carried out in order to 
exhaust all possible combinations. For each of these simulations, 
a slightly different mesh with a specific design of the FCA-CRT 
must be used, which requires a considerable amount of effort in 
mesh creation, not to mention that the whole process has to be 
repeated for all six European estuaries. To make this process 
more efficient, an automated workflow has been developed 
based on a set of tools and algorithms that can perform topo-
bathymetry schematization, mesh generation, simulation 
execution and post-processing, with given inputs. The  process is 
based on Python scripts and other relevant packages to: (a) 
process the topo-bathymetric and water level data of each 
estuary; (b) prepare the necessary information for the Gmsh 
mesh generator [3]; (c) using the Gmsh API in Python to 
manipulate the mesh generation according to the desired FCA-
CRT design; (d) translate the Gmsh generated mesh file (.msh) 
into the SELAFIN format mesh (.slf) to be recognized by 
TELEMAC-2D; (e) create a boundary condition file (.cli) that 
matches the new mesh; and (f) finally set-up of the schematized 
model for execution. Another important aim in this study is to 
use Python and TELAPY to create simulations from a model 
template and manipulate their inputs, i.e., meshes, steering files, 
boundary data, etc., to match each individual case to a specific 
design of FCA-CRT among a large number of combinations, 
and then submit them to a Linux-based higher performance 
computer for execution. The post-processing is also integrated in 
the automated workflow and the effects of FCA-CRT are 
analyzed.  

This paper presents the integrated workflow with an 
example of the Scheldt estuary. 

II. METHODOLOGY 

The idealised modelling of an estuarine system usually 
consists of the following considerations: 
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• The schematization of the topo-bathymetry.  
• The schematization of physical processes. 
• The schematization of the measures.  
 

These three aspects are discussed in detail in the 
following sections. 

A. Topo-bathymetry schematization 

In nature, the geometry of the estuary could change 
dramatically, starting much wider in the mouth region and 
then converging to a much narrower tidal river towards 
upstream. The bottom of the estuary usually varies in two 
directions, along the thalweg of the channel (deeper in the 
estuary mouth and shallower when it reaches further 
upstream), and across (deeper in the middle of the channel 
and shallower when it is close to the banks). When deriving 
the topo-bathymetry for building an idealised model, it is 
important to choose an appropriate method to perform 
schematization. In general, this complex natural geometry 
can be simplified while maintaining important properties like 
the characteristics of tidal propagation. In the previous study 
[6], the Scheldt estuary (Figure 2) was schematized as a 
funnel-shaped single channel from the mouth at Vlissingen to 
the tidal weir and locks at Ghent. The bottom of the 
schematized domain was kept constant in the cross-section 
direction but variable in the horizontal direction following 
the trend of the measured bathymetry.  

 

Figure 2. The tidal part of the Scheldt River from Vlissingen to Ghent [6]. 

Following a similar idea and utilizing the advantage of 
the TELEMAC-2D modelling framework, a new 
methodology that could maintain more topo-bathymetric 
features is proposed for the estuarine domain schematization 
in this study. To be more specific, the new method allows the 
presence of intertidal areas next to the main channel, and the 
shapes of the cross-sections along the estuary are computed 
by matching the observation-derived wet section areas at 
mean high water (MHW) and mean low water (MLW). The 
design of the mesh (distribution of the mesh nodes with 
spatial dependent size field) is also considered in this 
procedure. 

In the framework of the TIDE project (http://www.tide-
project.eu/), the topo-bathymetry and the main water level 
parameters (MHW and MLW) were collected from several 
European the estuaries including the Elbe, the Humber, the 
Scheldt, the Seine, and the Weser based on the previous 
surveys [4][5]. The topo-bathymetric data of an estuary 
represents its widths and elevations of the subtidal, intertidal, 

and supratidal areas located within the dyke lines in the 
domain.  

The following data is reported in [4] and [5] and used in 
the schematization of the topo-bathymetry in this study: 

• ZMHW: mean high water level 
• ZMLW: mean low water level 
• AMWH: wet section area at mean high water level 
• AMLW: wet section area at mean low water level 
• WMHW: width at mean high water level 
• WMLW: width at mean low water level 

 

1) Shape of the schematized estuary 
The first step in the schematization of the topo-

bathymetry is the mesh design since it determines the 
geometric contour or the shape of the schematized estuary. 
The shape is usually derived from the observed widths at 
multiple transects along the estuary. In the previous study 
[4], the estuary widths of the Scheldt were derived from the 
digital elevation model and the water level parameters. 

Figure 2 

Figure 3. Measured width and fitted curved for the Scheldt Estuary. 

Figure 3 shows the observed estuary widths WMHW and 
WMWL (width at mean water level, which is the average of 
WMHW and WMLW). Depending on the degree of preservation 
of topo-bathymetry features, the observed widths can then be 
fitted with specific functions for having non-smooth or 
smooth transitions from downstream to upstream. Later these 
functions are also used for generating the outline for the 
schematized domain. 

2) Mesh generation 
The second step involves the design of the mesh. To 

make the simulation efficient while maintaining enough 
features in topo-bathymetry, the mesh is designed as follows: 

• A fixed number of nodes are evenly placed (with 
interval of dx) in the cross-sectional direction at 
every transect along the estuary. 

• The distance between two transects or cross-sections 
(dy) is proportional to dx at the same location. 

• The most outward nodes form the outline of the 
mesh, while the rest are considered as inside nodes 
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and control the generation of triangular elements 
within the domain. 

The algorithm for generating the mesh outline and the 
embedded points is illustrated in Figure 4.  

 
Figure 4. The algorithm for generating mesh nodes for a shcematized 

estuary (fwidth(x) is the fitted function for the estuary width). 

 
Figure 5. Algorithm generated points for the schematized Scheldt mesh (top: 

overview of the resampled points, bottom: zoom-in view of the nodes) 

The generated outline nodes and inside nodes are shown in 
Figure 5. 

Next, Gmsh is utilized for generating non-uniform 
triangular elements. The outline and the embedded nodes are 
arranged in a specific format and the info is passed to the 
mesh generator via its python API.  

Gmsh uses its own file format (.msh, version 4) to store 
information of a generated mesh following a convention 
described in the Gmsh reference manual [6]. A python tool 
was then developed for converting the Gmsh file format into 
the selafin format (.slf) used by the TELEMAC system. The 
following mesh data is considered essential and required 
during the translation between two formats: 

• Node number of each mesh node and its coordinates 
(x, y), 

• Definition of each element (connection table with 
nodes arranged counterclockwise for ensuring 
positive determinant), 

• Node number of the boundary nodes at both open 
and close boundaries. 
 

The same python tool can also generate the boundary 
conditions file (.cli) automatically based on the info passed to 
Gmsh.  

3) Resolving the transect profiles 
The methodology in [6] assumes the bottom of a 

schematized estuary is flat in the cross-sectional direction but 
varies smoothly in the horizontal direction. This is usually 
not true for real estuaries due to the presence of intertidal 
areas, which not only affect the tide propagation but also lead 
to more complex morphological evolutions. Thus, including 
intertidal area and its potential influence should be 
considered in the domain schematization. 

In the design of the mesh, nodes (including outline and 
inside nodes) are evenly distributed along each transect. 
Including intertidal areas will lead to changing elevations at 
these nodes transect by transect. Hence, a new method is 
proposed in this study based on the following assumptions: 

• Evenly distributed nodes (seven in total) are placed 
along each transect and the lengths of the transects 
resemble the observed widths at mean high water 
WMHW. 

• The transect profile is assumed to have platforms 
next to the main channel representing the intertidal 
areas. 

• The wet cross section areas at ZMHW and ZMLW 
(AMHW and AMLW, respectively) should correspond to 
the measured data mentioned in [4]. 

Figure 6 shows the predefined transect profile with the 
relevant parameters required for solving the two unknowns, 
the platform elevation ZP and the main channel bottom 
elevation ZB. 
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Figure 6. The targeted transect profile for matching the measured wet cross 

section areas at MHW and MLW 

According to the definition of the cross section in 
Figure 6, the following equations must be satisfied: 𝐴𝑀𝐻𝑊 = 6𝐿 ∙ 𝐻1 + 3𝐿 ∙ 𝐻2 (1) 𝐴𝑀𝐿𝑊 = 2𝐿 ∙ ℎ + 𝑙 ∙ ℎ (2) 

Because 𝑍𝑀𝐻𝑊 − 𝑍𝐵 = 𝐻1 + 𝐻2 (3) 𝑡𝑎𝑛𝜃 = ℎ𝑙 = 𝐻2𝐿  (4) 
and  𝑍𝑀𝐿𝑊 − 𝑍𝐵 = ℎ (5) 𝐻1 = 𝑍𝑀𝐻𝑊 − 𝑍𝑃 (6) 𝐻2 = 𝑍𝑃 − 𝑍𝐵  (7) 
The eq. (1) and eq. (2) could be rewritten as 𝐴𝑀𝐻𝑊 = 6𝐿 ∙ (𝑍𝑀𝐻𝑊 − 𝑍𝑃) + 3𝐿 ∙ (𝑍𝑃 − 𝑍𝐵) (8) 𝐴𝑀𝐿𝑊 = 2𝐿 ∙ (𝑍𝑀𝐿𝑊 − 𝑍𝐵) + 𝐿(𝑍𝑃 − 𝑍𝐵) ∙ (𝑍𝑀𝐿𝑊 − 𝑍𝐵)2 (9) 

where, the interval between the evenly spaced nodes along 
the cross-section L = WMHW/6.  

Solving the set of eq. (8) and eq. (9) provides the results 
of the two unknowns ZP and ZB that define the profile of the 
cross section. The python package SymPy for symbolic 
mathematics is used to solve the set of equations. Note that 
eq. (6) can be seen as a quadratic equation of ZB because of 
the term (ZMLW-ZB)2, thus solving the equations consequently 
result in two sets of solutions of H1, H2 and ZB, in one of 
which it is possible to have ZMLW < ZB. The criterion for 
selecting the valid solution is that the platform elevation ZP 
should fall in between ZMHW and ZMLW at most of the 
locations, so only one solution remains valid and is used later 
in the model. 

Again, depending on the degree of preservation of topo-
bathymetry features, the resolved platform and bottom 
elevations can be fitted with polynomial functions to smooth 
out the unwanted local variations. An example is shown in 
Figure 7.  

 
Figure 7. The resolved platform and main channel bottom elevations in the 

Scheldt estuary with coresponding fiteed polynomial curves. 

B. Schematization of the enginerring mitigation (FCA-

CRT) 

The engineering mitigation considered in this study, i.e., 
the FCA-CRT, consists of sophisticated hydraulic structures 
separating the main estuary channel from an adjacent area of 
land adjacent that can experience flooding during periods of 
high water. Both the structure and the area of the land must 
be schematized in an idealised domain. As such, the water 
volume exchange between the main estuary channel and the 
FCA-CRT are modelled by culverts in TELEMAC-2D. The 
following schematization of the FCA-CRT is used in the 
model (Table I). 

Table I Configuration of the culverts linking the main channel and the 
FCA-CRT 

Dimensions of 
the area Rectangle, 2500 m by 1200 m 

Mesh size 200 m 

Culverts 
12 inlets  Each culvert: length 20m, 

width 2.6m, height 2.2m 8 outlets 

Location of 
the area 

Moving along the estuary in each 
simulation 

 

To demonstrate the effects on the estuarine 
hydrodynamics, the FCA-CRT is placed at different locations 
in different simulations. A python tool is made for generating 
batches of the models with specified configurations of the 
FCA-CRT in each one of them. In this case, it is used to shift 
the location of the FCA-CRT in each simulation, each time 
15 km towards upstream starting at 15 km from the mouth 
area in the first simulation. 
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Figure 8. The mesh of the schematized Scheldt estuary with a FCA-CRT 

The dimensions of the FCA-CRT and its location relative 
to the estuary are passed to Gmsh via its API in order to 
generate a smaller scale separate mesh, and then attached to 
the main estuary mesh. The boundary conditions file (.cli) is 
updated as well in order to include the boundary definitions 
for new area in the original mesh. An example of the estuary 
mesh (with curve-fitted widths) that has an FCA-CRT can be 
seen in the example in Figure 8. It is worth mentioning that 
the storm scenario is not considered in this study, in this case 
the FCA-CRT allows inflow and outflow via culverts, and 
there is no overflow from the main channel to the FCA-CRT 
above the overflow dike. Hence, the FCA-CRT area can be 
detached from the main mesh, the advantage is that its grid 
size will not be subjected to the mesh size in the estuary and 
the dimensions of the FCA-CRT can be defined freely.  

C. Esturine process schematization 

There are many physical processes happening in an 
estuarine system, e.g. (tidal) wave propagation, transport of 
suspended matter, salinity mixing, and other relevant 
ecological processes. In the idealised modelling, depending 
on the research focus, only the important processes are 
necessary to be included in the model. 

Table II Model configurations 

Boundary 
forcing 

Upstream Constant discharge 60 m3/s 

Downstream 

Tidal constituents  
(AM2 =1.89m, ΦM2=0.0, fM2 
=1.405e-4, AM4=0.15m, 
ΦM4=-2.269e-2, fM4 =2fM2)* 

Model 
parameters 

Turbulence 
model 

The Smagorinsky model 

Bottom 
roughness 

Dynamic friction law [8] 
with ks=0.3m 

Tidal flats 
Yes, option 3 with 
consideration of porosity 

Timestep 10 s 

Duration 20 days 

*M2 and M4 are the two major tidal constituents in the Scheldt estuary, and their amplitudes, 
phases and frequencies are denoted by A, Φ and f respectively. The values are based on [6] with 

adjustment for matching the tidal amplitude at downstream boundary with the observation. 

 

In this study, the estuarine hydrodynamics is the main 
focus. The model has two open boundaries, at the 
downstream boundary (sea boundary), water elevations with 
two major tidal constituents (M2 and M4 tides) are 

prescribed, while at the upstream boundary a constant 
freshwater discharge is imposed. The turbulence (eddy 
viscosity) is resolved by the Smagorinski model. The 
overview of the model set-up can be seen in the Table II. 

The above model configurations have been applied to all 
the simulations in this study. The differences in each 
individual model run are discussed in the next section. Note 
that considering the Scheldt estuary is well-mixed, the 
salinity is not included in the models.  

III. RESULTS 

Two groups of simulations were carried out in this study. 
The first group aimed to understand the influences of the 
topo-bathymetry features on the hydrodynamics in a 
schematized model, while the second group was dedicated to 
highlighting the effects of the FCA-CRT on the tidal 
propagation in along the estuary. 

A. Effects of the topo-bathymetry schematization 

The schematization of topo-bathymetry is one of the most 
important aspects in idealized modelling since the shapes of 
the estuary will have impacts to the tidal propagation. 
Different ways of schematization in this sense may result in 
different hydrodynamics in the domain, which could impact 
the validity of an idealized model.  

In order to gain more insights, three meshes derived from 
different topo-bathymetry schematization methods are tested 
in three separate TELEMAC-2D simulations (Table III). 

Table III Topo-bathymetry schematization methods used in this study 

Method Transect profile 

iFlow 
method [6] 
(flat bottom) 

Rectangle, curve-fitted width WMWL (see 
Figure 3), bottom elevation of each 
transect: 𝑍𝐵  = (𝑍𝑀𝐻𝑊 + 𝑍𝑀𝐿𝑊)2 – 12 (𝐴𝑀𝐻𝑊 + 𝐴𝑀𝐿𝑊)𝑊𝑀𝑊𝐿  

Proposed 
method 
(with tidal 
flats) 

See Figure 6, ZP and ZB are solved from 
eqs. (8) and (9). No curve-fitting to WMHW, 
ZP and ZB. 

Proposed 
method 
(with tidal 
flats, 
smoothed) 

See Figure 6, ZP and ZB are solved from 
eqs. (8) and (9). Curve-fitted WMHW, ZP 
and ZB. 

 

The schematized estuarine widths and platform/bottom 
elevations are shown in Figure 9, and the actual meshes used 
in the simulations can be seen in Figure 10. The only 
difference among these model runs is the mesh and the topo-
bathymetric info associated with it, the rest of the model 
configurations are kept the same as in Table II. 
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Figure 9. The half of the widths and the platform/bottom elevations of the 

three meshes (dotted lines: platform elevation, solid lines: bottom 
elevations) 

 
Figure 10. Overview of the meshes used in the simulations 

The modelled results are then processed and compared 
with the observed data provided by [4]. To be more specific, 
the MHW, the MLW and the tidal range is computed in all 
the cases and compared with the values derived from the 10-
year water level measurements in the Scheldt estuary.  

Figure 11 shows that the mesh with tidal flats matches 
best the observed MLW and tidal range along the estuary, but 
it underestimates the MHW in the region 0-140 km and 
overestimates it from 140 km to 160 km. One of the reasons 
for the relatively poor agreement with the observed MHW 

especially near the upstream boundary could be due to the 
imposed constant discharge. In reality, flow can reverse its 
direction from downstream to upstream during flood around 
this location. The constant discharge in the model disturbs 
the flood/ebb transitions in the area, hence causes deviations 
from the measurements.  

 

 

Figure 11. Comparison of MHW, MLW and tidal range 

Compared to its non-smoothed version, the smoothed 
mesh with tidal flats produces similar horizontal patterns but 
the larger deviations from the observations. In general, it 
overestimates the tidal range in the region between 60 km 
and 110 km, which is mainly due to the underestimation of 
the MLW in the same region. This indicates that the detailed 
topo-bathymetric features affect the tidal propagation in the 
estuary and cannot be neglected. It also seems that the local 
variations in widths and elevations have larger influence in 
certain region that the other. But it is expected to have less 
tidal wave attenuation with the smoothed mesh. 

The mesh with flat bottom predicts different horizontal 
patterns in MHW, MLW and tidal range. The peaks in these 
curves are always further upstream with 10 km shift 
compared to the observations. This means lack of topo-
bathymetric features could lead to different tidal 
characteristics in the estuary. 
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Figure 12. Comparison of tidal asymmetry in the main channel (top: ebb 
duration/flood duration; bottom: mean ebb velocity/mean flood velocity) 

The effects of the topo-bathymetry can be further 
demonstrated in Figure 12. Two tidal asymmetry indicators 
were computed, namely the duration asymmetry and velocity 
asymmetry. The duration asymmetry shows that both meshes 
with tidal flats result in a less ebb dominant system, meaning 
that the ebb phase becomes shorter and flood phase longer. 
Especially with the smoothed version, due to less resistance, 
the downstream region from 0 km to 60km becomes slightly 
flood dominant. 

The similar trend can also be observed in the velocity 
asymmetry. The results show that both ebb and flood 
velocities are increased when using the two meshes with tidal 
flats and the overall trend is that the system in these two 
cases become less flood dominant and, in some areas, more 
ebb dominant. Because the ebb velocity increases even more 
in the case with smoothed mesh with tidal flats, the system 
becomes entirely ebb dominant.  

B. Effects of the FCA-CRT 

The effect of the FCA-CRT on the reduction of tidal 
range has been assessed with a batch of simulations, in which 
the location of the FCA-CRT is changed in each run, but the 
size and the configurations of the culverts are kept the same. 
All the simulations were done with the smoothed mesh with 
tidal flats. 

Figure 13 shows the tidal range is reduced by the 
presence of the FCA-CRT near the location where it is 
implemented. Downstream of it we can also observe a slight 
increase (compared to the reduction) of the tidal range due to 
the release of the stored water during ebb.  The effect of the 

reduction is larger in the upstream and becomes smaller 
towards downstream where the tidal prism greatly increases. 

 
Figure 13. Tidal range differences along the estuary in the scenarios (with 
FCA-CRT implemetned) compared to the reference (FCA-CRT inactive) 

 
Figure 14. The ratio of the volume passing the transect where the FCA-

CRT is implemented in the period between MHW and MLW to the volume 
entering FCA-CRT in the same period 

 
Figure 15. The MHW, MLW and tidal range in the FCA-CRT against the 

lcoation of the FCA-CRT 

Further analysis shows that the reduction of tidal range 
can be linked to the ratio of tidal prism, which is the ratio of 
the volume passing the transect where the FCA-CRT is 
implemented in the period between MHW and MLW to the 
volume entering FCA-CRT in the same period (Figure 14). 
The reduction of tidal range increases exponentially, and 
more volume entering the FCA-CRT after 120 km and 
further upstream. 

Besides the influence in the main channel, the tidal 
characteristics inside the FCA-CRT was investigated. 
Figure 15 shows the MHW, the MLW and the tidal range in 
each scenario case. In general, the water levels increase as 
the location of the FCA-CRT moves upstream. The highest 
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tidal range is achieved when placing the FCA-CRT at 105 
km and it reduces the tidal range in the main channel by 18.2 
cm. In case of requiring less disturbance to the system while 
maintaining the tidal dynamics in the area, then placing at 90 
km will be an optimal option since it only reduces the tidal 
range by 4.8 cm. 

 
Figure 16. Location of the Bazels FCA-CRT [9]. 

 
Figure 17. The timeseries of water level in Kruibeke-Bazels FCA-CRT 

(source: waterinfo.be). 

The results are found comparable the pilot projects in the 
Scheldt estuary. One of the examples is the Kruibeke-Bazels 
FCA-CRT [9]. The area is situated at 85 km, with 450 ha 
mud flats and salt marshes now be used as a nature reserve, 
in which the tidal nature is created via the FCA-CRT 
concept. The tidal range in the area ranges from 0.5 m to 0.7 
m according to the measurements in the past 3 months (6 
July – 6 October 2022) (Figure 17). 

 

IV. CONCLUSIONS 

An idealized modelling approach is proposed in this 
study for studying the influence of the FCA-CRT on the 
estuarine hydrodynamics. As one of the important aspects in 
the idealized modelling, the schematization of the topo-
bathymetry of the estuary was further investigated. The 
comparison of three difference schematization methods 
shows that the topo-bathymetry features could impact the 

tide propagation. More features it can preserve in a 
schematized domain, higher accuracy it may achieve in an 
idealised model. The detailed topo-bathymetric variations in 
the mesh does not only affect the tidal range, but also the 
tidal asymmetry, and it may lead to different tidal 
characteristics that deviate from real system.  

The second part of this study investigated the influence of 
a FCA-CRT on the reduction of tidal range by placing it at 
different locations. The results show that, for a given 
configurations of the culverts, depending on the ecological 
and hydrodynamic targets, there always exists an optimal 
location, where the tidal characteristics in the FCA-CRT is 
more favourable and it has desired impact to the system. It is 
worth mentioning that this is only a preliminary study, 
although it has demonstrated how the methodology can be 
used to optimize the FCA-CRT design. 
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Abstract – This paper addresses wetting and drying using the 

TELEMAC finite element code in two-dimensional and three-

dimensional simulations. Simulations with wetting and drying in 

TELEMAC can be challenging, especially in situations where the 

bottom slope is large. Here, high velocity values are regularly 

encountered, that sometimes can lead to instabilities and crashes 

of the model and often limit the time step of the simulations, thus 

increasing the calculation time. In this paper the TELEMAC 

finite element wetting and drying algorithm is studied. Some 

alternative methods for the wetting and drying scheme are 

implemented, which are tested in theoretical test cases as well as 

in a simplified version of the Scheldt Estuary model. 

Keywords: TELEMAC-2D, TELEMAC-3D, wetting-drying, tidal 
flats, numerical methods 

I. INTRODUCTION 

A. Background 

In many simulations, the model domain consists of shallow 
areas, where a part of the time the area becomes dry. Examples 
of such dry areas include tidal flats, beaches, and riverbanks. 
The simulation of wetting and drying is numerically and 
physically challenging. The physical challenge lays in the fact 
that the shallow water equations, such as they are used in 
TELEMAC-2D are not valid, as some of the assumptions used 
in deriving these equations are not satisfied around the 
transition to dry areas. The numerical challenges in the wetting 
and drying process are many. The most important of these are: 

• Ensuring that negative water depths do not occur. 
• The occurrence of spurious pressure gradients on slopes 

(Figure 1). 
• Ensuring correct local and global mass balances 

(Figure 2). 
• The occurrence of shocks at the wet-dry transition. In 

TELEMAC, this often leads to the occurrence of wiggles 
in the velocity, with peaks that are unphysically large. 

• The occurrence of singularities due to division by the 
water depth (e.g. in the bed friction term and the 
horizontal diffusion term). 

• Occurrence of instabilities leading to model crashes. In 
TELEMAC, these typically happen because high 
velocities occur on (nearly) dry cells.  
Preventing this typically leads to a severe time step 
criterion and therefore slow calculations. It seems in 
general, that this problem tends to be more severe close to 
(steep) slopes in the bathymetry.   

• Model crashes due the occurrence of NaN values in the 
tracers (like temperature or water quality variables) in 
shallow areas. 

 
Figure 1. Occurrence of spurious pressure gradients due to wetting drying. 

Because the water depth is non-negative, the free surface on the dry slope has 
an incorrect gradient, which drives a spurious flow when left uncorrected. 

 
Figure 2. Occurrence of mass balance errors due to wetting drying. The 

volume that needs to be filled/released on the dry area is larger in the model 
(red) than it should be in reality (blue), leading to increased flow on the side. 

It is interesting to note that the first two problems could 
disappear in case negative water depths are allowed. This 
approach is indeed used in the finite element model of 
Henische et al [1], who apply a very large friction coefficient in 
areas with negative water depths in order to damp the flow 
there. Nevertheless, this approach has many limitations, and 
hence, is not considered in this paper. 

B. Objective of the study 

The objective of this research is to further improve the 
wetting and drying algorithm in TELEMAC. In particular, the 
aim is to make the algorithm more stable, such that larger time 
steps can be used, and to limit artifacts (wiggles) in the 
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computed velocity fields, which pose problems for example 
when sediment transport is considered. 

In this paper, the focus is to find solutions that work in 
TELEMAC-2D and TELEMAC-3D for cases with and without 
transport of scalars. This means that many numerical options 
are not considered in the present work, because they are not 
available in TELEMAC-3D (such as finite volume schemes, 
the primitive equation option or SUPG on water levels) or 
because they cannot be used in combination with tracer 
transport (such as filtering to correct negative depths: 
TREATMENT OF NEGATIVE DEPTHS = 1). Note that the 
finite volume method in TELEMAC-2D, while certainly more 
robust for wetting and drying, has a stringent time step 
criterium, because it is an explicit scheme, making it rather 
slow.  

These considerations lead us to the choice to inspect the 
case where the wave equation is used to solve the momentum 
equations (TREATMENT OF THE LINEAR SYSTEM = 2), 
in combination with the flux control settings to treat negative 
depths (TREATEMENT OF NEGATIVE DEPTHS = 2). In 
the present paper, only simulations are performed using 
TELEMAC-2D. Improvements in TELEMAC-3D are left to a 
future paper. Improvements to scalar transport are also not 
considered in this paper, but these are mentioned in [2]. 

C. Overview of wetting drying in literature 

It is insightful to consider the scientific literature on wetting 
drying. Most of the work on wetting and drying has been done 
in finite volume schemes. However, some work has been 
performed for wetting and drying. An implicit wetting-drying 
method was presented by Kärmä [3]. In their paper, they 
change the bathymetric elevation in order to prevent negative 
depths. The resulting system of equations is non-linear and is 
therefore solved using a Newton-Raphson solver. Wetting and 
drying in a finite element simulation for non-hydrostatic 
simulation is also considered in [4] and [5], whereas the 
solution of the shallow water using residual distribution 
schemes is described by [6]. In the latter approach, the scheme 
is constructed in such way that the water depth cannot become 
negative. Their approach has some similarities to the negative 
depth algorithm in TELEMAC, which also uses a residual 
distribution scheme. 

Stelling and Duinmeijer [7], whose approach was later 
extended to unstructured meshes [8], consider wetting and 
drying on structured finite difference scheme, and present an 
implicit scheme for the continuity equation, which still retains 
a time step limit (only one cell can be flooded per time step), 
which is needed to make sure the water depth remains positive. 
Their conclusion is that for correct wetting and drying, an 
energy balance (obtained using Bernoulli’s equation) should be 
applied on the transition of wet to dry. This shows that the 
characteristics method used for advection of velocities (such as 
used in TELEMAC) leads to additional energy dissipation. 
Hence it is a robust choice, but it may not be suited for all 
circumstances. 

Casulli [9] presented a new finite volume method to take 
wetting and drying into account. His approach considers the 
variation in the bathymetry within a cell of the mesh. This has 
two advantages: the water depth of the volume fluxes is better 

represented (typically they are deeper, leading to less formation 
of shock waves), and it solves the volume and pressure 
gradient problems discussed in section I.A. Because the 
method uses bathymetry variation within cells, simulations can 
be performed using coarser meshes while keeping the same 
accuracy, thus leading to faster calculation times. The method 
leads to a non-linear system of equations, which is solved using 
a Newton-Raphson iteration technique that was found to 
converge rapidly. Unfortunately, it is not straightforward to 
apply these ideas to the finite element method used in 
TELEMAC. 

D. Overview of wetting drying algorithm in TELEMAC 

The algorithm that is used in TELEMAC-2D and 
TELEMAC-3D to calculate the hydrodynamics is roughly 
summarized as follows: 

1. First, boundary conditions, forcings and source terms 
(baroclinic pressure gradient, Coriolis force, wave-current 
interaction etc.) for the hydrodynamic equations are 
calculated. 

2. The changes in the water level and velocities are 
calculated using the wave equation (subroutines propag.F 
in TELEMAC-2D and wave_equation.f in TELEMAC-
3D). This is a matrix equation, which needs to be solved. 
The calculation consists of the following sub steps: 

a. Calculation of the vertical flow profile based on 
vertical diffusion and forces (TELEMAC-3D only). 

b. Calculation of the advection terms (these are explicit). 

c. Calculation of the horizontal diffusion. This is done 
using an explicit method in TELEMAC-3D, and a 
somewhat implicit method in TELEMAC-2D1. 

d. Calculation of the vertical momentum equation to 
determine the non-hydrostatic pressure component 
(TELEMAC-3D, non-hydrostatic calculations only). 

e. Calculation of the free surface gradient at time n. A 
correction is applied to eliminate the spurious pressure 
gradient (Figure 1). 

f. Calculation of an auxiliary velocity, based on source 
terms, advection and diffusion as well as the surface 
pressure gradient at step n (that does not yet include the 
effect of changes in the water level).  

g. Solving the wave equation to determine the changes in 
water levels. At this step a matrix equation is solved. 

h. Applying the changes in water level to determine the 
water level gradient at time n+q, and use this gradient 
to calculate the final flow velocity. 

 

1  In TELEMAC-2D the diagonal of the diffusion matrix is applied 
implicitly, where the off-diagonal terms are applied explicitly. This has the 
advantage that no extra linear system needs to be solved, while still being 
stable for large values of DDT/DX2. Here D is the diffusion coefficient, DT the 
time step and DX a measure for the mesh size.   However, the calculated 
diffusion term leads to diffusion fluxes that are too low, especially for large 
values of DDT/DX2

. 
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3. Determine the volume fluxes of water (subroutine 
flux_ef_vf.f). 

4. Recalculate the water levels using the volume fluxes from 
step 3 using a residual distribution scheme (subroutine 
correction_depth_2d.f). This scheme is globally mass 
conservative, meaning that there is no loss of the mass of 
water, and at the same time, it prevents the occurrence of 
negative water depths. The scheme iteratively distributes 
the water masses that are transported between nodes [10]. 
In case the algorithm finds that no more water can be 
redistributed, it stops iterating. Typically, this happens 
when the flux out of a cell during a time step is larger 
than the available volume of water (i.e. during drying). A 
known issue of this scheme is that the results may differ 
when the number of parallel processes is changed. This 
issue is not addressed in the present paper. 

The advantage of the algorithm used in TELEMAC is that a 
layer of water (although with a thickness of 0 m) always 
remains present, thus avoiding instabilities related to including 
or excluding elements from the calculation. The fact that the 
algorithm allows the water depth to become zero is also an 
advantage. In many models, the remaining water layer needs to 
have a minimum thickness, which leads to problems with the 
volume balance of water, that can be severe in case large tidal 
flats are present (e.g. [11]). Finally, the algorithm is implicit, so 
it should, in theory, not pose any time step criterion. 

II. OVERVIEW OF TEST CASES 

A. Introduction 

The tests are performed using the goblinshark branch, 
which is based on TELEMAC v8p1. However, this branch 
contains two important changes with respect to wetting and 
drying: 

• The velocities are set to zero at dry areas (defined as 
h < 0.01 cm), as it was found that this prevents many 
instabilities, thus permitting the use of relativly large time 
steps. 

• Forces in the momentum equation (such as Coriolis force) 
are set to zero below a threshold depth (h < 0.10 m), after 
finding crashes related to the application of the force in 
shallow areas when using the NERD scheme for 
advection of momentum in TELEMAC-3D. 

B. Thacker Fruit bowl 

1) Description of the test 
The test case described by Thacker [12] is used as the main 

test case to test wetting and drying. In this test case, a seiche is 
calculated in a circular domain, where the bottom has a 
parabolic variation. Thacker showed that this situation has an 
analytical solution for cases without any energy dissipation 
(bottom friction, and viscosity), but including the advection of 
momentum as well as the Coriolis force. 

In this study, a circular domain with a radius of 10,000 m is 
set up with a mesh size of 100 m. This lead to a mesh with 
34,261 nodes (67,787 elements). The bathymetry is chosen 
such that the water depth in the middle of the basin is equal to 

5 m. As an initial condition, the water level from the analytical 
solution is used for the moment the water level has the most 
extreme run up to the right (Figure 3). At that moment, the 
velocities are zero according to the analytical solution, so zero 
velocities were used as an initial condition. 

 
Figure 3. Mesh and bathymetry of the test case, and initial condition of the 

water level (in grey). 

The simulations are performed for a total duration of 12 h, 
which corresponds to roughly nine oscillation periods. The 
time step is set to 30 s. The settings for the model were taken 
as much as possible in accordance to the analytical solution 
(for the case with a Coriolis coefficient of f = 0), with one 
major exception: bed friction is used applying Nikuradse’s law 
with a friction coefficient of k = 0.003 m, which is relatively 
low. This was done, in order to be able to assess the effect of 
bed friction, as this is sometimes considered an essential 
process for the correct numerical simulation of wetting and 
drying. For advection of momentum, the NERD scheme (14) is 
used.  

In each test case, it is tested that the oscillation period from 
the simulations corresponds to the value calculated in the 
analytical solution (80 minutes) and that the mass of water is 
conserved. Only when differences are found herein, this will be 
mentioned in the text. Note further that the analytical solution 
gives a maximum velocity of 0.8 m/s. Any velocity higher than 
this value is considered a spurious artifact. 

2) Results and sensitivity analysis of Thacker fruit bowl 
The simulations show that using the finite element method, 

two problems occur (note that according to the analytical 
solution, the velocity is expected to be constant in the domain): 

• The occurrence of wiggles in the velocity with a rather 
large magnitude. These occur near the wetting front. 
(Figure 4 at a distance of -8 km). 

• The occurrence of a discontinuity in the velocity, around 
the drying front (Figure 4 at a distance of +8 km). 
Apparently, the drying does not occur fast enough in the 
model, leading to the lagging of the drying front. 
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Figure 4. Velocity magnitude after 30 min on a transect through the centre of 

the basin. The flow at this moment is from right to left. 

A sensitivity test is performed, studying a large amount of 
numerical and physical parameters, in order to understand and 
to find, whether some numerical parameters can solve the 
issue. The main conclusions of this sensitivity study are: 

• The wiggles are strongly influenced by the time step. 
Decreasing the time step diminishes the wiggles (but even 
with a very small time step of 0.5 s, they do not disappear 
completely. This is in contrast to the finite volume 
method, which does not show any wiggles. However, the 
finite volume method is slow (about a factor 10 slower 
than the base case with a time step of 30 s), due to the fact 
that it uses a very small time step of approximately 1.5 s. 

• Using a high horizontal diffusivity (20 m2/s), diminishes 
the wiggles. However, it has a strong side effect, namely 
that the oscillation period changes substantially (with 
10% to 88.5 s). Further, there is a stability limit, thus 
limiting the applicability of this method in case with fine 
meshes.2 

• Some numerical parameters lead to a substantial decrease 
of the wiggles. The most prominent ones are NUMBER 
OF SUB-ITERATIONS FOR NON-LINEARITIES = 3, 
although this leads to a substantially larger calculation 
time (it increased almost with a factor 3), and FREE 
SURFACE GRADIENT COMPATIBILITY = 0.  

• There is some influence of the advection scheme. 
Nevertheless, the results using the characteristics method 
instead of the NERD scheme are rather similar. Other 
advection schemes have not yet been tested. 

C. Scheldt test case 

1) Description of the test 
A field test case is also taken. For this, an extract is made of 

the upstream branches of IMDC‘s Scheldt model [13], in order 
to have a fast model that can easily be run on a single 
processor. The mesh contains 40,658 nodes (68,230 elements) 
and contains channel meshes in a large part of the domain 
(Figure 5). The area contains many narrow branches, often 
discretised using channel meshes, with small mesh sizes (of the 

 

2 Indeed increasing the horizontal viscosity in the Scheldt test case let rapidly 
to instabilities and crashes. 

order of 10 to 30 m in the streamwise direction and up to 5 m 
in the spanwise direction). The bathymetry in many of these 
branches has rather steep slopes to the side, on which wetting 
and drying occurs. This makes it a challenging test case for the 
numerical scheme. 

 

 
Figure 5. Mesh and bathymetry of the Scheldt test case. 

As boundary conditions, measured flow rates are used 
upstream, whereas a time series of water levels extracted from 
the full Scheldt model is used at the downstream boundary. 

The simulations are performed using TELEMAC-2D with a 
time step of 30 s. This is a very large time step, but one of the 
objectives of the test is to increase the time step as much as 
possible in order to obtain the fastest simulation time. It was 
found that the fastest simulations on a single processor were 
obtained using the direct solver (8), whereas simulations using 
the conjugate gradient method (1) take longer, as more than 
500 iterations are needed for the solver to converge. This 
shows that for very large time steps, the direct solver can be a 
fast alternative for the iterative solvers (at least in serial mode). 
This also suggest that for simulations with very large time 
steps, a speed-up might be obtained using more advanced 
preconditioning than is currently available in TELEMAC. 

2) Results and sensitivity analysis of the Scheldt test case 
The model runs even with the large time step. However, 

relatively high velocities are found (O 10 m/s). These are 
related to spurious velocities generated on nearly dry areas.  A 
limited sensitivity analysis was performed. It is found that 
increasing the diffusivity, though showing a tendency to 
smooth out some shock waves, also rapidly leads to 
instabilities and model crashes, meaning that setting the 
diffusion coefficient alone cannot solve drying flooding issues 
in this case. Moreover, it is found that flow occurred through 
closed walls (Figure 6). At the location of the closed wall, there 
are vectors visible with components perpendicular to the wall. 
Probably, these are generated due to the free surface slope, 
which is quite steep in that direction.  The condition that ∇�⃗� . �⃗� = 0  at the closed boundaries, is apparently not fulfilled 
automatically Therefore, a correction is implemented, which is 
very similar to the routine airwik2.f in TELEMAC-3D, in 
which the velocity at the boundary is corrected in order to 
ensure that  ∇�⃗� . �⃗� = 0  at the closed boundaries. The results are 
shown in Figure 7. It is clear that the flow through the 
boundary is stopped. Further, it appears that the maximum 
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velocities decrease in that case (closer to physical plausible 
values) and that the flow field is somewhat smoother. 
Nevertheless, the flow field in Figure 7 clearly has issues, in 
the sense that there is high flow from the (nearly) dry banks 
into the river. 

 
Figure 6. Instantaneous velocity field without boundary correction. 

 
Figure 7. Instantaneous velocity field after correcting the boundary. 

III. ALTERNATIVE WETTING DRYING METHODS 

A. Alternative depth for propagation 

From the parameter analysis, it is found that one of the 
parameters that had an impact on the formation of wiggles was 
NUMBER OF SUB-ITERATIONS FOR NON-
LINEARITIES. This suggests that the wiggles might be 
mitigated by having a better value of ℎ{𝑝𝑟𝑜𝑝}, the water depth 
that is used in the continuity equation for the calculation of the 
flux. Indeed, it is remarked [9] that using deeper values for the 
propagation depth prevents the formation of shocks.  However, 
using sub iterations is slow (roughly three times slower for 3 
sub-iterations). Therefore, an alternative method is used here, 
namely to extrapolate ℎ{𝑝𝑟𝑜𝑝} using the change in the water 
level at the previous time step Δℎ𝑛−1: ℎ𝑝𝑟𝑜𝑝 = ℎ𝑛 + 𝜃𝐻(ℎ𝑛 − ℎ𝑛−1 ) =  ℎ𝑛 + 𝜃𝐻Δℎ𝑛−1 

Here, 𝜃𝐻 is the implicitation factor for the water depth. The 
results are shown in Figure 8. As an alternative method, ℎ𝑝𝑟𝑜𝑝 
is determined using the characteristics method from the water 
depth at time n, the results of which are shown in Figure 9 for 
the Thacker example. This method is inspired by finite volume 
methods, where the fluxes are often determined at an upwind 
location for greater stability.  

The wiggles clearly decrease in both cases. The decrease is 
substantially stronger when using extrapolation. The reason 
may be that flow velocity was used in the characteristics 
method in order to determine ℎ𝑝𝑟𝑜𝑝, whereas it might be more 

physical to use the wave propagation velocity (√𝑐ℎ ). No 
negative side effects are found in both cases with respect to 
mass conservation, change in the oscillation period or 
calculation time.  Note that in both figures, the velocity 
discontinuity at the drying front does not change substantially, 
suggesting that the cause of this is unrelated to the calculation 
of the propagation velocity. 

 

 
Figure 8. Thacker: Velocity magnitude after 30 min on a transect through the 

centre of the basin, with ℎ{𝑝𝑟𝑜𝑝} calculated using extrapolation with 𝜃𝐻=1.   
The flow at this moment is from right to left. 

 
Figure 9. Thacker: Velocity magnitude after 30 min on a transect through the 
centre of the basin with ℎ{𝑝𝑟𝑜𝑝} calculated using the method of characteristics. 

The flow at this moment is from right to left. 

In the Scheldt test case, clear fronts at wetting areas are not 
found (temporary dry banks are more important here). 
Therefore, it is expected that little gain will be obtained from 
this method. This is to be investigated in future. 

B. Velocity filtering 

As there are clear issues with the velocity field, an attempt 
has been made to explicitly filter out these wiggles. Thereto a 
family of filters is implemented, similar as in Wolfram and 
Fringe [14], where higher order filters are constructed by 
consecutively applying first order (smoothing) filters. The 
higher order filters should in principle filter higher frequencies, 
while not affecting lower frequencies (thus leading to less 
energy dissipation).  Some numeric experiments showed that 
for the Thacker test case (which has few low frequency 
components, as the flow is essentially constant in space) the 
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consecutive application of the first order is most effective, and 
therefore results of the higher order filter are not presented in 
this paper. The results are shown in Figure 10 and Figure 11. 
These figures show that one filter pass already limits the 
wiggles substantially. Because the water levels are recalculated 
using a residual distribution scheme that is perfectly 
conservative, the filter can be applied without affecting the 
global mass balance. Indeed, in the test, mass is conserved. 

Applying more filter steps, leads to a further decrease of the 
wiggles and also smoothes out the erroneous flow on the right 
side of the bowl. Interestingly, the smoothing also decreases 
the wiggles in the free surface to some extent (not shown). 
However, this method is dangerous, as it can smooth out some 
flow features that one might be interested in (like eddies 
behind a bridge pillar). Therefore, it should be applied with 
care and is certainly not a solution for all cases. More tests are 
needed to investigate how strong this effect is.  

Note that the increase in calculation time was rather 
limited, even applying the first order filter six times only leads 
to an increase in calculation time of 5%. 

 
Figure 10. Thacker: Velocity magnitude after 30 min on a transect through the 

centre of the basin, using one iteration of a first order filter. The flow at this 
moment is from right to left. 

 
Figure 11. Thacker:  Velocity magnitude after 30 min on a transect through 
the centre of the basin, using six iterations of a first order filter. The flow at 

this moment is from right to left. 

Application of the filtering in the Scheldt test case gives 
interesting results Figure 12). Due to the use of the filter, all 
noise in the velocity field has disappeared and the flow is 

smooth and aligned in the direction of the river branch. 
However, this leads to a change in the tidal signal in this 
branch. A comparison with data will need to be performed in a 
later stage to see whether this is an improvement. 

 
Figure 12. Scheldt: Instantaneous velocity field using five passes of a second 

order filter. 

C. Alternative pressure gradient calculation 

In the shallow water equations, the free surface gradient 
drives the flow. With a semi-implicit discretization, this is 
given by: 𝑢𝑛+1 − 𝑢𝑛Δ𝑡 = 𝜃𝑢g∇𝜂𝑛+1 + (1 − 𝜃𝑢)g∇𝜂𝑛 +⋯ 

Here, 𝜂  is the free surface elevation. In TELEMAC, the 
following expression is applied to write the free surface 
gradient as function of the change in water depth  Δ𝐻: 𝜃𝑢∇𝜂𝑛+1 + (1 − 𝜃𝑢)∇𝜂𝑛 = 𝜃𝑢∇(𝜂𝑛 + Δh)  + (1 − 𝜃𝑢)∇𝜂𝑛= ∇𝜂𝑛 + 𝜃𝑢∇Δh 

Then, with the option, OPTION FOR THE TREATMENT 
OF TIDAL FLATS = 1 or 3, a correction is applied to ∇𝜂𝑛 in 
order to mitigate the pressure level gradient problem 
(Figure 1). We have two hypotheses how the wetting drying in 
TELEMAC-2D could be improved: 

1. The correction that is applied to calculate the free surface 
gradient is not physically correct and may lead to 
instabilities. 

2. The correction for tidal flats is applied only to ∇𝜂𝑛 , 
whereas it should be applied to ∇𝜂𝑛+𝜃𝐻 , with 𝜃𝐻  the 
implicitation factor for the water depth. It seems that it is 
tacitly assumed in TELEMAC that Δh always leads to a 
free surface profile at time step 𝑛 + 𝜃𝐻, which does not 
have any issues with regard to wetting and drying. 
However, this may not be the case. This issue is subject to 
future investigations. 

We will first look in more details to the free surface 
correction in TELEMAC-2D. In TELEMAC-2D, the water 
levels are corrected (in the routine corrsl.f) comparing the 
bathymetry with the free surface elevation. When the water 
level in the node with the highest bed level of an element is too 
high, it is decreased, whereas in the node with the lowest bed 
level of the element, it is increased up to the bed level of the 
node, which has a bed level between the two other nodes of the 
triangle. The water level in the middle node is left unchanged.  
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An example of the application of this algorithm is shown in 
Figure 13, where the free surface elevations before and after 
the correction are shown for a relatively smooth slope (3:1000) 
for a constant water depth of 0.1 m and a mesh size of 100 m.  
This example clearly shows the problems of the algorithm:  

1. The free surface gradient is corrected even though it 
should not be. However, this typically leads to a decrease 
in the free surface gradient, hence lower velocities and a 
more stable model. 

2. Whether the free surface is corrected depends on water 
depth and mesh resolution.  

3. The correction creates larger free surface gradients in 
different directions in some elements. 

4. For meshes and bathymetries where two nodes in an 
element have the same bed elevation (like studied here), 
the resulting corrected free surface depends on 
randomness/rounding errors in the input. 

 
Figure 13. Illustration of the pressure gradient correction algorithm in 

TELEMAC.  On the left, a 3D view of the original water levels is presented 
for a channel mesh with a constant bed slope and water level slope. On the 

right the corrected free surface elevation is shown, which is used to calculate 
the free surface gradient. 

Note that the dependence on the resolution is also 
mentioned by Hervouet [15] (p.123) who states: “In certain 
cases (large elements along the slope and low water depth), this 
criterion is false and declares as dry elements that are entirely 
wet. This limitation should be taken into account while 
building the mesh. It should be ensured that the difference in 
level on an element is less than the depth”. This is however a 
rather stringent criterion, which complicates the mesh making 
process hugely. 

In order to assess the relation between water depth and free 
surface gradient, the average error in the free surface gradient 
was determined for a large number of meshes and water depths 
and summarized in Figure 14. Here, we see that the pressure 
gradient in the x direction decreases to almost zero for low 
water depths. Especially for coarse meshes, the water depth at 
which this happens is quite large. It is also clear that the error 
in the perpendicular direction can be substantial (i.e. of the 
same order of the error in the direction of the pressure). This is 
worrying, because the water level slopes in typical free surface 
flows are often rather small (of the order of 10-4 for typical 

lowland rivers as the Danube of the Rhine and even an order of 
magnitude for tides in coastal seas as the North Sea), which 
means that in principle, the pressure gradient should be 
determined rather accurately. 

 
Figure 14. Synthetically determined error in the pressure gradient of 

TELEMAC’s pressure correction algorithm as function of water depth and 
mesh resolution for a channel mesh. Left, error in the direction of the free 

surface gradient. Right: error perpendicular to the direction of the gradient. 

An alternative method [6] for the calculation of the pressure 
gradient is tested here . In this method, the maximum bed 
elevation in an element is compared to the maximum water 
level of the wet nodes (using a threshold depth of 1.0 mm), and 
the water level is decreased for these dry points in order to 
decrease the gradient. The advantage of this method is that it 
does not artificially limit slopes when there is a certain water 
depth (such as happens in original free surface correction 
method in TELEMAC). The disadvantage of this method is 
that one has to apply a threshold depth, which specifies when 
the pressure gradient is modified. Note that this threshold does 
not have any influence on mass conservation. The results of 
this simulation are shown in Figure 15.The application of this 
correction shows limited difference with respect to the wiggles 
in the wetting front (statistics show it has become slightly 
worse). However, this equation shows a better velocity profile 
at the drying front. The reason is that the free surface gradient 
is not artificially limited, as happens when using the original 
free surface correction method TELEMAC. This leads to a 
calmer flow from the shallow areas and a smoother velocity 
profile. 
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Figure 15. Thacker: Velocity magnitude after 30 min on a transect through the 

centre of the basin using the modified free surface gradient correction of 
Ricchiuto and Bollermann [6]. The flow at this moment is from right to left. 

Application of the correction in the Scheldt model 
however, yielded disappointing results. High velocities were 
generated on the riverbanks, which led to high fluxes from 
shallow areas into the river. The negative depth algorithm 
struggled to cope with this. Hence it appears that the algorithm 
used in TELEMAC has a stabilizing effect by artificially 
lowering the free surface gradient in shallow areas. 

D. Alternative bed friction 

Often, additional energy dissipation is used in models to 
prevent instabilities during wetting drying e.g. [4 and 5], who 
used increased bed friction and horizontal diffusion in shallow 
areas. Also in TELEMAC-2D, the bed friction is increased 
artificially using the maximum of the wave speed, and the flow 
velocity in the calculation of the bed friction for water depths 
lower than 0.03 m, (see the routine fricti.f). 

Bi and Toorman [16] reason that in shallow areas, the flow 
becomes laminar, and includes this in the equation for the bed 
friction, and claims that this improves wetting drying. Based on 
their work, we propose the following simplified term for the 
friction drag 𝑐𝑓 , which was derived from their equation, 
neglecting the term containing the molecular viscosity3: 𝑐𝑓 = 2log(11.36ℎ𝑘) + (0.1𝑘ℎ )2  

Here ℎ  is the water depth and 𝑘 the Nikuradse roughness 
length. Basically, the bed friction is increased with an extra 
term that scales as ℎ−2, so this term increases rapidly for very 
small water depths. Note that laminar flow on slopes (where 
the most severe issues with wetting drying occur in 
TELEMAC) only occurs for very small water depths. For 
example, Breugem [17] measured a fully turbulent velocity 
profile in a water depth of only 0.016 m for a smooth bottom 
with a bed slope of less than 1%. 

 
3 Some analytical tests were performed in calculating the velocity on a 

constant slope for a constant water depth with and without this term. It was 
found that the differences were very small, and only became noticeable for 
small roughness values (k = 0.003 m) and very small water depth (H = 
0.001 m). 

 
Figure 16. ghacker: Velocity magnitude after 30 min on a transect through the 

centre of the basin using the modified bed friction according to Bi and 
Toorman [16]. The flow at this moment is from right to left. 

Applying the equation to the Thacker test case (Figure 16), 
we find extremely limited differences with respect to the 
occurrence of wiggles as well as with the velocity artifacts in 
the drying region. This is not very surprising. The increased 
bed friction only changes the drag coefficient for very low 
water depths (O (1cm)), whereas the problems in this test occur 
typically in deeper water depths. Note that in the areas where 
drying and flooding occur, the change in bed elevation per 
element is approximately 20 cm, meaning that the increased 
friction only occurs at areas that are already dry. Given these 
results it is concluded that the use of increased friction has a 
limited effect in this considered case, and hence more research 
to friction parametrisations do not seem the way forward. 

Application of this friction law in the Scheldt test case 
confirmed this. Also in that case, the differences with the base 
case were very limited. 

IV. DISCUSSION 

A. On thresholds for the minimum water depth  

Often, a threshold for the minimum water depth is used in 
shallow water models. Also, in TELEMAC, many of these 
thresholds are found. Examples include THRESHOLD FOR 
VISCOSITY CORRECTION ON TIDAL FLATS in 
TELEMAC-3D and THRESHOLD DEPTH FOR WIND in 
both TELEMAC-2D and TELEMAC-3D. Also, in this paper a 
threshold depth was used below which no flow occurs (section 
II.A). 

Ideally, one would like to make these thresholds as small as 
possible. Further, one would like to have a physical base for 
these thresholds. An obvious lower limit for such a threshold 
based on physics would be the free molecular path of water, 
below which the continuum hypothesis, on which the shallow 
water equations are based, is not valid. However, this gives a 
minimum value around 2.5 10-10 m, which is a value too low to 
be of practical use.  

Another parameter that comes to mind to base the threshold 
depth on are the roughness length (Nikuradse length scale k)4. 
For situations with h < k, the flow is through the roughness 

 
4 I am indebted to Uwe Merkel for this suggestion. 
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elements rather than over it. Hence, in this situation, the flow 
would be largely blocked.  

A third possibility is to use the sub grid variation in the 
bathymetry. A water depth that is lower than this variation is 
likely to be blocked by these flow features. 

B. Pressure gradient correction 

The pressure gradient correction used in TELEMAC was 
shown to underestimate the pressure gradient on slopes for 
coarse resolutions. This resolution dependence is a clear 
disadvantage of the method and should be taken into account 
when making meshes. The underestimations lead to a 
slowdown of the wetting on slopes as well as erroneous 
pressure gradients (even with wrong directions). An alternative 
pressure gradient correction algorithm was shown to solve this 
issue. However, in field cases with steep slopes in the 
bathymetry, it appeared that the algorithm in TELEMAC is 
rather stable (more so than the alternative one). The algorithms 
that were used here are relatively basic, but were not able to 
solve all problems, therefore, a more advanced algorithm 
seems necessary. This is the subject of further research. 

C. Negative depth algorithm 

The NERD scheme that is used in TELEMAC to make sure 
the water depths remain positive is a residual distribution 
scheme [10; see also section I.C]. First the volume of water Fij 
is calculated that needs to be distributed between nodes by: 𝐹𝑖𝑗 = Δ𝑇∫ �⃗� . ℎ𝑝𝑟𝑜𝑝∇𝜓𝑖𝑑𝜔 

Here, 𝜓 is the basis function, and Δ𝑇  is the time step. Then 
this mass is iteratively distributed from upstream and 
downstream nodes along an edge. The iteration is stopped 
when either all the volumes to redistribute has become zero, or 
when the volumes to redistribute do not change anymore. In 
this case the fluxes are considered unphysical. Some 
simulations were performed (both in the Thacker basin and in 
the Scheldt test case) to find the locations where the fluxes did 
not converge to zero, and it was found that this happened 
normally in areas where drying occurs. This means that the 
non-physical fluxes happen when the flux calculated from the 
water depth and velocity from wave equation, is too large. In 
other words, there is not enough water available at these 
locations. Ideally, one would decrease the flow velocity in 
these areas in such a way that the flux decreases to a point 
where no fluxes remain in the redistribution method. However, 
it is not very obvious how this could be implemented. Instead, 
another option is to correct the velocities and water depth 
calculated using the wave equation in such a way that the 
available volume of water is taken into account. In order to do 
so, a type of iterative method seems necessary. 

D. Iteration for non-linearities 

The wetting drying process is an inherently non-linear 
process. Therefore, for the ultimate wetting drying method, it is 
needed to solve a non-linear system of equations, using an 
iterative solution method. Different non-linearities should be 
taken into account. Xia and Jiang [18] argue that at a wetting-
drying front, there needs to be an equilibrium between bed 
friction and pressure gradient, which can only be obtained 

correctly if the friction term (FRIC) is discretised fully 
implicitly: 𝐹𝑅𝐼𝐶 = 𝑐𝑑|𝑢𝑛+1|𝑢𝑛+1ℎ𝑛 , 

whereas in most flow models (including TELEMAC), this 
term is linearised:  𝐹𝑅𝐼𝐶 = 𝑐𝑑|𝑢𝑛|𝑢𝑛+1ℎ𝑛  

Further, the importance of a correct representation of ℎ{𝑝𝑟𝑜𝑝} (section III.A) also leads to a non-linearity, that should 
in principle be solved using iterations, even though 
extrapolation yielded quite good results. Further, the subgrid 
method [9], which solves the pressure gradient issue as well as 
the negative depth problem or Kärma’s [3] method for 
correcting the free surface pressure gradient, leads to a system 
of non-linear equations.  

In TELEMAC, iterations for non-linearities are present, but 
the implemented method has two disadvantages. First, it uses a 
fixed number of iterations, which sometimes leads to a high 
accuracy, and sometimes to a rather low one. Further it is 
rather slow, as the iteration occurs on the full hydrodynamic 
calculation.  

Therefore, a start was made to implement an additional 
method to treat the non-linearities, where the first non-linearity 
that was implemented is the one related to the bed friction 
term. An accuracy threshold is used, in order to make sure the 
accuracy of the sub-iterations is always the same.  This was 
done in a loop, containing steps 2f to 2h from section I.D, i.e. 
without recalculating the diffusion matrix and advection of 
momentum. This method is substantially faster than the 
original method (the calculation time increased by “only 50%” 
for a calculation with between 3 and 7 iterations), compared to 
a three times higher calculation time for 3 iterations in the 
original method. It is expected that a further speed-up might be 
obtained by using better precondition of the matrices and using 
better methods for dealing with the non-linearities (for example 
a quasi-Newton method). It is the intention to include step by 
step more non-linear processes and make more processes 
implicit (also some not related to wetting-drying like an 
implicit discretization of the Coriolis force, or some boundary 
conditions). This will be the building block for an ultimate 
wetting-drying method, which solves both the spurious 
pressure gradient and the mass balance method, and can be 
used in combination with the existing treatment of non-
linearities, where the existing method functions similar to the 
outer iteration in a CFD code, and the new iteration method as 
an inner iteration. 
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V. CONCLUSION 

In this paper, the wetting-drying scheme for the finite 
element calculations in TELEMAC is analysed using a 
schematic test case of a seiche in a parabolic basin (Thacker) 
and a small model of a part of the Scheldt Estuary. It is shown 
that there are multiple problems related to the wetting-drying 
process. The first issue is the occurrence of wiggles. It was 
shown that these can be limited using either explicit filtering or 
using a better estimate of the depth for propagation. Further, 
the algorithm that is used for correcting the spurious pressure 
gradient has a resolution dependency, which can easily lead to 
an underestimation of the pressure gradient, and hence drying 
that happens too slowly. Alternative methods can solve this, 
but may lead to unphysical high velocities on nearly dry areas 
for steep bed slopes. Thus, a more advanced method for the 
calculation of the pressure gradient is necessary. It is also 
shown that alternative friction calculations (taking into account 
the occurrence of laminar instead of turbulent flow in very 
shallow areas) do not bring any improvement to the wetting 
drying modelling in the presented test case. Finally, ideas are 
presented how further improvements in wetting and drying can 
be obtained. Apart from that, it is needed to perform more test 
cases on wetting and drying. Also, the test in the current paper 
were performed in serial mode. Testing these features in 
parallel is still needed. 
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Abstract –In an unstructured 2D mesh the quality can be 

checked by means of checking the aspect ratio of the individual 

triangles or even the edge growth ratio. This paper wants to show 

how the orientation of the triangles can also affect the model 

results. An estimation of the longitudinal and lateral numerical 

diffusion is given explaining why flow alignment can be beneficial 

in reducing the numerical diffusion. This is demonstrated for the 

advection of a tracer with the rotating cone example. 

The paper also shows an example of a 3D hydrodynamic 

model of the Scheldt estuary. A comparison is made between a 

good quality mesh and a flow aligned mesh for the same model 

domain. All variables are kept equal. The influence on tidal 

propagation is shown. The effect on the bottom friction 

coefficient is shown and the potential effect on a coupled 

sediment transport model is discussed. 

The flow aligned mesh reduces the amount of lateral 

numerical diffusion, it reduces the artificial loss of tidal energy 

along the estuary, and it improves the calibration result by 

getting more realistic bottom friction coefficients. 

Keywords: Flow aligned mesh, numerical diffusion, advection 
scheme, rotating cone. 

I. INTRODUCTION 

At Flanders Hydraulics Research, several Scheldt Estuary 
models exist in different software packages ranging from a 1D 
DHI Mike11 model [1], over a TELEMAC-2D model [2], to a 
TELEMAC-3D model [3] and a Delft3D Simona model [4]. All 
these models were calibrated using a varying Manning bottom 
friction coefficient. Water levels measured at different tide gauges 
were compared with modeled water levels. The spatial varying 
bottom friction coefficient between each two tide gauges is used to 
calibrate the water levels in these models. If a modeled water level 
is higher than the measured value, the bottom friction coefficient 
is increased and vice versa. In this way the bottom friction 
coefficient is used as the one parameter to correct for all physical 
(e.g. bad representation of bathymetry by the mesh or a too 
simplistic turbulence model) and non-physical (e.g. diffusive 
advection scheme) errors in the model.  

All the forementioned models use a Manning coefficient for 
the bottom friction and all models were calibrated according to the 
same method (spatially varying bottom friction coefficient) 
described above. When calibrating the TELEMAC models it was 
noticed that, in the upstream part of the estuary, very low Manning 
coefficients were necessary to correct the water levels. Lowering 
the Manning coefficient even more was no longer helping to 
correct the water levels properly. When the Manning coefficients 

of the four models were compared to each other, see Figure 1, it 
can be seen that both the 1D Mike 11 model as the Delft3D model 
have much higher Manning coefficients upstream the estuary.  

The same problem was reported in [5] where a TELEMAC-2D 
model of a tributary of the Weser estuary was presented. Lowering 
the bottom friction coefficient could not further improve modeled 
water levels either. Numerical diffusion generated by the 
advection schemes was pointed out as the problem.  

For the TELEMAC-3D Scheldt estuary model the non-
physical Manning bottom friction coefficients and the generated 
numerical diffusion resulted also in problems in the coupled 
sediment model. A different (physical realistic) bottom friction 
coefficient needed to be programmed in the code. The very 
diffusive upstream part of the estuary also did not solve well the 
cohesive sediment transport. It is known that numerical diffusion 
decreases, and solver accuracy increases, with a higher resolution 
mesh and better quality of the triangles used, i.e. triangles must be 
as equilateral as possible. This was however already the case for 
this detailed TELEMAC-3D Scheldt estuary model [3]. 

 
Figure 1. Manning bottom roughness coefficient along the Scheldt estuary for 

different kind of models 

This paper wants to show that besides the mesh quality in 
terms of triangle shape, proper alignment of the triangles to 
flow direction or structures can have a large impact on the 
quality of the model results. the effect of mesh quality, i.e. 
proper mesh alignment to be precise, on the results of a 
TELEMAC simulation.  

First some general information about grid diffusion and 
mesh alignment is given. Next the effect of a better flow 
aligned mesh is demonstrated with an example of tracer 
advection with a rotating cone. This simple example shows the 
effect of mesh alignment on numerical diffusion caused by 
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different advection schemes. Finally, the results of a new flow 
aligned mesh for the TELEMAC-3D Scheldt estuary model are 
shown. The Manning bottom friction coefficients before and 
after mesh alignment will be shown. 

II. GRID DIFFUSION AND MESH ALIGNMENT 

In [6], an analytical derivation and estimation of grid 
diffusion is given for a 2D finite element model of the 
Francisco Bay estuary. The authors start from the modified 
equation analysis normally applied on finite difference grids 
[7] and a 1-D, first-order, forward-in-time, backward-in-space 
scalar advection scheme. The difficulty for applying this on an 
unstructured grid is that half of the elements have one inflow 
face and two outflow faces (type B element in Figure 2), and 
the other half have two inflow faces and one outflow face (type 
A element in Figure 2). In this paper only the outcome of the 
derivation in [6] is given in the form of an expression for the 
longitudinal numerical diffusion coefficient (along the x-axis), 
Kx (1), the lateral diffusion coefficient (along the y-axis), Ky 
(2), and the cross-diffusion coefficient, Kxy (3). Some 
assumptions were made: the scalar values are cell averages and 
are located at the circumcentre of each element. The mesh 
consists only of equilateral triangles and the angle, θ, gives the 
orientation of the grid relative to the x-axis (Figure 2). The 
free-stream velocity U is taken parallel to the x-axis and the 
edge length of an element is denoted by l (Figure 2). The cross 
term only gives information about the orientation of diffusion 
whereas the magnitude of the numerical diffusion depends only 
on Kx and Ky. 

 

 
Figure 2. Schematic representation of a mesh with equilateral triangles in a 

cartesian coordinate system with an overall flow velocity U along the X-axis 
and θ the angle between a triangle’s edge and the X-axis (after [6]). 

In a flow aligned mesh (Figure 3) the lateral numerical 
diffusion equals to zero for θ = 0 (2), because of the averaging 
over two consecutive type A and type B elements. Any 
diffusive spreading is geometrically limited to a single width 
triangle strip as the flow aligned faces have zero flux. 𝐾𝑥 = [2√33 (𝑐𝑜𝑠2θ cos (𝜃 + 𝜋6) + 𝑠𝑖𝑛𝜃 𝑐𝑜𝑠²(𝜃 − 𝜋3)) −                    √34sin(𝜃+𝜋3)] 𝑈𝑙2 − 𝑈2∆𝑡2  (1) 

𝐾𝑦 = sin(3𝜃)4√3 𝑈𝑙 (2) 𝐾𝑥𝑦 = [ 2√3 𝑠𝑖𝑛𝜃 sin (𝜃 − 𝜋6) sin (𝜃 − 𝜋3)] 𝑈𝑙 (3) 

For a flow aligned grid, when θ = 0, the longitudinal 
numerical diffusion simplifies to 𝐾𝑥 = 𝑈𝑙4 − 𝑈2∆𝑡2  (4) 

Equations (1-3) quantify how much the orientation of the 
mesh elements affects numerical diffusion and show that 
elements aligned with the velocity field have no lateral 
numerical diffusion. This shows that for models where sections 
of the flow have a dominant direction, it is worthwhile to 
create a flow aligned section of mesh. In these sections 
triangles do not even need to be equilateral. Because of the no-
flux faces, triangles can be stretched in the dominant flow 
direction without too much consequences for the quality of the 
results. 

 
Figure 3. Schematic flow aligned mesh showing no lateral diffusion because 
of the zero-flux faces. The arrows show the flux for each individual element 

evaluated for each element’s upwind neighbour (after [6]). 

III. ROTATING CONE 

A.  test case for advection of tracer 

The rotating cone test case is described in the TELEMAC 
validation document in 2D in [8] and 3D in [9]. It shows the 
effect of the different finite element advection schemes on the 
passive scalar transport. This test case shows the advection of a 
tracer in a square basin with a flat frictionless bottom and 
closed boundaries. The dimensions are 20 x 20 m and the mesh 
is a regular grid where all squares were cut in half (see left 
panel in Figure 4). The mesh contains 441 nodes and 800 
elements. The water depth is constant in time and equal to 2 m. 
The rotating velocity field is also constant in time and free of 
divergence. The angular velocity is set to 1 rad.s-1 which gives 
a rotation period of T=2π (6.28 s). The centre of the mesh is the 
centre of the rotation (x0=10 m and y0= 10 m). The initial value 
for the tracer is given by a Gaussian function off-centered 5 m 
to the right of (x0, y0) representing a cone. The tracer diffusivity 
is set to zero. In both [8] as [9] are 1D solutions along a slice 
plane (x, y), y=10 m after a half and a full rotation given to 
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show which advection schemes preserve the tracer cone the 
best. In [8] is also shown how an increase in mesh resolution 
decreases the error propagating on the mesh in the results, i.e. a 
higher resolution results in less numerical diffusion. The 
increased resolution demanded in some cases also for a 
decrease in time step to keep a stable Courant criterium (5) 
close to unity. 𝐶 = 𝑢∗∆𝑡∆𝑥 ≤ 𝐶𝑚𝑎𝑥 (5) 

where C represents the dimensionless Courant number, u is 
the magnitude of the flow velocity, Δt is the time step, Δx is the 
mesh resolution, and Cmax depends on the solver method 
(where for an explicit solver this value should be close to 1 for 
stability). 

 
Figure 4. Rotating cone mesh original (left) and simple change for better flow 

alignement (right) 

B. simple change in mesh to make it more flow aligned 

In the upper left and lower right quadrant of the mesh, the 
longest edge of the triangles was rotated 90 degrees, resulting 
in the mesh given in Figure 4 on the right. This makes the 
mesh more flow aligned with the rotating velocity field. Note 
that this mesh is still very coarse and that this mesh needs 
refinement for proper flow alignment. But the current simple 
intervention in the mesh will show how tracer advection is 
impacted and will show the potential for further decrease in 
numerical diffusion. 

C. Difference in advection of tracers 

Like in [8] and [9] the 1D solution along a slice plane (x, 
y), y=10 m after a half (Figure 5) and a full rotation (Figure 6) 
are given here with the results for the original mesh in dashed 
lines (including the analytical solution) and the results for the 
adjusted and more flow aligned mesh in full line. To keep both 
figures uncluttered only the results of advection schemes Weak 
characteristics (blue), NERD (green) and LIPS (yellow) are 
shown. 

Even though the mesh in the example is coarse and the 
changes made to make it more flow aligned were minimal, the 
results clearly show a decrease in the numerical diffusion 
generated by the different advection schemes. For the Weak 
Characteristic scheme the results are not that different, but this 
scheme already performs well and generates the least amount 
of numerical diffusion of all schemes. 

 
Figure 5. Rotating cone results after a half rotation (t = T/2) for original mesh 

(dashed lines) and the flow aligned mesh (solid lines) for the Weak 
Characteristics (blue), NERD (green) and LIPS (yellow) advection schemes. 

The analytical solution is given in dashed red line. 

 

Figure 6. Rotating cone results after one rotation (t = T) for original mesh 
(dashed lines) and the flow aligned mesh (solid lines) for the Weak 

Characteristics (blue), NERD (green) and LIPS (yellow) advection schemes. 
The analytical solution is given in dashed red line. 

 

 

 

 



28th TELEMAC User Conference Paris-Saclay, France, 18-19 October 2022 

 

48 

IV. SCHELDT ESTUARY APPLICATION 

A. Flow aligned mesh 

For the TELEMAC-3D Scheldt estuary model a new mesh 
was made using flow lines and a channel mesher to create a 
mesh that is more flow aligned. Even for the downstream part, 
which has multiple channels over its width, the mesh was flow 
aligned inside these channels. In the upstream parts, 
characterised by a single channel, the channel mesher was used 
to create more flow aligned structured unstructured mesh. In 
some parts where the flow direction was really unidirectional, 
the triangles were even stretched in the flow direction. 

 
Figure 7. Detail of the mesh at the sharpest bend in the upstream part (km 

143-146) of the Scheldt estuary in the original TELEMAC-3D model mesh. 

A detail of the original mesh is shown in Figure 7. It shows 
that the original mesh already contained sufficient mesh 
resolution to well represent the bathymetry. It also shows that 
most of the triangles meet the mesh quality standard of being 
as much equilateral as possible. Figure 8 shows the same 
location but in the flow aligned mesh. The Blue Kenue 
Channel mesher was used here and triangles were stretched a 
little in the longitudinal direction. Although the mesh 
resolution in this section is coarser for the flow aligned mesh, 
the overall node count for both meshes was in the same order 
of around 290000 nodes in 2D. 

B. Results 

For both simulations all parameters were kept as in the 
original model [3]and only the mesh changed. So both 
simulation were performed with the spatially varying bottom 
friction coefficients of the original calibrated TELEMAC-3D 
Scheldt estuary model [3]. Figure 9 shows the maximum water 
level along the estuary for an average tide. From the mouth to 
upstream the difference in water level keeps increasing along 
the estuary showing higher water levels for the simulation with 
the flow aligned mesh. 

In a second step the model with the flow aligned mesh was 
calibrated so that water levels would coincide with the original 
model. The Manning bottom friction coefficient was used and 
varied spatially like the original model. The result is shown in 

Figure 10. The Manning bottom friction coefficient in the flow 
aligned mesh version is higher than in the original version. In 
the upstream part the flow aligned version can keep the 
Manning coefficient at a decent physical level showing a 
significant reduction in numerical diffusion of the tidal energy 
in this upper part. 

 

Figure 8. Detail of the mesh at the sharpest bend in the upstream part (km 
143-146) of the Scheldt estuary in the flow aligned mesh version of the 

TELEMAC-3D model 

 
Figure 9. Maximum water level comparison along the Scheldt estuary model 

results for the original TELEMAC-3D Scheldt estuary model and the new 
flow aligned mesh. Both simulations used the original calibrated spatially 

varying bottom friction coefficients. 

 
Figure 10. Manning bottom roughness coefficient for the original TELEMAC-

3D model (blue line) and for the flow aligned mesh version (orange line) 
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C. discussion 

A high quality and good designed structured unstructured 
mesh can possess faces which are either tangent or normal to 
the flow field. Construction of flow aligned meshes require 
more work and a better understanding of the model domain. 
Higher accuracy and less numerical dissipation can be 
achieved. Flow alignment of the mesh in region with a 
dominant flow direction allows for more effective application 
of solvers in the flux computations, leading to a reduction in 
discretisation error. The mesh locally mimics the attributes of a 
structured grid and provides high quality numerical solutions 
due to the alignment of the element interfaces. 

Energy is dissipated by three mechanisms: turbulence, 
bottom friction and numerical diffusion. In this example by 
flow aligning the mesh the numerical diffusion was decreased 
(which probably also affected turbulent dispersion) and 
therefore the Manning bottom friction coefficient could be 
increased to reach again physical meaningful values. 

D. Coupled cohesive sediment transport model 

When coupling a sediment transport model, the quality of 
the hydrodynamic model determines the maximum quality of 
the sediment transport model. By applying the flow aligned 
mesh and retrieving again realistic Manning coefficient values 
for the upstream part of the estuary, the coupled sediment 
model can use them directly from the hydrodynamic 
simulation. 

One of the problems in the (cohesive) sediment transport 
model [10] is the large amount of sediments that ended up on 
the tidal flats, especially in the upstream part of the estuary. 
The increase in Manning coefficient and the better 
representation of the tidal velocities in the flow aligned model 
will increase the local bed shear stress and resuspend more 
sediment than before. 

Furthermore, according to [11] the longitudinal diffusion 
coefficient Kx is inversely proportional to the lateral one Ky (6).  𝐾𝑥~ 𝑈2ℎ²𝐾𝑦  (6) 

with h the water depth. With Ky smaller or close to zero 
implies an inefficient lateral mixing which tends to increase the 
effect of differential advection which in turn will improve 
sediment transport. 

Further testing is needed to see if the above-mentioned 
improvements really improve the sediment transport model. 

 

 

 

 

V. CONCLUSION 

In the CFD world mesh alignment to flow features is well 
known and part of the quality concept of the mesh. In the 
world of TELEMAC hydrodynamics it is less known and it is 
hoped that this paper demonstrates the potential for model 
result improvement for model domains that have dominant 
one-directional flow fields. It is certainly suited for estuarine 
applications and especially in the upstream parts where bottom 
friction is already a dominant tidal energy dissipator. No need 
to add artificial energy dissipation to the equation. 
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Abstract – Following the dramatic recent tailings dam 

failures that occurred during the last decade, significant 

advances have been performed in the fields of tailings dam 

breach assessments and runout modelling. Numerous research 

projects and guidelines (e.g., Canadian Dam Association 

guidelines on Tailings Dam Breach Analysis, International 

Council on Mining and Minerals’ Global Industry Standard on 
Tailings Management) paved the way for an updated 

framework to tackle the challenges related with the safety and 

the identification of potential consequences in case of a failure 

event. 

In parallel, similar advances have been made amongst 

several hydrodynamic modelling packages in order to model 

runout of high-concentrated flows that are governed by non-

Newtonian rheological behaviour. This article aims at giving an 

overview of the lessons learned from performing runout 

modelling using the non-Newtonian rheological models recently 

implemented in the two-dimensional depth-averaged 

TELEMAC-2D code. 

The article is based on tailings dam breach assessments 

performed for the Tailings Storage Facility (TSF) of 

Garpenberg in Sweden, a mine owned by Boliden. More 

precisely, focus is put on detailing modelling procedures and 

relevant features of TELEMAC-2D that can be used in order to 

model different steps such as i) breach opening and outflow 

hydrograph estimation, ii) flood wave modelling, iii) transition 

between non-Newtonian and Newtonian behaviors depending 

on mixing between tailings and downstream water bodies, and 

iv) hazard assessment and mapping. Finally, the article 

summarizes the current advantages and shortcomings of the 

non-Newtonian rheological models implemented in 

TELEMAC-2D and presents a list of possible improvements. 

Keywords: tailings, dam breach analysis, runout modelling, non-
Newtonian, TELEMAC-2D. 

I. INTRODUCTION 

Significant advances have been observed in the field of 
tailings dam breach assessments and runout modelling in the 
last few years, both within research projects and guidelines 
but also the availability of hydrodynamic modelling software 
modelling flows that are governed by non-Newtonian 
rheological behavior. This article is based on a case study 
where a Tailings Dam Breach Analysis (TDBA) was 
performed for the Tailings Storage Facility (TSF) at 
Garpenberg in Sweden, a mine owned by Boliden. An 
overview of the lessons learned from the case study, relevant 
features available in the TELEMAC-2D that can be used, 
details in the modelling procedures that are of importance for 

runout modelling for a TDBA, as well as advantages, 
shortcomings, limitations, and possible improvements are 
presented from an engineering perspective.  

II. CASE STUDY 

A.  Garpenberg Mine 

A case study was conducted for Boliden’s TSF at 
Garpenberg in Hedemora, Dalarna County, Sweden (see 
Figure 1). Garpenberg is a complex ore mine carrying mainly 
zinc, copper, and lead. While mining in the area has historic 
evidence that dates back to 300 BC, the recent mining 
operations as well as the construction of the TSF started in 
the 1960’s. The embankment dams have been raised using 
the upstream method (in which each subsequent dam raising 
stage is created by building an embankment founded partly 
on underlying tailings, towards the reservoir), but the design 
has been revised and will transition to a centerline raise over 
the original dam crest during the coming three years. The 
dams are mainly founded on till but there is some evidence 
that peat remains in parts of the low-lying areas. An aerial 
view of the TSF is depicted in Figure 1. There are seven dam 
sections around the TSF (A, C, D, E, E2, I and I2). 

The goal of the tailings dam breach and runout analysis 
was to understand the potential consequences of a breach at 
six different dams surrounding the TSF as a part of the 
permit application. The six different breach locations around 
the TSF considered are illustrated in Figure 2 (section I2 is 
not included as consequences from failure have already been 
studied in an earlier project).  

The area surrounding the TSF consists of several large 
lakes with small rivers connecting these lakes, and houses 
located along the rivers and lakes. This area is not densely 
populated, but there are local industries that lie in a proximity 
of the TSF, and thus the risks due to a dam breach are not 
negligible. 

B. Framework 

The tailings dam breach and runout analysis were 
conducted in accordance with the Swedish dam safety 
guidelines (GruvRIDAS and Svenska Kraftnät, the National 
Grid regulator), the Canadian dam safety guidelines 
(provided by CDA) as well as the Global Industry Standard 
for Tailings Management (GISTM). These latter guidelines 
define a framework to determine the failure classification of 
the tailings facility by assessing the downstream conditions 
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and selecting the  classification corresponding to the highest 
consequence classification for each category. The 
consequence classes are determined by the incremental losses 
for five categories of consequences: 1) Potential population 
at risk, 2) Potential loss of life, 3) Environment, 4) Health, 
social and cultural, and 5) Infrastructure and economics [1] 
[2] [3]. 

 

 
Figure 1. Garpenberg mine. Top: Location of the mine in Sweden. Bottom: 

Aerial view of the TSF. Source: Lantmäteriet ©. 

 

C. Dam breach parameters used 

1) Failure mode 
The dam breach location has been chosen at the largest 

dam height or at the location expected to lead to the largest 
consequences in terms of outflow volume. The credible 
failure mode considered for the six dam sections corresponds 
to a stability and/or foundation failure, which then leads to 
the development of a breach, followed by the liquefaction of 
the tailings in the TSF. This failure mode corresponds to the 
highest expected consequences triggered by a geotechnically 
plausible scenario. The breaching process considered is 
illustrated in Figure 3.  

The breach geometry has been defined based on analysis 
of historical events and guidelines, and a breach ratio (width-
height ratio) of 5 has been used in the case study. This ratio 
corresponds to a conservative but reasonable hypothesis 
based on the analysis of historical failures of both tailings 
dams [4] and rockfill embankment dams [5] in order to take 
into account the large rockfill volume on the downstream 
face. 

2) Outflow volumes and hydrological scenario 
Outflow volumes can be characterized by an estimated 

erosion cone developing in the TSF. Based on the authors’ 
experience, this method is well suited for TSF with 
liquefiable tailings and a limited supernatant pond as is the 
case for Garpenberg. Comparisons with other estimation 
methods were made and confirmed that the outflow volume 
based on an estimated erosion cone provided the most 
conservative assumption.  The erosion cone slope can be 
considered to be lying in a range from 2 to 5 degrees, 
resulting in a large difference in potential 

 

 
Figure 2. Garpenberg case study. Top: Location of six breach locations 

considered. Bottom: Location of six breach locations with respect to 
downstream terrain levels. The blue vertical lines materialize the limit 

between each of the dam sections. 
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Figure 3. Garpenberg case study. Illustration of credible failure mode 

considered in the TDBA. 

 

Figure 4. Garpenberg case study. Erosion cone for dam C (slope of 3 
degrees, outflow volume of 5.3 Mm3). Blue and red lines illustrate the 
supernatant pond extents for the normal operating level and maximum 

retention level (design flood), respectively. 

outflow volumes. In this case study, a range of 3 to 5 degrees 
were considered based on the analysis of the tailings residual 
shear strengths at all dam locations and at different depths.  

This resulted in outflow volumes ranging from 1.3 Mm3 to 
19.6 Mm3 depending on the dam section, breach height, 
breach width and slope angle. The erosion cone for Dam C 
with a 3 degree slope is illustrated in Figure 4. 

To define the hydrological scenarios, the outflow 
volumes are compared with the volume of water in the TSF 
for both a normal flow condition (i.e., Sunny day scenario) 
and a high flow condition (i.e., Flood-induced scenario). The 
additional volume of water during a high flow condition is 
small compared to the amount of outflow volume due to 
liquefaction (max. approx. 9%), and the incremental 
consequences are expected to be similar for the two 
hydrological scenarios. Thus, the runout analysis has only 
been conducted for normal flow conditions. 

3) Rheological properties 
The non-Newtonian properties of liquefied tailings have 

been modelled using the Bingham rheological model. This 
model is well suited for homogeneous suspensions of fine 

particles, particularly mudflows, and is commonly accepted 
for modelling flowing tailings [6]. The equation of the 
Bingham model reads: 

 {�̇�  = 0                  𝑖𝑓   𝜏0  ≤  𝜏𝑦 𝜏0 =  𝜏𝑦 +  𝜇�̇�  𝑖𝑓   𝜏0  >  𝜏𝑦   (1) 

with 𝜏0  the non-Newtonian shear stress [Pa], 𝜏𝑦  the fluid 
yield stress [Pa], 𝜇 the fluid dynamic viscosity [Pa·s] and �̇� 
the shear rate [s-1] that is function of the flow characteristics. 
For more details about the implementation in TELEMAC-
2D, readers may refer to [7]. In addition to the yield stress 
and dynamic viscosity, the fluid bulk density 𝜌  [kg/m3] is 
another parameter defining the fluid rheology. 

For the Garpenberg case, the Bingham model was used in 
combination with the “pseudo-biphasic model” in order to 
take mixing effects with downstream water bodies into 
account (see more information about this model in Section 
III). When using the “pseudo-biphasic model”, the yield 
stress, dynamic viscosity, and the fluid bulk density are 
expressed according to the volumetric sediment 
concentration 𝐶𝑉 [-]: 

 𝜏𝑦 =  𝑎10𝑏𝐶𝑉  (2) 

 𝜇 =  𝑐10𝑑𝐶𝑉  (3) 

 𝜌 = 𝜌𝑊 + (𝜌𝑆 − 𝜌𝑊)𝐶𝑉  (4) 

with 𝜌𝑊 the water density [kg/m3], 𝜌𝑆 the sediment specific 
density [kg/m3], 𝑎, 𝑏, 𝑐 and 𝑑 coefficients [-] related to the 
rheology of the material. 

Based on available geotechnical investigations, the 
tailings stored within the TSF can be assumed to have an in-
situ bulk density of 𝜌  = 2040 kg/m3 and a corresponding 
volumetric sediment concentration of 𝐶𝑉 = 0.52. The specific 
density is 𝜌𝑆 = 3000 kg/m3. Based on available rheological 
tests and experience from analysis of other historical events, 
two values for both the yield stress (50-750 Pa) and the 
dynamic viscosity 

Table I . Garpenberg case. Rheological parameters used in the TDBA. 

Parameter Value 𝜏𝑦 50-750 Pa 𝜇 0.5-50 Pa·s 𝜌 2040 kg/m3  𝐶𝑉 0.52 𝜌𝑆 3000 kg/m3  𝑎 0.00345915-0.05188732 𝑐 0.00003459-0.00345915 𝑏 and 𝑑 8.0* 

* A value of 8.0 is considered as a good approximation to model the 
exponential relationship between 𝜏𝑦 , 𝜇 and 𝐶𝑉 [8]. 

(0.5-50 Pa·s) have been chosen to perform a sensitivity 
analysis. A summary of the rheological parameters is given 
in Table I. 
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4) Sensitivity analysis 

A sensitivity analysis has been performed in order to 
assess the influence of the following dam breach parameters 
on the runout and consequences: 

• Outflow volume (slope of erosion cone 3 and 5 
degrees). 

• Breaching duration (0.5 hour and 1 or 2 hours 
depending on breach height). 

• Rheological properties: 

o Low scenario (𝜏𝑦 = 50 Pa, 𝜇 = 0.5 Pa·s). 
o High scenario (𝜏𝑦 = 750 Pa, 𝜇 = 50 Pa·s). 

 

III. PERFORMING TAILINGS RUNOUT ANALYSIS WITH 

TELEMAC-2D: OVERVIEW AND LESSONS LEARNED 

This section presents an overview of the modelling 
features available in TELEMAC-2D to perform a TDBA and 
describes the lessons learned from the case study. The section 
is articulated around the classical workflow used in TDBA, 
from the release of outflow volume, flood wave modelling in 
downstream areas to hazard mapping and assessment. 
Results are presented for the dam section E2 only as it is not 
possible to cover all the dam sections considered in this 
article. Dam breach assumptions (failure mode, erosion cone 
slope, breach ratio, breaching duration and rheological 
properties) are similar for all dam sections. 

A. Breach opening and outflow hydrograph estimation 

The most important steps in a TDBA is the estimation of 
the total outflow volume for the failure mode and the breach 
development time. These two parameters can then be used to 
estimate the outflow hydrograph. For a dam failure involving 
liquefied tailings, the estimation of these parameters is a 
difficult task and is often associated with very large 
uncertainties. The outflow volume is commonly only a 
fraction of the total stored volume, and the outflow process is 
not driven by a pure rheological process but is the result of 
complex geotechnical processes. This topic is growing with 
some methods and tools starting to become available to 
increase the level of detail for breach modelling [9] [10]. 
However, these methods are still difficult to implement in 
common engineering practice. 

The current methodology commonly used in TDBA to 
estimate outflow volume and breaching time is based on 
available documentation from historical events and/or from 
empirical approaches often used in dam breach modelling. 
To assess the range of uncertainty in the final results linked 
to the uncertainties in estimating the outflow volume and 
breaching time, a sensitivity analysis can be performed by 
modelling several combinations of plausible parameter 
values. 

For the Garpenberg case, outflow volumes have been 
estimated by assuming that the failure leads to the formation 
on an erosion cone within the TSF defined by the breach 
width and by a slope linked to the residual shear strength of 
the tailings (see Figure 4). The outflow process can then be 

modelled directly within TELEMAC-2D by incorporating 
the erosion cone into the mesh, assigning an initial tailings 
level within the cone as an initial condition and using a 
breach structure with time-dependent opening that controls 
the outflow process according to the predefined breach 
development time. The breach opening was modelled using 
the “widening” option, which allows the reproduction of the 
expected opening phenomena reasonably well (for non-
instantaneous failures). The outflow is then governed mainly 
by the rate of opening of the breach and by the resistive 
forces (tailings’ non-Newtonian rheology and bottom 
friction). An illustration of the outflow through the breach is 
presented in Figure 5. 

Although this method is a simplification of a very 
complex process and has some limitations (see Section IV), it 
can be used to generate outflow hydrographs in a rather 
simple and systematic way, which is well suited for 
performing sensitivity analyses. An example of a generated 
outflow hydrograph is presented on Figure 6. This 
hydrograph from dam section E2 corresponds to a total 
outflow volume of 3.0 Mm3 of tailings and water released (3-
degree erosion cone slope), breach maximal height and final 
width of 27 and 135 m (breach ratio of 5), respectively, low 
rheological properties and for a breach development time of 
0.5 hour. 

 
Figure 5. Outflow from dam section E2. Velocity field 20 minutes after 

breaching start. The breach widening modelled is depicted with the two red 
arrows. 
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Figure 6. Outflow hydrograph from dam section E2. 

The spikes that can be observed around the peak are 
linked to the breach widening process during the simulation. 
With the “widening” breach option available in TELEMAC-
2D, the nodes located on each side of the opening breach are 
instantaneously lowered from crest to bottom during one 
time step, hence triggering a rapid discontinuity of the breach 
geometry which generates a corresponding increase in the 
outflow discharge. The outflow discharge then diminishes or 
stabilizes until the next nodes are lowered, and so on. Similar 
observations have been made for other dam sections and dam 
breach scenarios.  This “artefact”, that can be seen as a 
defect, is not problematic in the sense that outflow volume 
remains entirely correct and might even be closer to a real 
breaching process than a steady breach opening. It is 
however possible to limit or smooth this effect by lowering 
the mesh size in the breach region, but at the cost of smaller 
time-steps due to the satisfaction of the Courant number 
criterion used in the Finite Volume (FV) kernel. The spikes 
of the outflow hydrograph disappear however quickly due to 
flow attenuation of the flood wave. 

B. Flood wave modelling 

Flood wave modelling is a rather standard step, even with 
non-Newtonian rheological models. However, an interesting 
point to mention is the possibility to model cascade failures 
of downstream dams, embankments or levees using the dam 
breach module of TELEMAC-2D. As hydrodynamic 
modelling performed as part of a TDBA usually implies a 
large number of scenarios due to the need to perform 
sensitivity analyses, the possibility of modelling cascade 
failures directly within the simulation is a great advantage 
and avoids model simplifications (for example, aggregating 
outflow volumes from the TSF and the clarification pond 
located near downstream into a unique hypothetical failure 
event) as well as saving time (less interpretation). 

C. Mixing between tailings and downstream water bodies 

In most cases, the tailings released from the tailings dam 
failure that reach the downstream river system and/or lakes 
will contribute to dilute the sediment concentration by a 
certain amount. The rheological properties of non-Newtonian 
fluids are extremely sensitive to the actual sediment 
concentration. A small dilution ratio can lead to a significant 

reduction of the yield stress and dynamic viscosity. It is 
common that the volumetric sediment concentration 𝐶𝑉  for 
tailings within TSFs lie in the range 0.5 to 0.6. The limit 
between Newtonian and non-Newtonian behavior can be 
considered to lie around 0.2-0.3 [1] [6] which means that the 
non-Newtonian behavior of the released tailings can be 
expected to be negligible once the flood wave is diluted by a 
factor of approximately 2. 

 

 

 

 

 
Figure 7. Evolution of volumetric sediment concentration 𝐶𝑉 downstream 

of dam section E2 at different times after breaching start. 

The “pseudo-biphasic model” available in TELEMAC-
2D can be used to model the mixing between Newtonian and 
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non-Newtonian fluids. The principle of the model is 
described in [7]. A passive tracer is used to represent the 
volumetric sediment concentration 𝐶𝑉  and can be assigned 
either as an initial condition (to distinguish between tailings 
within the TSF and rivers or lakes, the latter corresponding to 𝐶𝑉 = 0) or boundary conditions (commonly to model a river 
inflow with 𝐶𝑉 = 0 or an outflow hydrograph with 𝐶𝑉 ≠ 0). 
The fluid rheological properties (bulk density, yield stress 
and dynamic viscosity) are then computed as a function of 𝐶𝑉 
using (2) to (4).  

Figure 7 presents the evolution of the volumetric 
sediment concentration 𝐶𝑉 downstream of dam section E2 at 
different times. It can be observed that the local 𝐶𝑉 values are 
varying significantly between the different flow paths 
depending on dilution in downstream lakes and rivers. For 
example, the western flow path is characterized by high 𝐶𝑉 
values and hence high rheological properties whereas those 
parameters in the northern flow paths are highly influenced 
by the dilution effects (lower 𝐶𝑉  values and hence lower 
rheological properties). 

This model can also be used to take into account the 
release of both tailings and water during the breaching 
process. An example from the Garpenberg case study is the 
release of the water volume corresponding to the supernatant 
pond using sources located at the edge of the erosion cone 
with a prescribed tracer value of 𝐶𝑉 = 0. This is of course a 
simplification which implies several assumptions 
(discretization of the supernatant pond by using point sources 
with assumed outflow hydrograph) but can be acceptable if 
the water volume is only a minor part of the total outflow 
volume. 

D. Hazard assessment and mapping 

The hazard assessments are conducted based on the 
results from the model and available guidelines for human 
safety due to floods. The criterion for human safety is often 
based on the product of flow depth (D) and velocity (V), 
called the DV product [m2/s].  

Much of the DV criteria available in the different 
guidelines are mostly provided for water hazards and not for 
mudflow. For mudflow, the density of the fluid is greater 
than that of clear water, and therefore a lower threshold of 
the DV product is assumed to be more adequate for use in the 
assessment of hazards for loss of life or population at risk 
[11]. In the case where there is mixing of water and sand, due 
to a lake or a river downstream of the dam, the 𝐶𝑉 value is 
used to define which threshold DV values are used in which 
area, i.e., large DV threshold values directly downstream of 
the dam with little to no mixing of the outflow material, and 
lower DV threshold values further downstream of the dam 
after mixing where the outflow material has a similar 
rheological characteristics as water. 

A detailed analysis of the flood wave can give 
information on flood characteristics over time, especially the 
type of fluid and its density during the flooding process. 
Examples are provided in Figure 8 and Figure 9, for two 
locations along the flow paths affected by a failure at dam 
section E2 (northern and western flow paths, respectively). 

The figures show the maximum DV values observed at 
locations where buildings are affected as well as time series 
showing evolutions of flow depth, DV, 𝐶𝑉 and fluid density. 
It can be seen that,for the northern location (Figure 8), 
flooding is initiated by the water from the lakes located 
downstream of dam section E2, which has negligible 
sediment concentration. It is only after approximatively one 
hour that the tailings, mixed with water, reach this location, 
but the flood peak has already passed. Hence, the flood 
hazard can be assessed with standard guidelines. For the 
western location (Figure 9), the tailings concentration in the 
flood wave is quickly increasing shortly after flooding start 
as there is only a small lake located downstream of dam 
section E2 along this flow path. The fluid density reaches 
approximatively 1900 kg/m3 10 minutes after flood peak. 
Hence, fluid density can affect the flood hazard assessment 
for this location. 

IV. CURRENT LIMITATIONS AND POSSIBLE 

IMPROVEMENTS 

A. Outflow hydrograph 

As described in Section III, TELEMAC-2D can be used to 
model the outflow of liquefied tailings from a breach. As 
earlier mentioned, it should be clear that this can only lead to 
a very simplified outflow process as the breaching and 
subsequent material release usually combines geotechnical, 
rheological and hydraulic processes. For critical cases, it is 
advised to perform a detailed breach analysis involving state-
of-art methods and experts. The Material Point Method 
(MPM) can be cited as a promising modelling technique to 
tackle such problems as detailed in [9] and in the Report of 
the Expert Panel from the Brumadinho failure in Brazil that 
occurred in 2019 [12]. Another example of dam breach 
model for tailings dams is the EMBREA-MUD model 
developed by HR Wallingford [10] [13]. 

Modelling outflow of liquefied tailings using non-
Newtonian rheological models such as the Bingham model 
should be done with care. In such a simulation, the fluid is 
characterized by its constant nominal rheological properties 
(unless if using the “pseudo-biphasic model” to account for 
mixing with water) corresponding to a liquefied, flowable 
material, even during the breaching process. This is of course 
a conservative simplification since the whole outflow volume 
does not liquefy instantaneously nor have identical properties 
across the whole mobilized volume. When modelling a very 
rapid breaching process such as the Brumadinho failure 
(breaching time was in a range of seconds) [12], modelling 
the instantaneous release of tailings with constant rheological 
properties is very likely to overestimate the outflow process 
and peak discharge. This has been observed in simulations of 
the Brumadinho failure when comparing results from 
TELEMAC-2D and MIKE21 with the estimated outflow 
hydrograph using the EMBREA-MUD breach model. It has 
also been observed that simulations in which the triggering 
time for liquefaction was defined depending on time and 
position within the reservoir gave results in good agreement 
with the EMBREA-MUD outflow hydrograph [7]. 
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Figure 8. Dam section E2, hazard assessment in northern flow path. Top: 

maximum DV values. Bottom: time series at location marked in top image. 

The simplification mentioned above is not limited to 
instantaneous failures. Estimation of outflow hydrographs for 
breaching times in the range of 0.5 h or more can become 
tricky as the tailings flowability characterized by the nominal 
rheological properties can lead to a faster release than the 
pre-defined breaching time. This behavior could be observed 
in the Garpenberg case study. In such a case, using a fictive 
breaching time longer than the theoretical one can be a way 
to ensure that the outflow process duration is compatible with 
the dam breach assumptions to be considered. 

 

 
Figure 9. Dam section E2, hazard assessment in western flow path. Top: 

maximum DV values. Bottom: time series at location marked in top image. 

B. Numerical diffusion 

As it has been observed in the validation cases used to 
test the non-Newtonian models implemented in TELEMAC-
2D [7], one limitation lies in numerical diffusion leading to 
the spreading of the wave front. This numerical diffusion is 
linked to the semi-implicit treatment of the non-Newtonian 
source terms which, on the other hand, ensures the numerical 
stability of the solution even in regions with strong gradients 
(e.g., wave front). The numerical diffusion can lead to a loss 
of accuracy especially in regions where the non-Newtonian 
stresses are dominant. The numerical diffusion considers 
mainly the flow depth whereas velocity components do not 
depict the same trend. Application cases show that this effect 
can become important when using large cell sizes and/or high 
values for the rheological parameters (yield stress and 
dynamic viscosity). It is therefore important that the user 
verifies the model behaviour beforehand and assesses 
whether this effect is expected to influence the results in a 
significant manner or not. 

When important, this numerical diffusion is characterized 
by a wave front that does not stop and similarly, a slow 
drawdown in regions where deposition is expected. The 
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effect can be considered as conservative with respect to the 
maximum flood extents due to the risk of overestimating the 
front wave propagation. On the other hand, tailings 
deposition can become hard to predict. Hazard assessment, 
which is commonly based on the so-called DV product (see 
Section III), is not affected since the velocity components are 
treated in a correct manner (i.e., very small velocities once 
the pseudo equilibrium state is reached). The user should 
therefore assess the model performance, especially for coarse 
meshes and with strong non-Newtonian behavior without 
dilution with downstream water bodies. As this limitation can 
be important in some cases, it would therefore be beneficial 
to address this by improving the algorithm’s performance. 

C. Mixing between tailings and downstream water bodies 

When using the “pseudo-biphasic model” available in 
TELEMAC-2D, the mixing between the different fluid 
mixtures defined by different values of 𝐶𝑉 is governed by the 
advection and diffusion of the passive tracer representing 𝐶𝑉. 
The main limitation of this method is that diffusion at the 
interface between two fluids, and therefore mixing, is 
overestimated. The “pseudo-bipahsic model” should 
therefore be seen as a simplified way to account for mixing 
effects. As mixing and hence dilution are overestimated, the 
use of this model leads to conservative results since the extra 
dilution causes a reduction of the rheological properties. 
However, from an engineering and TDBA perspective, the 
advantage provided by this model (to model dilution and the 
subsequent reduction of the rheological parameters) 
outweighs its disadvantages. 

D. Not accounting for sediment transport processes 

The non-Newtonian rheological models implemented in 
TELEMAC-2D treat the fluid mixture as a continuous 
medium, unlike sediment transport models in which some 
sediment processes occurring in classical river or coastal 
flows are considered (erosion, deposition, settling velocity 
etc.). Consequently, non-Newtonian rheological models used 
in 2D hydrodynamic models are not aimed at being used in 
combination with sediment transport models. It is therefore 
difficult to account for morphological changes linked to 
erosion processes when performing a tailings runout analysis 
with non-Newtonian rheological models. Whereas it is 
generally accepted to overlook erosion processes during a 
dam break analysis, a clear limitation of the non-Newtonian 
rheological models used in depth-averaged hydrodynamic 
models is the impossibility to account for deposition in lakes. 
When a flood wave of liquefied tailings reaches a lake, the 
main part of the sediments will deposit at the bottom whereas 
the outflow from the lake will consist primarily of water that 
has a lower density. With TELEMAC-2D and with the 
“pseudo-biphasic model”, the stratification process is going 
to be simplified by assuming a depth-averaged mixing and no 
deposition, which generally tends to overestimate the tailings 
outflow. However, the impact on flood wave characteristics 
should remain limited if the volumetric sediment 

concentration 𝐶𝑉  of the tailings outflow is below 0.3 (e.g., 
Newtonian behavior). 

V. CONCLUSIONS 

This article gives an overview on how TELEMAC-2D 
can be used, in combination with non-Newtonian rheological 
models, to perform a runout analysis as part of a TDBA. 
TELEMAC-2D offers several interesting modelling 
capabilities (dam breach module, “pseudo-biphasic” non-
Newtonian model) making it possible to model complex 
phenomena associated with failures in TSFs and the 
subsequent release of liquefied tailings. On the other hand, 
several limitations that can be of importance are presented 
and detailed. Specifically, the reduction of the numerical 
diffusion observed in certain cases would be a welcome 
improvement to the code. 
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Abstract – Using in situ field measurements and 

hydrodynamic modelling, this study investigated tidal features 

around a promontory headland on the United Kingdom 

mainland. Two acoustic instruments were bottom mounted over 

a period of 15 weeks and x-band radar data was collected 

periodically.  

Data showed complex hydrodynamics with an upwelling 

feature present producing vertical water velocities of up to 0.219 

m/s. In association with the upwelling, a prominent surface 

feature was visible in x-band radar data which developed 

throughout the tidal cycle.  

Data from the instruments was used to calibrate a 

hydrodynamic model developed using the TELEMAC modelling 

suite. Models of sufficient complexity are required to resolve fine-

scale hydrodynamics associated with such features. Previous 3D 

models of this region have used 10 equal spaced vertical layers; 

however, it was found such a model is insufficient to model the 

vertical upwelling produced by this feature or its development 

throughout the tidal cycle.  

By experiment, it was found 32 vertical layers with a non-

equidistant layer spacing produced an upwelling feature similar 

to what is seen in the ADCP data and x-band data. Upwelling 

features such as this are important for foraging animals and 

headlands are also becoming a focus for renewable energy 

developments. 

Keywords: Headland, tidal stream, seabird, modelling 

I. INTRODUCTION 

The hydrodynamics of a large promontory headland in fast 
tidal currents are explored with in situ measurements and ground-
truthed modelling. The objectives are firstly to calibrate the model 
to field data and secondly to characterise the hydrodynamics of a 
fast-moving tidal stream around a promontory headland. In 
particular, the aim is to understand upwelling observed in the field 
to better model complex hydrodynamics seen in areas of fast tidal 
stream, which are of importance to marine megafauna and 
increasingly of interest for marine renewable energy extraction. 

Previously modelling of flow around headlands has aimed to 
understand the local consequences of sediment depositions, 
trapping of pollutants, nutrients and marine species distributions 
([2],[17],[18],[19],[20],[21]). Such studies have shown eddies 
cause concentration of nutrients and modifications of the currents.  
Eddies move across a headland system, causing fluctuations in 
current speed and direction and a change in the energy density 
[20]. An increase in density of marine animal foraging has been 
found around headlands [21].  Upwelling is associated with 
headlands suggesting that the upwelling of nutrient-rich bottom 

waters supports life at the ocean's surface [22]. 

II. METHODS 

A.  Study site 

The Pentland Firth is located between the north mainland of 
Scotland and the Orkney Islands (Figure 1). The firth is associated 
with strong tidal flows exceeding 4 m/s in places ([14]; [15]). Plots 
available in supplementary material show the distribution of 
currents during flood and ebb tide in the Pentland Firth and M2 
amplitude and phase around northern Scotland. Dunnet Head is a 
promontory which extends approximately 4 km from the mainland 
into the Pentland Firth. Water velocities around the headland 
average 1 m/s with a maximum of 2.6 m/s (instrument data from 
this study). The seabed around the headland rapidly descends to 
depths of greater than 70 m. 

 

Figure 1. Map showing the location of the study area and model extent (insert) 
and location of ADCP (black triangle) and AWAC (grey triangle) instruments. 

Birds assembling along a linear surface feature (arrows) during flood tide. 
Photo taken from Dunnet Head lighthouse 

 (58.67123◦ N, 3.37623◦ W). 

B. Field Data 

An ADCP (Acoustic Doppler Current Profiler) and a 
AWAC (Acoustic Wave and Current) were deployed of the tip 
of the headland for a period of 109 days between February and 
May 2018. The ADCP position was approximately 700 m 
north of the headland (58.67675◦ N, 3.36714◦ W) at 75 m 
depth. The AWAC was deployed further north, approximately 
1.5 km to the north of Dunnet Head (58.68142◦ N, 3.36449◦ 
W) at approximately 89 m depth. The ADCP was programmed 
to record 10-min averages from an ensemble of 50 pings at a 
ping interval of 12 s. A total of 20 vertical bins were sampled, 
with a bin size of 4 m and a blanking distance of 1.76 m. The 
AWAC was programmed for 60 pings over a 10-min average 
with 44 bins, a bin size of 2 m and a 3 m blanking distance. 



28th TELEMAC User Conference Paris-Saclay, France, 18-19 October 2022 

 

60 

Post processing of the AWAC data was performed in Nortek 
STORM software with the removal of near surface bins (Bins 
34–44). The AWAC was intermittently recording waves. In 
addition, a Nortek SeaDarQ X-Band radar system was 
deployed periodically at Dunnet Head overlooking the two 
instrument sites.  

C. Model 

The three-dimensional model was run using TELEMAC-
3D (release version V8P0) using the non-hydrostatic version 
solving the Reynolds Averaged Navier-Stokes (RANS) 
equations in three directions. The model used the standard k-
epsilon turbulence model in the horizontal and vertical 
directions and solved using the conjugate gradient solver for 
the linear systems. The N-Scheme for tidal flats was chosen as 
the advection scheme for the velocities and k-epsilon, The 
Nikurasde friction law was used (1.265). The TPXO tidal 
database for the European shelf was used for the tidal 
constituents. 

The 3-D model used the fine-scale horizontal grid tested 
with the 2-D model using 50 m grid spacing in the proximity of 
Dunnet Head and 200 m spacing in the Pentland Firth channel 
with 2000 m spacing elsewhere and 500 m at the open-water 
boundaries. The time-step for the 3-D model was 5 s with 5-
min interval model outputs. The 3-D model used differing 
vertical resolutions by altering the number of layers and 
spacing between layers. Increasing the number of layers results 
in greater accuracy; however, this increases computational 
time. In the TELEMAC-3D module options for defining equi-
distant spacing or non-equidistant spacing are controlled by the 
mesh transformation keyword and by defining levels in the 
USER_MESH_TRANSF subroutine.  

Table I y+ mesh spacing for differing free stream velocities 

Free stream 
velocity (m/s) 

Wall spacing 
for 
y+ = 30 (m) 

Wall spacing 
for 
y+ = 100 (m) 

Wall spacing 
for 
y+ = 300 (m) 

1 1.23 4.1 12.3 
2 0.64 2.15 6.4 
2.6 0.5 1.69 5 
3 0.44 1.48 4.4 

 

Models were run with 10, 16, and 32 layers with the 
number of layers chosen by using a value of 10 layers from 
earlier research ([23]; [24]; [25]; [26]) and from calculated y+ 
values (Table I). The y+ value is a non-dimensional distance to 
describe the required resolution of a mesh near bottom for a 
particular flow pattern. Values of 30 < y+ < 300 have been 
suggested for the log law region to select the mesh spacing on 
the bottom ([27]). The log law, or law of the wall, states that 
the average velocity of a turbulent flow at a point is 
proportional to the logarithm of the distance from that point to 
the “wall”, or the boundary of the fluid region ([28]). Boundary 
conditions on the bottom in TELEMAC-3D are, by default, an 
impermeable slip boundary; however, this can be changed to a 
no-slip condition provided the vertical mesh is refined at the 
bottom. This choice is valid if representing turbulence effects 

due to the bottom, with bottom vertical resolution refined 
enough to model no-slip conditions. To investigate the effect of 
bottom boundary conditions on the 3-D model, three model 
runs were undertaken for distribution layers over the vertical 
for 10, 16 and 32-layer models with (a) equidistant layer 
spacing with log law boundary conditions, (b) non-equidistant 
layer spacing with a refined bottom using both log law and (c) 
no-slip boundary conditions. The first layer position was 
calculated using y+ = 30 for the non-equidistant cases.  

III. RESULTS 

A. Field Data 

Periods of high vertical velocity (w) are present during 
flood tides lasting between 1.5 and 3 h and are associated with 
the periods of high velocity error. ADCP vertical velocities 
reached a minimum of 0.206 m/s (downward) and maximum of 
0.223 m/s (upward) with the dataset having a mean of the 
absolute values of 0.45 m/s and standard deviation of 0.028 
m/s. The largest magnitude of vertical velocity occurs in Bin 7 
of the ADCP data which equates to a mean depth of 46.7 m of 
a total mean water depth of 76.74 m with a tidal range of 5.08 
m; however, vertical velocities > 0.50 m/s occur through all 
bins (Supplementary material). The data suggest there are 
periods of complex negative and positive vertical velocities 
during each flood tide (Figure 2). Similar vertical velocity 
spikes are seen in the AWAC data but have lower maximum 
and minimum velocities due to the AWAC position being 
further north of the headland. Frequency analysis of the 
AWAC vertical velocity shows a primary spike occurring at 
0.4e-5 Hz or approximately 6 h using 15687 10-min samples. 
The ADCP data show a primary spike occurring at a frequency 
of 0.2e-5 Hz or approximately 12 h, and a secondary spike at a 
lower power occurring at approximately 6 h associated with the 
M2 and M4 tidal harmonics. Vertical velocity spikes exhibit a 
lag between the ADCP and AWAC data sets. Cross-correlation 
between the ADCP vertical velocity and AWAC showed 1.5 h 
in lag. This suggests a similar phenomenon affects the AWAC 
data later in the tidal phase than the ADCP. Increased periods 
of ADCP error velocity are associated with the same tidal 
phase, but error velocity is not strongly correlated with the 
vertical velocity increases, with a correlation coefficient of 
0.14 with zero cross-correlation lag. 

 
Figure 2. Bin 7 vertical velocities show velocity spikes of > 100 mm/s. 
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B. 3-D model 

To address the complex hydrodynamics, a 3-D model was 
implemented to explore whether vertical velocities present in 
the ADCP data could be reproduced. Due to computational 
restrictions, a time period of increased vertical velocity activity 
was identified in the ADCP data for which 3-D model runs 
were undertaken. The 3-D model had an improved relationship 
with the field data, with a horizontal velocity RMSE of 0.22 for 
the AWAC position and 0.43 for the ADCP position with a 32-
layer model using non-equidistant vertical layer spacing. The 
error between the model and the data is attributed to the lack of 
detail in the model in comparison with real variables 
(bathymetry, coastline shape, bottom type). The bathymetry 
used in the model is 1 arc second in resolution. However, the 
primary purpose of the 3-D model was to try to replicate the 
upwelling features and headland eddies.  

Snapshots of the evolution of the vertical water velocity (w) 
were extracted from the 3-D model chosen to be presented here 
based on the ADCP data. (Figure 3).  

1. Low water + 4 hours; 20/02/18 22:00. Initial formation of 
eddy during flood tide phase. Phase of negative vertical 
velocity indicated in ADCP data 

2. Low water + 5 hours; 20/02/18 23:30; Mid flood tide 
3. Low water + 6.5 hours; 21/02/18 01:00; Point at which 

maximum vertical velocities recorded in ADCP data. 
Towards end of flood tide phase. 

These 3-time snapshots are extracted from each of the 10-
layer, 16-layer and 32-layer models. 

 

 
Figure 3. Free surface elevation (m) from 2-D model output, depth averaged 

current velocity (m/s) and depth averaged current direction (degrees) for from 
20/02/18 to 21/02/18 showing time periods chosen (black diamonds, labels for 

dashed lines) for model snapshot outputs indicated by dashed lines. 

 

10-layer Results 

 

Snapshots from the 10-layer 3-D model for the three time 
phases (Figure 4) show increased vertical velocities at mid-
depth are generated in the early stages of flood tide up to 0.12 
m/s which dissipate early in the tidal cycle. 

 

 
Figure 4. Vertical velocity (m/s) for model with 10 vertical layers, Time = 

Low water +4 h (x.1), +5 h (x.2) & +6.5 h (x.3) for plan slice at 37 m depth of 
(w) velocity for 3-D model with (1.x) equidistant vertical layers and log of the 

wall bottom boundary conditions. (2.x) non-equidistant vertical layers with 
log law boundary conditions with a first layer at height y+ = 30. (3.x) Non-
equidistant layers with no-slip bottom conditions with first layer at y+ = 30. 
Black circles denote ADCP position (south) and AWAC position (north). 

 

16-layer results 

 

 
Figure 5. Vertical velocity (m/s) for model with 16 vertical layers, Time = 

Low water +4 h (x.1), +5 h (x.2) & +6.5 h (x.3) for plan slice at 37 m depth of 
(w) velocity for 3-D model with (1.x) equidistant vertical layers and log of the 

wall bottom boundary conditions. (2.x) non-equidistant vertical layers with 
log law boundary conditions with a first layer at height y+ = 30. (3.x) Non-
equidistant layers with no-slip bottom conditions with first layer at y+ = 30. 
Black circles denote ADCP position (south) and AWAC position (north). 



28th TELEMAC User Conference Paris-Saclay, France, 18-19 October 2022 

 

62 

Results using 16 layers show extended evolution of the 
vertical velocities to low water + 5 hours and dissipation 
during low water + 6.5 hours. (Figure 5). 

 

32-layer results 

 

Model outputs using 32 layers show continued evolution of 
the region of increased vertical velocities through low water + 
6.5 hours with most development in 2.3 (Figure 6). The vertical 
velocity reaches similar values as velocities present in the 
ADCP data during the same time interval (0.13 mm/s). 

 

 

 
Figure 6. Vertical velocity (m/s) for model with 16 vertical layers, Time = 

Low water +4 h (x.1), +5 h (x.2) & +6.5 h (x.3) for plan slice at 37 m depth of 
(w) velocity for 3-D model with (1.x) equidistant vertical layers and log of the 

wall bottom boundary conditions. (2.x) non-equidistant vertical layers with 
log law boundary conditions with a first layer at height y+ = 30. (3.x) Non-
equidistant layers with no-slip bottom conditions with first layer at y+ = 30. 
Black circles denote ADCP position (south) and AWAC position (north). 

 

IV. DISCUSSION 

A linear surface feature is observed around a promontory 
headland which has been associated with observations of 
seabird foraging behaviour. Data from bottom-mounted 
instruments near this feature showed vertical velocity 
fluctuations modulated with tidal phase.  

2-D and 3-D modelling was undertaken to replicate and 
understand the development of the features, in particular, the 
vertical velocity fluctuations seen in the ADCP data. Similar 
vertical upwelling was produced in a Telemac 3D model using 
32 horizontal layers. 

A. Field Data 

The spikes of increased velocities in the instrument data 
and lag between the datasets is explained by the change of 
position of the tidal streak throughout the tidal phase, as the 
feature develops close to the headland and then moves 
offshore. For example, ADCP data show high vertical 
velocities are present at 01:00 on 21/02/2018 (low water + 6 
hours). Later, the same spike in vertical velocities is seen in the 
AWAC data, with a lag of approximately 1.5 hours (low water 
+ 7.5 hours). Vertical velocities of up to 0.219 m/s are recorded 
by the ADCP data for one 10-minute period. Mid-column 
velocities are used by other authors when reporting maximum 
vertical velocity from models ([29]; [30]).  

Model results towards the end of flood tide (Low water + 
6.5 h) closely resemble the timing of the spikes seen in the 
ADCP and AWAC data, where at approximately 02:30 on 
21/02/18, increased vertical velocities are present in the 
AWAC data when the model indicated the movement of the 
area of increased vertical velocities outwards from the 
headland to the position of the AWAC (Figure 5). The 
frequency analysis between spikes in vertical velocity for the 
ADCP and AWAC are different; this is due to the instrument’s 
position in relation to the ebb and tidal flood flow patterns and 
their relative positions to the headland tip upwelling and 
downwelling features.  

Vertical velocity due to this type of secondary flow has 
been shown around other headlands. Vertical velocities of 8 
mm/s around Cape Saunders, Otago, citing that upwelling 
caused the water column to be replaced by deeper waters in 
one tidal cycle [31]. Vertical velocities of 15 mm/s were 
measured around Rattray Island, Australia [30]. At Dunnet 
head, upwelling is stronger with the ADCP recording vertical 
speeds up to 0.223 m/s with a depth of 76.74 m, with the water 
column replacing itself every 5 minutes and 44 seconds under 
maximum upwelling conditions.  

Strong secondary flow due to flow curvature around the tip 
of headlands and islands causes strong upwelling in the vicinity 
which can extend far downstream, where circulation normal to 
the main flow, the onshore flow near the bottom is drawn 
upwards and replaces the offshore transverse flow near the 
surface [30]. They found downwelling occurs with the reverse 
mechanism on the upstream side of the island and is highly 
localised and weaker than the upwelling. Here downwelling 
and upwelling are seen in the ADCP and AWAC data 
associated with the linear surface feature. This is also seen in 
the Telemac 3D results and likely a result of headland shape, 
bathymetry and strength of the tidal flow.  

Four mechanisms for vertical motion were identified in 
previous research [30]; (a) where deficit in volume is larger 
near the surface than near the bottom, by continuity bottom 
water comes to surface to replace surface water, causing 
upwelling; (b) the opposite to this causing downwelling; (c) 
onshore flow similar to converging flow causing downwelling; 
(d) curved flows where there is a balance between centripetal 
acceleration based on the depth averaged velocity and the 
positive pressure gradient due to the tilting of the sea surface. 
This causes inward convergence of the bottom water which 
flows upwards within the water column. They state eddy and 
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tip upwelling can be encountered with varying magnitudes 
depending on the radius of curvature, flow intensity and 
surface pressure gradient. In the case of a study site at Rattray 
Island, bathymetry and topography of the island lead to the 
observed upwelling and downwelling present [30]. At Dunnet 
Head, flood water has a larger curve around the headland due 
to the flow approaching the Pentland Firth from the west. 
During ebb tide the flow is deflected prior to reaching Dunnet 
head by small islands in the firth to the east, causing less 
curvature. This may partially explain weaker upwelling and 
downwelling seen in the data during ebb tide; however, another 
cause of the weaker upwelling and downwelling during ebb 
tide is the instruments positions in relation to downstream 
upwelling and downwelling, whereby the instruments are in 
favourable positions to detect flood tide upwelling and 
downwelling. The depth, sharp bathymetric slope, flow 
curvature around Dunnet Head and high tidal current velocity 
provide the mechanisms for the strong vertical velocities seen 
in the data. 

 

B. 3D model results 

The 32-layer model using a refined bottom mesh with a 
first vertical layer at y+ = 30 and log law bottom boundary 
conditions produced results which resemble field data. Other 
model scenarios showed dissipation of this feature much earlier 
in the flood tide phase. Whilst the 32-layer, 50-m horizontal 
resolution, model may be improved upon, it was adequate to 
represent the field data and could be run on a desktop computer 
for short model runs of several days. Turbulent features 
probably have an impact the RANS equations do not 
accurately reproduce, in part due to the mesh resolution and the 
difference between horizontal and vertical mesh sizes. No-slip 
condition results with 32 layers and a refined bottom vertical 
mesh do not reproduce timings of vertical velocity as seen in 
field results. The model may not have enough vertical 
resolution for accurate no-slip conditions, and to do so would 
greatly increase computational requirements. The 32-layer 
model with log law bottom boundary conditions has better 
agreement with the data than an equidistant layer model, where 
a first layer position of y+ = 30 is a good solution for this flow 
with the k-epsilon turbulent closure model. 

The 32-layer 3-D model produced a 300 m wide 2 km zone 
of upwelling and 100 m width 1.5 km zone of downwelling on 
the lee side of headland during flood tide with acceptable 
computational time, with similar characteristics observed in 
opportunistic X-band radar field data. 

3-D modelling using 10 or 16 layers did not reproduce the 
extent of vertical velocities present in the instrument data. 3-D 
modelling using 32 layers and a refined bottom was sufficient 
to model the timing of the vertical velocity seen in the data but 
does not reproduce the magnitude of the velocities. However, 
3-D modelling indicates the eddy system during flood tide is 
associated with a tidally induced linear upwelling/downwelling 
feature which provides explanation for the vertical velocity 
spikes in instrument field data and potentially explains 
observed seabird foraging behaviour in the vicinity of the 
streak feature.  

Previous modelling in the Pentland Firth has used a range 
of vertical resolutions from 10 equidistant layers ([23]; [33]) to 
20 layers ([32]). Previous research in the area used the Delft3-
D-Flow model using the hydrostatic pressure assumption and 
10 equidistant layers for sensitivity analysis of turbulent 
closure models [32]. In areas of complex hydrodynamics such 
as Dunnet Head, careful selection of horizontal layers and 
thickness of horizontal layers is required to model complex 
vertical movements. 

 

V. CONCLUSIONS 

Dunnet Head is an extreme example of upwelling and 
downwelling associated with strong tidal flow and secondary 
flow due to flow curvature causing a noticeable surface feature. 
Vertical velocities of greater than 200 mm/s have been 
recorded by field instruments.  

Initial observations (boat-based and cliff-based) indicate 
the study site is a preferred feeding location targeted by 
seabirds, with birds congregating and actively foraging along 
the surface expression of the tidal streak. As Dunnet Head is a 
nesting site for many seabirds, the tidal front may act as an 
important local feeding area affording the seabirds minimum 
energy to forage in the vicinity of the nesting site. Attraction of 
seabirds to the feature is likely a result of the hydrodynamic 
processes affecting prey, either concentrating them or making 
them more easily available near the surface and may be 
directly attributable to the vertical currents and turbulence 
associated with this feature.   

The modelling work reproduces upwelling observed in the 
field and recorded by field instruments; however, models of 
sufficient complexity are required to resolve fine-scale 
hydrodynamics which are associated with such features, which 
is of importance to tidal stream renewable energy 
developments in these environments, as well as understanding 
foraging activity of marine top predators. Models using 32 
vertical layers were sufficient to reproduce patterns of vertical 
velocities seen in field data. This study highlights that some 
areas, in particular headlands, may not be suitable for tidal 
energy developments due to the nature of the complex 
hydrodynamics due to secondary flow features, and potentially 
their importance for foraging megafauna. 

Further work is proposed to investigate the role 
hydrodynamics plays regarding prey availability and the 
predictable presence and behaviour of foraging marine 
wildlife. Measuring velocities using a 5-beam ADCP combined 
with an echo sounder will allow investigation of the role 
turbulence and vertical currents play in biophysical 
associations of predators with hydrodynamic features, and 
changes to prey aggregation, disorientation and availability. 
Further surveys are planned to include vantage-point surveys 
for seabirds and marine mammals at Dunnet Head lighthouse 
and aerial surveys using a small unmanned aerial vehicle for 
combined biophysical data collection. 
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Abstract – The objective of this work is to characterize the 

hydrodynamics and transport time scales of the main 

hydroelectric generation reservoir in Uruguay based on a 

numerical modelling approach. The work is based on the analysis 

of numerical results from a hydrodynamic model implemented 

for the Salto Grande reservoir, using the TELEMAC-

MASCARET Modelling System (TMS). 

A 2D depth-averaged approach is followed. The model is 

calibrated and validated using data of surface elevation at several 

stations along the river-reservoir system. The obtained results 

show good agreement with the measured data, representing 

satisfactorily the main features of the Salto Grande dynamics.  

A simulation with realistic forcings during several years 

allows us to analyse the circulation in the river-reservoir system, 

and the estimation of the transport time scales based on 

numerical experiments with a passive tracer. The effect of the 

wind forcing is also analysed.  

Keywords: reservoir, circulation, transport time scales. 

I. INTRODUCTION 

Hydropower reservoirs are semi-lentic water bodies that, in 
addition to power generation, have other uses e.g., water 
supply, fishing and recreation. Typically, the increase in the 
water residence time combined with the increasing process of 
anthropical eutrophication favours the occurrence of 
phytoplanktonic blooms. These events have negative 
consequences on the ecosystem (affecting both its physical-
chemical properties and the biota) and interfere with human 
activities. This work aims to contribute to a better management 
of the hydropower reservoirs water quality by developing 
numerical tools that help to understand the system dynamics 
and allow to predict its future behaviour. 

II. STUDY AREA 

The Salto Grande Hydroelectric Complex (CHSG) is 
located on the Uruguay River (31°16'28.7"S, 57°56'21.0"W, 
kilometer 342.6), upstream from the cities of Concordia 
(Argentina) and Salto (Uruguay), see Figure 1. The Uruguay 
River basin up to the CHSG covers an area of approximately 
244,000 km2. The immediate basin is located between the city 
of Paso de los Libres and the Salto Grande dam and covers an 
approximate area of 47,200 km2. The Salto Grande reservoir is 
an artificial lake with multiple purposes, including energy 
production, drinking water and recreational activities. It is a 
reservoir with a dendritic morphology, composed of a single 
main entrance, the Uruguay River (mean flow rate of 
4,400m3/s), and multiple lateral tributaries, of which the most 
relevant in terms of flow contributions are the Arapey River 

(mean flow rate of 65 m3/s) and the Mocoreta River (mean 
flow rate of 43 m3/s). Table I shows the main characteristics of 
the reservoir [1]. In the last three decades, multiple scientific 
works have addressed the phenomenon of phytoplankton 
blooms in the Salto Grande reservoir, giving an account of the 
water quality problems in this water body [2][3][4][5][6]. 

 
Figure 1. Location of the study area, Salto Grande reservoir. 

Table I Main characteristics of Salto Grande reservoir. 

Nominal water level (m) 35 

Area (km2) 783 

Perimeter (km) 1,190 

Volume (hm3) 5,500 

Reservoir length (km) 140 

Mean width (km) 5.4 

Maximal width (km) 9 

III. METHODOLOGY 

A. Numerical model implementation 

The numerical model TELEMAC (www.opentelemac.org) 
is used, in particular its two-dimensional hydrodynamic 
module TELEMAC-2D [7]. It solves the depth-averaged free-
surface flow equations (Saint-Venant equations), using the 
finite element method on unstructured grids of triangular 
elements. 
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1) Mesh and bathymetry 
The computational domain is shown in Figure 2. It includes 

the Salto Grande reservoir and several kilometers of its main 
tributary (Uruguay River) up to Paso de los Libres (PL) where 
boundary conditions are imposed. Some islands in the reservoir 
were included as land area. The mesh consists of 
approximately 28,000 nodes and 49,500 elements with 
dimensions varying from 250 m up to 125 m in refined zones. 
The bathymetry is provided by the Joint Technical 
Commission of Salto Grande (CTM-SG), for the area between 
the dam and Paso de la Cruz (PC in Figure 2). Between PC and 
PL there is not available bathymetric information, so a linear 
profile was assumed. The slope is computed based on the 
available bathymetric information in the last part of the river 
up to PC. 

There is a relatively dense bathymetry (more than 115,000 
points in an area of 684 km2), obtained from more than 400 
transversal profiles separated between 500 and 1,000 meters 
(with spatial resolution of approximately 10 meters), and 
longitudinal profiles for the main channel and the main 
tributaries. The bathymetry data is provided by CTM-SG 
validated to the year 2019 and covers the reservoir region from 
the dam to approximately 10 kilometres upstream of Monte 
Caseros (MC in Figure 2). 

Several interpolation methods are tested to generate the 
model bathymetry. The deterministic methods implemented in 
ArcGIS are used. Although good results are obtained locally 
(e.g., with Radial Basis Functions), when observing the results 
globally (i.e.: interpolation between cross-sectional profiles) 
discontinuities are observed that deviated from what is 
expected at a natural margin of a river channel. Adding this 
qualitative criterion, the best results are obtained using the 
inverse of the distance squared considering the closest 4 points 
located in different quadrants. Between MC and PL a bottom 
slope of 1.68x10-4 is imposed, value computed from the slope 
of the last fluvial region with available data. 

2) Boundary conditions 
The open boundaries of the domain correspond to the dam 

(output flow) and all the reservoir tributaries (input flows). 
There are both measured and unmeasured flows in the 
reservoir. The measured flows are supplied by CTM-SG at 
Paso de los Libres (PL), Paso de la Cruz (PC), Arapey grande 
(AG), Arapey chico (AC) and Dam (DA) stations (see 
locations in Figure 2). On the other hand, there are unmeasured 
inflows corresponding to the following tributaries: Itapebí 
Grande (IG), Itapebí Chico (IC), Mocoreta (MO), Mandisovi 
Chico (MCh), Mandisovi Grande (MG) and Gualeguaycito 
(G); see Figure 2. The CTM-SG also provided a theoretical 
total hydrological inflow to the reservoir, computed from a 
mass balance. The unmeasured flows were computed by 
distributing the difference between the theoretical total 
hydrological contribution flow and the sum of the measured 
inflow flows, proportional to the basin area of each tributary. 

At the free surface the effect of the wind was considered. 
Wind data was obtained from the ECMWF ERA5 reanalysis 
product [8]. 

The model is then forced by inflows and outflows as well 
as the surface wind stress. The boundary conditions in the open 

boundaries are the free surface elevation and flow discharged 
at the Dam, using a Thompson boundary condition [9], and 
flow rates (measured or estimated) in the other open 
boundaries. 

 
Figure 2. Simulation domain, mesh and bathymetry. Open boundary 

conditions are indicated as well. 

3) Model calibration and verification  
There are six free surface elevation gauge stations: Monte 

Caseros (MC), Mocoreta (MO), Federación (F), Santa Ana 
(SA), Salto Grande (SG) and Dam (DA). Unfortunately, there 
is not available water velocity data for model calibration. 

The model is then calibrated based on the free surface 
elevation data. The bottom friction and wind drag coefficients 
are selected as calibration parameters. 

The calibration period is 2019/01/10 until 2020/04/30 (15 
months approx., period called window 2). The calibration 
parameters include the Manning roughness coefficient (n) for 
which the values 0.020, 0.024, 0.025, 0.026 and 0.030 s/m1/3 
are tested. On the other hand, the following values are 
considered for the COEFFICIENT OF WIND INFLUENCE: 
1.0x10-6, 1.25x10-6, 1.5x10-6, and 2.0x10-6. The mean absolute 
error (MAE), root mean square error (RMSE), and BIAS are 
used to assess the model performance. The model is then 
validated for the free surface elevation at the MC, M, SA, F, 
and SG stations, for two time windows: from 2018/2/28 to 
2018/7/20 (approx. 5 months, period called window 1), and 
from 2020/5/27 to 2020/10/21 (approx. 5 months, period called 
window 3). 

The time step used for these simulations is 5 s. The 
Smagorinsky formulation is used for turbulence closure with a 
base value of eddy diffusivity of 1x10-6 m2/s and tracer 
diffusivity of 1 m2/s. 
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Figure 3. Detail of the simulation mesh and bathymetry in the lower (upper 

panel) and middle (lower panel) reaches of the reservoir. 

B. Hydrodynamic characterization 

In order to characterize the reservoir hydrodynamic the 
mean, 10 and 90 percentile maps are computed based on the 
model results for the simulated period (2017/02-2020/10). The 
water flux through the entrance of the Gualeguaycito arm is 
also calculated (see Figure 2). Finally, the influence of the 
wind on these results is analysed. 

To estimate the transport time scales in this work we 
propose to adapt two local parameters: the exponential flushing 
time (flushing time - tFT) and the flushing lag time (flushing lag 
- tFL). They come from an Eulerian methodology which 
calculation method is adopted from [10]. Initially, a 
concentration C0 = 1 of a passive tracer is imposed within the 
domain and a concentration value C* = 0 is assigned to the 
water flow entering through open boundaries. The time taken 
for the concentration to reach a threshold value C1 (arbitrarily 
set as 95% of C0) is called flushing lag time and is considered 
to be the beginning of an exponential decrease in concentration 
at the observed domain point. The tFT is defined as the "local e-
flushing time" and corresponds to the time taken from tFL for 
the concentration of the passive tracer to reach a value of 
1/e^C0. Both parameters are called local as they are computed 
for each node of the mesh. 

Considering the underlying hypothesis of this methodology 
it is better suited to analyse steady scenarios. Three scenarios 
without wind are tested for this work, combining different 
surface elevations and incoming flowrates at PL: 1) (scenario 

e3) low level at the dam (percentile 10: SG=32.96 m) and high 
flowrates (percentile 90: DA=11,586 m3/s; IG=57 m3/s; 
IC=31 m3/s; AR=469 m3/s; PC=1,112 m3/s; PL=9,528 m3/s; 
MO=274 m3/s; MCh=36 m3/s; MG=46 m3/s; G=33 m3/s); 2) 
(scenario e6) average surface elevation (mean value: 
SG=34.31 m) and average flowrates (mean value: 
DA=5,389 m3/s; IG=25 m3/s; IC=15 m3/s; AR=224 m3/s; 
PC=395 m3/s; PL=4,563 m3/s; MO=113 m3/s; MCh=17 m3/s; 
MG=21 m3/s; G=16 m3/s); 3) (scenario e11) high surface 
elevation (percentile 90: SG=35.32 m) and high flowrates 
(percentile 90).  

Then the wind influence is tested by simulating eight 
scenarios with average free surface elevation and incoming 
flowrates, and a constant wind of 10 m/s blowing from eight 
different cardinal directions. 

IV. RESULTS AND DISCUSSION 

A. Model calibration and verification 

The simulated free surface elevation is not very sensitive to 
the Manning roughness coefficient for the stations located at 
the lower part of the reservoir (SG, F, and SA), showing 
variations in the RMSE and MAE of the order from millimetre 
to centimetre. On the other hand, stations M and MC, which 
show a transitional and fluvial behaviour respectively, present 
a greater sensitivity with RMSE and MAE variations of 
centimetres to decimetre. Regarding the wind drag coefficient, 
the model presented little sensitivity for all stations in the 
calibration period, with variations between simulations of the 
order of a millimetre. 

Figure 4 shows qualitatively the results obtained for station 
F and MC with n = 0.025 s/m1/3 and CD = 1.0x10-6 for the 
calibration period, together with the measured inflows. Table II 
presents quantitatively the results of the evaluation of the 
predictions for the calibration and validation periods. The 
model reproduces reasonably well the water surface elevation 
at both stations which have different behaviours. 

Table II Model performance statistics at stations F and MC for the calibration 
(Window 2) and validation periods (Windows 1 and 3). 

Station F Window 1 Window 2 Window 3 

RMSE (m) 0.110 0.138 0.122 

MAE (m) 0.101 0.127 0.118 

BIAS (m) -0.099 -0.108 -0.118 

Station MC Window 1 Window 2 Window 3 

RMSE (m) 0.149 0.223 0.290 

MAE (m) 0.116 0.175 0.263 

BIAS (m) 0.039 -0.007 0.254 
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Figure 4. Observed (Obs) and simulated free surface elevations (T2D) for 

station F and MC (see Figure 1), and measured inflows. Calibration (Window 
2) and validation periods (Windows 1 and 3) are shown. 

B. Water circulation 

The mean velocity field (Figure 5) for the simulated period 
shows a clear difference between the central zone and the 
reservoir arms, as expected. The mean intensities in the central 
zone show values around 10 cm/s, while in the arms are one 
order of magnitude lower. At the Gualeguaycito arm (Figure 5 
upper panel) it is interesting to note the circulation patterns 
showing higher intensities near the coast. This is usually 
related to the wind effect on the shallower areas and have been 
reported in other study cases like [11]. 

 
Figure 5. Mean velocity field for the period 2017/02-2020/10 at the lower and 

middle reaches of the reservoir. 

Figures 6 and 7 show the 90 and 10 percentile maps for the 
simulated period at the lower reservoir reach, while Figure 8 
shows a boxplot of the intensity time series at the stations 
indicated in Figure 5. At the central zone the effect of the flood 
events is more noticeable showing currents intensities close to 
1 m/s. 

 
Figure 6. Percentile 90 of current intensities for the simulated period 2017/02-

2020/10. 
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Figure 7. Percentile 10 of current intensities for the simulated period 2017/02-

2020/10. 

 
Figure 8. Boxplot of current intensities at several stations at the reservoir 

lower reach (see Figure 5). 

The influence of the wind forcing is relevant specially in 
the reservoir arms. Figure 9 shows the mean velocity field 
obtained without including the wind forcing and the difference 
with the mean current field with wind (presented in Figure 5). 
As expected the differences are noticeable in shallower areas; 
specially the Gualeguaycito arm shows a significant change in 
its circulation patterns and intensities. 

C. Transport time scales 

Figure 10 shows an example of the tracer concentration 
evolution in the three scenarios without wind at one station 
located in the central zone (UY_6, see Figure 5) and another in 
the Gualeguaycito arm (G_25). The thresholds for the flushing 
lag and local flushing time are indicated as well. It can be seen 
that the exponential decay assumption underlying the 
methodology is reasonable in these steady scenarios. 

 

 
Figure 9. Mean velocity field without wind forcing (upper panel) and its 
difference with the mean velocity field shown in Figure 5 (lower panel). 

 
Figure 10. Example of tracer concentration evolution at stations G_25 and 

UY_6 for the scenarios e3, e6 and e11.  
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Figures 11 and 12 show the flushing lag and local flushing 
time maps for the three scenarios without wind forcing and 
different combinations of water level and inflow rates. The 
flushing lag results, which give an idea of the arrival time, 
show lower values in the central zone where the advection is 
dominant, as well as in the arms close to the open boundaries 
with imposed inflows. As expected, higher inflow rates and 
lower water level tends to decrease the flushing time and vice 
versa. For the mean scenario the flushing time in the central 
zone is in the order of a few days, while in the Gualeguaycito 
arm for example can be up to two months.  

 
Figure 11. Maps of flushing lag (FL) for the scenarios with low water level 
and high inflow (e3); mean water level and inflow rate (e6); and high water 

level and inflow rates (e11). 

Figures 13 and 14 show the flushing lag and local flushing 
time maps for the scenarios with different wind directions. 
Only four directions are shown (SW, SE, NE, and NW). As it 
was seen previously in the mean velocity fields, the wind 
forcing is relevant in the reservoir arms, while the central zone 
does not show significant changes. 

The flushing lag maps clearly show how the fluvial inflow 
is advected towards the wind direction in the Gualeguaycito 
arm. When the wind blows cross to the arm (SW and NE 

directions) the flow is concentrated on the south and north 
coast respectively. Wind blowing along the arm and towards 
the reservoir tends to enhance the advection (NW wind) and 
the opposite when it blows towards the coast (SE wind). 

The flushing time maps (Figure 14) shows that wind 
directions along the arm direction tend to increase the water 
exchange with the central zone leading to lower transport time 
scales. On the other hand winds blowing with transversal 
direction to the arm show much higher transport time scales 
and an enhanced shear flow at the arm entrance.  

 
Figure 12. Maps of flushing time (FT) for the scenarios with low water level 
and high inflow (e3); mean water level and inflow rate (e6); and high water 

level and inflow rates (e11). 
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Figure 13. Maps of flushing lag (FL) for the scenarios with mean level and 

inflow and four different wind directions. 

 
Figure 14. Maps of local e-flushing time (FT) for the scenarios with mean 

level and inflow and four different wind directions. 
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V. CONCLUSIONS AND FUTURE WORK 

In this work a depth averaged hydrodynamic model is 
implemented for the Salto Grande hydropower reservoir. The 
model is able to reproduce adequately the water surface 
elevation behaviour in different zones of the reservoir with 
fluvial and transitional regimes. 

The circulation in the reservoir is analysed based on the 
results of a 4 years simulation with realistic forcing. The 
velocity fields show a clear difference between the reservoir 
central zone and arms. The wind influence is assessed through 
numerical experiments and shows to be relevant on the arms 
circulation. 

Numerical experiments with a passive tracer allow us to 
analyse the transport time scales in the reservoir under 
idealized steady scenarios. The results show lower transport 
time scales in the central zone where the advection is 
dominant. In the reservoir arms the wind again showed to be 
relevant, and its direction in relation to the arm axis shown 
may enhance or decrease the transport time scales. This is 
relevant considering that these arms are the most promised in 
terms of water quality problems. 

Ongoing studies include the evaluation of other techniques 
to estimate the transport time scales with the numerical model 
(lagrangian approaches, non-steady scenarios), and a better 
characterization of the circulation patterns using other methods 
like empirical orthogonal functions. 
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Abstract – The work presented here details how 

TELEMAC-3D was used for a preliminary assessment of the 

dimensions and shapes of the inlet channels of two projects of 

small hydropower plants equipped with fish passes that will be 

added to existing hydropower facilities on the Rhône River. In 

both cases, the extent of the numerical model comprises both 

the inlet channel of the plant (width of about ten meters) and 

the stretch of river (width of about two-hundred meters, 

longitudinal extent of a few kilometres) on which it will be 

built. Results of ADCP surveys (cross profiles of flow velocity) 

and water level measurements in the river were used to 

calibrate the models. 

For one of the cases, results of a physical scale model were 

also available to enable validation of the numerical model on 

measured flow patterns and velocities around and inside the 

inlet channel. A sensitivity analysis to the parameters of the 

model (both physical and numerical) was also undertaken. The 

model was then used to screen the best configurations that will 

be further studied and optimized with physical scale models 

Keywords: TELEMAC-3D, hydropower, physical modelling, 
scale modelling, ADCP. 

I. INTRODUCTION 

Adding capacity to existing hydraulic works has a huge 
potential worldwide for additional energy generation with 
minimal social and environmental impact [1]. In France, 
CNR, the hydropower and navigation operator of the Rhône 
River, is in the process of adding small power plants (SPP) to 
existing hydropower schemes. These SPP are / will be fed by 
the environmental flows discharged into the reaches 
bypassed by the inlet channels of the main hydropower 
plants. As part of these projects, fish passes for upstream 
migration and structures for downstream migration are also 
constructed. 

The hydraulic integration of additional capacity to an 
existing hydraulic works can be problematic from a hydraulic 
point of view since the original facilities was generally not 
design to accommodate it. Civil engineering constraints can 
thus make it difficult to implement smoothly the new 
structure (e.g. avoiding steep change of direction between the 
inlet channel and the main flow direction). As a consequence, 
flow upstream of the additional plant can be non-
homogenous, which can affect efficiency and generate 
vibrations which can lead to turbine damages.  

Physical modelling has long been the tool of choice to 
check the hydraulic design of an inlet channel. In the 

example presented here, the fact that it is necessary to study 
the interaction between a relatively large river and a small 
inlet channel poses a problem of trade-off between the scale 
and the extent of the model. In contrast, the extent of a 
hydraulic numerical model is not constrained by the size of 
the building where it is set. Still, this dual scale (large river / 
small inlet channel) can also be problematic in terms of 
model resolution and size, and thus computation cost. 
TELEMAC-3D, having a proven record in the modelling of 
large-scale environmental flows, is well adapted for such 
configurations. 

The work presented here describes the setup, calibration 
and use of two TELEMAC-3D models that were developped 
to optimize the dimensions and shapes of the inlet channels 
of two projects of SPP that will be added to existing 
hydropower facilities on the river Rhône. 

II. MODEL DESCRIPTION 

A. Cases studied 

Two projects of SPP are studied by CNR for adding 
capacity to the Donzère and Caderousse hydropower 
facilities. In the case of Donzère, the entrance of the SPP 
inlet channel will be set immediately upstream Donzère dam, 
which regulates flows entering the bypassed “Vieux-Rhône” 
of Donzère (with release of the SPP flow immediately 
downstream Donzère Dam). In the case of Caderousse the 
entrance of the SPP inlet channel will be set on the bank of 
the inlet channel of Caderousse power plant (with release of 
the SPP flow in the bypassed “Vieux-Rhône” of Caderousse). 

B. Mesh and extent 

In the two cases presented here, the extent of the 
numerical models comprises both the inlet channel of the 
SPP (width of about ten meters) and the stretch of river 
(width of about two-hundred meters). This enables an 
adequate simulation of the approach flow upstream of the 
inlet channel of the SPP. 

Extent and bathymetry (based on multibeam bathymetric 
surveys from CNR) of both models are presented in the 
figures below. 
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Figure 1. Bathymetry of Donzère model without SPP 

 

 
Figure 2. Bathymetry of Donzère model with SPP – local view 

 

 
Figure 3. Bathymetry of Caderousse model without SPP 

Mesh sizes are similar between the two models, with the 
following characteristic mesh sizes: 

• 5-10 m for the larger sizes 
• 1-2 m in section near of the SPP 
• 0.2 m in the inlet  

The number of nodes is about 140 000 for both Donzère 
and Caderousse models. 

C. Boundary conditions 

The models are run with constant imposed discharges: 

• positive discharge for the upstream boundaries 
on the Rhône River,  

• negative discharge for the SPP and one of the 
downstream structures, 

• A constant water level is imposed at the other 
downstream boundary. 
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D. Numerical and physical parameters 

The LIPS scheme is used for advection of velocities, in 
order to minimize numerical diffusion and still be compatible 
with “tidal flats”. The k-epsilon turbulence model is used. 
Advection equations for k and epsilon are also solved with 
the LIPS scheme. 

III. MODEL CALIBRATION 

A. Calibration on water levels 

For moderate discharges, water level lines in the reaches 
are very flat and calibration of the model is thus not very 
informative. For high discharges, water level lines in the case 
of Caderousse match very well with simulated water level 
line, with a roughness length coefficient of 0.01 m. 

B. Calibration on ADCP surveys 

ADCP surveys were available in both cases, which 
enabled validation of the model results compared to flow 
measurements on the Rhône River in the vicinity of the 
entrance of the inlet channel of the SPP.  

Measurements and simulations upstream Donzère dam 
are compared in terms of cross profiles of vertically averaged 
absolute velocity in Figure 4. 

The shape of the simulated velocity cross-profiles 
matches well the surveyed velocity profile. The average 
difference between computed and measured is about -0.1 
m/s, probably indicating that sediment deposits on the bed 
were higher at the date of the ADCP survey (2021) than at 
the dates of the bathymetric surveys available for setting up 
the model. The tests with two different bathymetries indicate 
the impact of morphological evolution on velocity profiles. 

 
Figure 4. Comparison of T3D results with ADCP survey 

C. Calibration on hydraulic scale model results 

The results of a hydraulic scale model of a previous SPP 
project at Donzère are available. These results consist in both 
drawings of surface streamlines, and flow velocities 
measurements at different cross-profiles of the SPP inlet 
channel. Although the shape of the computed cross profiles 
of velocities were in general coherent with the 
measurements, quantitative calibration was not fully 
satisfactory. This might as well be an issue with inaccuracies 
on the physical model (on flow discharge and/or velocity 
measurement) than an issue with the numerical model itself. 
Sensitivity tests involving modifications of the turbulence 
model and of the (horizontal and vertical) mesh resolution 
had a very limited impact on the model results. 

Qualitative calibration on general flow pattern (based on 
surface streamlines from the scale model) was much more 
satisfactory. In particular, as shown in Figure 5, TELEMAC-
3D was able to capture the recirculation along the bank 
upstream the entrance of the inlet channel. 

 

Figure 5. Comparison of T3D results with ADCP survey 
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IV. MAIN RESULTS AND DISCUSSION 

A. Model results 

In order to compare and rank different configurations for 
the inlet channels of the SPP, the outputs of the model have 
to clearly identify the general pattern of the flow and, allow 
to quantify the head losses as well as the homogeneity of the 
flow. Different examples of such outputs (maps of flow 
velocities in Figure 6, hydraulic head profile in Figure 7) are 
presented below. Note that the hydraulic head profiles are 
extracted along streamlines. 

These outputs have been produced using the Python post-
processing tools of the openTELEMAC system.  

 

 

 

 

Figure 6. Velocity maps for two configurations of the inlet channel of 
Caderousse SPP 

Figure 7. Water level and head profile along a streamline in the inlet 
channel of one the configurations studied for Caderousse SPP 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



28th TELEMAC User Conference Paris-Saclay, France, 18-19 October 2022 

 
 

77 

B. Optimizing the SPP projects 

An iterative process between numerical modellers and 
hydraulic engineers, involving hydraulic computations for 
different geometries of the inlet channel and different 
operating conditions of the power plant, enabled to reach in 
each case a geometry satisfying both hydraulic and civil 
engineering criterions. 

In the case of Donzère SPP, the comparison between the 
different configurations tested enabled to improve the shape 
of the entrance of the inlet channel. The configuration with 
the least head losses and flow inhomogeneities at the 
entrance for the most frequent hydraulic conditions in the 
main channel was retained. Once the shape of the canal has 
been designed thanks to numerical modelling, a local scale 
model allowed to check the absence of periodic flow 
oscillation, to optimize some civil work features, and to study 
a floating barrier to prevent debris. 

In the case of Caderousse SPP, two very different 
configurations of inlet channels (with different locations and 
angles with main channel, see Figure 6) were tested for an 
initial assessment, with the goal of choosing one of the 
configurations for further tests on a physical scale model.  

In both cases, the numerical model was thus used to 
narrow the options down for further tests on the physical 
scale model, which is more costly to build and run than the 
numerical model.  

The numerical model was then used to visualise or extract 
variables for other purposes (riprap stability, fish pass, debris 
management) as a tool to aid decision. 

C. Discussion 

For a hydraulic structure such as a SPP, a TELEMAC-3D 
numerical model appears as a key element of a more general 

hybrid-model, also involving a 1D pre-design tool and a 
scale physical model. It helps to distinguish different design 
options in a very cost-effective way. It also highlights 
relevant variables to focus on in different parts of the 
structure. Thus, more expensive tools can be used effectively 
to confirm and optimize fine details. 

After a final step of recalibration on the observations of 
the physical model, it is also a very powerful tool to answer 
design adjustment questions during the construction phase. 

V. CONCLUSION 

This work shows how TELEMAC-3D (with the post-
processing tools of the openTELEMAC system) can be used 
to study the hydraulics in the inlet channels of hydro-power 
plants. With high resolution bathymetric input data, relevant 
numerical schemes, and well adapted physical parameters, 
the model calibration turned out to be straightforward (i.e. 
the results were immediately satisfactory). This raises the 
question (we do not suggest a definitive answer yet!) of the 
necessity of systematically performing a velocity survey to 
calibrate the numerical model before using it. 

Given the financial stakes of both optimizing civil 
engineering costs and minimizing loss of efficiency of the 
power plants, hydraulic scale models were used in both cases 
to confirm and refine the results of the numerical model, and 
to address debris issues still out-of-reach of practical 
numerical modelling. 
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Abstract – Tides, winds, and waves shape the seabed of 

shallow shelf seas. In sandy, energetic environments, marine 

dunes can develop. The size and mobility of these bed forms 

warrant some interest, for example related to the interactions 

with offshore wind farms. Yet, the morphology and dynamics 

of dunes are still poorly understood in open marine 

environments. 

A fully coupled, Reynolds-Averaged Navier-Stokes three-

dimensional coastal area model is being developed for an 

application on the North Sea French coast (Dunkirk). 

Keywords: Marine dunes, Sediment transport, Hydrodynamics, 
Waves, Model calibration, TOMAWAC. 

I. INTRODUCTION 

Marine dunes are large, flow-transverse bed forms with 
height of 1 m to 5 m and wavelength of the order of hundreds 
of metres [1]. They develop almost exclusively on sandy 
seabeds, in settings where bedload is the predominant 
mechanism of sediment transport. They are very dynamic: 
growing, evolving and migrating, at rates of up to tens of 
metres per year. 

Marine dunes are widely present in shallow shelf seas, 
like the North Sea, where they interact with human activities. 
The interaction of these large-scale morphodynamic 

structures with offshore wind farm (OWF) elements is of 
particular interest. At the end of 2020, there were about 5400 
offshore wind turbines, installed or under construction, in 
European waters alone [2]. 

One such wind farm project is planned offshore of 
Dunkirk, on the northern coast of France, close to the 
Belgium border. Marine dunes of all sizes coexist there with 
sand banks (Figure 1). A large data set has been collected in 
the last few years for fundamental research and in support of 
the OWF project. Recurrent bathymetric surveys indicate 
average dune migration rates of the order of 30 metres per 
year towards the North-East. 

A numerical model is being developed that aims to 
reproduce the evolution of the dune field through time scales 
of 1 month to 5 years. Because the combined influence of 
currents and waves mobilise the sediments on the seabed, 
adequately understanding and predicting the prevailing 
hydrodynamic and wave conditions is a prerequisite to a 
correct prediction of sediment transport patterns and the 
dynamics of marine dunes. This paper focuses on the 
development and validation of a wave model based on 
TOMAWAC [3] against field data. The development and 
validation of the companion flow model is the subject of [4] 
and is only briefly referred to here. 

 

 
Figure 1. Example of marine dune fields, observed offshore of Dunkirk (Source of the data: Eoliennes en Mer de Dunkerque (EMD)) 
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II. CONTRIBUTION OF WAVES TO SEDIMENT TRANSPORT 

IN THE STUDY AREA 

Water particles in a wave follow an orbital motion, which 
diameter corresponds to the wave height near the surface. 
Closer to the seabed, in intermediate and shallow water, this 
motion induces oscillatory currents, whose strength depends 
on water depth, wave height and period. Although these 
currents do not generate net sediment transport, they are 
susceptible to mobilise the sediment particles. The sediment 
grains are then available to be transported, for example by 
the tidal currents. 

Owing to the location and depth of the study area, it is 
anticipated that wave effects reach the seabed during storm 
events. One of the first steps was, therefore, to check this 
assumption, to determine whether the modelling should 
include wave contributions. 

The grain bed shear-stresses 0 induced by currents and 
waves were estimated separately, from observations available 
at a location within the proposed wind farm, in ca. 16 m 
water depth, between May 2021 and February 2022 (Source 
of the data: EMD). The shear-stresses generated by currents 
alone were computed from the water density  = 1027 kg/m3, 
the depth-averaged current speed U, and the drag coefficient 
CD assuming a power law velocity profile [5]: 

 () currents =  CD U2. () 

Those generated by waves alone were computed using an 
approximation that gives the root-mean-square orbital 
velocity for a JONSWAP spectrum Urms [6], and the wave 
friction factor fw defined in [5]:  

 () waves =  fw Urms
2. () 

These calculations are simplifying but deemed adequate 
as a first approximation to assess the role of waves in the 
sediment transport, in comparison to currents. The results of 
this analysis are presented in Figures 2 and 3 for a 4-day 
period in June and in February, respectively. For 
completeness, the threshold of motion is indicated on these 
figures as a dashed black line. It was computed for a well 
sorted sediment with median grain diameter d50 = 345 µm, 
which is representative of the average granulometry in the 
study area. 

The quarter-diurnal variations in tide-induced bed shear-
stress are apparent in Figures 2 and 3 (as are the variations 
through the spring-neap cycle – not shown). In the absence of 
wind, the magnitude of the peak shear-stress associated with 
maximum neap currents is of the order of 0.4 N/m2; 0.8 N/m2 
for spring currents. It can reach 1.5 N/m2 during stormy 
periods. 

Semidiurnal variations in the wave-induced bed shear-
stress are also evident in Figures 2 and 3 in response to the 
tidal modulations (water level fluctuations and Doppler 
shifting). In comparison, wave-induced bed shear-stresses are 
negligible in the summer period (Figure 2), barely reaching 
0.1 N/m2. They are, however, comparable in magnitude to 
the current-induced bed shear-stresses during the winter 
period (Figure 3), even at this relatively deep location, with a 

peak value of 1.3 N/m2. When considered in relation to the 
critical shear-stress for onset of movement, it is clear that 
sediment grains are likely to be mobilised by waves during 
these times. 

It is noteworthy that current reversal does not occur at 
high / low water in the study area, but is delayed by two to 
three hours, meaning that low water nearly coincides with 
peak ebb currents (trending South-West). This is also when 
wave-induced bed shear-stresses peak. It is, therefore, 
expected that the additional friction generated by the waves 
will have an important dynamic and morphogenic effect and 
it seems essential to take waves into account in the modelling 
as a result. 

 
Figure 2. Grain bed shear-stresses estimated from EMD current and  

wave data observed in the summer of 2021 

 
Figure 3. Grain bed shear-stresses estimated from EMD current and  

wave data observed in the winter of 2022 
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III. DUNKIRK APPROACHES WAVE MODEL SETUP 

The open TELEMAC system is applied to Dunkirk and 
its approaches to investigate the dynamics of marine dunes in 
a shallow shelf sea environment. To that effect, 
hydrodynamic, wave and morphodynamic models are being 
set up, independently calibrated and validated, then internally 
coupled. The following presents the setup of the 
TOMAWAC wave model. The development and validation 
of the companion flow model is the subject of [4]. 

A. Model extent and mesh resolution 

The model extends for approximately 80 km along the 
coast, from the port of Calais in the West to Ostend in 
Belgium in the East. Its offshore extent varies between 15 km 
in the Dover Strait and 75 km in the East. The model full 
extent is shown in colour in Figure 4 superimposed on 
HOMOMIM bathymetry [7] (grey shades) and 
OpenTopoMap [8] data. 

 
Figure 4. Location map showing the full model extent (in colour) and the 

proposed offshore wind farm footprint (dashed line) 
(Source of the background data: [7] and [8]) 

 
Figure 5. Close-up view of the mesh resolution around Dunkirk,  
showing increased resolution (10 m) in the three bathymetry tiles 

(Source of the background data: [8]) 

Given the extent of the model area, a triangular finite 
element mesh with spatially varying resolution was used. The 

size of the elements varied gradually from 1400 m away 
from the area of interest down to 100 m at the shoreline. A 
finer resolution of ca. 10 m was used to represent the three 
tiles where recurrent bathymetric surveys had been 
conducted and where we aim to reproduce the evolution of 
the dune field. This element size is deemed adequate for the 
purposes of calibration and validation of the hydrodynamic 
and wave models; further mesh refinements may be 
necessary for the morphodynamic modelling. 

Overall, the model area comprises approximately 60 k 
nodes and 117 k elements. A close-up view of the variable 
mesh resolution is shown in Figure 5 for the area identified 
by a white rectangle in Figure 4. 

B. Seabed map 

Digital elevation models of the seabed throughout the 
model area are being constructed that are relevant to different 
time periods. This is done by combining a range of data 
sources, where superior data take precedence over data of 
lesser quality / resolution. Best judgement is being used to 
integrate data pertaining to different time periods as 
seamlessly as possible in this highly dynamic environment. 

A preliminary seabed map was, however, used for the 
simulations presented in this paper, which is based solely on 
the HOMONIM data set [7] as a first approximation. This 
seabed map is illustrated in Figure 4. 

C. Wave forcing 

TOMAWAC is driven by wave conditions imposed along 
the open boundaries. In this study offshore wave data 
obtained from two different sources were compared: 
integrated sea states from the ECMWF ERA5 reanalysis data 
set, and spectral sea states from the ANEMOC-3 hindcast 
database. 

ERA5 ([9] and [10]) is a climate reanalysis data set, 
generated using Copernicus Climate Change Service (C3S) 
information. The name refers to the fifth major global 
reanalysis produced by the European Centre for Medium-
Range Weather Forecasts (ECMWF). It provides high quality 
medium-resolution estimates of atmospheric and surface 
wave parameters, with a horizontal resolution of 0.25° and 
0.50° respectively. Data are archived hourly and were 
obtained at point 2.0°E 51.7°N. 

ANEMOC-3 ([11] and [12]) is the third revision of the 
ANEMOC database originally developed by EDF R&D and 
Cerema to hindcast sea states around the French coast 
(ANEMOC stands for Atlas Numérique d’Etats de Mer 
Océanique et Côtier). The database covers the Atlantic, the 
English Channel and North Sea French coast, down to 0.01° 
horizontal resolution. ANEMOC-3 is developed based on the 
TOMAWAC 3rd generation wave model [3], where tidal 
effects are accounted for through water level and current 
maps predicted using a TELEMAC-2D hydrodynamic model 
of the same area. The ANEMOC-3 database has recently 
been updated and extended to include 2021 [12]. 

Time-varying wave spectra were obtained at 56 locations 
along the open boundaries of the wave model. The spectra 
are discretised with 32 frequencies and 36 directions. The use 
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of spectral data is preferred over integrated sea states, in that 
it reduces the loss of information at the interface between the 
hindcast database and our local wave model. 

The suitability of these two data sources was assessed by 
comparing them to wave measurements available at 
Westhinder from a directional wave rider buoy located at 
2°26'08" E 51°22'51" N (Source of the data: VLIZ). The 
buoy was deployed in January 1997 in approximately 23 m 
water depth. The recorded parameters include wave height, 
average wave period, and direction of the swell and wind-sea 
components. The wave climate is depicted in Figure 6 as a 
wave rose. 

At Westhinder buoy, waves are predominantly from the 
West-South-West, with some significant events from the 
North-West through to the North-East. 56% of the waves are 
under 1 m. The highest wave on record is 5.7 m from the 
South-West; the second highest 5.6 m from the North-West. 

 
Figure 6. Wave climate at Westhinder buoy (Source of the data: VLIZ) 

Wave heights extracted from the ANEMOC-3 database at 
Westhinder buoy for 2021 were compared to those observed 
during the same period. Considering a whole year removes 
any seasonal bias. The result of the comparison on a direct 
time for time basis is shown as a scatter plot in Figure 7. 
ANEMOC-3 appears to under-estimate wave heights above 
1.5 m at Westhinder, by approximately 7%. The same 
analysis was performed for mean wave period. It indicated 
that mean periods were under-predicted by 0.5 s on average. 
This agreement was deemed satisfactory enough that no 
correction was applied to the ANEMOC-3 wave spectra in 
the first instance, before they were used as input to the wave 
model. 

The resolution of the ERA5 data set (approximately 
35 km East-West by 56 km North-South for ocean wave 
data) did not allow a similar comparison to be drawn. The 
wave heights and periods recorded at Westhinder buoy were 
bounded by the heights and periods extracted from ERA5 
data points on either side of the buoy. Still, the use of ERA5 
integrated sea states was carried through in the simulations, 
as a sensitivity to offshore boundary conditions. 

 
Figure 7. ANEMOC-3 hindcast wave data compared to wave measurements 

at Westhinder buoy for 2021 

D. Meteorological forcing 

In addition to wave forcing at the open boundaries, 
TOMAWAC is also driven by wind forcing processes, which 
account for local wave generation due to winds. Two sources 
of offshore wind data were considered and compared to in-
situ observations: the ERA5 reanalysis data set, and the 
AROME database. 

AROME [13] is an operational forecast from Météo-
France, designed specifically to improve the short-term 
forecasting of dangerous phenomena such as heavy rains, 
violent storms, fog or urban heat pockets. The initial model 
conditions are derived from assimilation of radar network 
data (precipitation and Doppler winds), with an hourly 
frequency. The model predictions are available up to 
42 hours ahead, at a high resolution of 0.025°. Data are 
archived hourly and were obtained from the 30-hour forecast 
over the whole model area such that spatially varying, as well 
as temporally varying, wind fields could be applied. 

Long-term wind measurements are available at 
Westhinder from an instrumented pile located at 2°26’16" E 
51°23’18" N (Source of the data: VLIZ). Water level, wind 
and pressure data are recorded since January 1997. The wind 
climate is presented in Figure 8. Winds come largely from 
the South-West and the Channel. 

 
Figure 8. Wind climate at Westhinder pile (Source of the data: VLIZ) 

Both sources of offshore wind were compared against 
these open sea observations for 2021. The AROME winds 
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agree more closely with the measurements (as shown in 
Figure 9) than the ERA5 hindcast winds did, and so it was 
decided to use AROME in our application. 

 
Figure 9. AROME forecast wind data compared to open sea wind 

measurements at Westhinder pile for 2021 

Local wave generation due to winds is accounted for in 
the model using the WAM cycle 3 formulation, and linear 
wave growth as in Cavaleri and Malanotte-Rizzoli (1981).  

 

E. Tidal forcing 

In shallow shelf seas, tidal effects also play a role on 
wave propagation and transformation. The currents cause 
refraction of the waves, Doppler shifting, and in some cases 
(strong opposing currents) blocking of the waves. In simple 
environments, opposing currents are expected to steepen the 
waves, enhancing their height and reducing their wavelength, 
whilst following currents would dampen wave heights and 
increase wavelengths. 

These effects were considered in the wave model by way 
of spatially and temporally varying maps of water levels and 
currents, obtained from a calibrated hydrodynamic 
TELEMAC model of the same area. This model is described 
in some detail in [4]. It is driven by harmonic constituents 
(34) extracted from the FES2014 database [14] produced by 
Noveltis, Legos and CLS. 

The wave model results were found to be quite sensitive 
to the choice of formulation used to account for the tidal 
modulations. ‘DISSIPATION BY STRONG CURRENT’ = 0 
seemed to exaggerate the effect of the currents on wave 
periods and directions. Reasonable results were had when a 
dissipative term was added as in Van der Westhuysen (2012) 
(option 2), provided that the dissipation coefficient was 
tuned. The best results were obtained when the spectra were 
limited using a Phillips (1977) shape (option 1). 

 

IV. PRELIMINARY CALIBRATION 

A. Wave data sources 

Wave data were collected in recent years in the study area 
for fundamental research and in support of the Dunkirk OWF 
project (Sites 1 to 7 in Figure 10). A range of integrated wave 
parameters, of which significant wave height Hm0, mean 
wave period Tm02, peak wave period Tp, and mean direction, 
are available: 

• in September 2016 at Sites 1 and 2 (Source of the data: 
SHOM),  

• between October 2020 and April 2021 at Site 6 (Source 
of the data: EMD), 

• between May 2021 and February 2022 at Site 7 (Source 
of the data: EMD). 

 
Figure 10. Map showing the location of wave observations in relation to the 

OWF footprint (Source of the background data: [7] and [8]) 

Wave data collected at Sites 3 to 5 for approximately 40 
days in the Spring of 2021 (Source of the data: FEM) were 
obtained in raw format and have not been analysed to date. 

Wave height and average wave period (taken to be 
significant wave height H1/3 and zero-crossing wave period 
Tz) are recorded at Westhinder buoy (Figure 10) since 1997 
at 30-minute intervals, with relatively minor interruptions in 
the records. These observed data, albeit further from our area 
of interest, were also used to assess the performance of the 
wave model in transforming the offshore waves to the study 
area. 

B. Model comparisons with in-situ data 

Given the location of the study area, it is important that 
the wave model be able to predict accurately the tidal 
modulations (i.e., the increase or reduction in wave height 
and period, as well as the change in direction, caused by the 
current conditions) throughout the tidal cycle. If it can be 
shown that the model results agree with the in-situ 
measurements, then it gives confidence in the wave 
predictions for normal and extreme events. 
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Two energetic periods were simulated, one in the Autumn 
of 2016 and the other in the Spring of 2021, for which model 
predictions were compared to the mooring data presented 
earlier in the OWF area and at Westhinder buoy. It is 
reminded that, at this preliminary stage, the most recent 
bathymetric data have not been incorporated in the current 
version of the wave model and the model seabed map is a 
closer representation of the 2016 conditions than it is of the 
2021 conditions. As such closer agreement can be expected 
against data observed in 2016. 

The comparisons shown in Figures 11 and 12 are 
favourable in terms of significant wave height, mean wave 
period and mean wave direction (all of which have an impact 
on sediment transport). There seems to be a tendency to 
under-predict the storm waves during the first period 
(Figure 11). The tidal effects are apparent in these figures, in 
particular Doppler shifting and refraction by the currents, and 
are reasonably well reproduced by the wave model. Some 
differences are observed. They could be attributed to 
deficiencies in the offshore wave data, the wave model, 
inaccuracies in the measured values, or possibly a 
combination of the three. 

To quantify these differences between predictions and 
measurements, Root Mean Square Errors (RMSE) were 
computed. The results of this analysis are summarised in 
Table I for the entire simulation period. Values in brackets 
were computed based on storm events only. It is expected 
that agreement at Westhinder could be further improved 
should the mesh be more finely resolved there (the mesh size 
is currently of the order of 1 km). 

Table I Performance of the wave model against observed data 

 RMSE on  

Hm0 

RMSE on 

Tm02 

RMSE on 

mean direction 

 September 1 to October 10, 2016 

Site 1 
0.13 m 

(0.20 m) 
0.5 s 
(0.6 s) 

39° 
(15°) 

Site 2 
0.15 m 

(0.18 m) 
0.4 s 
(0.4 s) 

55° 
(30°) 

Westhinder 
0.18 m 

(0.22 m) 
0.6 s 
(0.5 s) 

-- 

 May 15 to May 30, 2021 

Site 7 
0.20 m 

(0.18 m) 
0.5 s 
(0.5 s) 

20° 
(9°) 

Westhinder 
0.22 m 

(0.29 m) 
0.5 s 
(0.5 s) 

-- 

 

 

 
Figure 11. Comparison of model predictions against observed significant wave height Hm0 (top), mean wave period Tm02 (centre), and  

mean wave direction (bottom) at Site 2 between September 1 and October 10, 2016 
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Figure 12. Comparison of model predictions against observed significant wave height Hm0 (top), mean wave period Tm02 (centre), and  

mean wave direction (bottom) at Site 7 between May 15 and May 30, 2021 

It is noteworthy that, despite the relatively coarse 
resolution of the ERA5 data set, which meant that spatially 
uniform wave boundary conditions had to be applied 
(conditional to wave incidence), the transformation of the 
waves as they travel in shallow waters to the moorings was 
well modelled. Comparable agreement with measurements 
was obtained with that approach. The use of ANEMOC-3 
spectral input is expected to be superior when mixed seas 
prevail, where the direction of the background swell and that 
of the winds do not coincide, or when remnants of old storm 
events are still present. Few such events were, however, 
initially observed. 

With the current model configuration, it takes just over 
1.5 hours to simulate one day on one compute node (two 
Intel® Xeon® Platinum 8260 24-core 2.40 GHz processors = 
48 cores). The run times were marginally shorter when 
uniform boundary conditions were applied from integrated 
sea states. 

V. CONCLUSION AND FUTURE WORK 

It has been shown that waves are expected to play a role 
in sediment transport in the study area. Further analysis 
would indicate to which extent. Given the large 
computational times of the wave model, there may be a need 
to optimize the exchange of information between the 
hydrodynamic, wave and sediment transport models for the 
morphodynamic simulations. For example, it could be 
appropriate to relax the coupling period of the wave model 

when wave activity is not expected to contribute much to 
sediment transport (to be determined). 

Overall, the comparisons presented in this paper indicate 
that the wave model provides a good prediction of wave 
conditions in the study area under a range of tidal currents 
and offshore wave and wind conditions. Importantly the 
ability of the model to simulate tidal modulations has been 
demonstrated. This is expected to be critical moving forward 
to morphodynamic simulations. 

Next, the sediment transport and bed evolution processes 
will be modelled by means of a 3-way coupling between the 
TELEMAC-3D, TOMAWAC and GAIA modules. Once 
satisfactory agreement is reached against observed in-situ 
bathymetry survey data, this comprehensive coastal area 
model will be used as a research tool to better understand 
marine dune dynamics in the Dunkirk area and their 
interactions with OWF elements. 
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Abstract - In their vicinity, hydraulic works can lead to fast 

and multiple transitions from subcritical to supercritical flow 

regimes. Therefore, modelling weirs or gates or run-of-the-river 

dams by meshing their 3D geometry makes computations 

particularly responsive to the flow instabilities and therefore to 

unsatisfactory simulations. A classical technique to overcome 

that difficulty consists in the use of specific laws inspired from 

1D modelling such as relationships between the flow rate, Q, 

and the dynamic head, H, estimated upstream and downstream 

the hydraulic works. Such modelling was often proven to be 

more relevant than geometrical modelling.  

To correctly implement such laws in TELEMAC (2D and 

3D), we represented the hydraulic work as a hole in the mesh. 

This hole is delimited by a polygon with two opposed 

boundaries where flow rate boundary conditions are imposed. 

The imposed flow rate is computed at time step n from the 

specific laws thanks to the hydraulics conjugate variables read 

in two control sections located upstream and downstream the 

hydraulic works at time step n-1. Additionally, we implemented 

guidelines about control section location, bed geometry, flow 

regime determination and relaxation to avoid most of 

instabilities during computation. 

This implementation of the structures as hole in the mesh 

allowed us to add in a second time an option which takes into 

account the PID controller that regulates flow passing into the 

Dam in normal time. The outflow is made dependent on a set 

point at a precise location. This addition makes possible to 

model the behaviour of the structures in any flow condition. 

Finally, we tested this implementation on Donzère-

Mondragon reach, which contains four hydraulic works: the 

local dam ensuring the water level regulation and three keeping 

dams made to prevent high water level in the power plant 

channel. Those four dams operate at different time, depending 

on the flow. We simulated the 1,500-year flood (as an unsteady 

flow) to test our model. 

I. INTRODUCTION 

1D simulations are commonly used to model floods in 
complex hydraulics developments such as those operated on 
the Rhône River. Nevertheless, as a consequence of advances 
made in computation and topography’s data, 2D and 3D 
models are increasingly becoming a standard. In this article 
we deal with the modelling of hydraulic structures in 2D and 
3D studies. 

For 2D or 3D computations, hydraulics works such as 
weir or dams (when they are open), need to mesh hydraulic 
works much more precisely to account for the transient 
nature of the hydraulic work. As a result, this type of 

modelling is very costly in term of computational time. 
Moreover, it makes the opening and closing of gates more 
complicated.  

The solution proposed in this paper is to model each 
hydraulic work as a hole in the mesh. For each of these holes, 
we add two opposed boundaries in which flow rate is 
prescribed by laws depending on hydraulics variables. We 
created additional module for TELEMAC based on previous 
work [1] and applied it on 2D model of Donzère-Mondragon 
Reservoir (DM). The development integrates specific works 
to protect the 17 km long channel to a power plant. The DM 
Reservoir was chosen for its complexity which enables to test 
the robustness of the code. In a first approach we 
implemented the weir laws and modelled the dams as weir 
which is relevant for particularly high discharges when dams 
are fully open. In this case inflow and outflow are computed 
from water level and velocity. In a second approach we 
added a regulation system which models normal operations, 
including adaptative opening and closing of the dam gates. In 
this case, total flow leaving the reservoir is controlled by the 
water level at a specific location upstream. The total flow is 
shared between the dam and a hydropower plant depending 
on their characteristics (a regulation law is defined for each 
reach). 

This article presents firstly theoretical support used to 
implement subroutines, then we present the Donzère-
Mondragon Reservoir and the associated model. Thirdly we 
detail the subroutines implemented and finally we present the 
results and limits of the method.  

II. THEORETICAL SUPPORT  

A. Integrate 1D hydraulic laws in 2D/3D 

The main hypothesis of this study is to consider that flow 
over hydraulic works can be described by 1D laws. 
Therefore, we implemented dedicated 1D laws to model 
works, and we computed average quantities over cross-
sections to estimate equivalent hydraulic 1-D variables such 
as the water level or the discharge. Another solution would 
be to use directly 2D or 3D variables and to represent 
hydraulic work node to node with weir laws, but this does 
not allow the work to be considered as a whole and thus to 
integrate hydraulic controls. 

B. Notations 

We defined then the necessary 1-D hydraulics variables 
used to compute flowrates. We obtain them by computing 
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integration of 2D or 3D ones over a determined cross section. 
The physical quantities are considered in three sections: an 
upstream control section (am), a downstream control section 
(av), and the hydraulic work section (s). The elevation of 
weir crest is denoted by Zseuil and the top of gates is denoted 
by Zsup. 

We note: 

• Zam = water level elevation in the upstream control 
section. 

• Zs = water level elevation at the hydraulic work. 
• Zav = water level elevation in the downstream section. 
• Zr = water level at at the regulation section 
• Zc = water level set point  

Each quantity defined afterwards is considered at the 
various places with the suffixes (am, av, s, c, r). Q is the 
water flow over the weir. V is the average velocity of the 
flow in any specified cross-section denoted by S. S can be 
different of the hydraulic work section s. In every section S, 
we have V = Q/S. For every section S, the water depth is 
computed relatively to the weir crest: 𝑦 = 𝑍 − 𝑍𝑠𝑒𝑢𝑖𝑙  
And dynamic head above weir crest: 𝐻 = 𝑦 + 𝑉22𝑔 

 
Figure 1. Notation diagram for a weir 

C. Weirs and gates laws 

The weir laws available in the literature can mainly be 
classified in 2 categories either if the discharge is computed 
from i/ the water level, Zam and Zav or ii/ the specific energy 
Ham and Hav. Here, we chose to consider the specific energy 
upstream [2] even the increased risk of computation 
instabilities. These equations derive from energy 
conservation [3]. In supercritical conditions, weir laws are 
written: 𝑄 = 𝐶𝑠𝑒𝑢𝑖𝑙 × 𝐿𝑠𝑒𝑢𝑖𝑙√2𝑔 23√3 (𝐻𝑎𝑚)32 

With Cseuil the weir conveyance coefficient and Lseuil the weir 
width. Then in subcritical conditions: 𝑄 = 𝐶𝑠𝑒𝑢𝑖𝑙 × 𝐿𝑠𝑒𝑢𝑖𝑙 × 𝑦𝑎𝑣√2𝑔√𝐻𝑎𝑚 − 𝑦𝑎𝑣  

Supercritical condition’s gate law is: 𝑄 = 𝐶𝑠𝑒𝑢𝑖𝑙 × 𝐿𝑠𝑒𝑢𝑖𝑙√2𝑔 23√3 (𝑍𝑠𝑢𝑝− 𝑍𝑠𝑒𝑢𝑖𝑙)√𝐻𝑎𝑚 − (𝑍𝑠𝑢𝑝 − 𝑍𝑠𝑒𝑢𝑖𝑙) 
And subcritical gate law:  𝑄 = 𝐶𝑠𝑒𝑢𝑖𝑙 × 𝐿𝑠𝑒𝑢𝑖𝑙 × (𝑍𝑠𝑢𝑝 − 𝑍𝑠𝑒𝑢𝑖𝑙)√2𝑔√𝐻𝑎𝑚 − 𝑦𝑎𝑣  

D. PID Regulation 

The PID is an automatism (with three corrector terms: 
proportional, integral and derivative) designed to set the 
water level Zr to a set point Zc at a specific location named 
the regulation section (PR) by adjusting the total flow out of 
the system. We have thus Q = f(Zr – Zc). The function f is 
the sum of a proportional and an integral corrector which 
provides a correction of the measured deviation Zr - Zc. A 
derivative term is added to anticipate future disturbances. 

III. STUDY CASE 

A. Donzère-Mondragon Reservoir  

Donzère-Mondragon Reservoir is the second oldest CNR 
reservoir, located near Bollène in the south of France.  All 
the reservoirs on the Rhône River but one are operated by 
CNR following the same pattern. The site includes a 
reservoir, contained by with dikes, a diversion channel also 
contained within dikes and closed by a hydropower plant 
(here the power plant of Bollène - USB). Finally, the water 
level in the reservoir is controlled by a dam, here the Donzère 
run-of-the river Dam (BGRT), equipped with mobile gates. 

 
Figure 2. Typical CNR reservoir 

Donzère-Mondragon has a 17 km long headrace channel, 
which is unusually long. Therefore, to protect dikes around 
channel, dedicated hydraulic structures are disposed at the 
entrance of the headrace channel, namely three keeping 
gates. These keeping gates are open in normal circumstances 
and must be closed gradually during floods. On the left bank, 
the old navigable gate (APN) consists in two 45 m wide gates 
and was the initial passage for boats. In the middle the new 
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navigable gate (NPN) consists in a 60 m wide gate. Those 
two works are completely closed during floods. On right 
bank, the hydropower barrage (BGU) was designed to 
control water level in headrace channel during flood.  

 
Figure 3. Keeping structures 

B. Operating rules 

To take in account hydroelectricity production, 
navigation and overflow prevention in headrace channel, 

operating rules are defined. 

 
Figure 4. Donzère reach 

The PID gives a prescribed flow depending on the 
difference between the water level at PR, Zr, and the target 
level, Zc. Flow regulating rules also give the distribution of 
the total flow between the dam and the power plant. There 
are three PR in Donzère. This allows us to know the reaction 
time of the reservoir to a manoeuvre of the dam according to 
the incoming flow at Viviers. 

C. Mesh and model 

The reach of the model extends from Viviers bridge to 
downstream the dam, and upstream the power plant. The 
mesh elements size varies from 10 m close to the hydraulic 
works, as instabilities may occur, to 90 m in the flood plain. 
The mesh is composed of about 45 000 elements and 23 000 
nodes. The time step is 1s. 

D. Boundary conditions 

Flows at Viviers and upstream of the power plant are 
prescribed as well as a rating curve downstream the dam. 
When flow control is considered, the flow through the power 
plant is managed by subroutines reproducing the PID 
regulating rules. In this situation we prescribe only two 
conditions: flow in Viviers and calibration curve downstream 
the dam.  

E. Model parameters 

The aim of the study is to develop and validate the 
implementation of hydraulic work laws. Therefore, we 
primarily focus on the computation robustness rather than on 
the result precision disregarding the response to the model 
internal parameters. As a result, in this first approach of the 
work, we chose a uniform Strickler coefficient equals to 40 
m1/3/s everywhere. The turbulence model is constant 
viscosity with an overall viscosity coefficient equals to 0.05 
m²/s. 

IV. TELEMAC IMPLEMENTATION 

A. TELEMAC-2D 

1) Description 
We represent the hydraulic works as a rectangular hole 

surrounded by four boundary segments. The two boundaries 
perpendicular to the flow have boundary conditions 
(usptream and downstream the hydraulic work) with 
prescribed flow (respectively Qam and Qav). Lateral 
boundaries have solid conditions. 

On both sides of each hydraulic work, we define 2 control 
sections in the mesh (i.e. outside the hole): one upstream and 
the other downstream to retrieve water level and flow 
velocity data so as to compute respectively Ham and Hav. 
Additional specific sections were also defined, e.g., the 
regulation section, PR, to provide inlet variables (namely, the 
water level) to the PID flow control. Distance between the 
hydraulic work and the control sections was carefully chosen 
to reduce potential oscillations in both discharge and water 
level. For each work, we indicated the conveyance 
coefficient, Cseuil, the weir crest elevation, Zseuil, the 
boundaries and the corresponding control sections (see 
Figure 4). For the gates, we added the opening rate and the 
top altitude, Zsup. 

BGU 
NPN APN 
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Figure 5. Representation of a work in a mesh dedicated to TELEMAC 

2) Theoretical principle 
Subroutines are added to TELEMAC to compute flow 

rate going through the hydraulic works. Computation is done 
according to the equations detailed in part IIC and the flow 
rate is updated between each time step. Three main choices 
are available: weir (or full open dam), gate and regulating 
work. Weir and gate options solve equations presented in 
part II C. Since flow rate is computed for step time n with n-1 
hydraulics data, our solution can result in instabilities that 
would not exist with a non-explicit scheme. 

3) Regulation detail 
Weir and gate options therefore compute a flow resulting 

from energy conservation laws on a specific structure. This 
makes possible to model the structures punctually where it is 
needed. On the other hand, the aim of the 'regulation' option 
is to model the global operation of a CNR reservoir [4]. 
That’s why, the flow calculated by this option is the total 
flow crossing both the dam and the plant. The distribution 
between the two works is computed in a second step. We 
need then specific laws, which give the active PR., and the 
target water level, Zc, for every incoming flow at Viviers and 
the power plant maximum flow,  

For the computing part:  in a first time, a PID automate 
derive the total flow from Zr-Zc. Then, the repartition 
between dam and plant is made depending on instructions. 
Finally, the flow rate imposed at the dam is the maximum 
flow rate taken among the PID flow rate and the flow rate 
obtained by weir laws to consider the case when dam is fully 
open. 

4) Subroutines 
We programmed subroutines for the version v8p2 of the 

TELEMAC system, using the USER_Q and FLUSEC 
subroutines to interact with TELEMAC during computation. 

Additionally, specifics parts of flow computation were 
implemented in a new module called OUVRAGES. 

The flowchart in Figure 5 summarises the call sequence 
for the update of the imposed flow.  

 

Figure 6. Flow chart 

At every time step, USER_Q checks if considered 
boundary is from a work. If so, module OUVRAGES is 
called and determines the dedicated flow option (weir, gate 
or regulation). Then OUVRAGES subroutines call FLUSEC 
to get the necessary hydraulics variables and compute the 
prescribed flow, which is finally returned to USER_Q. 

B. TELEMAC-3D 

Implementation is the same in TELEMAC-3D because it 
computes also 2D variables which allowed us to keep the 
same way of computing 1D variables. Some hydraulics 
variables and subroutines changed of name.  

The main difficulty came from the non-implementation 
of control section in TELEMAC-3D. Therefore, we added 
this option, starting from 2D subroutine. 

V. SIMULATIONS 

Results given here are qualitative and will be studied 
more precisely later. Here the main objective is to check that 
the procedure works properly. 

A. Full open dams 

In order to test weir and gate laws, a first simulation is 
run considering Donzère Dam and headrace channel’s gates 
fully open.  The Donzère Dam (BGRT) is modelled as a 
weir, and the keeping structures (BGU, APN, NPN) are 
always modelled as gates. In a first approach, the model is 
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initialized with a defined water level receiving an increasing 
incoming flow at Viviers to reach the initial discharge of the 
Q1500 flood hydrogram. This first initialization, although not 
representing any reality, allowed us to test the limits and 
instabilities of our model and subroutines. The first tests did 
not converge and created many oscillations. It resulted that 
several conditions are necessary to ensure a stable 
computation. First, the bathymetry must not have any 
irregularities immediately upstream of the structure so as not 
to risk drying out the mesh of the upstream boundary. 
Second, as mentioned above, the control sections must be 
close to the structure. The recommended distance between 
the boundary section and the control section should be bigger 
than one mesh element. Otherwise the computation is not 
possible. Nevertheless, it is difficult to find the right location. 
There is also a risk of a wrong evaluation of the upstream and 
downstream flow conditions (water level and averaged 
velocity) with tidal flats for example. Moreover, control 
sections must carefully remain in the minor bed. Finally, a 
relaxation coefficient is introduced to filter out small 
frequency disturbances that can generate numerical 
instabilities on the weir. Despite all this, instabilities can 
occur during rapid changes of the flow regime and small 
discharges as seen on Figure 6. To avoid these, it will be 
necessary to establish a steady state flow over the weir. 

Figure 7. Flow rates into works and level error at PR during reference states 

B. Reference states 

Then regulation options were tested by simulating a 
succession of steady states flows over a large discharge range 
covering theoretical flood situations and regulatory scenarios. 
In those cases, the dam and powerplant (BGRT + USB) are 
modelled as a single regulating structure, and the keeping 
structures as gates.  The inflow in Viviers ranges from 0 to 
8000 m3/s. 

This simulation allows to visualize a realistic behaviour 
of the structure at every point of interest (e.g. the dam, etc…) 
for all of the possible configurations (low water level, normal 
flow, flood) and to investigate the transitory situations such 
as dam opening, change of PR, change of flow regime, 
change of plant discharge, etc.  

To appreciate the results, we look at the error Zr-Zc at PR 
which must be kept in a given range. For out-of-range values 
of Zr – Zc, we focus on the necessary time it takes to the PID 
regulation   to return to the envelope. During a PR change, 
we observed an error Zr-Zc = 20 cm which took around 8 
hours to return into the given range. This error during PR 
transition can be explained by the rough model calibration 
and regulation rules. An improvement could be imagined to 
smooth the change of PR by an arithmetic mean. Finally, to 
avoid initialization problems (the PID flow rate depends on 
the previous time step), we decided to impose the input flow 
rate as the total outflow at first time step. 

Figure 8. Flow rates into works and level error at PR during reference states 

C. Q1500  

Then the Q1500 flood is simulated in order to compare 
our results with a 1D model including PID regulation of the 
Donzère dam. The Donzère dam (BGRT) was modelled as a 
weir, and the keeping structures were always modelled as 
gates. Gates were closed progressively with the increasing 
input flow rate. Input flow at Viviers ranged from 6100 m3/s 
to 9000 m3/s and decreased to 6100 m3/s. Flows through the 
modelled works were compared with 1D results in Table I. 
Few differences were observed in keeping works which can 
be explained by the fact that diffluences are not modelled as 
precisely in 1D than in 2D. 

Figure 9. Flow rates through the dam and keeping gates during Q1500 

NPN closes APN closes 

PR change 

Dam fully 

open 

Instabilities 

during fast 

change of flow 

regime 
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Table I Flow rates at different points and time 1D and 2D results 
comparison 

 
2D 

Initialization 

flow rate (m3/s) 

1D 

Initialization 

flow rate (m3/s) 

2D Flow 

rate at peak 

(m3/s) 

1D Flow 

rate at 

peak (m3/s) 

BGRT 4615 4595 7490 7394 

BGU 834 527 1546 1550 

NPN 215 461 0 0 

APN 437 512 0 0 

D. Hydropower plant trigger 

Finally, a hydropower plant trigger is simulated to test the 
robustness of the PID regulation. In this case, the dam and 
powerplant dam (BGRT + USB) are modelled as a control 
structure, and the keeping structures as gates. A hydropower 
plant trigger is one of the most difficult situations that can 
occur on a structure. It is a situation where the plant is 
turbine driven at its maximum flow (here 1850 m3/s). An 
incident stops it in emergency. The flow passing through the 
dam is cancelled in a few seconds, creating a large wave that 
flows up the headrace channel and then the reservoir. The 
plant can quickly allow to pass part of the flow, but the dam 
must then take over quickly and efficiently.  

We tested the behaviour of our regulation option in this 
situation. The outflow from the power plant goes from 1800 
m3/s to 0 m3/s in seven seconds. It then raises back to 855 
m3/s in a few minutes. On Figure 9 a wave of 50cm is 
observed at the PR. Factually, Zr-Zc reached 50 cm which 
takes 2h to return into the acceptable range.   

Figure 10. Dam flow rate and level error at PR during plant trigger 

 

VI.  CONCLUSION  

A hydrodynamic model for hydraulic structures was 
implemented by FORTRAN subroutines on TELEMAC-2D. 
These sub-routines allow: 

• to model precisely and easily several types of 
structures, without having to account for their precise 
geometry in the mesh 

• to model the operation of the Rhône structures on a 
large scale with regulation 

The next step is to improve the 3D version, which for the 
moment has only been made possible and not tested 
precisely. We could also test this implementation on other 
structures of CNR, with more complex instructions and thus 
develop the modularity of the subroutines. 
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Abstract – This paper presents initial results from an 

ongoing validation exercise aimed at validating TELEMAC for 

tsunami inundation modelling in compliance with the National 

Oceanic and Atmospheric Administration (NOAA) National 

Tsunami Hazard Mitigation Program (NTHMP) benchmark 

test cases. 
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I. INTRODUCTION 

Predicting natural disasters and their likely impact on the 
natural and built environment is a fundamental step towards 
the development of better-informed global risk management 
strategies, contributing to worldwide risk reduction and 
mitigation. In this context, accurate and effective modelling 
of tsunamis is not only vital for the safety of coastal 
communities but contributes to the creation of safer and more 
resilient world. 

The capacity of the TELEMAC solvers to qualitatively 
model tsunamis has already been proven in previous 
publications and is further discussed in the twin paper [12] 
presented for the conference. The purpose of this paper is to 
present initial results from an ongoing validation exercise 
aimed at validating TELEMAC for tsunami inundation 
modelling in compliance with the National Oceanic and 
Atmospheric Administration (NOAA) National Tsunami 
Hazard Mitigation Program (NTHMP) benchmark test cases. 
The initiative was discussed at the last TELEMAC Scientific 
Committee at the EDF R&D Lab in Chatou, Paris, which 
confirmed the interest of the TELEMAC users’ community 
as this is expected not only to strengthen the confidence in 
the usability of TELEMAC for this specific task but is now 
also a requirement introduced by ASCE 7-16 [11] or the use 
of any modelling tool in assessing tsunami induced 
inundation. 

II. THE NOAA NTHMP BENCHMARK TEST CASES 

Held on March 31st to April 2nd, 2011, at Texas A&M 
University at Galveston under the auspices of the NTHMP 
Mapping and Modelling Subcommittee (MMS), the Model 

Benchmarking workshop participants were tasked with 
developing and implementing a strategy for the validation of 
tsunami inundation models. 

The workshop report is accessible at [5] and includes a 
list of NTHMP benchmark tests, which is a further evolution 
of the set of test cases identified in the OAR-PMEL-135 
report [6]. 

The three categories of reference data used for defining 
benchmark tests for tsunami numerical model validation and 
verification are: (a) analytical solutions; (b) laboratory 
experiments; (c) field measurements. 

Accordingly, the proposed benchmark test cases include: 

• Analytical benchmarking 
o BP01 - Solitary Wave on a Canonical Beach 
o BP02 - Solitary Wave on a Composite Beach 
o BP03 - Subaerial landslide on simple beach 

• Laboratory benchmarking 
o BP04 - Solitary Wave on a Canonical Beach 
o BP05 - Solitary Wave on a Composite Beach 
o BP06 - Solitary wave on a conical island 
o BP07 - Tsunami runup onto a complex three-

dimensional beach, Monai Valley 
o BP08 - Tsunami generation and runup due to three-

dimensional landslide 

• Field benchmarking 
o BP09 - Okushiri Tsunami 
o BP10 - Rat Islands Tsunami 

Different acceptability criteria apply to each test, which 
reflects the complexity of the phenomena being represented 
as well as the uncertainty in the target values. In this paper 
we present initial results obtained addressing analytical 
benchmarking only. A full description of each test case 
included in the full set can be found in [2], technical 
information needed to generate test cases and check model 
results can be found at: https://github.com/rjleveque/nthmp-
benchmark-problems. 

https://github.com/rjleveque/nthmp-benchmark-problems
https://github.com/rjleveque/nthmp-benchmark-problems
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Figure 1. Model setup according to the NOAA NTHMP Benchmark test case “Solitary wave on a slope beach” 

 
Figure 2. Left: non-dimensional water profile for specific time-steps. Right: non-dimensional water profile at two different probe locations 

 

III. ANALYTICAL BENCHMARKING 

A. General overview 

The evolution of the tsunami waves from ocean areas to 
its nearshore targets is modelled in order to calculate tsunami 
currents, forces, and runup on coastal structures as well as 
coastal inundation. 

For this scope, analytical formulations like the shallow 
water wave equations are useful for validating numerical 
models like TELEMAC.  

The usefulness of the benchmarking relies on the 
comparisons of the numerical predictions with analytical 
solutions for identifying systematic errors, as when using 
friction factors or dissipative terms to augment the idealized 
equations of fluids motion.  

This document shows only 1+1 (one directional and time) 
propagation problems. 

B. BP01 - Solitary Wave on a Canonical Beach  

1) Description of the test case 

In this test, the bathymetry consists of a channel of 
constant depth d, connected to a plane sloping beach of angle 𝛽  = acot (19.85) = 2.88º. A sketch (with distorted scale) of 
the canonical beach is displayed in Figure 1. The x 
coordinate increases monotonically seaward, x = 0 is the 
initial shore location, and the toe of the beach is located at 
x = X0 = d·cot(𝛽).  

2) Model setup 

The wave of height H is initially centered at X = XS at 
t = 0 s. This benchmark test is focused on modeling the runup 
of an incident non-breaking solitary wave such that 
H/d = 0.0185, where H/d is the dimensionless wave height. 

The initial wave profile η is given by: 

 

The initial water particle velocity u is given by: 
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3) Results 

Results from the model were compared with analytical 
solution, in terms of: 

• water level at specific time-steps, 
• water levels at prescribed locations, 
• maximum run-up. 

For the test to be successfully passed, results from the 
numerical model must be within 5% of the calculated value 
from the analytical solution. 

NTHMP suggests specific guidelines to validate the 
numerical model against the analytical solution. For 
accomplishing this benchmark, TELEMAC3D water level 
results need to be compared at different timesteps:  

• t = 40·(d/g)1/2, 
• t = 55·(d/g)1/2, 
• t = 70·(d/g)1/2. 

Further comparisons should be computed to present water 
level dynamics at different locations during both the 
propagation and the reflection phases: 

• x/d = 0.25,  
• x/d = 9.95. 

Computation of the maximum runup, according to the 
formulation provided by Synolakis (1986, 1987, 2017), must 
be provided for comparison with the maximum runup 
modelled with TELEMAC-3D. 

Water levels at specific timesteps are compared with the 
analytical solution in Figure 3. The model appears to be able 
to represent well the evolution of the relevant process in 
space, both within the wet and dry regions. 

Water levels at specific locations are compared with the 
analytical solution in Figure 4. The model appears to be able 
to represent well the evolution of the relevant process in 
space, both within the wet and dry regions. 

Maximum run-up R/d predicted by the model compare 
well with that calculated according to the analytical solution, 
respectively equals to 0.073 and 0.089. 

 

 

 

 
Figure 3. Solitary waves water level horizontal profile at different time-

steps: during the propagation phase, the run-up of the wave along the slope 
and the run-down step 

 

 

 

Figure 4. Non-dimensional water profile at two different probe locations 
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Figure 5. Model setup according to the NOAA NTHMP Benchmark test case “Solitary wave on a composite beach” 

 

 

 
Figure 6. Dimensional water profiles at different probe locations 
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C. BP02 - Solitary Wave on a Composite Beach 

1) Description of the test case 

This benchmark has been based on a set of physical model 
tests performed in a water tank by the U.S. Army Corps of 
Engineers at the Coastal Engineering Research Center in 
Vicksburg, Mississippi. The numerical domain represents a 
composite beach simulating geometrical dimension of the 
Revere Beach. 

Kânoĝlu and Synolakis (1998) developed an exact 
analytical solution to the linear shallow water equations to 
predict propagation and run-up of an incident solitary wave 
over the piece-wise linear bathymetry. 

This analytical solution was proposed to be used as a 
benchmark problem by Synolakis et al. (2007). 

2) Model setup 

The model of the numerical flume presents an initial part 
having a constant depth and a length which is function of the 
wavelength. Furthermore, three different slopes follow the 
constant depth channel equal to 1/53, 1/150 and 1/13, 
respectively. 

Probes are located at different distances from the reflecting 
wall at the right end of the channel: 

• G10 - 0.43 m distant from the wall,  
• G09 - 0.90 m distant from the wall,  
• G08 - 2.37 m distant from the wall,  
• G07 - 3.83 m distant from the wall,  
• G06 - 6.01 m distant from the wall,  
• G05 - 8.19 m distant from the wall,  
• G04 - 10.59 m distant from the wall. 

3) Results 

Results from the model were compared with analytical 
solution, in terms of: 

• water levels at probes locations, 
• water levels at the wall. 

For the test to be successfully passed, results from the 
numerical model must be within 5% of the calculated value 
from the analytical solution. 

Water levels at probes locations are compared with the 
analytical solution at location of probes locations in the next 
figures. The model appears to be able to represent well the 
evolution of the relevant process in time at the instrumented 
locations: reflection of the incident wave is qualitatively good 
represented by TELEMAC-3D. 

 
Figure 7. Solitary waves water level horizontal profile at G4 location. Black 

squared dot lines represent the analytical data. Blue lines are numerical results 

 

 
Figure 8. Solitary waves water level horizontal profile at G5 location. Black 

squared dot lines represent the analytical data. Blue lines are numerical results 

 

 
Figure 9. Solitary waves water level horizontal profile at G6 location. Black 

squared dot lines represent the analytical data. Blue lines are numerical results 

 

 
Figure 10. Solitary waves water level horizontal profile at G7 location. Black 
squared dot lines represent the analytical data. Blue lines are numerical results 
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Figure 11. Solitary waves water level horizontal profile at G8 location. Black 
squared dot lines represent the analytical data. Blue lines are numerical results 

 

 
Figure 12. Solitary waves water level horizontal profile at G9 location. Black 
squared dot lines represent the analytical data. Blue lines are numerical results 

 

 
Figure 13. Solitary waves water level horizontal profile at G10 location. Black 
squared dot lines represent the analytical data. Blue lines are numerical results 

IV. LABORATORY BENCHMARKING 

A. General overview 

Long before the spread availability of numerical codes as 
well as their increasing reliability and the advancement in 
computational power of the machines, physical modelling in 
laboratory at small scale have been used to analyse wave 
related processes for assessing specific hydraulic performances 
of the structures and eventually scale results to the prototype. 

Nevertheless, nowadays physical models are still used in 
technical practice to confirm performances of non-standard 
design configurations, to study specific flow details in the fluid 
structure interactions and to validate numerical models to be 

used in the analysis and in the design process of maritime and 
coastal defences.  

For the purpose of validating TELEMAC-3D, the scale 
differences are not believed to be significantly important. 
NTHMP reports a significant series of diverse benchmarks of 
numerical codes developed in the last decade that consistently 
produced predictions in excellent agreement with 
measurements from small-scale laboratory experiments. It has 
been shown that these were able to model geophysical-scale 
tsunamis well. Furthermore, it has been shown that bottom 
friction tends to be less important than the inertia of the motion 
of such long waves like tsunamis. 

B. BP04 - SOLITARY WAVE ON A CANONICAL BEACH 

(Laboratory) 

1) Description of the test case 

The experiments were conducted in a 31.73 m-long, 60.96 
cm-deep, and 39.97 cm-wide flume located at the California 
Institute of Technology, Pasadena, California wave tank. 

The bottom of the tank consisted of painted stainless-steel 
plates. A ramp was installed at one end of the tank to model the 
bathymetry of the canonical problem of a constant-depth 
region adjoining a sloping beach. 

Several tests have been carried out (more than 40 
experiments) with solitary waves running up the sloping beach 
(water depths ranging from 6.25 cm to 38.32 cm). The test case 
problem has been parametrized as follows: 3 parameters can be 
used to describe the different tests combinations - the offshore 
depth d; the height of the solitary wave H, and the beach slope 
β. 

2) Model setup 

The model of the numerical flume has been setup according 
to what already presented within the BP01 benchmark 
(Figure 1): an initial constant depth flume has been setup and 
the wave height imposed for satisfying the H/d = 0.0185 
criteria. The wave height has been used as input to parametrize 
the initial water profile for perturbating the model with. 

The beach presents a constant slope (cotβ = 19.85).  

3) Results 

Results from the model were compared with laboratory 
measurements, in terms of: 

• water level at specific time-steps, 
• maximum run-up. 

NTHMP suggests specific guidelines to validate the 
numerical model against the analytical solution.  

For accomplishing this benchmark, TELEMAC3D water 
level results need to be compared at different timesteps:  

• t = 30 s - 40 s - 50 s - 60 s - 70 s.  

Numerical results in terms of water profiles are provided in 
Figure 14 to Figure 18: numerical model (blue lines) is 
compared with the experiments and a good agreement is 
achieved. 
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The maximum run-up was measured during the 
experiments, and it is reported in non-dimensional form, 
R/d = 0.077.  Run-up result from the numerical modelling is 
R/d = 0.07. 

 
Figure 14. Solitary waves water level horizontal profile at t = 30 s time-step: 

laboratory measurements (black squared dots) against numerical model results 
(blue line) 

 
Figure 15. Solitary waves water level horizontal profile at t = 40 s time-step: 

laboratory measurements (black squared dots) against numerical model results 
(blue line) 

 
Figure 16. Solitary waves water level horizontal profile at t = 50 s time-step: 

laboratory measurements (black squared dots) against numerical model results 
(blue line) 

 
Figure 17. Solitary waves water level horizontal profile at t = 60 s time-step: 

laboratory measurements (black squared dots) against numerical model results 
(blue line) 

 
Figure 18. Solitary waves water level horizontal profile at t = 70 s time-step: 

laboratory measurements (black squared dots) against numerical model results 
(blue line) 

C. BP05 - Solitary Wave On A Composite Beach (Laboratory) 

1) Description of the test case 

The original laboratory experiments which are presented in 
the BP05 benchmark were conducted in the Coastal & 
Hydraulics Laboratory of US Army Corps of Engineers. The 
set of the original tests to be used as reference are the same 
ones used for deriving the analytical solution in BP02. 

The basin for the experiments was a long narrow flume 
with reflecting side walls (glass), as shown in Figure 5. The 
depth variation and all the wave motion occurred strictly in the 
direction along the flume, and all the measurements were taken 
on the flume’s centreline. Thus a 1D approach seems 
reasonable to describe the case. 

The wavemaker was used to generate solitary waves of the 
form: 

 

The velocities are complemented with corresponding elevation 
values:  

 

2) Model setup 

The model of the numerical flume has been setup according 
to what already presented within the BP02 benchmark 
(Figure 5): an initial constant depth of 0.218 m has been 
adopted as well as three different slopes equal to 1/53, 1/150 
and 1/13, respectively. The wave height must satisfy the 
criteria H/d = 0.30 and it has been used as input to parametrize 
the initial water profile for perturbating the model with. 

3) Results 

Results from the model were compared with the laboratory 
data measurements, in terms of: 

• water levels at probes locations, 
• run-up at the wall.  

The comparison of the water profiles at specific gauges are 
shown in Figure 19 to Figure 24: the images present the 
measurements (black squared dots) against the numerical 
results in TELEMAC-3D (blue lines) and a good agreement is 
achieved. 

The maximum run-up was measured during the 
experiments, and it is reported in both dimensional and non-
dimensional forms, R = 0.45 m and R/d = 2.10 respectively. 

Run-up results from the numerical modelling are: 
R = 0.15 m and R/d = 0.69 respectively. This specific 
benchmark needs more investigations in order to get better 
agreement with the physical modelling measurements. 

 



28th TELEMAC User Conference Paris-Saclay, France, 18-19 October 2022 

 

100 

 
Figure 19. Solitary waves water level horizontal profile at G05 location. Black 
squared dot lines represent the laboratory data. Blue lines represent numerical 

results 

 
Figure 20. Solitary waves water level horizontal profile at G06 location. Black 
squared dot lines represent the laboratory data. Blue lines represent numerical 

results 

 
Figure 21. Solitary waves water level horizontal profile at G07 location. Black 
squared dot lines represent the laboratory data. Blue lines represent numerical 

results 

 
Figure 22. Solitary waves water level horizontal profile at G08 location. Black 
squared dot lines represent the laboratory data. Blue lines represent numerical 

results 

 

 
Figure 23. Solitary waves water level horizontal profile at G09 location. Black 
squared dot lines represent the laboratory data. Blue lines represent numerical 

results 

 
Figure 24. Solitary waves water level horizontal profile at G10 location. Black 
squared dot lines represent the laboratory data. Blue lines represent numerical 

results 

 

FURTHER WORK 

Work is ongoing to progress testing of TELEMAC with the 
whole set of benchmark tests. More investigations are needed 
to obtain better agreement with the reference results. 
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Abstract – This document presents the work carried out by 

Cerema risks, water, sea, and South-West Cerema) to update 

the Gironde flood reference system (RIG). 

Keywords: River, estuaries, maritime, coastal flood processes. 

I. INTRODUCTION 

The Gironde flood reference 2020 is integrated in the 
flood prevention actions program (PAPI) supported by the 
SMIDDEST 5  and the French Ministry of Environment. 
Within this ministry, the Cerema contributes to 
“improvement of knowledge and awareness of flood risk”, in 
particular with the: 

• creation of a data base on estuary knowledge, risks and 
a cartographic tool 

• improvement of the RIG6 project to make predictions 
more realistic based on: 
a) actualisation of the bathymetry 
b) modelling of islands and integration in the model 
c) actualization of the model with new structuring 

elements of the territory  
d) modeling of the overflow events of 1999 

(calibration) and 2010 (Xynthia) 

Historically, the RIG project started in 2007 with two 
models: 

• a large-scale model (RIG phase 1) 
• a model with 5 zones of fine mesh details (RIG phase 2) 

for a more precise definition of hydraulics in urban 
areas 

The work presented here is about improving the modeling of 
the Gironde Estuary on the basis of TELEMAC-2D, so to 
define the new reference, the so-called RIG2020. 

II. 2D MODEL UPDATE OF THE GIRONDE ESTUARY 

First, Cerema integrated all new data: bathymetry, 
topography, estuary islands, hydraulic structures, 
containment systems, high water marks, future overflow 
events. Structural modifications were used to take into 
account new issues that emerged after 2009 (embankment 
footprints, climatic variables, adaptation and quality of the 

 

5 Syndicat Mixte pour le Développement Durable de l'Estuaire de la 
Gironde  

6 Gironde Flood Reference 

environments, etc.). The update of the 2D model was 
particularly focussed on: 

• Representation of the main flood phenomena and 
dynamics 

• Accurate representation of water levels in minor bed for 
extreme events 

• Correct representation of overflows and flooded areas in 
flood plain 

• Determination of flood zone envelopes and associated 
water heights 

The extent of the RIG2020 model and the boundaries 
conditions are presented on the Figure 1 hereunder: 

 

Figure 1. Limits of the model RIG2020 

The model has been gradually improved to reach a 
version deemed satisfactory, here referred to revision v17. 
This revision has 3 232 466 nodes (while the v13 revision 
had 266 107 nodes). It integrates: 

• Urban areas and representation of street blocks 
(increasing the number of nodes) 

• Additional dyke surveys 
• Bridges / embankments of hydraulic works on the 

Dordogne River 
• Improvement of the topography of islands 
• Consideration of all hydraulic structures larger than 1 m 

For illustration purpose, the Figure 2 below shows an 
example of city blocks included in the mesh of the RIG2020 
model. The Figure 3 shows an example of refinement of the 
mesh around bridge piers, to increase the details of their 
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representation in the model. The Figure 4 shows a map of all 
hydraulic structures taken into account in the model. 

 

 
Figure 2. Integration of urban areas 

 

 
Figure 3.  Integration of new bridges 

 
Figure 4. 314 hydraulic structures taken into account 

III. CALIBRATION OF THE MODEL 

The calibration of the model has been carried out on the 
basis of the December 1999 flood event. Roughness have 
been fixed by land occupation with the help of the database 
Corine Land Cover. 

The time-histories of the boundary conditions are 
presented on the Figure 5 hereunder, with discharges 
upstream and water level downstream. 

 
Figure 5. Boundaries conditions for 1999 flood event 

Wind conditions have also been taken into account in the 
model as an average between stations operated by Meteo-
France at Royan and at Mérignac. 



28th TELEMAC User Conference Paris-Saclay, France, 18-19 October 2022 

 
 

105 

It was recorded that dyke breaches occurred during the 
event, causing a significant impact on various estuary 
stakeholders. While the details of the dynamic of these dyke 
breaches remain unclear an estimated total of 19 breaches 
were simulated with the following assumptions, the location 
of which are shown in Figure 6: 

• instantaneous opening, 
• start of breach when a certain level in the estuary is 

reached, 
• break on the vertical. 
 

 
Figure 6. Location of the breaches during 1999 event 

The Figure 7 hereunder presents some results of the 
calibration at various tide gauges in the estuary. 

 
Figure 7. Some results for 1999 calibration at tide gauges 

The results are quite good at the flood but overestimated 
at low tide. The results of the model are also compared to the 
flood marks. The Figure 8 hereunder presents the comparison 
between flood mars and calculation. The NASH-Sutcliffe 
number is 0.8, that is quite good. 

 
Figure 8. Comparison between flood marks and calculation 
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IV. VERIFICATION ON XYNTHIA EVENT 

The boundaries conditions are Verdon tide gauge and 
Garonne, Dordogne and Isle flows. The average wind 
between Royan and Mérignac is taken into account. 

 
Figure 9. Conditions of the wind’s Xynthia 

Modelling of the Xynthia event includes 8 breaches, with 
the same assumptions as for 1999. 

 
Figure 10. Comparison of measures and calculations at some tide gauges in 

the estuary for Xynthia 

The comparison between flood marks and calculations is 
presented on the Figure 11 hereunder. The NASH-Sutcliffe 
number is 0.85, that is satisfactory. 

 

 
Figure 11. Comparison of flood marks with calculations 

V. COMPARISON OF FLOODED AREAS 

We compared the flooded areas computed from revision 
v17 of the RIG2020 model with those computed with the 
RIG phase 1 and phase 2 and those observed during 
feedback. 

 

Figure 12. Comparison of flooded areas 

The results are quite good at different locations. 

VI. V18 REVISION AND LINDNER METHOD 

Lindner’s method originally developed to represent 
obstacles due to vegetation is adapted to represent obstacles 
due to buildings. Buildings are no longer represented 
explicitly as islands, but urban areas are defined using 
polygons to which Lindner parameters are assigned (average 
diameter of obstacles and average distances between 
obstacles). 

The main advantage is that the mesh is less constrained 
and no longer requires as many nodes as the explicit method. 
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Figure 13. Lindner’s method  

The comparison of the two models v17 and v18 on the 
floods of 1999 and Xynthia gives the following results 
presented in table 1 below. 

Table I Comparison between v17 et v18 version 

 1999 Xynthia 

Model V17 V18 V17 V18 

Mean -12,0 cm 8,2 cm 11,1 cm 16,9 cm 

Medium 
difference 

22,7 cm 28,9 cm 21,5 cm 27,2 cm 

NASH-
Sutcliffe 

0,80 0,75 0,87 0,63 

 

The results with the revision v18 are not as good as with 
v17, but remain acceptable. 

The Lindner method also has several advantages: 

• The mesh is lightened because the urban areas are 
not finely meshed 

• Calculation times are reduced 
• The size of the result files is reduced 

 

VII. CONCLUSION 

In the case of the RIG2020 model, the results obtained 
between a fine grid of urbanization and a less fine grid with 
the Lindner method are quite close. 

A time saving is also appreciated on the calculation of the 
mesh with BlueKenue on the mesh of a new urbanization 
zone. 

Meshing of new areas of development projects easier 
with the Lindner method. 

VIII. OUTLOOK 

Provide communities, B&E and/or contracting authorities 
with an updated and reliable model to assess the impact of 
any development in minor or major rivers and at the 
interfaces. 

Have a follow-up over time of the physical changes made 
and the cumulative impacts. 

Provide research actors with a shared tool to plan / 
evaluate / contextualize future issues and problems 
(adaptation to climate change, shoreline erosion, 
vulnerability and resilience of issues, etc.) 

 

ACKNOWLEDGEMENT 

We thank all the actors of the project and especially 
SMIDDEST, DDTM17 and DDTM33, DREAL NA, etc. 

 

REFERENCES 
[1] TELEMAC user manual 

[2] SOGREAH - Development of a reference system for protection 
against flooding on the Gironde estuary. 

 



 

108 



 

109 

Developing tropical cyclone simulation in Oman 

C.P.C Beraud1, D.M. Kelly2 / DKAF Coastal2 
1 claire.beraud@cefas.co.uk, 2 dkafcoastal@gmail.com 

1 Centre for Fisheries and Aquaculture Science, Pakefield Road, Lowestoft, NR33 OHT, UK 
2 Beccles, NR34 9UD, Suffolk, UK 

 

Abstract – Tropical Cyclone (Hurricanes and Typhoons) 

intensity has increased in recent years, in response to warming 

sea temperatures.  There is therefore the need to predict the 

cyclone-induced inundation and is paramount to protect local 

population and limit the cyclone-related risk. The category-5 

cyclone Gonu is the strongest observed cyclone in the Arabian 

Sea and hit Oman in June 2007, causing 49 deaths.  The JTWC 

Automated Tropical Cyclone Forecasting database provides 

simulated winds speeds and atmospheric pressure and has been 

validated against observations such as satellite where available. 

In order to predict the water inundation levels due to the 

tropical storms the path and strength of the cyclone need to be 

included in a marine model that simulates waves and sea level 

response. 

We have developed a methodology to incorporate spatially 

and temporally varying winds and pressure into a coupled 

TELEMAC2D-TOMAWAC system. This model has been 

applied to simulate the Gonu tropical cyclone event with 

calibration of the simulated waves by comparing with 

observations. 

Furthermore, results are presented of “what if” scenarios, 
whereby the track of Gonu-like events is shifted further south 

to assess the potential impact of a similar event on other parts 

of Oman. 

Different model configurations enable the breaking-down 

of the different cyclone components: the effect of local 

depression and wind are presented. Uncertainties on the 

simulation of wind- and wave-induced flooding are discussed 

and will be further developed in future work with the Omani 

meteorological institute providing additional observation data 

that would help us in the calibrating and validating process of 

the model. 

Keywords: Oman, cyclone simulation, tropical cyclone Gonu, 
coupled TELEMAC2d-TOMAWAC 

I. INTRODUCTION 

Tropical cyclones are extremely powerful and harmful 
natural events. One such event was Gonu, a category 5 
(maximal) tropical cyclone, which sits among the top 10 
costliest known North Indian Ocean cyclones; according to 
the Oman News Agency Gonu took 49 lives in the country 
and costed around $4.2 billion (2007 USD) in Oman. Gonu 
(see Figure 1, bottom) developed in the eastern Arabian Sea 
from the 1st of June 2007 and made landfall at the most 
easterly tip of Oman near Ras al-Hadd. It then moved in a 
northward direction into the Gulf of Oman and made a 
second landfall in Iran that dissipated its energy. Gonu 
characteristics were an eye diameter reaching 40 miles 
(64km), a wind maximum velocity up to 145 miles per hour 
(65 m/s) and heavy precipitations up to 934 mm at Aljabl 

alasfer near Muscat (Figure 1). Gonu travelled around 10 
degrees in both latitude and longitude throughout the Arabian 
Sea and impacted the following countries: Oman, Iran, 
United Arab Emirates and Pakistan.  

 

 

Figure 1. bottom: model bathymetric mesh with Gonu track downloaded 
from JTWC indicated with crosses, the principal cities/villages and islands 

are noted. The AWAC (Acoustic Doppler Wave & Current Profiler) 
stations AW2 and AW3 are in Iran and indicated in blue; x- and y- axis are 

in metre projection UTM40N. top: overview of Oman topography (CIA 
1996 map) with coordinates in latitude-longitude.  

Along the Gulf of Oman, several tide gauges failed and 
could not record any observation of Gonu passing. In order to 
have further information on this event over Oman [1] 
established a protocol to collect high water marks and present 
them in [2] together with the development of an ADCIRC 
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flood model. High water marks can be elevations of water 
marks on trees, buildings or debris found and results from the 
addition of the following two hurricane-induced inundation 
components: storm surge and storm waves. Reference [3] 
also reported a high-water mark of 5m at Ras al-Hadd. Gonu 
maximum observed wind has been reported in Oman: wind at 
Ras al-Hadd was 46 m/s on the 05/06/2007 in the evening 
and was 20 m/s near Muscat on the 06/06/2007 13:00:00.  

Time-series of wind and wave information during the 
cyclone Gonu event have been measured at the stations AW2 
and 3 (Figure 1, bottom) within and in the vicinity of 
Chahbahar bay, Iran; further information on the deployed 
stations can be found in [4] and [5] and observation time-
series have been discussed in [5] and [6]. Time-series data at 
AW3 have been extracted from [10]. 

In Oman, mountains are present in the northern and 
southern part of the country (Figure 1, top), and 80% of the 
population lives in low-lying areas [7] where development of 
refinery, fish and shrimp farms, desalination plants and real 
estate development is planned. Aware of the damage that can 
induce an event such as a Gonu-like cyclone, the Omani 
government wants to better understand the inundation 
dynamics and investigate potential cyclone impact if landing 
hit one of those areas in development. 

II. MODEL SETUP 

A. Site location and model domain 

The numerical mesh covers the Oman and Persian gulfs. 
Cell size ranges from 40m to 12km and totalled ~200,000 
cells in number. The refined areas are located on the eastern 
side of Oman (Figure 1, bottom). The bathymetry stems from 
GEBCO (General Bathymetric Chart of the Oceans), 
ETOPO1 (1 arc-minute topography, open source) and local 
EOMAP (commercial) data sources, which all have been 
standardized by analysing LAT predictions. 

Development to update the Maximum Envelope Of 
Water every time-step and amend the drag coefficient 
depending on the wind strength has been done in 
TELEMAC-suite version v8p1; as the latest version did not 
allow the use of different meshed in TELEMAC and 
TOMAWAC, the same mesh was employed to run the 
coupled TELEMAC-2D and TOMAWAC models. 
TELEMAC-2D reproduced the surge induced by the 
depression (inverse barometer) and the wind stresses, 
TOMAWAC predicted the generation of waves due to the 
winds. Almost the full history of Gonu was simulated (i.e. 
from 2nd to 8th June 2006, with cyclone beyond the 
TELEMAC domain on the 1st June). TELEMAC and 
TOMAWAC run with a time-step of 10 and 450 seconds, 
respectively, making TOMAWAC be coupled at every 45th 
to TELEMAC to limit the running time. 

B. Creation and use of wind and pressure parametric 

forcing files 

This work builds on developments by D. Kelly at the 
National Hurricane Centre (NHC) in Miami.  An automatic 
tool has been developed that generates cyclone wind and 
pressure fields using the following cyclone information: the 

cyclone track positions (in latitude and longitude) and its 
intensity defined with both the maximum wind speed (and 
radius if available) and the storm central pressure. Such 
information can be downloaded from the Joint Typhoon 
Warning Center (JTWC, 
https://www.metoc.navy.mil/jtwc/jtwc.html?best-tracks) 
for most of the past cyclones and [8] provides a description 
of the cyclone data compilation and formatting. It is 
important to note that those tracks are the best available for 
now, however some data may be improved [10]. It is hoped 
that track data may be completed or may vary in the future. 
The tool uses formulations from wind model of Holland 
([9]); this stand-alone binary tool can be run in either Linux 
or Windows and creates a Selafin forcing file.  

For this work the tool has been run using JTWC-
downloaded information on the super cyclonic storm Gonu 
and data have been refined in time using linear interpolation. 
The created atmospheric forcing file is read by the 
TELEMAC and the TOMAWAC models through the 
keyword BINARY ATMOSPHERIC DATA FILES. The 
fortran subroutine PROSOU.f has been amended and is 
called in the models steering files to adequately include the 
wind and pressure parametric fields. 

III. MODEL CALIBRATION AND VALIDATION 

Calibration process consisted in checking the wind fields 
generated from the JTWC-downloaded information. Once we 
were satisfied with the physics of the atmospheric forcing, 
wave generation has also been calibrated to reproduce wave 
time-series as measured at AW2, Chahbahar bay, Iran. The 
validation process was carried out by comparing the reported 
and simulated inundation lands and water levels. This 
modelled inundation will only be induced by wind stresses, 
pressure depression, and wave radiation forces. The lack of 
precipitation forcing, and of wave run-up process is 
discussed in the next sections. 

A. Calibration 

Just before Gonu landing, observations reported a wind 
strength of 20m/s at Muscat and 46 m/s at Ras al-Hadd. For 
those two locations, wind magnitude simulated differs by 7.5 
and 22%, respectively (Table I). This mismatch may be due 
to the linear interpolation of data in the Gonu track and it is 
also probable that the landing induced some changes in wind 
dynamics that are not included in the [9]’s model. 

To generate waves, the TOMAWAC parameters have 
been calibrated; the following parameters gave the best 
predictions: The wind generation followed Janssen’s model 
(WAM cycle 4) associated with a standard value of wind 
generation coefficient (1.2) have been used.  A linear wave 
growth has been chosen. Wind drag coefficient has been 
calculated using the Garratt (1977) [13] linear form, a 
formulation recommended for hurricane wind and used in the 
NHC Sea, Lake, and Overland Surges from Hurricane 
(SLOSH) model and the ADvanced CIRCulation (ADCIRC) 
model. 

 

https://www.metoc.navy.mil/jtwc/jtwc.html?best-tracks
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Table I : Wind strength in m/s measured and TELEMAC predictions during 
the Gonu event 

Date 06/06/2007 

13:00:00 

05/06/2007 

evening 

Location Near Muscat at Ras al-Hadd 

Model  18.5 36.0 

Obs. 20 m/s 46 m/s 

Relative error 7.5% 22% 

 

Wave energy was dissipated by white-capping, bottom 
friction and depth-induced breaking. As waves propagate 
both in very deep water over the Gulf and in shallow water in 
coastal areas, non-linear transfer between frequencies 
(quadruplet interactions) was activated together with the triad 
interactions. A wave growth limiter was used to limit 
numerical instabilities;  waves were not generated in water 
shallower than 0.4m. In Figure 2 the wave model reproduces 
the dynamics in wave growth but under-estimates the final 
wave height. This lack of wave energy (smaller wave height) 
agrees with the wind under-prediction. 

 
Figure 2. Evolution of wave height measured at station AW3 (extracted 

from [10]) and modelled during the Gonu event at the station AW3 location 
(see Figure 1) 

B. Validation 

The high-water mark (the elevation of the water level 
above the Mean Sea Level) was measured at Ras-al-Hadd on 
the 5th of June 2007 as 5 meters. In the model the wind and 
pressure-induced inundation levels are predicted to 0.8m in 
ebbing water topped up by 5 to 6 meters wave heights at the 
coast. The addition of the latter two components slightly 
exceeds the measured level.As reported in [1] land has been 
inundated during the Gonu cyclone event. The high-water 
marks reported in [2] have been plotted in Figure 3along with 
the prediction of maximum water levels and maximum wave 
heights from the model. We see that all inundated areas (at 
coloured diamonds locations) have been predicted to be 
under water, although there is a mismatch between the 
predicted and reported inundation levels. Inundation seems 
more important closer to the eastern tip of Oman, where 
wave heights are predicted to be large (more than 5m) and 

close to the shoreline. Wave runup effect is missing in the 
model and may explain the difference in inundation levels 
there. In the vicinity of Muscat high amount of rain has been 
reported ([11]) that are not reproduced in the model and may 
explain the differences between reported and predicted water 
levels. 

 
Figure 3. Modelled Maximum Elevation Of Water (m) predictions are 

indicated with the background colours, the maximum wave heights (m) are 
showed with the contour lines and the diamonds colour represents the 

reported high-water marks (m) from [2] 
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IV. GONU SIMULATION PREDICTION DETAILS 

A. Inundation at Ras al-Hadd 

The observed inundation extent at Ras al-Hadd was well 
reproduced in the model thanks to a well refined mesh at the 
coastal tip. The strong cyclone wind was pushing the water 
toward the lowest land at Ras-al-Hadd (Figure 3). 

 

 

 

Figure 4. Inundated area near Ras al-Hadd (top, extracted from [2]) and 
simulated (bottom) MEOW at the end of the Gonu event  

B. Maximum predicted waves and water level 

The TOMAWAC simulated maximum wave height over 
the Gonu event agrees with the wave results from [10] using 
the WAVAD model (Figure 5). No calibration parameters are 
available within the WAVAD model and the wind model 
used was based on the parametric representation of [9]. 

 

 

Figure 5. Max. Significant Wave height over duration of the cyclone. The 
scale runs from 1m (blue) to 11m (purple) for TOMAWAC predictions (top) 

and WMO-WAVAD predictions extracted from [10] (bottom) 

 

V. REALISTIC STORM-LIKE-GONU WITH A MORE 

SOUTHERN LANDFALL 

In this simulation we discarded the tide as we wanted to 
focus on the cyclone effect and look at the different cyclone 
components to better understand the storm dynamics before 
and when the cyclone land-fell in a low-lying coast of Oman.  

A. Simulation of alternative trajectories  

The initial Gonu track position has been moved by four 
degrees southward and the new cyclone trajectory landfalls at 
the Massirah island. Although it is probable that such a 
cyclone moving over shallow waters will be impacted by the 
seabed, it is very difficult to determine how the cyclone 
trajectory and strength may change near and after this 
landfall and it has been decided to not amend the strength in 
cyclone characteristics (maximum velocity, diameter, and 
lowest pressure). 

B. Cyclone components 

Impact along the track can be clearly seen in Figure 6 
with the Maximum Elevation Of Water (MEOW) along the 
track of the cyclone. 
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Figure 6. Predicted Maximum Elevation of Water (MEOW in m) over the 

simulation. 

The wind and pressure effects on the maximum water 
elevation level can be seen in Figure 7. When the model is 
forced with the wind field only, the inundation happens next 
to the shoreline where the wind blows toward the south, and 
the water is pushed against the shore and piles up there; with 
both wind and pressure being forced, both coastal areas and 
along the storm track areas are subjected to a rise of water 
level, with the former being mainly driven by a wind-effect 
and the later by a pressure effect. 

VI. RESULTS AND DISCUSSION 

Although the model wind predictions reproduce the 
spinning dynamics of the wind field, some uncertainties in 
wind magnitude remain noticeably in vicinity of landfall. 
Underestimation in wind strength causes an underestimation 
in wave height predictions, although the overall maximum 
wave height is comparable to other validated model outputs. 
We hope that in the future the JTWC dataset will be 
improved with more accurate wind field when approaching 
the landfall.  

The lack of wave run-up and rainfall can explain some 
mismatches between predicted and simulated levels of 
inundation. We assume the wave runup to be large when the 
cyclone is moving parallel and close to the northern Omani 
coast. It would be interesting to convert wave spectral 
predictions from TOMAWAC into wave time-series in water 
surface using the WAFO module in Python, similarly to what 
[12] did. The model is also missing the inundation triggered 
by extreme rainfall and flushing along valleys that has been 
reported [11], and further model development will focus on 
reproducing the inland and coastal inundation due to riverine 
flooding. 

 

 

W
ind only 

F
orcing 

 

W
ind +

 pressure 

 

W
ind 

P
aram

etric field 

Figure 7. Prediction of the Maximum Elevation Of Water and wind field on 
the 6th June 2007,16:00 under the impact of the wind only or the impact 
from the wind and atmospheric pressure. The solid black line depicts the 

MSL contour line or shoreline. 
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VII. CONCLUSION 

Tropical cyclones are extreme moving events that can 
become a real threat when approaching the coast by bringing 
high winds and inducing inundation. This inundation is due 
to the combined effect of inverse barometer, wind setup, 
wave setup and runup and rainfall superimposed on the tide. 
Here we introduce a tool to create cyclone forcing fields for 
TELEMAC and TOMAWAC that enables the run of a past 
or synthetic cyclone. The tool proves to be useful to 
investigate and separate the inundation factors. 
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Abstract – Tropical cyclones, with strong winds and low 

central pressure, can produce very large coastal surges and 

have led to the most devastating flooding in history. For 

example, in Bangladesh, flooding from cyclones in 1970 and 

1991 has been estimated to have cost the lives of over 300,000 

and 150,000 people respectively. While forecasting of cyclones 

and emergency management have improved dramatically, 

flooding from cyclone surge still represents one of the most 

serious global natural hazards and a considerable challenge for 

humanitarian organisations. 

In 2020, Cyclone Amphan was forecast to make landfall on 

the border of Bangladesh and India and the UK Foreign, 

Commonwealth and Development Office (FCDO) approached 

HR Wallingford to provide a forecast of the potential cyclone 

surge. Following that event, the FCDO commissioned a pilot 

study to develop the forecasting of flooding globally, including 

surge modelling, response of rivers to rainfall, modelling of 

flooding from both fluvial and coastal sources and analysis of 

the impact on local population and infrastructure. The aim of 

the forecast is to provide advance warning of the location, 

extent and severity of flooding and impact on population in 

order to aid the coordination of humanitarian relief. The 

service is provided by a partnership of ECMWF, the 

Universities of Reading and Bristol, Fathom and HR 

Wallingford. 

As part of this service, a surge forecast system was 

developed using TELEMAC-2D forced by cyclonic wind and 

atmospheric pressure fields. The development of the system 

had to overcome a number of challenges: 

• The TELEMAC-2D models have to be large enough to 

cover all areas of interest to the FCDO and humanitarian 

agencies and at risk of flooding from cyclone surge; 

• The models must adequately resolve the wind and 

pressure fields of cyclones and coastal bathymetry and 

topography; 

• The models must include tide as it is the combination of 

both tide and surge that determines the elevation of the 

water and hence the extent and severity of flooding; 

• The models must run quickly. The goal is to provide a 

bulletin within one working day and the target for the 

surge model runtime is less than one hour. 

The surge modelling system includes a number of regional 

TELEMAC-2D models covering areas of the world vulnerable 

to cyclone surge flooding and of interest to the FCDO. The 

regional models include tide and atmospheric forcing. Cyclone 

tracks are downloaded from relevant meteorological agencies 

responsible for forecasting tropical cyclones. Within the 

modelling system, these are converted into wind and pressure 

fields to force the model. Model results are extracted along the 

coastline for input into an inundation model and population 

exposure analysis. The combined results showing areas forecast 

to be affected by flooding and the impact on the local 

population and infrastructure are summarised in a concise 

bulletin for the FCDO. The bulletin is then circulated to local 

and international aid organisations including the UN OCHA 

and International Federation of Red Cross and Red Crescent. 

Since the start of the pilot study in October 2020, the team 

have responded to tropical cyclones affecting Central America, 

Mozambique, Madagascar and the Philippines. 

Keywords: Hydrodynamic modelling; surge; flooding; tropical 
cyclones; forecasting. 

I. INTRODUCTION 

Tropical cyclones, with strong winds, low central 
pressure and intense rainfall can produce extensive and 
severe inundation whether from fluvial flooding, pluvial 
flooding or coastal surge. Flooding from tropical cyclones is 
one of the most serious global natural hazards and is a large 
risk to life, infrastructure, agriculture, food supply and 
shelter. One severe tropical cyclone can affect a very large 
area and population. 

The humanitarian response to tropical cyclone flooding is 
challenging, often involving getting supplies of food and 
emergency shelter to remote areas and contending with 
damaged infrastructure and lines of communication. In 
addition, aid is required rapidly. Advance warning of a 
disaster can, therefore, be extremely useful in the planning 
and carrying out of humanitarian relief. 

A. Background 

In 2019 during the approach of Cyclone Idai to 
Mozambique, Malawi and Zimbabwe, a number of 
organisations were brought together to provide advance 
warning of fluvial flooding, and the impact on population, to 
the UK Department for International Development (DfID) to 
assist the coordination of humanitarian relief. These 
institutions (ECMWF, the Universities of Reading and 
Bristol and Fathom) produced warnings for fluvial flooding a 
month later during Cyclone Kenneth which affected a similar 
area of southeast Africa [1]. 

In 2020, as Cyclone Amphan approached northeast India 
and Bangladesh, HR Wallingford was approached by DfID 
as the flooding risk was from coastal surge. Using a model 
adapted from previous studies in the northern Bay of Bengal, 
a forecast for coastal surge was provided showing flooding 
was likely in eastern West Bengal and southeast Bangladesh. 

Following these events where forecasts were provided on 
an ad hoc basis, the Foreign Commonwealth and 
Development Office (FCDO, formed by the merger of DfID 
with the Foreign and Commonwealth Office) brought the 
organizations together to develop a formal process to provide 
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advance warning for fluvial and coastal flooding from 
tropical cyclones as part of an ongoing service.  

Since 2020, ECMWF, the Universities of Reading (UoR) 
and Bristol (UoB), Fathom and HR Wallingford (HRW) have 
developed a Flood Early Warning (FEW) advice service for 
potential severe flooding events from tropical cyclones 
including fluvial and coastal flooding. 

This paper describes the use of TELEMAC-2D to provide 
forecasts of tropical cyclone surge as part of the flood 
forecasting system. Section II provides a brief overview of 
the whole flood forecast process. Section III describes the 
application of TELEMAC-2D and the challenges 
encountered in setting up a capability to model surge over 
wide areas of the globe. Section IV shows some results from 
two years of forecasting and Section V provides conclusions 
from the development and delivery of surge forecasts and 
discussion on further work. 

II. THE FLOOD FORECAST PROCESS 

The Flood Early Warning service is designed to provide a 
rapid response to a request from FCDO for advice in advance 
of a tropical cyclone making landfall and crossing vulnerable 
areas.  

There are a number of stages to the FEW process. Some 
of the fluvial and coastal flood modelling and analysis is 
carried out in parallel. The main stages, also summarised in 
Figure 1, are as follows: 

1) The FEW process is triggered by the FCDO following 
daily advice from the UK Met Office about global 
extreme weather, 

2) The FCDO meets with the partner organisations (online) 
to decide on the appropriate response. The options are: 

a. Activate the FEW process, 

b. Pause, monitor and re-assess situation, with the 
option to issue a short (one paragraph) summary of 
the situation, 

c. Stop the process. 

3) Following a decision to proceed, fluvial and surge flood 
modelling are carried out in parallel, 

a. Fluvial forecasting is carried out by ECMWF, UoR, 
UoB and Fathom, 

b. Surge modelling is carried out by HRW with 
predicted water levels passed to Fathom for 
inundation modelling, 

4) Exposure analysis is carried out by UoB and Fathom to 
assess the impact on local populations and infrastructure, 

5) The results of the forecasts and analysis are compiled in 
a bulletin delivered to the FCDO. The bulletin contains a 
one page summary followed by more detailed 
information and is designed to provide advice for the 
coordination of humanitarian relief. 

 

 
Figure 1. Flowchart showing the Standard Operating Procedures for the 

Flood Early Warning system following a trigger and activation 

The above process is designed to be carried out over the 
duration of one working day. FCDO have shared the bulletin 
with organisations within the affected countries and 
international organisations such as the United Nations Office 
for the Coordination of Humanitarian Affairs (UN OCHA) 
and the International Federation of Red Cross and Red 
Crescent (IFRC). 

The process may start up to five days in advance of 
cyclone landfall and may be repeated a number of times 
before and during the passage of the cyclone. After each 
event, the forecasts, advice and process are reviewed and 
compared with observations, reports from on-the-ground and 
feedback from FCDO. 

III. MODELLING TROPICAL CYCLONE SURGE WITH 

TELEMAC-2D 

TELEMAC-2D has been shown to be capable of 
simulating tropical cyclone surge [2] and has been used 
extensively either to hindcast surge caused by historical 
cyclones or synthetic cyclones to examine surge risk at a 
location or along a potentially vulnerable coastline [2]. Using 
TELEMAC-2D to forecast surge in advance of landfall 
throws up a range of technical and practical challenges.  

A. Challenges 

There are a number of factors that influence the 
arrangement and running of the TELEMAC-2D models in 
order to provide a good quality forecast of surge within the 
time scale and constraints of the FEW system. 

• Models have to be large enough to cover all areas that are 
at risk of flooding from cyclone surge and of interest to 
the FCDO; 

• Models must adequately resolve the wind and pressure 
fields of cyclones, coastal bathymetry and topography; 

• Models must include tide as it is the combination of both 
tide and surge that determines the elevation of the water 
and hence the extent and severity of flooding; 

• Models must run quickly. The target for the surge model 
runtime is less than one hour to fit in with the FEW 
schedule (Section II). 
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The cyclone modelling procedure and the basis of the 
models used in for FEW have been based on experience 
gained in projects where it has been necessary to model 
cyclones, for example to estimate extreme conditions for 
design of coastal and offshore infrastructure. 

B. Meteorological forecast sources 

The World Meteorological Organisation (WMO) 
recognises six Regional Specialised Meteorological Centres 
(RSMC) and four Tropical Cyclone Warning Centres 
(TCWC) as responsible for issuing tropical cyclone warnings 
within designated areas. In addition, the Joint Typhoon 
Warning Center (JTWC), based in Honolulu, issues warnings 
for the western Pacific, southern Pacific and Indian Ocean. 
The European Centre for Medium-Range Weather Forecasts 
(ECMWF) also provides global cyclone forecasts. 

In order to have consistent forecasts and methods the 
surge forecasting system has initially been set up to run with 
forecasts from JTWC and the National Hurricane Center 
(NHC) in Miami. Both are US agencies and provide the same 
information in the warnings. In addition, and following the 
Flood Early Warning response provided for Cyclone Eloise, 
warnings produced by RSMC La Réunion have been 
included for southwest Indian Ocean cyclones and the Indian 
Meteorological Department (IMD) for the northern Indian 
Ocean.  

The averaging period for which wind speeds are quoted is 
not consistent across the agencies. The US agencies, JTWC 
and NHC, use a 1-minute average wind speed as their 
maximum sustained wind speed convention. Most other 
agencies quote a 10-minute average wind speed. For 
modelling purposes, the 10-minute averaging period is more 
appropriate, so all wind speeds are converted to that standard 
following WMO guidance [3]. 

The agencies provide forecasts in the form of warning 
bulletins, an example of which is shown in Figure 2 from 
JTWC. Warning bulletins provide a forecast path of the 
cyclone at 12 or 24 hour intervals together with the 
maximum wind speed (Vmax). Also provided by JTWC, NHC 
and RSMC La Réunion are the radii at which standard wind 
speeds are expected. These data are used to create time-
evolving 2D fields of atmospheric pressure (at sea level) and 
wind (10m above sea level (ASL)) which are then used to 
drive the surge model. 

 

 

 
Figure 2. Example of a warning bulletin from JTWC 

C. Cyclone wind and pressure fields 

1) Wind and pressure profile 
For each tropical cyclone selected for modelling, time-

evolving wind fields are set up based on the information 
included in the track data. At each model time step, a 
cyclonic wind field is set up based on the Holland parametric 
profile model [1][5][7]. 

The Holland model describes a profile of wind speed 
radially from the centre of the cyclone. Here, as the warning 
bulletins list maximum wind speed much more often than 
central pressure, we have followed [5][7] where the radial 
wind speed profile at 10 mASL is defined relative to the 
reported maximum wind speed (rather than central pressure), 
skipping the need to convert from gradient-level to 10 mASL 
wind speeds. 

The cyclonic wind speed at radius r from the centre of the 
cyclone is: 

𝑉𝑐𝑦𝑐(𝑟) = 𝑉𝑚𝑎𝑥 {(𝑅𝑚𝑎𝑥𝑟 )𝐵 𝑒[1−(𝑅𝑚𝑎𝑥𝑟 )𝐵]}1 2⁄
 (1) 

 

where Vmax is the maximum wind speed, Rmax is the radius 
of maximum wind and B is a shape parameter which 
describes the rate of decay of the wind speed beyond the 
radius of maximum wind.  

The cyclonic wind direction is applied tangentially with 
an inflow angle, β, dependent on radius from the centre [8]: 
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𝛽 = 10 𝑟𝑅𝑚𝑎𝑥 𝑟 < 𝑅𝑚𝑎𝑥 𝛽 = 75 𝑟𝑅𝑚𝑎𝑥 − 65 𝑅𝑚𝑎𝑥 ≤ 𝑟 < 1.2𝑅𝑚𝑎𝑥  (2) 𝛽 = 10 1.2𝑅𝑚𝑎𝑥 ≤ 𝑟 

Added to the cyclonic wind is the velocity of forward 
motion of the whole cyclone [8]:  𝑉𝑡𝑜𝑡(𝑟) = 𝑉𝑐𝑦𝑐(𝑟) + 𝑉𝑓𝑚2 {1 + cos(𝜃𝑓𝑚 − 𝜃𝑐𝑦𝑐)} 𝑉𝑐𝑦𝑐(𝑟)𝑉𝑚𝑎𝑥   (3) 

where Vfm is the velocity of forward motion and 𝜃𝑓𝑚 − 𝜃𝑐𝑦𝑐  
is the difference between the direction of the cyclone motion 
and the direction of the cyclonic wind at the location under 
consideration. Hence, on the side of the cyclone where the 
cyclonic wind and the forward motion are in the same 
direction, wind speeds are higher than on the opposite side. 
The contribution from the forward motion velocity also 
decreases as the cyclonic wind speed decreases so that at the 
outer limits of the cyclone, there is no residual wind speed. 

The sea level atmospheric pressure field is also based on 
the Holland model [1] and is assumed to be circularly 
symmetric. Pressure increases from the minimum at the 
centre of the cyclone and at radius r is defined by: 𝑝(𝑟) = 𝑝𝑐 + (𝑝𝑎 − 𝑝𝑐)𝑒−(𝑅𝑚𝑎𝑥𝑟 )𝐵  (4) 

where pc is the cyclone central pressure and pa is the ambient 
atmospheric pressure outside the cyclone. 

2) Estimating Rmax and B 
The parameters used in the Holland wind field model, 

Rmax and B, are estimated by fitting a Holland profile, with 
Rmax and B as free parameters, to the Vmax and the radii of 
wind speeds quoted in the warnings (Figure 2). An example 
is shown in Figure 3.  

The fitting procedure is first carried out for the quadrant 
where the cyclonic wind and forward motion are in the same 
direction which is where the winds are strongest and, for a 
simple case of a cyclone making landfall on a long coastline, 
is the quadrant where winds are blowing onshore. This 
determines B and Rmax for the forward quadrant. Rmax is 
assumed to be constant for all quadrants but B is varied by 
fitting Holland profiles to the other quadrant wind speeds. 
Hence the wind field has some 2-dimensional structure. An 
example is shown in 0.  

 

 
Figure 3. Example of fitting a Holland profile to radii specified in a JTWC 

warning bulletin 

 
Figure 11 An example wind field from Cyclone Emnati as it approached the 
east coast of Madagascar in February 2022. 

 

IV. RESULTS AND DEVELOPMENTS 

At the time of writing, seven forecast responses have 
been provided to the FCDO which are listed in Table I. 
Development of the process has progressed as the forecasts 
have been run. Cyclone Amphan occurred before the formal 
start to the project and Hurricane Amphan very soon 
afterwards. Each response was an opportunity to learn and 
the modelling methods were developed. A sample of these 
cyclones, and the modelling process, are described below and 
used to illustrate the development of the system and how the 
challenges (listed in Section III.III.A) have been addressed. 
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Table I Tropical cyclones for which a TELEMAC2D model was run and a 
forecast provided to the FCDO 

Cyclone name Date Affected countries 

Cyclone Amphan May 2020 India, Bangladesh 
Hurricane Iota November 2020 Nicaragua 
Cyclone Eloise January 2021 Mozambique 
Typhoon Rai December 2021 Philippines 
Cyclone Batsirai February 2022 Madagascar 
Cyclone Emnati February 2022 Madagascar 
Cyclone Gombe March 2022 Mozambique 
 

A. Cyclone Amphan 

The response for Cyclone Amphan was carried out 
hurriedly using an existing model of the northern Bay of 
Bengal. The TELEMAC-2D model of the Bay of Bengal was 
extended over the low lying land around the area of landfall. 
Automated systems had not been created and much of the 
preparation, such as interpretation of the warning advisory 
from the IMD, had to be done manually. The model was run 
with a constant tidal water level of +1.7 mMSL, equivalent to 
MHWS at the forecast location of landfall. 

 
Figure 4. Water level as Cyclone Amphan made landfall close to the border 

of India and Bangladesh. 

Figure 4 shows the predicted water level (relative to 
MSL) close to the time of landfall. While this was a very 
rushed response and some short cuts and approximations had 
to be made to achieve results in the time available, it was a 
valuable experience and a number of lessons were learnt : 

• The model predicted flooding over an extensive area 
and, while quantitative data were not available to 
validate the predictions, the approximate location of 
inundation was consistent with anecdotal reports; 

• The model did not include time-varying tide so predicted 
maximum water level could have been too high by up to 
3 m depending on the time of peak surge relative to tidal 
phase; 

• The response demonstrated the feasibility of forecasting 
cyclone-generated surge rapidly; 

• For an effective operational service, the event showed 
the necessity for a well-organised system and models 
with as much automation as possible to ensure a fast 
delivery.  

B. Hurricane Iota 

Hurricane Iota developed in the Caribbean Sea and 
headed towards the east coast of Nicaragua. No existing local 
model was available at the time so it was decided to use the 
The Earth TELEMAC-2D model [9].  The global model 
works on a regular triangular mesh and the version relevant 
to cyclone forecasting has a grid spacing of approximately 
16 km. There are finer resolution versions but these are 
computationally too expensive to run, at present, in a 
responsive forecast system.  

The Earth TELEMAC-2D model bathymetry and 
coastline is based on GEBCO bathymetry data [10]. The 
Earth model has the advantage that it covers everywhere so 
can be deployed for any cyclone. However, there are 
disadvantages owing to the coarse mesh and generic nature 
of the model. 

The model was used to predict surge for Hurricane Iota 
which made landfall on the Nicaraguan coast in November 
2020 and this test illustrated both the benefits and drawbacks 
of the global model. The tidal range on the Caribbean coast 
of Nicaragua is very small so the model was run with a 
constant tidal level of mean sea level (MSL). 

 

Figure 5. Hurricane Iota peak surge predicted by The Earth by TELEMAC. 

Figure 5 shows the peak surge predicted by the Earth by 
TELEMAC model superimposed on Google Earth image. 
The effect of the coarse, regular grid can be seen in the 
artefacts in the model coastline, which joins node to node, 
creating the jagged line, compared to the smoother natural 
coastline. In addition to artificial triangular bays, the model 
has interpreted the offshore islands as a peninsular connected 
to the mainland. 

• The Earth model is useful for identifying the locations at 
risk of large surge and potential coastal inundation in 
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locations where no regional high resolution surge model 
is available, 

• The coarse resolution, regular mesh and bathymetric 
errors lead to unrealistic coastlines which affects the 
accuracy of predicted surge, 

• The Earth at present does not represent tide well enough 
to be included in a model run and would require a longer 
spin-up period. 

C. Cyclone Eloise 

Following Hurricane Iota, and with the northern hemisphere 
cyclone season coming to a close, the focus moved to the 
southern hemisphere, with Mozambique identified as a 
country vulnerable to cyclones and coastal flooding. A 
regional model was set up covering the Mozambique 
channel and the full coast of Mozambique (Figure 6). 

 

 
Figure 6. The TELEMAC-2D model area and bathymetry of the 

Mozambique Channel 

The Mozambique Channel mesh spacing varies from 
10 km in the open ocean to 1 km close to the shore. The 
flexible mesh allows the model boundary to follow the 
coastline. The model was extended to include coastal land up 
to approximately 10 mAMSL. Tide is imposed from the 
global tide model TPXO [11][12] along the offshore 
boundary of the regional model. The model was calibrated 
and represents the tidal water level variation well compared 
to Admiralty tide tables at ports around the coastline. 

Cyclone Eloise made landfall on the coast of 
Mozambique just south of the city of Beira on 23/01/2021. 

The cyclone surge was forecast using cyclone warning 
bulletins from RSMC La Réunion and JTWC. Cyclone-
generated surge was forecast from 21/01/2021. 

The regional surge model was run with tide and 
atmospheric forcing based on the cyclone track forecasts 
from RSMC La Réunion and JTWC. The predicted high 
water mark, which includes both surge and tide, based on 
RSMC La Réunion warning bulletin No. 27 released at 0600 
UTC 22/01/2021 is shown in Figure 7. The model is able to 
resolve the coastal features – such as the Rio Pùngué estuary 
next to Beira and the Baia de Sofala – where the water level 
is highest owing to constriction of waters driven into the 
inlets by the wind. 

 
Figure 7. Maximum water level during Cyclone Eloise predicted by the 

Mozambique Channel TELEMAC-2D model 

 
Figure 8. Time series of forecast water levels at Beira during Cyclone 
Eloise. Also shown are the tidal planes from Admiralty Tide Tables 

(horizontal lines) and a tide-only prediction from TotalTide. 
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The TELEMAC-2D runs resulted in time varying water 
levels which include tide and surge (Figure 8). Cyclone 
Eloise coincided with neap tides so, while the residual surge 
exceeded 2 m, the maximum water level was predicted to be 
lower than MHWS and so no widespread coastal flooding 
was expected. This appears to have been confirmed by 
anecdotal reports from the area. 

• The model run was successful and included both 
atmospheric driven surge and time-varying tide. 

• The model run-time was approximately 30 minutes on 
36 cores of an HPC, 

• The exercise demonstrated the advantage of a dedicated 
regional model. 

D. Typhoon Rai 

Typhoon Rai, known in the Philippines as Typhoon 
Odette, was a strong Typhoon that passed over the 
Philippines in December 2021. The storm underwent rapid 
intensification as it approached the Philippines and the 
JTWC estimated sustained wind speeds (1-minute average) 
of 140 kt before landfall. 

A TELEMAC-2D model of the Philippines was available 
from previous projects but needed to be adapted to the 
purpose of predicting surge around the coast. The resolution 
was refined to approximately 1 km around all the Philippines 
coastline and the boundary and offshore resolution were 
optimised to maintain stability but with a practical run-time. 

The complex topography and bathymetry of the 
Philippines make the representation of tides with a 2D 
hydrodynamic model particularly challenging. In addition to 
the complex coastlines with many islands and straits and a 
wide range of water depths, the western Pacific Ocean waters 
are stratified with a shallow mixed layer of typically less than 
100m, and a steep thermocline below. The consequence is 
that currents, including those due to tide, are often baroclinic, 
and hence there are limitations to the use of a 2D model. 

 
Figure 9. Predicted water level (relative to MSL) as Typhoon Rai passed 

the island of Bohol 

The model was run with tide and no atmospheric forcing 
for a two-week spring-neap cycle in December 2021. Water 
levels were extracted at standard and secondary ports around 
the archipelago and compared with water levels based on 
harmonic analysis. TELEMAC-2D performs well at sites 
along the Pacific and South China Sea coasts but in some 
internal ports has a tendency to overpredict the range of the 
spring tide. This discrepancy may be because of the inability 
of a 2D model to represent baroclinic effects, as described 
above. Further tests to improve the model are ongoing but for 
now, overprediction of the tide will be compensated after the 
modelling stage with adjustments to the final water level 
predictions. 

Some lessons from the exercise are: 

• There are circumstances where 3D processes, which 
cannot be simulated by a 2D model, may make a 
significant contribution to the water level. This is likely 
to affect tide more than surge and may need 
compensation during in post-processing. 

• In the case of islands, onshore winds may occur from 
any direction and therefore it is important to replicate the 
2-dimensional structure of the wind field. The method, 
described in Section III.C, had been implemented before 
the Typhoon Rai. It is not possible, with this approach, 
to include the effects of island orography on wind fields 
which would a require a high-resolution atmospheric 
model. 

• As the islands in the Philippines are of a similar scale to 
that of a cyclone, the predicted surge is very sensitive to 
the forecast track. TELEMAC-2D simulations using 
tracks forecast at different times and by different 
agencies produced noticeably different predicted surge 
although tracks varied by only tens of kilometres. This 
highlights a limitation of a deterministic approach and 
that a probabilistic approach should be considered. 

V. CONCLUSIONS AND FURTHER WORK 

A system to forecast tropical cyclone surge has been set 
up, is able to respond quickly when a cyclone is approaching 
and is a potential threat to a coastline and vulnerable 
population. TELEMAC-2D run times are typically 0.5 to 1 
hours on 36 cores of a Linux HPC and, together with coastal 
inundation modelling, fluvial flood modelling and population 
exposure analysis, allow a warning bulletin to be provided to 
the FCDO within one working day. Forecasts have been 
provided with up to five days lead time with updates before 
and during landfall.  

Warning bulletins have been shared with local 
government and non-governmental organisations, UN OCHA 
and IFRC and have allowed a head start to the humanitarian 
relief process. 

A system has been developed to automatically download 
and process cyclone track warnings from meteorological 
agencies and create the steering files and atmospheric inputs 
required to run a surge forecast. Regional models have now 
been set up, calibrated and tested for: 
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• Bay of Bengal, 
• Mozambique Channel, 
• Philippines, 
• Madagascar east coast, 
• Caribbean Sea. 

Validation data are very difficult to obtain in these areas 
of interest – there are very rarely tide gauge measurements 
available during the cyclones. Anecdotal reports have been 
generally consistent with predictions but it is often difficult 
to differentiate damage due to surge from other sources such 
as wind, fluvial and pluvial flooding. TELEMAC-2D has 
previously been validated for predicting cyclone surge in 
Australia [2], Bangladesh and The Bahamas. As more events 
are responded to, data may become available to assess the 
performance of the forecasting. 

In terms of the location of cyclone surge, the largest 
source of uncertainty is the atmospheric forecast. As 
demonstrated by the Typhoon Rai tests, where the coastline 
is complex and detailed, a small change in cyclone track can 
lead to large differences in both the location and severity of 
the surge. This highlights a limitation of a deterministic 
approach. 

ECMWF currently run a deterministic cyclone forecast 
on a high resolution model and ensemble model runs on a 
lower resolution model. The forecast tracks are publicly 
available and allow for the possibility of ensemble modelling 
of cyclone surge and the use of a probabilistic approach. 
There are practical implications for running 50 ensemble runs 
as well as the deterministic and the handling and processing 
of the resultant data. There will also be a need to consider the 
presentation of the results and how to effectively convey the 
predictions in a way that is comprehensible and useful to the 
recipients of the Flood Early Warning bulletins. A research 
project to investigate a probabilistic to surge and coastal 
flood forecasting is being discussed with the FCDO. 
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Abstract – This paper presents the results of a highly 

resolved metocean model of the world oceans and its 

application to the modelling of a selection among the most 

energetic transoceanic tsunamis, with particular emphasis on 

the Tōhoku tsunami. Thanks to its adaptive resolution and new 
features implemented in the source code, the model is able to 

better represent the complexity of the seismic source and 

predict the tsunami wave characteristics around the globe. 

After a short introduction and discussion of the possible 

representation of the tsunami source terms, the paper 

illustrates initial results and the accuracy of the model and 

introduces possible ways of improving the model performances, 

which includes modelling simultaneously the evolution of 

different physical processes (tides, surges, tsunamis) thanks to 

the versatility of the TELEMAC solver suite [2][1].  

Keywords: global, tsunamis, validation, TELEMAC-2D 

I. INTRODUCTION 

Predicting natural disasters and their likely impact on the 
natural and built environment is a fundamental step towards 
the development of better informed global risk management 
strategies, contributing to worldwide risk reduction and 
mitigation. In this context, accurate and effective modelling 
of tsunamis is not only vital for the safety of coastal 
communities, but contributes to the creation of safer and 
more resilient world. 

The capacity of the TELEMAC solver to qualitatively 
model tsunamis at a global scale has already been proven in 
previous publications [4][7]. The purpose of this paper is to 
illustrate the implementation of state-of-art generation 
techniques and quantitatively compare the modelled tsunami 
waves heights with the DART buoys system.  

Traditionally, seismically generated tsunamis modelling 
is initiated using the Okada model to translate earthquakes 
parameters (that can be inferred using, for example, joint 
earthquake source inversion techniques [3]), onto initial 
instantaneous deformation of sea bottom and/or ocean 
surface. Having the most accurate source possible contributes 
to improving the ability of any model to accurately represent 
the dynamics of the tsunami. With this in mind, we add new 
features in the source code of TELEMAC-2D, features that 
will be described further down the article. All the modelling 
described in this paper has been done using TELEMAC-2D.  

The goal of this of the paper is trifold: (1) prove that 
TELEMAC can accurately predict Tsunami wave 
propagations, (2) demonstrate that tsunamis can be run at a 
global scale along with other processes – for instance tides – 

and (3) identify the weaknesses of the solver in order to 
propose the next axis of development for tsunami 
applications. The ultimate achievement being: bringing the 
solver to a sufficient level of accuracy to reliably provide 
tsunami alerts or risk assessments for national entities and 
communities. 

II. TSUNAMIS 

A succinct literature review has been undertaken in order 
to identify the most relevant tsunamis for this study. In total, 
more than 2700 events are registered on the NGDC/WDS 
Global Historical Tsunami Database [5]. 

 
Figure 1. Top: tsunami runups in blue and earthquakes magnitudes in green. 
Bottom: superposition of the events with the DART system activity. Blue, 

green, orange, cyan and red colors indicate DART buoys in Pacific, 
Atlantic, Indian, Carribbean and Tasman sectors.  
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Figure 1 compiles all the highest observed runups and 
matched their timeline with the DART buoys activity in 
every ocean. The following criteria have been defined in 
order to refine the selection over the whole database: (1) the 
event has happened after the launch of the DART program in 
2006, (2) the event had a runup higher than 10m and (3) the 
earthquake that generated the tsunami had a magnitude 
higher than 7.0 on the Richter scale. For every event 
matching the previously defined criteria (a dozen), the signal 
in the hours following the tsunami has been undertaken for 
each active buoy. 

 
Figure 2. Tsunami runups since 2006 in yellow. Blue, green, orange, cyan 

and red circles indicate DART buoys in Pacific, Atlantic, Indian, 
Carribbean and Tasman sectors as referenced in Figure 1. 

Figure 1 shows the repartition of the DART buoys around 
the world and the distribution of tsunami events since 2006, 
represented by their associated maximum runup. Among all 
events, only four of them had data recorded by more than ten 
DART buoys. Global tidal records can also be found [6], but 
the scope of this paper is to compare the deep water wave 
heights before investigating runup levels at tidal stations.  

As the selection shrunk to the four events detailed in 
Table I, four global models have been setup. However, to 
illustrate the capacity of TELEMAC to quantitatively predict 
tsunamis (and also for the sake of the length of this paper), 
the results of only one study case will be fully detailed; the 
event with the biggest number of observations i.e. the 
Tōhoku tsunami in February 2011. The three other case 
studies will have their preparation and meshing detailed as a 
demonstration of the ability to model tsunamis at a global 
scale. 

Table I Tsunami events and number of active DART buoys 

Event Time (UTC) Magnitude 
Number of 

buoys records 

Tōhoku Japan 2011-03-11 05:46:24 9.1 28 

Central Chile  2010-02-27 06:34:23 8.8 23 

Illapel, Chile 2015-09-16 22:54:32 8.3 24 

Samoa  2009-09-29 17:48:10 8.1 16 

III. MESHING THE WORLD OCEANS 

Since the scope of the model is to be able to account for 
the tsunami wave heights at a global scale, only global 
databases have been used for the setup of the model. The 
General Bathymetric Chart of the Oceans, developed by the 
International Hydrographic Organization (IHO) and the 
Intergovernmental Oceanographic Commission (IOC), 
provides gridded bathymetry data which covers lands and 
oceans around the whole globe with a resolution of ~ 0.004° 
(~ 450m). As mentioned in [4], unstructured grid generated 
for the study needs to resolve multiphysics metocean 
processes at different scales. Thus, the triangle mesh has an 
adaptive resolution, and an optimised procedure has been 
developed to size the mesh elements to effectively resolve 
the features of the bathymetry and the coastlines.  

A tailored mesh has been created for each event, by 
enhancing its resolution in the vicinity of the source, in order 
to better model the initial conditions according to the sub-
fault models, but also to better model the wave heights at the 
first location of impact of the tsunami. For all meshes, a 
common global mesh with a target resolution of 10km at the 
coastlines has been associated with a higher grade mesh with 
a resolution from 2km up to 450m close to the shores where 
the tsunami hit the coastlines first. The highest resolution is 
in fact limited by the input data (i.e. the resolution of the 
GEBCO bathymetry i.e. 450m). 

Using a better defined bathymetry would have permitted 
a higher and better resolution of the final mesh, however 
evaluating the tsunami surge and inundations on the 
coastlines is not the scope of this paper… yet (see  chapter 
VII: Perspectives). The number of nodes and elements of 
each unstructured mesh is specified in Table II. 

Table II Tsunami events and number of active DART buoys 

Event Number of elements Number of triangles 

Tōhoku Japan 1 359 682 695 042 

Central Chile  1 328 456 680 911 
Illapel, Chile 

Samoa  1 054 588 543 345 

 

Although there were four events selected, two of them 
happened in Chile. This is the reason why only three 
different meshes have been generated. For the Chilean 
configuration, the refinement in the resolution has been done 
so that both of the events (from 2010 or 2015) could be 
modelled using the same and only grid, represented in the 
centre inset of Figure 3.  
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Figure 3. Unstructured grids for four events: Tōhoku 2011 (top insets), Chile 2010 and 2015 (centre) and Samoa 2009 (bottom insets). The fault models have been 

indicated with the points laying under the mesh 
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IV. MODELLING TSUNAMIS IN TELEMAC-2D 

A. The Okada model 

The Okada model [8] is widely used in earth and ocean 
science for specifying the deformations induced by seismic 
events. The Okada generator has been implemented since 
version v7p2 of the TELEMAC system in 2012 [7]. The 
seabed deformation is characterized by its focal depth D, its 
fault length L and width W, its dislocation (or slip) u, its 
strike direction d, its dip angle δ, its slip angle (or rake) ϕ, its 
epicentre coordinates (latE, lonE) and the size E of the ellipse 
of influence of the tsunami. Tsunamis are enabled in 
TELEMAC-2D (and TELEMAC-3D) by the following 
keywords:  

✓ OPTION FOR TSUNAMI GENERATION; and  

✓ PHYSICAL CHARACTERISTICS OF THE TSUNAMI 

A single fault model will then induce the following 
vertical bottom displacement ζ along x and y: 

 𝜁(𝑥, 𝑦) =  𝑂(𝑥, 𝑦, 𝐷,𝑊, 𝐿, 𝛿, 𝑑, 𝜙, 𝑢, 𝑙𝑎𝑡𝐸 , 𝑙𝑜𝑛𝐸 , 𝐸) () 

with  being the Okada solution, (x,y) the latitude and 
longitude of a point in the model, and the ten input 
parameters for the Okada model, in the order they were 
defined above. 

 
Figure 4. Tsunami characterisation and parameters used in Okada’s solution 

The Okada model generator implemented in TELEMAC 
only allows the generation of single faults source events and 
imposes the deformation ζ as an initial state condition at the 
beginning of the model. To obtain results comparable with 
the other software used in the literature [9][10][11], it was 
needed to add multi-source events but also enabling the 
active deformation of seafloor. 

B. Multi-faults tsunami sources 

Implementing multiple sources is rather simple, as is 
consists in defining the local deformation of the bottom 
displacement from each contribution of the finite fault 
model[12]. If the fault plane is discretised in Nx sub-faults 
along strike and Ny sub-faults along the dip angle, we define 
the final deformation of the earth surface as follows: 

 𝜁(𝑥, 𝑦) = ∑ 𝑂(𝑥, 𝑦, 𝐷𝑖 ,𝑊𝑖 , 𝐿𝑖 , 𝛿𝑖 , 𝑑𝑖 , 𝜙𝑖 , 𝑢𝑖 , 𝑙𝑎𝑡𝑖 , 𝑙𝑜𝑛𝑖 , 𝐸𝑖)𝑁𝑥 × 𝑁𝑦𝑖=1  () 

If there are overlaps between the sub-faults, all the 
contributions from the co-seismic parameters of each fault 
are summed together. The following figure shows the 
difference between a single fault model and three different 
multi-faults models for the Tōhoku 2011 tsunami. 

 
Figure 5. Representations of the initial condition for three different 

multifaults and one single fault models for the Tōhoku tsunami in 2011; 
Fuji 2011[13] with 40 sub-faults (top left), Ravi 2013[14] with one single 
fault (top right), Romano 2012[15] with 189 sub-faults (bottom left) and 

Yamasaki 2018[16] with 240 faults (bottom right). 

A comparison between the signals generated by the 
different tsunami sources has been done for the closest active 
buoy to the tsunami source (DART 21418) and is represented 
in the next Figure 6. The single fault source from Ravi 
2013 [14] will then be ignored for the Tōhoku case study as 
not fit enough to describe properly the bottom deformation 
for the initial state of the simulation. 

 
Figure 6. Signals measured and modeled at the closest active buoy to the 

earthquake epicenter (DART 21418). 

C. Passive and active tsunami generation 

The Okada generator routine uses Okada’s solution as 
initial condition for the free surface, while all velocities are 
set to zero. We will follow the example of Mitsotakis[17], 
who defines this as the passive generation of a tsunami. The 
equations of the free surface at t = 0 are as follows: 

 (x, y ) = (x , y)  u(x, y, 0) = 0 () 

with (x , y) defined in equation (2) 

The active generation is achieved by specifying zero 
initial conditions for both the free surface and the velocities 
and assuming that the bottom is changing over time. We 
define the sub-faults activation times ti in order to trigger the 
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sub-faults ruptures in a desynchronized way. The bottom 
motion depends on the rising time tr of the fault rupture. The 
deformation of the seabed is expressed as follows: ℎ(𝑥, 𝑦, 𝑡) = 𝐷(𝑥, 𝑦) + ∑ ℋ ∙ 𝑇 ∙ 𝑂𝑖(𝑥, 𝑦, … )𝑁𝑥×𝑁𝑦𝑖=1  () 

where ℋ = ℋ(𝑡 − 𝑡𝑖, 𝑡𝑟)  is the Heaviside step function, 
and 𝑇 = 𝑇(𝑡 − 𝑡𝑖, 𝑡𝑟)  is the trigonometric scenario of the 
bottom motion (Dutykh 2013[12]). 

Although the literature cited above [12][17] refers to 
applications based on the use of numerical models solving 
the Boussinesq equations, the active generation – that is 
applying a dynamically changing seabed condition – is also 
valid for modelling using TELEMAC, as it adds velocities to 
the seabed deformation and thus generates bigger tsunami 
waves. The total time of the sea floor deformation (or rising 
time tr) will impact the speed of the bathymetric motion and 
hence the amplitude of the tsunami wave. 

The Figure 7 shows the influence of the rising time value 
on the amplitude of the modelled free surface. We also tried 
an instantaneous deformation of the seabed as it is used in 
some of the publications cited in this paper [13].  

 
Figure 7. Influence of the rising time on the amplitude of the tsunami. 

Comparison done for the single fault description of the Tōhoku earthquake 
at one of the nearest active buoys (DART 21401).  

We have introduced two new parameters (ti and tr) that 
we use for the generation of tsunamis. Each subfault is now 
characterized by 12 parameters: ti, tr, Di, Wi, Li, δi, di, ϕi, ui, 
lati, loni and Ei which are the discretized parameters defined 
in (1) preceded by the activation time ti and the rising time tr 
of each subfault. 

V. VALIDATION OF THE RESULTS 

A. Tōhoku 2011 

For the 2011 Tōhoku earthquake of 2011, three different 
multi-faults models have been considered and are detailed in 
the Table III. All the detailed information about the faults 
models is open source and available under the section 
“Supplementary Information” for all publications. (Or 
directly in a table of the publication for Fuji 2011). An active 
generation has been implemented for all three faults models. 
In the cited publications, Yamasaki 2018 [16] uses 
32 seconds rising times tr for the high resolution fault model 

(with 240 subfaults) with different initial activation times ti, 
with a whole faulting time of 150 seconds,  Fuji 2011[13] 
assumes a instantaneous deformation and Romano 2012[15] 
does not mention it. Following an iterative procedure of 
calibration, we finally also assumed an instantaneous 
deformation for all models.  

Table III Source fault models used for tsunami generation in TELEMAC 

Fault model Number of faults Size of the subfaults 

Romano 2012 [15] 189 25km x 25km 

Yamasaki 2018a [16] 240 20km x 20km 

Fuji 2011 [13] 40 50km x 50km 

a. Here we use the “Initial model P-MOD2. i.e. the 240 subfaults high resolution model. The 
authors also provide a downsampled and calibrated version of the model (TMOD model: 

60 subfaults of 40km×40km). Both models gave us really similar results. 

 

The source fault model propagation in Figure 8 
corresponds to the Yamasaki 2018 configuration. Only the 
active DART buoys that recorded a tsunami signal are 
displayed on the map with their identification number.  

 

 
Figure 8. Maximum water level recorded in the Pacific after the event. Only 

active buoys are presented on the map.  

The comparison between the results of the TELEMAC-
2D models (using the 3 different faults configurations) are 
presented in the Table IV and in the Figure 9. Out of the 28 
buoys that recorded a tsunami signal, 24 DART buoys were 
kept for the comparison in the following figures. In fact, for 
some buoys we couldn’t filter out properly the tide 
constituents in the signal, due to too much noise or missing 
patches in the data signal.  

The signal has been upsampled and “detided” using a 
simple low-pass filter. The upsampling was necessary 
because of the difference in frequency acquisition between 
DART’s normal sampling time (15 min) and their Tsunami 
Response Mode sampling (15 seconds). 
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Figure 9. Comparison between the modeled free surface for all 

configurations (Fuji 2011 in red, Yamasaki 2018 in yellow and Romano 
2012 in purple) and the measured free surface (dashed black line). 

Table IV Comparison between the different model configuration and the 
measures at the DART buoys locations. 

DART 
Buoy  

No 

Distan
ce 

(km) 

a (m) 

meas

ured 

a (m) modelled 

using source by 

Fuji (2011) 

a (m) 

modelled 
using source 

by Romano 

(2012) 

a (m) modelled 

using source 

by Yamasaki 

(2018) 

21401 961 0,66 1,05 58% 0,70 5% 0,86 29% 

21413 1190 0,77 0,88 15% 1,09 42% 0,96 25% 

21414 3063 0,26 0,20 -23% 0,23 -14% 0,23 -13% 

21415 2655 0,27 0,23 -15% 0,25 -8% 0,25 -6% 

21418 507 1,87 1,96 5% 2,05 10% 1,42 -24% 

21419 1279 0,54 0,68 27% 0,56 4% 0,61 13% 

32401 16023 0,11 0,03 -70% 0,05 -54% 0,04 -62% 

32412 14762 0,11 0,03 -69% 0,05 -53% 0,05 -56% 

32413 13430 0,05 0,04 -27% 0,05 8% 0,05 0% 

46402 4343 0,13 0,10 -21% 0,13 -3% 0,12 -6% 

46403 4820 0,10 0,08 -21% 0,10 -2% 0,10 -5% 

46404 6988 0,14 0,06 -54% 0,08 -40% 0,08 -40% 

46407 7221 0,20 0,07 -66% 0,09 -57% 0,09 -55% 

46408 3930 0,21 0,14 -33% 0,17 -21% 0,16 -21% 

46409 5334 0,08 0,05 -32% 0,07 -13% 0,07 -17% 

46410 5578 0,06 0,04 -31% 0,05 -9% 0,05 -19% 

46411 7467 0,18 0,07 -63% 0,09 -51% 0,09 -49% 

46412 8380 0,12 0,06 -51% 0,08 -33% 0,08 -37\% 

51406 10768 0,16 0,07 -57% 0,10 -37% 0,10 -36% 

51407 6142 0,30 0,20 -32% 0,25 -15% 0,31 4% 

51425 6761 0,13 0,07 -40% 0,11 -11% 0,11 -10% 

52402 3100 0,31 0,28 -11% 0,34 10% 0,29 -8% 

52403 3784 0,13 0,12 -8% 0,17 25% 0,14 3% 

52406 5320 0,17 0,12 -31% 0,17 -1% 0,15 -12% 

55023 5961 0,03 0,03 14% 0,05 60% 0,03 9% 

a. Comparison of the modelled and measured tsunami heights, as shown on Figure 9. In the 
column Distance, nuances of blue show the most distant DART buoys. For the comparisons, 

Green shows the best agreements and red the worst.  

B. Discussion  

1) Difference between the sources  
The model results compare differently (Table IV) 

depending on the wave form used to initiate the model 
(Table III), and depending on the location of the buoy used 
for comparison. 

Romano 2012 has an overestimated rundown prior to the 
first crest for the set of buoys nearest to the epicentre 
(DART 21418, DART 21401 and DART 21413) but the 
same rundown becomes appropriate in the Alaskan-Aleutian 
Islands sector (DART 46402, DART 46403 and 
DART 46408) or in Hawaii (DART 51407). 

The Fuji 2011 configuration has the right crests in the 
vicinity of the tsunami but the rundown after the first wave is 
too important in the vicinity (DART 21401 and 
DART 21413, which are location between 900 km and 
1100 km of the epicentre) of the tsunami and then becomes 
too weak in the far field. 

The Yamasaki 2018 configuration has the best match 
overall and also is the one having the most accurate 
estimation for the waves/perturbations happening after the 
first tsunami hit.  

2) Limitation of the use of TELEMAC-2D 
Although the results of the three different fault models 

are slightly different, another immediate deduction is that 
there is better match between the model and the observation 
in the vicinity of the tsunami.  

The further away from the tsunami source, the worse the 
model appears to match with measurements. The DART 
buoys offshore from the Californian coast (46404 and 46411) 
or from the Chilean coast (32401, 32412 and 32413) 
illustrate well the problem. The modelled incident waves 
have a longer wavelength than the ones measured (at least 
twice as long).  

The increasing deviation we observe along the travelled 
distance is most likely due to the non-dispersive equations 
used to propagate the tsunami waves using TELEMAC-2D 
as we used the wave equation (default since v8p2).  

Whilst this could be overcame using TELEMAC-3D the 
authors felt that the community would have benefitted from 
the present work which explores the use of TELEMAC-2D 
for modelling of some of the largest global tsunamis and 
identifies strengths and limitations of the use of this model 
for this purpose. The authors nevertheless intend to move 
onto the use of TELEMAC-3D as it represents the most 
obvious next step for the on-going development of the larger 
project of modelling the world oceans. Since the beginning, 
our approach has been that of increasing the level of 
complexity of the modelling gradually at every step of the 
project. 

C. Other case studies 

Whilst this paper presents only the results obtained 
modelling the most documented event, further information 
can be gathered from the next set of figures showing the max 
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tsunami-induced water elevation generated by the events 
enumerated in Table I.  

1) Central Chile 2010 

 

Figure 10. Maximum water level in the Pacific after the Chilean tsunami of 
2010. Only the active buoys during the event are presented on the map.  

2) Illapel, Chile 2015 

 
Figure 11. Maximum water level in the Pacific after the Chilean tsunami of 

2015. Only the active buoys durting the event are presented on the map.  

3) Samoa, 2009 

 
Figure 12. Maximum water level in the Pacific after the tsunami of Samoa 
in 2009. Only the active buoys during the event are presented on the map.  

VI. RUNNING TIDES AND TSUNAMIS 

The modification of the source code for the implementation 
of the active generation of tsunamis in TELEMAC-2D has 
permitted to add a temporal dimension for the triggering of 
the tsunami (thanks to the parameters ti or initial activation 
time of the rupture fault). The following figure will just 
show – as a proof of concept – that multiple process can be 
handled in TELEMAC-2D i.e. tides and tsunamis 
simultaneously. 

 
Figure 13. Snapshot comparison between the results with (insets on the left) 

and without (insets on the right) TIDE GENERATING FORCE. 40min 
(top), 2 hours (center) and 5 hours (bottom) after the earthquake 

VII. PERSPECTIVES 

A. TELEMAC-3D 

As mentioned previously in the discussion of the results 
from the modelling, TELEMAC-3D is the next logical step 
for tsunami applications. In fact, a non-hydrostatic option is 
available in the code to solve equations that include the 
dynamic pressure allowing the resolution of the shorter 
wavelengths [18]. This feature will avoid having too much 
dispersion of tsunami waves in order to have a better 
estimation at the far-field locations. TELEMAC-3D will also 
enable a better representation of runups. 
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B. Runups  

The three dimensionality that brings TELEMAC-3D will 
enhance the modelling of runups over complex coastlines. 
The non-hydrostatic option (mentioned in the last paragraph) 
will model with more accuracy tsunami surges over the 
shallower parts of the seabed, like trenches or steep slopes. 
Depending on the resolution of the bathymetric data, the 
estimation of surges and the modelling of inundations at the 
coastlines will also be possible. 

The twin paper presented for this conference [19] will 
develop more on the on-going developments related to 
tsunamis runup using TELEMAC-3D. 
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Abstract – The increase in frequency of intense rainfall 

events throughout the world brings new challenges that 

necessitate mitigation measures. Some conceptual hydrological 

models are already used to estimate discharge at outlet of 

catchments linked to 2D hydrodynamic model to simulate the 

downstream floods. However, with the increase of computation 

capacities, it may be possible to use physically based hydraulic 

models to simulate runoff directly on large catchments. This 

paper presents a preliminary application of runoff modelling on 

large catchments using TELEMAC-2D. The goal is to set up a 

complete methodology for simulating runoff on large scales. 

First, a convergence study on catchments of different sizes is 

done to test the model mesh resolution and has shown that the 

mesh resolution for these specific applications should be at least 

25 m. Second, for catchments larger than 50 0000 km², it is 

possible to decompose them in sub-catchments and chain the 

simulations from upstream to downstream to address issues such 

as simulation time or preparation of data on too large scales. 

Third, initial investigations have underlined a high sensitivity to 

the water infiltration parameters particularly towards the end of 

the simulations when different rainfall events are considered over 

a long period of time. Even though initial results are 

encouraging, further investigations are recommended to better 

characterise infiltration and roughness coefficients at this scale, 

based on a wider variety of rainfall events and catchments. 

Keywords: floods, runoff, large catchments, SWE, infiltration 

I. INTRODUCTION 

Extreme floods have become more frequent and severe in 
the recent years exacerbated by climate change. There are 
numerous recent examples of major floods such as the July 
2021 catastrophic flooding events in Germany [1] and in China 
[2], or the floods of the streets of Agen in France in September 
2021 [3]. These extreme events caused human casualties, high 
economical costs and damages in sensitive areas. To design 
appropriate mitigation measures, especially under increasing 
urbanization and decreasing infiltration rates, numerical 
models are proactive tools widely used. 

Conceptual rainfall-discharge models are often used to 
evaluate the discharge at the outlets of defined catchments 
during rainfall events. However, a physically based model, that 
geographically maps the geometry and the physical properties 
of a watershed, could be more efficient, because it allows using 
spatialized water depths and velocities data in the catchment 
with a better accuracy than the conceptual rainfall-discharge 
models. Some rainfall-discharge models using the Shallow 
Water Equations (SWE) in 2D, have already been used 

successfully for extreme events on rather small catchments up 
to 100 km² [4][5][6].  

These models have been tested on small catchments, but 
there is still a need to test the capacity and the relevance of 
numerical models as TELEMAC-2D (www.opentelemac.org) 
to respond to these issues on larger scales. In this context, the 
main objective of this work is to explore a numerical strategy 
to simulate runoff on a large catchment with a good accuracy 
both for discharges and water depths and evaluate the 
computation cost, necessary for practical applications. 

In this paper, the study area and the available data of the 
chosen event and catchment are presented. Then, a mesh 
convergence is carried out to check that the models on larger 
catchment than the literature remain valid. Finally, based on 
the mesh convergence, a model built by splitting the larger 
catchment into sub-catchments is presented along with its 
calibration for the infiltration and bottom friction laws. The 
results are compared with hydrometric stations within the 
catchments. 

II. STUDY AREA AND DATA 

A.  Rain event 

During the night of the 8th to the 9th of September 2021, 
extreme rain precipitations have fallen over the South-West of 
France. More than 130 mm of precipitations were registered 
over Agen in only a few hours (an absolute record for its 
hydrometric station), over 50 mm of rainfall on most of the 
Garonne catchment and even higher amounts locally during the 
night, as shown in Figure 1. 

 
Figure 1. Rain accumulation during the night of the 8th of September. 

There were also two other significant events in the 
following days that will be considered in the model. These rain 
events happened over the region from the 9th of September at 3 
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pm to the 10th of September at 5 am and between the 14th of 
September at 3 pm to the 16th at 2 am.  

B. Study area 

The study area is the region of Agen and its topographic 
catchment. Considering that there is no validated data at the 
hydrometric station of Agen, the outlet of the catchment is 
placed 50 km downstream of Agen at Marmande where there is 
a hydrometric station with validated data. The catchment’s area 
can be visualized in Figure 2 (in blue). The area of the 
catchment (hereafter referred as Garonne catchment) is more 
than 50 000 km². A smaller sub-catchment (hereafter referred 
as Hers catchment) is considered, for a purely numerical 
viewpoint to compare results of the large and small models and 
to have preliminary results on a smaller scale. This catchment 
is represented in orange in Figure 2 and is about 786 km². 

 
Figure 2. Delineation of the catchments of interest. 

C. Data 

Most of the data used are open-source data.  

Waterways’ discharge and water depths are recorded by 
hydrometric stations that are freely available on a national 
database (hydro.eaufrance.fr). Within the Garonne catchment, 
more than thirty hydrometric stations have available data to 
compare with the results of the model. For instance, in Figure 3 
is presented the discharge at the Marmande hydrometric station 
for the period of 10 days following the start of rainfall. This 
record is used for the model calibration. 

 

Figure 3. Observed discharge at the hydrometric station of Marmande. 

The topography of the numerical model, which is a key 
parameter when it comes to runoff with SWE, is extracted from 
the Digital Elevation Map (DEM) of France, at 1 m resolution, 
measured by Laser Imaging Detection And Ranging (LIDAR), 

and produced by the National Institute of Geographic and 
Forest Information (www.ign.fr). The land use is extracted 
from the Corine Land Cover (CLC) 2018 product provided by 
the Copernicus Mission, at a resolution of several decametres, 
and the soil hydrological groups from the Food and Agriculture 
Organization at a resolution of 250 m. Rainfall data can be 
extracted from radar products provided by “Météo France”, at 
1 km resolution every 5 minutes. These data are given in a 
raster form with the accumulative rainfall over the last 5 
minutes for each image. The three events of rain (see section 
II.A) have been bought from “Météo France”. With each image 
an additional raster is provided to describe the quality of the 
measurements. On the whole dataset, there are more than 
110 000 points of measurements. 

III. MATERIAL AND METHOD 

The different simulations are performed using the two 
dimensional (2D) hydrodynamic module (TELEMAC-2D 
v8p3r1) which solve free-surface flows in the two horizontal 
dimensions.  

A. Overland flow simulation 

TELEMAC-2D solves the 2D Shallow Water Equations 
[7], that are derived from the Navier-Stokes equations, 
averaged over the vertical with hydrostatic pressure assumption 
[8].  

These equations write, in their conservative form: 

 

{   
   𝜕ℎ𝜕𝑡 + 𝜕ℎ𝑢𝜕𝑥 + 𝜕ℎ𝑣 𝜕𝑦 = 𝑚𝑎𝑥(0, 𝑅 − 𝐼)
𝜕ℎ𝑢𝜕𝑡 + 𝜕(ℎ𝑢2+𝑔ℎ22 )𝜕𝑥 + 𝜕ℎ𝑢𝑣𝜕𝑦 = 𝑔ℎ (− 𝜕𝑧𝜕𝑥−𝑆𝑓𝑥)  𝜕ℎ𝑣𝜕𝑡 + 𝜕ℎ𝑢𝑣𝜕𝑥 + 𝜕(ℎ𝑣2+𝑔ℎ22 )𝜕𝑦 = 𝑔ℎ (− 𝜕𝑧𝜕𝑦 − 𝑆𝑓𝑦)

 () 

where ℎ [𝑚] is the water depth, 𝑡 [𝑠] the time, 𝑢 [𝑚 ⋅ 𝑠−1] the 
flow velocity in the 𝑥-direction, 𝑣 [𝑚 ⋅ 𝑠−1] the flow velocity 
in the 𝑦 -direction, 𝑅 [𝑚 ⋅ 𝑠−1]  the rain intensity,  𝐼 [𝑚 ⋅ 𝑠−1]  
the infiltration rate given by an infiltration model (see section 
III.D), 𝑔 [𝑚 ⋅ 𝑠−2]  the gravity constant ,  𝑧  [m] the bottom 
elevation, and 𝑆𝑓𝑥  [−] and S𝑓𝑦 [−] the friction slope in the 𝑥-
and 𝑦-directions.  

B. Numerical resolution 

An unstructured triangular mesh is used to discretize the 
domain in space. These type of meshes enable a better 
adaptation to complex topography of a watershed especially for 
the river system.  

To solve the SWE (1), TELEMAC-2D provides either 
finite element or finite volume schemes; the work presented 
here will be based on the finite volume scheme, for which a 
control volume 𝐶𝑖 around each node 𝑃𝑖  is constructed as shown 
in blue in Figure 4. The control volume passes through the 
centre of gravity for each adjacent node [9]. 

file:///C:/Users/B09981/AppData/Local/Temp/www.ign.fr/
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Figure 4. Representation of a control volume for unstructured 2D-meshes. 

The SWE (1) are solved with a finite volume scheme. The 
scheme writes: 

 𝑈𝑖𝑡+1 = 𝑈𝑖𝑡 −∑ ( 𝛥𝑡𝛥𝑥𝑖𝑗 𝐹𝑖𝑗𝑡 + 𝛥𝑡𝛥𝑥𝑖𝑗 𝑆𝑖𝑗𝑡𝑗∈𝑉𝑖 ) (2) 

where 𝑈𝑖𝑡 = (ℎ𝑖𝑡 , ℎ𝑖𝑡𝑢𝑖𝑡 , ℎ𝑖𝑡𝑣𝑖𝑡) the state variables at time 𝑡 at the 
node 𝑃𝑖 , 𝑉𝑖  all the nodes surroundings 𝑃𝑖 , Δ𝑡  the time step, Δ𝑥𝑖𝑗 = 𝐶𝑖𝐿𝑖𝑗  with 𝐶𝑖 the area of the control volume constructed 

around the node 𝑃𝑖  and 𝐿𝑖𝑗  the length of the interface between 
the control volumes 𝐶𝑖  and 𝐶𝑗 , 𝐹𝑖𝑗𝑡  the numerical flux at the 
interface between 𝐶𝑖  and 𝐶𝑗  along the normal vector 𝑛𝑖𝑗  and 𝑆𝑖𝑗𝑡 = (𝑅𝑖 − 𝐼𝑖 , 𝑠𝑖𝑗𝑥𝑡 , 𝑠𝑖𝑗𝑦𝑡 )  the source terms of mass and of 
momentum along 𝑥- and 𝑦-directions.  

The SWE are solved with the equation (2) and the interface 
fluxes 𝐹𝑖𝑗𝑡  are calculated with the Kinetic method [10].   

The main difficulty of this method is the representation of 
the source terms 𝑠𝑖𝑗𝑥𝑡  and 𝑠 𝑖𝑗𝑦𝑡  with regards to the positivity of 
the water depth, the hydrostatic equilibrium and the 
management of the dry/wet interfaces for steep slopes. For 
some combinations of slope, mesh, and water depth, there 
could be some numerical instabilities generating negative water 
depths or not preserving the steady state depending on the 
discretization of these source terms. 

To overcome this problem, a hydrostatic reconstruction is 
used in TELEMAC-2D. The discretization proposed by Chen 
and Noelle [11] writes:  

 {𝑧𝑖𝑗 = 𝑚𝑖𝑛(𝑚𝑎𝑥(𝑧𝑖 , 𝑧𝑗) ,𝑚𝑖𝑛(ℎ𝑖 + 𝑧𝑖 , ℎ𝑗 + 𝑧𝑗)) ℎ𝑖𝑗 = 𝑚𝑖𝑛(ℎ𝑖 + 𝑧𝑖 − 𝑧𝑖𝑗 , ℎ𝑖) 𝑆𝑖𝑗 = 𝑔2 (ℎ𝑖 + ℎ𝑗)(𝑧𝑖 − 𝑧𝑖𝑗)𝑛𝑖𝑗𝐿𝑖𝑗 , () 

where 𝑆𝑖𝑗  represents the slope source term discretization. 

C. Friction term  

Two friction models have been tested to develop the 
methodology. At first, the Manning-Strickler law for bottom 
friction [12] is tested, that writes: 

 𝑉 = 𝐾𝑠 ⋅ 𝑅ℎ23 ⋅ 𝑆𝑓12, (4) 

where 𝐾𝑠 [𝑚13 ⋅ 𝑠−1]  represents the Strickler coefficient, 𝑅ℎ [𝑚]  the hydraulic radius, 𝑆𝑓 [𝑚𝑚]  the friction slope and 𝑉 [𝑚 ⋅ 𝑠−1] the mean velocity of the cross section. 

The Strickler coefficients are derived from the 
characteristics of the catchments using CLC data with land use 
and related Strickler coefficients from the literature as defined 
in Table I. 

Table I  Strickler Coefficients with regards to the land use. 

Overall nature of the surface Strickler coefficient (𝒎𝟏𝟑/𝒔] 
Waterbodies 35 

Fields and meadows without crops 20 

Cultivated fields with low vegetation 15 to  20 

Cultivated fields with high vegetation 10 to 15 

Shrubland and undergrowth areas 8 to 12 

Areas of low urbanisation (town) 8 to 10 

Highly urbanised areas (agglomeration) 5 to 8 

 

The second model that was used in the catchment 
application is the friction term defined by Lawrence [13] to 
spatialize the friction term according to a constant size of 
roughness 𝑘𝑠 [𝑚]. This law is physically based and asserts that 
friction coefficient varies depending on a ratio of inundation Λ = ℎ𝑘𝑠  [−]. When the water depth is low compared to the size 

of the roughness on the soil, the coefficient of friction is then 
high and inversely as illustrated in Figure 5. When the water 
accumulates in the hydraulic network the friction is then less 
important. 

 
Figure 5. Frictional resistance in function of the inundated ratio [13]. 

The bottom friction law writes: 

 𝑆𝑓 = 𝑓8𝑔 𝑢|𝑢|ℎ  () 

with 

 𝑓 = {  
  ( 11,64+0,803 𝑙𝑛(𝛬))2  if 𝛬 ≥ 1010𝛬2   else if 1 ≤ 𝛬 ≤ 108𝜋 ⋅ 𝐶𝐷 ⋅ 𝑚𝑖𝑛(𝜋4 , 𝛬)   otherwise () 

where 𝑆𝑓  [−] is the friction slope, 𝑓 [−] the Darcy-Weisbach 
coefficient and 𝐶𝐷 [−]  the coefficient of drag force of the 
rough particles fixed to 1 in [13] for roughly spherical particles 
even if it can vary with the shape of the particles.  
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It should be noted that this model is not yet included in the 
TELEMAC-2D official sources and has been added by the 
authors via specific development. 

D. Infiltration model 

The model Soil Conservation Service Curve Number (SCS-
CN) [14] is a widely used model that is implemented in 
TELEMAC-2D [15]. This model estimates the net rainfall 
based on the rough rainfall and a spatially variable coefficient 
called the Curve Number (CN) that depend on the land use and 
the soil hydrologic group. For the higher CN, the potential of 
storage of the soil is lower and there is more runoff. With this 
model, it is considered that until a certain amount of infiltrated 
water (called initial abstraction) there is no runoff. Then, a part 
of the rain is infiltrated, and the other part runs off.  

The equations of the model are listed below: 

 {𝑃𝑒 = (𝑃−𝐼𝑎)2𝑃+𝐼𝑎+𝑆  𝑖𝑓 𝑃 > 𝐼𝑎𝑃𝑒 = 0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 ,  () 

where 𝑃 [𝑚]  the rough rainfall, 𝑃𝑒  [𝑚]  the runoff, 𝑆 [𝑚]  the 
potential of storage of the soil and 𝐼𝑎 [𝑚]  the initial 
abstraction, 

with 𝑆 = (25.4𝐶𝑁 − 2541000) () 

The Figure 6 illustrates the principle of this infiltration 
model. 

 
Figure 6. Scheme of principle of SCS-CN [16] . 

This 0D model is simple, based on empirical data, and has 
the advantage of having only one variable CN to calibrate 
which represents the runoff properties at a node within the 
unstructured mesh mapping the watershed.  

The usual 𝐶𝑁(𝐼𝐼)  values are determined for an initial 
abstraction of 𝐼𝑎 = 0.2𝑆  and normal antecedent moisture 
conditions. For dry (𝐶𝑁(𝐼)  lowest runoff potential) or wet 
( 𝐶𝑁(𝐼𝐼𝐼 ) highest runoff potential) antecedent moistures 
conditions the CN values can be converted with the following 
equations [13]:  

 {𝐶𝑁(𝐼) = 4.2⋅𝐶𝑁(𝐼𝐼)10−0.058⋅𝐶𝑁(𝐼𝐼)  𝐶𝑁(𝐼𝐼𝐼) = 23⋅𝐶𝑁(𝐼𝐼)10+0.13⋅𝐶𝑁(𝐼𝐼)  () 

And when it is considered 𝐼𝑎 = 0.05𝑆 , then the 𝐶𝑁(𝐼𝐼) values are changed [17] to: 

 𝐶𝑁(𝐼𝐼)𝐼𝑎=0.05𝑆 = 1001.879⋅( 100𝐶𝑁(𝐼𝐼)−1)1.15+1 () 

It should be noted that in the official sources of 
TELEMAC-2D numerical model, the routine was not adapted 
for rain varying in space and has been modified to include this 
feature. 

For the interested reader, the authors also implemented and 
tested on basic cases the Green-Ampt [18] and Horton [19] 
models for infiltration with the same design as SCS-CN 
implementation [15]. These models will be available in the 
next version of TELEMAC-2D, but they have not been tested 
on real applications yet, such as the one described in this paper 
on large catchment.  

E. Spatially variable rain 

In the real case application, the rain is set spatially in time 
and space. In the TELEMAC-2D official sources it is already 
possible to include rain varying in space or in time, but not 
both simultaneously. In this study, we adapt the wind 
subroutine to read through a formatted file including the 
spatially variable rain. It is based on the example “wind_txy” 
from the official sources of TELEMAC-2D with the wind 
varying in time and space. In Figure 7 is described the structure 
of the formatted file for rain spatialization. 

 
Figure 7. Example of formatted file for varying rainfall in time and space. 

The number of stations and measurements should be 
provided, along with the coordinates of each station. For 
practical purposes, and to keep the same format as the 
“wind_txy” example, the time step for graphical output is set 
the same as for the measurements and the rain intensity is 
given in mm/day separated by a null value for each station. 
After reading the formatted file, the interpolation on the mesh 
is achieved using inverse distance weighting (IDW) method.  

IV. MODELS 

A two-step approach is presented in this paper. First, a 
mesh convergence is carried out based on the TELEMAC-2D 
models covering the whole catchments (Hers and Garonne). 
Then, the Garonne catchment is split into sub-catchments and 
results are compared against observations. 

Both approaches, described hereafter in sub-section IV.A 
and IV.B, share similarities. The same numerical schemes 
described in III.A and III.B are used, and the meshes are both 
unstructured triangular constructed with BlueKenue 
(https://nrc.canada.ca). All the simulations are performed on 

https://nrc.canada.ca/
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two of the best High-Performance-Computers (HPC) of EDF 
R&D. 

A. Mesh convergence 

1) Geometry 
The first goal is to test the sensitivity of the model to the 

mesh size. A first 100 m resolution mesh was created for the 
Hers catchment and 800 m for the larger Garonne catchment. 
Then each triangle was divided by four resulting in resolution 
divided by two each time. Table II describes the meshes with 
their respective number of nodes. 

Table II Specifications of the different meshes. 

Catchment Resolution [m] Number of nodes 

Hers 100 84 792 

Hers 50 337 562 

Hers  25 1 347 039 

Hers 12.5 5 381 741 

Hers 6.25 21 514 137 

Garonne 800 84 916 

Garonne 400 337 942 

Garonne 200 1 348 327 

Garonne 100 5 386 429 

Garonne 50 21 531 961 

Garonne 25 86 100 337 

 

2) Boundary and initial conditions 
As for the boundary conditions, a free surface elevation 

was set up downstream of the domains.  

The hydrographic network has not been initialized. 

3) Simulation duration 
The total simulated time is 111 hours for the smaller 

catchment and up to 23 days for the larger one to be sure to 
simulate on larger scales than the time of concentration (time 
needed for water to flow from the most remote point in a 
watershed to the watershed outlet).  

4) Friction term 
For all simulations carried out for the mesh convergence, 

the Manning-Strickler bottom friction law was used on the 
Hers and on the Garonne catchments. Figure 8 shows the 
spatial variation of the Strickler coefficients on the two 
catchments. 

 

Figure 8. Spatially distributed Strickler friction coefficients (Ks) according to 
the catchment land-use and land-cover characteristics. 

5) Rain inputs 
For all simulations carried out for mesh convergence, the 

input was a constant rain over the domain of one hour with a 
precipitation rate of 50 mm/h.  

B. Sub-catchments splitting application 

1) Geometry and splitting of the catchment 
The whole catchment is delineated into smaller sub-

catchments, as shown in Figure 9. 

 
Figure 9. Decomposition of the domain into sub-catchments and hydrometric 

stations in the catchment. 

The Garonne catchment of 50 558 km² has been divided in 
11 smaller sub-catchments from 848 km² to 7225 km² from a 
filled DEM of 100 m resolution by computing the flow 
directions and the raster of flow accumulation (the functions 
“r.fill.dir”, “r.watershed” and “r.water.outlet” from QGIS 2.6.1 
(www.qgis.org) are used). A mesh with a resolution of 25 m 
(based on the results of the mesh convergence in section V.A) 
was created on each sub-catchments constrained by the 
hydrographic network from 1 461 977 to 12 446 175 nodes in 
their meshes. On each catchment a 25 m resolution DEM is 
used to extract the elevations and the hydrographic network. 

2) Boundary and initial conditions 
As for the mesh convergence approach, for each sub-

catchment, a free surface elevation was set up downstream. For 
the catchments in the second to fourth stages in Figure 9, a 
prescribed discharge is set up upstream, considering the base 
discharge of the river at the hydrometric stations and the 
discharge at the outlet of the precedent stages. 

The hydrographic network has been initialized in the sub-
catchments by retrieving the base discharge before the rainfall 
event for filling the main river in the catchment, and then the 
computation restarts from this initial state. An important 
comment is that the bathymetric data are missing (for rivers the 
DEM represents the water surface and not the riverbed), and it 
could have a significant impact in terms of river flow. 

3) Chaining of the simulations  
The simulations are launched on HPC in parallel from the 

upstream of the catchment to the downstream by retrieving the 
discharge at the outlet of the upstream sub-catchments and 
using the discharge as boundary condition at the inlet of the 
downstream sub-catchments (as described in section IV.B.2). 

http://www.qgis.org/
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The computational process is fully automated from upstream, 
to downstream with python scripts to create the discharge 
varying files (for the upstream boundary condition) and linux-
bash scripts to chain the TELEMAC-2D simulations and 
python scripts.  

4) Simulation duration 
The simulation duration is 10 days on each sub-catchments 

which is larger than the concentration time of the whole 
Garonne catchment.  

5) Friction term 
The chosen bottom friction law is Lawrence. The Manning-

Strickler seemed inadequate during initial testing as the CLC is 
not suited to determine the Strickler parameter within the rivers 
channel. The CLC map is designed for the flood plains where 
the roughness coefficients are not calibrated. For instance, in 
Figure 10, it is shown that along the black line representing the 
hydrographic network the Strickler coefficient is often too low 
with this approach. 

 
Figure 10. Strickler coefficients within one of the sub-catchments. 

Furthermore, the Manning-Strickler law is well-defined for 
uniform and gradually varying flow but not for runoff with 
shallow water depths.  

6) Rain inputs 
The rain is set variable in time and space as explained in 

section III.E and extracted from the “Météo France” radar data. 
Only the three events described in section II.A are considered. 
During the periods between these events, the rainfall is not 
significant, and the results should not be affected by the lack of 
data. Indeed, the low rainfall rates between the events would 
get mostly infiltrated. For the formatted files, extracting all the 
stations on the whole watershed is not very efficient, and it can 
be gained three to four hours of simulation by sub-catchment 
by pre-treating the data and by considering only the stations 
within each sub-catchment. 

V. RESULTS 

A. Mesh convergence 

In Figure 11 is presented the convergence study with the 
resolution of the mesh varying between 100 m and 25 m and 
representing the discharge at the outlet of the Hers catchment 
for a constant uniform rain of 50 mm/h. 

 
Figure 11. Mesh convergence: discharge at the outlet of Hers catchment. 

It appears that the difference of discharge at the outlet 
between the different meshes is getting closer and is acceptable 
for a mesh resolution of 25 m. In Table III, the CPU times and 
the duration of the simulations are given.  

Table III Simulation time for the hers catchment. 

Resolution 

[m] 

Number of 

processors 

User time 

[h] 

CPU time 

[days] 

Simulated 

time [h] 

100 96 0.03 0.1 111.1 

50 96 0.27 1.1 111.1 

25 96 3.00 12.0 111.1 

12.5 288 8.76 105.1 111.1 

6.25 1 056 31.95 1 405.8 111.1 

 

For the 25 m resolution, the simulation time is also 
reasonable compared to the smaller resolutions, so it appears to 
be a good compromise between precision and simulation time.  

In parallel, some other tests have been carried out to 
improve the convergence and to try to limit the computational 
cost. Figure 12 shows a comparison between methods of 
interpolation of the DEM on the mesh. 

It has been tested for the nearest neighbour method (NNM) 
as well as for the IDW method.  

 
Figure 12. Mesh convergence: difference between NNM and IDW for 

topography interpolation. 

The duration of simulation for both cases is similar, it only 
changes the time of pre-treatment to create the mesh with IDW 
that is several hours longer. Using IDW method does not 
change drastically the results for the discharge at the outlet. 
Then, it will be chosen to keep with the NNM for the rest of 
the paper and demonstration.  

Another interesting test was to constrain the mesh by 
forcing the nodes to be placed along the hydrographic network 
which can be extracted from the DEM. It enables the water to 
follow the low elevation points and the flows converge in the 
river network. In Figure 13 are presented the difference 
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between simulations on different resolution meshes with or 
without constraint lines.  

 
Figure 13. Mesh convergence: discharge at the outlet with and without 

constraint lines in the meshes. 

With constraint lines, the results are closer to the 6.25 m 
resolution mesh, which is considered as a reference. The 
simulation time is around 25% longer, as some of the meshed 
triangles are smaller with the constraint lines, and thus the time 
step is smaller to preserve the desired Courant number (0.9). It 
is considered that the difference is worth waiting for a longer 
simulation because the gain in precision is important. 

All these recommendations and first conclusions have been 
used for the simulations on the larger catchment of the 
Garonne River at Marmande. The same methodology is used 
with the same numerical schemes and parameters. In Figure 14 
is represented the discharge at the outlet of the catchment for 
resolution from 800 m to 25 m for a constant rain of 50 mm/h. 

 
Figure 14. Mesh convergence: discharge at the outlet of Garonne catchment.   

These resolutions were used to have similar number of 
nodes in the mesh as for Hers catchment. For a 25 m resolution 
mesh the numerical limits are reached, and it is not reasonable 
to push the convergence further on the large catchment. In 
Figure 14 there is no convergence before 25 m. Thus, it 
appears that the use of 25 m resolution mesh (at least) is 
required for the larger catchment to model the appropriate 
discharge at the outlet. It could be suggested that if the 
discharge is sufficiently captured for a resolution of 25 m on 
the Hers catchment, it can be so for the Garonne catchment, 
given that both have similar physical and geographical 
properties and typologies. In Table IV, the simulation times 
and the CPU times are given. 

 

 

 

 

Table IV Simulation time for the Garonne catchment. 

Resolution 

[m] 

Number of 

processors 

User time 

[h] 

CPU 
time 

[days] 

Simulated 
time 

[days] 

800 96 / / 23.1 

400 96 / / 23.1 

200 768 0.36 11.7 23.1 

100 1152 2.96 142.0 23.1 

50 1152 40 1920 23.1 

25 2880 55.63 5 575.9 11.6 

 

The user and CPU time is very consequent to achieve the 
simulation on such a large scale to simulate more than 10 days 
of physical time even by trying to optimize the use of 
processors with 20 000 mesh nodes by processor.  

The following points can be noted:  

• A mesh with a resolution of 25 m is required (at least) 
to obtain the correct order of magnitude of the 
discharge at the outlet for the chosen catchments. A 
finer mesh is too computationally demanding. 

• Directly simulating runoff over a catchment of 50 558 
km² has proven to be difficult for the chosen 
catchments because of the long simulation time. 

• It is important to extract the hydrographic network 
with sufficient accuracy and use it to constrain the 
mesh. 

To overcome these challenging points, splitting the whole 
catchment into smaller sub-catchments is recommended in any 
case. 

B. Sub-catchments splitting application 

This approach allows extracting the data and the 
hydrographic network more easily while using less processors 
simultaneously. More importantly it becomes less 
computational costly and more efficient to calibrate the sub-
catchments with the hydrometric stations within the 
catchments. The different hydrometric stations are represented 
by filled points in Figure 9. 

At the time of the redaction of this article, the calibration of 
the model was not finalized, but preliminary results can already 
be extracted. The main calibration parameters are the size of 
the roughness of the soil ks and the CN for the infiltration 
model. The CN has been spatialized over the domain as 
described in section III.D, as can be seen in Figure 15.  

 
Figure 15. Example of spatialization of CN over one sub-catchment. 
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For the calibration of the CN parameter, it is proceeded 
mainly by playing with the antecedent moisture conditions and 
the initial abstraction ratios (𝐼𝑎 = 0.2𝑆 or 𝐼𝑎 = 0.05𝑆) that are 
available in the sources of TELEMAC-2D. Some tests of CN 
sensitivity include variations of the CN values on the whole 
domain uniformly. 

Previous results suggest that the first events of rain are 
difficult to represent with too much infiltration whatever the 
chosen parameters of CN or 𝑘𝑠. For the last rainfall event, the 
runoff following this event is too important on every 
simulation compared with observed values at the hydrometric 
stations (Figure 16), because the infiltration rate is getting 
smaller after the first events of rainfall. In Figure 16, this 
phenomena at Marmande and at Villeneuve-sur-Lot (Figure 9) 
within the watershed can be observed.   

 

 
Figure 16. Examples of simulations results for the discharge at Marmande 

(top)  and Villeneuve-sur-Lot (bottom). 

Results at Marmande are chosen here because located at the 
outlet of the entire catchment. At Villeneuve-sur-Lot and 
Cahors (plotted in Figure 17), they are within an intermediate 
sub-catchment, therefore showing the dynamic within the 
global catchment at different places.  

For using the SCS-CN model with different events of rain 
in the simulation, since there was no rainfall for four days 
between the second and the third event, the water infiltrated 
stored should decrease. The cumulated storage of infiltration 
could be partially decreased or totally erased, so the infiltration 
rate can become higher when there is no rainfall during a 
certain amount of time before a new rainfall event. 

In Figure 17, the discharge is compared with different trials 
of calibration representing the discharge at Villeneuve-Sur-Lot 
and Cahors where there are hydrometric stations (Figure 9) in 
one of the sub-catchments.  

 

 
Figure 17. Discharge at  Cahors (top)  and Villeneuve-sur-Lot (bottom) with 

different infiltration configurations. 

It can be seen, that in a first approach, by taking in a rough 
way the SCS-CN model the discharge for the second peak is 
too high (blue plots in Figure 17). So, it has been considered to 
reset the storage of infiltration in the soil with a null value after 
the second event of rainfall. And by adjusting the CN and 𝑘𝑠 
values the good order of magnitude for the discharge can be 
grasped for the second peak. Depending on the hydrometric 
stations there are still an important time deviation that must be 
investigated, with probably some changes needed in the bottom 
friction law. 

The river network is not well represented, because there are 
no bathymetric data and associated roughness. It is one of the 
problems that probably explains the time lag that can be 
observed for some stations. Add a notion of humidity index to 
use SCS-CN model for following rainfall events as explored in 
[20] could be promising while playing with the different 
options and probably adjusting the CN spatialized values as it 
has been done in the simulation for the red and purple plots by 
subtracting 5 or 8 to every CN value on the whole domain. The 
sensitivity to the CN value is a key factor in the calibration that 
can make it difficult to achieve.  

VI. CONCLUSION AND PERSPECTIVES 

This paper has presented an introduction and some 
guidelines to modelling runoff on a large catchment. From the 
mesh convergence and sub-catchments splitting some key 
results could be underlined. 

First, the mesh convergence has shown that the mesh 
resolution should be at least 25 m for the chosen catchments to 
obtain the correct order of magnitude for the discharge at the 
outlet of the catchment.  

For a mesh resolution of that size, the simulation time for 
large catchment application is very high (on thousands of 
processors), and it could be complicated to calibrate the model.  

It has also been underlined that at this resolution of 25 m 
with the available DEM data, choosing NNM gives similar 
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results as IDW method for the interpolation of the elevations 
on the mesh. For practical purposes the NNM method is 
recommended. 

Using the hydrographic network to constrain the mesh is 
also recommended. Indeed, the simulation time might be a 
little longer, but the discharge at the outlet is significantly 
closer to the reference discharge. However, directly extracting 
the hydrographic network on catchments of 50 000 km² can be 
difficult with Geographic Information System software. 

The CLC map is adapted for flood plains but not for the 
channel of rivers. In addition, the Manning-Strickler law may 
not be suitable for shallow water depths in the case of rainfall. 
So, the model of friction of Lawrence which is physically 
based seems more adequate to use with the size of the 
roughness of the soil that needs calibration. 

In view of these challenges, the second approach presented 
in this paper seems more suited for runoff modelling on large 
catchments. Indeed, splitting the whole catchment in sub-
catchments and chaining the simulations enable the user to 
prepare the necessary data for the construction of the model 
more easily. And more importantly, the calibration is easier 
with the possibility to calibrate each sub-catchments with its 
own parameters with less computation time and needed 
processors. 

The first results of the calibration with this second 
approach, have shown that there is a high sensitivity to the 
calibration parameters (𝐶𝑁  and 𝑘𝑠 ). In addition, the correct 
order of magnitude on the discharge comparing with observed 
data cannot be grasped with a naive application of the SCS-CN 
model. When they are several consecutive rainfall events, the 
infiltration rate only decreases and cannot go up again. The 
SCS-CN model is more adapted for a single event of rain. 
However, it has been presented, that more closer results could 
be found by decreasing the infiltrated storage in the SCS-CN 
formula, when there is no significant rainfall for a long period. 

Looking ahead, the calibration of the model is not 
complete, and some modifications in the SCS-CN model of 
infiltration should be explored, such as considering the 
humidity index of the soil which can decrease after a certain 
amount of time without abundant rainfall. Besides, the SCS-
CN method may not be the best fit to model runoff on large 
catchments: new implemented model for infiltration (Horton 
and Green-Ampt) should be tested as they could be more 
adapted to the situation. Having said that, the approach could 
be applied to other large catchments and other rainfall events to 
validate or not the chosen models. A significant improvement 
factor is the bathymetry of the rivers (at least the main ones) 
which is not considered. More data on the bathymetry are 
needed or it could be explored bathymetric reconstruction with 
the discharges and the topography.  
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Abstract – The frequency of extreme events is increasing as 

the consequences of climate change. According to the World 

Meteorological Organization (WMO, 2021), floods are the third 

largest hazard in terms of human losses (58 700 deaths) and 

second largest in terms of economic losses (US$115 billion). The 

extreme events are likely to increase in the future years because 

of the changing climate. Flash flood events also have large 

environmental and economic damage potential. Flash floods 

triggered by rain-on-snow events in small and steep catchments 

can lead to snow avalanches, landslides, debris flow, 

sedimentation and erosion of the riverbanks and bed. Hence, the 

analysis of such events is very important in terms of potential 

damage assessment and preparedness for such extreme events. 

In the present work, Telemac2D is used for flash flood 

calculations in a small and steep snow-covered Norwegian 

catchment using rain-on-grid technique. Telemac2D is originally 

a hydrodynamic model but has an option to include rainfall-

runoff module making it a hydrodynamic rainfall-runoff model 

(HDRRM). Use of single model for both hydrological and 

hydraulic calculations save time for calibration and offline 

coupling of two different models. Also, it is possible to calculate 

high velocities, sheer stresses, water depths and extract flow 

hydrograph at any point in the catchment unlike a traditional 

hydrological approach where the flow hydrograph is generated 

usually only at the outlet of the catchment. At the moment, the 

hydrological module present in Telemac2D uses curve number 

method for hydrological calculations. The current study 

evaluates the model for flash floods calculation in small and steep 

catchments and suggests further improvements. Spatially 

distributed precipitation with hourly resolution was used. 

The results show that this model can be used satisfactorily for 

short term events with peak flows but for longer events, the 

results indicate a need for time-varying curve number. 

Alternatively, implementation of another hydrological method 

can be done which includes time-varying infiltration abstractions 

and store the infiltrated water as subsurface flow which can 

further contribute to the recession part of the hydrograph. 

Furthermore, the study explores the benefits and limitations 

through a comprehensive description of model construction, 

calibration, and sensitivity analysis. 

Keywords: Flash flood, Small and Steep catchments, rainfall-runoff 
modelling, rain-on-grid, Telemac2D. 
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Abstract – Within the cooperation project HiOS (2017-

2021) TELEMAC-2D had been intensively used as a 

Hydrodynamic Rainfall-Runoff Model (HDRRM) using the 

SCS-CN-method for the calculation of the effective rainfall. 

This TELEMAC-2D model proved to be an efficient and 

versatile tool for the simulation of flash floods. Nevertheless, 

the accumulated run-off was frequently overestimated. The 

reason for this could be the inability of the SCS-CN-method to 

represent re-infiltration. Therefore, a new extension 

considering the physically based Green-Ampt-infiltration was 

implemented. The methodology and the results of the testing 

are given. The plausibility of the new extension was validated 

using a case study area nearby Bayreuth in Bavaria (Studio-

project, 2021 ongoing). 

Keywords: rainfall-runoff, infiltration, re-infiltration, ponding 
time, non-uniform rainfall. 

I. INTRODUCTION 

Rainfall-Runoff modelling is an essential part of flood 
hazard analysis. Most of the time, the analysis is carried out 
combining separately hydrological and hydrodynamic 
models. For catchment sizes <100km² small scale models 
hydrodynamic rainfall-runoff models are a promising 
alternative melting two models into one. 

During the cooperation project HiOS more than 40 
Bavarian catchments and municipalities were analysed using 
HDRRM. Simulated results were compared to measured data 
for each catchment. Even without calibration, the simulation 
met peak of discharge and evolution with time comparatively 
well. 

Frequently the total volume in terms of accumulated 
runoff was overestimated. A typical result for the simulated 
accumulated discharges at the catchment outlet compared to 
the measured accumulated discharge and the accumulated 
precipitation is given in Erreur ! Source du renvoi i
ntrouvable.. 

 
Figure 1. Accumulated discharges and precipitation [m³] for case study 

Triftern (HiOS-project) for TELEMAC-2D and other hydrological models 

For this case, the antecedent moisture content class III is 
valid (AMCIII = wet conditions). The dynamic of the graph 
is represented sufficiently, but too much water is kept in the 
simulation model. It is assumed that the conceptual approach 
of the SCS-CN-method does not represent the infiltration 
process adequately. This method defines infiltration as a 
portion of the precipitation. Therefore, using SCS-CN-
method implies zero infiltration, if there is zero rainfall. This 
is obviously not realistic, because re-infiltration can continue 
after the rain provided surface water is present.  

The Green-Ampt-infiltration is physically based and has 
non-zero infiltration in wetted regions even if there is no 
rainfall. The influence of the Green-Ampt-approach applied 
to HDRRM is analysed hereafter. 



 

 

II. IMPLEMENTATION 

The Green-Ampt-Infiltration is implemented in parallel to 
the existing SCS-CN-method. Thus, either Green-Ampt-
infiltration or SCS-CN-method can be chosen. 

A.  SCS-CN-method 

The Ligier-implementation [3] enhanced by the 
possibility to accomplish for spatial variable rainfall also 
called non-uniform rainfall has been already described [5]. 
The subroutines prosou and run_scs_cn were modified and 
the subroutines radarmap (reading of rainfall radar data) and 
rfasp (NNB-mapping of rainfall radar data) added. 

B. Green-Ampt-method 

The Green-Ampt method is similar to Darcy’s law. It 
calculates the infiltration rate f [L³/(s L)] using the following 
relation:  

 𝑓(𝑡) =  𝐾𝑠𝑎𝑡 [ 1 + |ψ𝑓 | (θs− θi)F  ]     𝑡 > 𝑡𝑝 () 𝑓(𝑡) = P      𝑡 ≤  𝑡𝑝 

where Ksat [L/T] is the saturated hydraulic conductivity, 
ψf [L] the suction head at the wetting front, θs [-] is the 
volumetric moisture content near saturation, θi [-] the initial 
volumetric moisture content and F [L] the cumulative 
infiltrated water. 

According to equation (1), the model yields an implicit 
equation for the estimation of the infiltration rate. However, 
the infiltration rate at a certain time can only be obtained by 
using iterative computation techniques. Over time, several 
authors developed explicit approximations to overcome this 
problem. Here, the explicit formulation of Serrano [2] is used 
and implemented in subroutine infiltration_ga. 

III. TESTING  

The testing of the implementation consists of two parts. 
During the first part (A) of the implementation the Serrano-
approximation is checked against the exact solution of the 
Green-Ampt-equation (1). For this test, the Serrano-approach 
is extracted and executed separately. In the second part (B), 
the plausibility of the enhanced TELEMAC-2D is checked 
using the Ligier-testcase and a test-case area near 
Bayreuth/Bavaria (STUDIO-project). 

The Serrano-approach uses the following decomposition 
of the cumulative infiltration F.  𝐹(𝑡) ≈  𝐹0(𝑡) + 𝑎 ln(m1(𝑡)) [ 1 + m2(𝑡)[1−m1(𝑡)][1+m2(𝑡)ln (m1(𝑡))] ]() 

for   t > tp 

using the following relations: 𝐹0(𝑡) =  𝐾𝑠𝑎𝑡(𝑡 − 𝑡𝑝) + 𝐹𝑝 𝑎 = |𝜓𝑓| (𝜃𝑠 − 𝜃𝑖) 𝑚1(𝑡) = (𝐹0(𝑡) + 𝑎)/(𝐹𝑝 + 𝑎) 𝑚2(𝑡) = 𝑎/(𝐹0(𝑡) + 𝑎) 

The comparison of the approximation of Serrano [2] and 
the exact solution for equation (1) is given in using the 
Studio-case-study (see next chapter III.B). The resulting 
ponding time is 76 min. For the simulation time, the 
differences between the exact solution and the Serrano-
approximation are negligibly small.  

 

Figure 2. Comparison of exact GA-solution and approximated according to 
Serrano [2] 

A. Testing the implemented GA-method 

Global test 1: The simple reservoir-setup by Ligier [3] 
was used to test the basic requirement: inside a flooded area 
the infiltration should continue after the rainfall stops. A 
rainfall intensity p= 100mm/h lasting for one hour was 
defined. After one hour the rainfall is zero. The water level 
inside the reservoir decreased after one hour when Green-
Ampt was applied. For SCS.CN-method the water level 
stayed constant. 

 
Figure 3. Case study area for Green-Ampt-infiltration, 3d-view (STUDIO-

project). 

Global test 2: For the domain given in Figure 3 a uniform 
unstationary rainfall is defined. For this case, the basic 
requirement is that the infiltration rate is uniform and equal 
to the rainfall intensity as long as t<tp. For t>> tp the 
infiltration rate f [L/T] should converge to the saturated 
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hydraulic conductivity Ksat [L/T]. The rainfall is constant for 
2 hours with P=25mm/h and then zero. When the rainfall 
stops, the infiltration is limited to the water availability and 
becomes water depth dependent. The saturated hydraulic 
conductivity is Ksat.= 3.03 10-6 m/s = 10.905 mm/h. The 
pressure head at the wetting front is ψf.= 0.1524m. The 
volumetric moisture content θs near saturation is practically 
equal to the soil porosity n = θs = 0,5050. The initial water 
content is θi = 0,2335. The total simulation time is 3 hours. 
The simulation result for these assumptions is given in 
Figure 4. 

 
Figure 4. Infiltration rates [mm/h} at different time levels (STUDIO-project) 

for TELEMAC-2D with Green-Ampt-infiltration. 

After the ponding time t > tp=76min. the infiltration rate 
decreases. When the rainfall stops after 2 hours, infiltration is 
limited to areas with flow concentration.  

 

IV. CONCLUSION 

The first results demonstrate the general suitability of the 
Green-Ampt approach and proofs the correctness of the 
implementation. Next step is the calibration and validation of 
the approach. Further enhancements with un-ponded, 
infiltration and unsteady rainfall might improve the quality of 
the results. 
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Abstract – This work presents the comparison between results 

of two different simulation codes, TELEMAC-3D and 

OpenFOAM, on a well-documented test-case of the flow around a 

cylinder (Roulund et al., 2005). Both codes are based on the 

Navier-Stokes equations but rely on different numerical methods, 

turbulence models and types of mesh. For TELEMAC-3D, a k-ε 
turbulence model is used, while for OpenFOAM, a k-ω SST 
turbulence model is used. Both codes are able to predict the main 

characteristics of the flow, such as vortex shedding in the wake of 

the cylinder and the presence of a horseshoe vortex upstream of 

the pile. However, the dynamics of the eddies downstream of the 

pile are different, TELEMAC-3D predicting smaller vertical 

movements and vortices than OpenFOAM. The characteristics of 

the flow, such as flow velocity profiles or bed shear stress are 

used to evaluate the numerical results. The pros and cons of each 

software are highlighted and discussed. 

Keywords: TELEMAC-3D, OpenFOAM, hydrodynamics, vortex, 
turbulence 

I. INTRODUCTION 

Scouring around hydraulic structures is a phenomenon of 
great importance for the safety of structures. Understanding 
and predicting scour is therefore a major challenge for 
engineering in order to design structures and, if necessary, 
protections limiting the risks of failure to an acceptable level. 

This work focuses on the modelling of the flow 
hydrodynamics around an obstacle, the first step in the 
development of a morphodynamic solver. For this purpose, two 
CFD (Computational Fluid Dynamics) software packages, 
TELEMAC-MASCARET and OpenFOAM, both based on the 
RANS equations, are used to simulate the flow around a 
vertical cylinder. An academic configuration that has been 
widely studied and for which laboratory measurements are 
available [1] is used, allowing to assess the quality of the 
results.  

When a vertical cylinder is set in a steady current, the 
impact of the flow on the cylinder creates a pressure gradient 
upstream of it, leading to a downflow along the pile. As the 
downflow reaches the bed, it generates a recirculation cell 
called the horseshoe vortex which evolves on both sides of the 
cylinder. As the flow pass around the cylinder, it accelerates 
before decelerating at the cylinder leading to a static pressure 
drop and thus to an adverse pressure gradient. Except for really 
small pile Reynolds number 𝑅𝑒𝐷 = 𝑈𝐷/𝜈 , the adverse 

pressure gradient leads to a flow separation along the cylinder 
which generate vortices in the wake of the cylinder. Different 
flow regimes exist depending on the value of 𝑅𝑒𝐷 . For 5 <𝑅𝑒𝐷 < 40, a pair of symmetric vortices attached to the cylinder 
exist in the wake. When 𝑅𝑒𝐷  further increases, the wake 
becomes unstable, and vortices are alternatively shed on both 
sides of the cylinder [2]. 

 

Figure 1. Scheme of the flow around a cylinder. From Roulund et al. [1]. 

 

II. GOVERNING EQUATIONS 

The incompressible Reynolds averaged Navier-Stokes 
equations (RANS) are solved in both solvers using two-
equations turbulence model. Two different models are used in 
this study, the standard k−ϵ model from Launder and Sharma 
[3] is used in TELEMAC-3D and the k − ω SST model from 
Menter [4] is used in OpenFOAM. In the k−ϵ model, the eddy 
viscosity is defined as 𝜈𝑡 = 𝐶𝜇𝑘2/𝜖  where k is the turbulent 
kinetic energy and ϵ is the dissipation rate of turbulent kinetic 
energy. The spatio-temporal evolution of k and ϵ are obtained 
as the solution of two transport equations. This model is known 
to give good results in free shear flows at high Reynolds 
numbers but is not very accurate in the near wall region or in 
presence of adverse pressure gradient. These discrepancies 
have motivated the development of the k − ω SST model (not 
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available at this time in TELEMAC). It consists in a blending 
of the k − ω turbulence model [5] in the near wall regions and 
of the k − ϵ model in the outer regions. The k − ω SST model 
uses a blending function to switch from the behaviour of a k − 
ϵ to the one of a k − ω depending on the distance to the nearest 
wall. 

Apart from the turbulence models themselves, one of the 
major differences between TELEMAC-3D and OpenFOAM 
resides in the wall treatment and boundary conditions. In 
TELEMAC-3D, the assumption of a local equilibrium between 
the production and dissipation of turbulent kinetic energy is 
made. Boundary conditions for k and ϵ are described in the 
TELEMAC-3D theory guide (2021) and reads: 𝑘 = 𝑢∗2√𝐶𝜇    ;    𝜖 = 𝑢∗3𝜅𝛿    

where u∗ is the friction velocity, κ ≈ 0.41 is the von 
Karman constant, 𝐶𝜇 = 0.09 is an empirical constant and δ is 
equal to 1/2 of the local mesh size measured along the normal 
direction to the wall. The boundary conditions for both k and ϵ 
require the knowledge of the friction velocity u∗ at the wall. In 
the smooth case, u∗ and y+ are computed using the Reichard 
law: 𝑢𝑢∗ = 1𝜅 ln(1 + 𝜅𝑧+) + 7.8(1 − 𝑒−𝑧+ 11⁄ ) − 𝑧+11 𝑒−0.33𝑧+, 
which requires an iterative procedure as 𝑧+ = 𝑢∗𝑧/𝜐 depends 
on 𝑢∗.  

In OpenFOAM, all velocity components are set to 0 at the 
wall. Boundary conditions for k are set as suggested by [6], k 
= 0 in presence of a smooth wall. For 𝜔  the 
omegaWallFunction of OpenFOAM is used, the value of 𝜔 in 
the first cell next to the wall depends on the distance of the cell 
center to the wall, in wall unit z+. The value is a blending 
between the viscous solution ωvis and the log-law solution ωlog: 𝜔𝑣𝑖𝑠 = 6𝜐𝛽1𝑧2    ;    𝜔𝑙𝑜𝑔 = √𝑘𝐶𝜇𝜅𝑧 , 
where 𝛽1 = 0.075 is an empirical constant. The turbulence 
viscosity 𝜐𝑡 is then computed as a function of k and 𝜔. 

The friction velocity is then computed using the velocity 
field gradient and the turbulent viscosity. 𝜏𝑏 = 𝜌(𝜐 + 𝜐𝑡) 𝜕𝑢𝜕𝑛    ;    𝑢∗ = √𝜏𝑏𝜌 , 

∂u/∂n being the derivative of the wall tangent velocity 
component with respect to the normal coordinate to the wall. A 
precise knowledge of the velocity field near the walls is needed 
to accurately compute the wall shear stress and the bed friction 
velocity. 

 

 

III. SIMULATIONS 

A. Straight flume 

Before proceeding to the numerical study of the flow 
around a cylinder, the capabilities of TELEMAC-3D (with k − 
ϵ turbulence model) and the OpenFOAM solver (with k − ω 
SST turbulence model) to simulate a unidirectional flow over a 
fixed wall are studied. The objective is to verify and discuss 
the capabilities of the two solvers to reproduce the physics of 
the flow in a channel based on experimental profiles but also to 
identify their sensitivities to the vertical mesh resolution, 
especially near the wall (cf. Table below). Results by Roulund 
et al [1], and Fuhrman et al. [6] are used as references. The 
vertical profiles of the velocity field in the direction of flow 
and the turbulent kinetic energy k are extracted from the 
different simulations and compared with the experiment. As 
the flow characteristics (water head, flow velocity) are 
different in the configuration used by Fuhrman et al. [6], the 
results are scaled to allow for comparison. 

Table I Characteristics of the different meshes used. “geometric 
transformation” indicates the reason rg of the geometric sequence defining the 
vertical distribution of the vertical cells/nodes composing the mesh. “distance 
to wall” indicates for openFOAM the distance between the center of the first 
cell in contact with the wall and the wall. For TELEMAC-3D it is one-tenth 

of the local mesh fineness at the wall (distance between two neighboring 
nodes), which is the variable δ defined previously 

 

The OpenFOAM results in terms of vertical velocity 
profiles, turbulent kinetic energy k, and Reynolds shear stress  
are shown in Figures 1. The results are made dimensionless in 
order to enable the comparison with the experimental results of 
Fuhrman et al [6]. The velocity profile is not much affected by 
the mesh resolution. In contrast, the mesh resolution has more 
influence on the profile of k especially near the bottom where a 
cusp appears. The value of k increases when approaching the 
bottom before decreasing abruptly near the wall. The 
maximum reached by k is systematically underestimated by the 
k - ω SST model. In particular, it can be seen in the case of 
mesh 1 and 2 that the curvature of the profile of k around the 
maximum value is less steep than what is observed 
experimentally. This difference with experiments was also 
observed by Fuhrman et al. [6] with the use of a standard k - ω 
turbulence model. It is observed that mesh 3 is not fine enough 
near the wall, resulting in an abrupt peak in k on the vertical 
profile. The first cell near the wall must be inside the viscous 
sublayer to satisfactorily describe the peak in turbulent kinetic 
energy k.  
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Figure 2. Vertical profiles of U and k predicted by openFOAM for the smooth 

channel obtained with the 3 meshes. Experimental data from Roulund et al 
(2005) (•) and Fuhrman et al. (2010) (x). 

 
Figure 3. Vertical profiles of U and k predicted by TELEMAC-3D for the 

smooth channel obtained with the 3 meshes. Experimental data from Roulund 
et al (2005) (•) and Fuhrman et al. (2010) (x). 

The results obtained by TELEMAC-3D (figure 2) are only 
slightly affected by the vertical resolution of the mesh. It is 
found that there is no cusp on the k-profile regardless of the 
mesh refinement near the wall. This is explained by the wall 
treatment implemented in TELEMAC-3D described 
previously. In TELEMAC-3D, it is considered that at the wall, 
a local equilibrium is established between the production and 
dissipation of turbulent kinetic energy. Moreover, the local 
velocity profile is considered to be linear in the direction 
normal to the wall. This equilibrium between production and 
dissipation corresponds to the maximum of k near the wall 
observed experimentally and numerically. As seen previously, 
TELEMAC-3D considers that the nodes of the mesh located on 
the wall are in fact at a distance δ from the wall depending on 
the local mesh refinement. It is therefore at this distance δ from 
the wall that the maximum turbulent kinetic energy k is 
located. Thus, the TELEMAC-3D wall laws always consider 
that the maximum of k is located at the first node at the wall, 
and thus cannot capture the decrease of k toward the wall. 

The results of TELEMAC-3D seem to be robust and little 
affected by the mesh resolution, allowing the use of a coarser 
mesh compared with openFOAM. This property allows 
TELEMAC-3D to study phenomena at large scales, which 
corresponds to its usage in engineering. This software is indeed 
primarily used to simulate phenomena at the scale of a river 
reach or a stretch of coast. On the one hand, the wall laws used 
by TELEMAC-3D does not allow to accurately describe the 
flow in the near wall region, even with extreme mesh 
refinement. On the other hand, OpenFOAM requires a very 

fine mesh near the wall to correctly describe the boundary 
layer flow. Another result not shown in the different figures is 
the value of the friction velocity. Once again, TELEMAC-3D 
provides robust results that are not much affected by the mesh 
resolution. OpenFOAM clearly underestimates the bottom 
shear stress when coarse mesh is used. In conclusion, 
OpenFOAM requires a fine mesh near the wall to correctly 
model the physics of the boundary layer while TELEMAC-3D 
is more robust to the mesh but is unable to correctly capture the 
details of the flow near the wall. 

 

B. Flow around a cylinder 

The configuration of the experiments conducted at the 
Technical University of Denmark (TUK) by Roulund et al. [1] 
without sediment transport is used as benchmark. The smooth 
bottom case is considered herein, and the cylinder surface is 
smooth as well. 

The computational domain consists of a vertical cylinder of 
diameter D = 53.6 cm located in a rectangular parallelepipedic 
domain (see figure 3). The upstream length is 10D, the 
downstream length is 20D and the domain width is 12D. The 
different parameters of the problem are summarized in 
Table II. 

Table II Simulation parameters for the smooth case corresponding to the 
Roulund et al. experiments. 

 

At the surface, a symmetry condition is used in 
OpenFOAM, which is equivalent to applying a rigid lid at the 
surface. The free surface is therefore not considered in 
OpenFOAM. In reality, the water surface near the cylinder 
shows variations. Upstream of the cylinder, the water height 
increases due to the overpressure generated by the obstacle, on 
the sides of the cylinder, the flow accelerates and the water 
surface drops locally before returning to an undisturbed level 
downstream. The free surface effects are more important as the 
Froude number, 𝐹𝑟 = 𝑈/√𝑔ℎ, increases. In the present case, 
the Froude number remains relatively small (Fr = 0.14), and it 
is argued in the work of Roulund et al. [1] and Baykal et al. [7] 
that free surface effects remain negligible for Fr < O(0.2). This 
justifies the rigid lid assumption in OpenFOAM. TELEMAC-
3D solves the flow and the free surface, the results obtained on 
this configuration show a maximum variation of the free 
surface height around the cylinder of 1.3 cm or about 2% of the 
water depth. This small variation of the free surface level near 
the cylinder supports the choice of a rigid lid approximation in 
OpenFOAM. The boundary conditions at the entrance and exit 
of the domain are different between OpenFOAM and 
TELEMAC-3D and are described below. 
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Figure 4. Sketch of the with dimensions and boundary conditions. 

In OpenFOAM, vertical profiles of U, k and ω are imposed 
at the inlet over the width of the domain. These profiles are 
derived from a 1D simulation with the same turbulence model 
and wall-normal mesh. At the downstream end, the gradients 
of the different quantities are set to zero except for the dynamic 
pressure for which a Dirichlet condition p = 0 is applied. 

In TELEMAC-3D, a discharge is imposed at the inlet and 
the water level is imposed downstream. The downstream level 
is constant over time and is set to h=53.6 cm. 

For each solver, two different meshes are used: a first one, 
relatively coarse and a second one finer. The characteristics of 
the meshes are summarized in the table below. 

Table III Characteristics of the meshes tested. 

 

Both solvers are able to qualitatively reproduce the major 
hydrodynamic structures characterizing the flow around a 
vertical cylinder. The representation of iso-volumes of Q 
criterion (see Erreur ! Source du renvoi introuvable.) allows t
o visualize this. The Q criterion is a criterion classically used to 
represent vorticies coherent structures present in the flow. For 
both solvers, a horseshoe vortex is present at the upstream end 
of the cylinder and rolls up around the cylinder. The vortex 
shedding phenomenon is also reproduced by both solvers. In 
the case of TELEMAC-3D, it is observed that the vortices 
downstream of the cylinder have a more homogeneous vertical 
structure than those predicted by OpenFOAM. 

The mean velocity profiles in the plane of symmetry and at 
different elevations are shown in figure 5 for the coarse mesh 
and in figure 6 for the fine mesh. The numerical results are 
compared with measurements from Roulund et al. [1] for 
assessment. The RANS model used solves the mean flow and 
models the turbulence. However, in this case, the RANS model 
is used to study a flow with varying properties, especially via 

the phenomenon of vortex releases. This is often referred to as 
a URANS model (for Unsteady RANS). In this section, we 
discuss the time average of the flow solved by the RANS 
equations. 

 

 
Figure 5. Visualization of coherent flow structures by representing 

isocontours of Q criterion. The color scale represents the values of the vertical 
component of the vorticity. Seen from above, the red vortices rotate clockwise 

and counter-clockwise for the blue vortices. 

In the case of the coarse mesh (mesh 1), the horseshoe 
vortex is not observable on the velocity profiles predicted by 
OpenFOAM (see figure 5). The signature of this vortex results 
in negative u component of the velocity field upstream of the 
cylinder near the bottom, as observed on the TELEMAC-3D 
profiles. By refining the mesh near the bottom, the horseshoe 
vortex appears in the OpenFOAM simulations as shown in 
figure 6. On the contrary, when the mesh is refined with 
TELEMAC-3D the results are worst, the recirculation cell 
associated with the horseshoe vortex becomes too large. At the 
downstream side of the cylinder close to the free surface, the 
experimental results show the existence of a positive u value 
before becoming negative further away from the cylinder. 
Neither OpenFOAM nor TELEMAC-3D succeed in capturing 
this behaviour quantitatively. Again, TELEMAC-3D results 
are worst when the mesh is refined. Another observation is the 
small variation with z of the TELEMAC-3D velocity field 
downstream of the cylinder. The velocity profiles have indeed 
almost the same shape at all elevations. OpenFOAM results 
show more variations of the flow as a function of z, 
consistently with experimental results. Also, OpenFOAM 
results improve downstream of the cylinder when the mesh is 
refined while the TELEMAC-3D results are getting worst. 

To conclude, OpenFOAM needs a fine mesh near the walls to 
reproduce the flow characteristics in a satisfactory manner, and 
in particular the horseshoe vortex. The flow downstream of the 
cylinder predicted by OpenFOAM is close to the experimental 
results and the horseshoe vortex is present. The TELEMAC-
3D results are getting worst when refining the mesh. The 
horseshoe vortex whose size corresponds to the experiment 
with mesh 1, becomes two to three times larger with mesh 2. 
Moreover, the mean fields at the downstream side of the 
cylinder are very different from the experiments. 
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Figure 6. Mean horizontal component u of the velocity field visualized in the 

plane of symmetry at different elevation z above the bed predicted by 
openFOAM (green dash-dotted lines) and TELEMAC-3D (red solid lines) 
compared with experimental results from Roulund et al. (2005). The mesh 

used corresponds to mesh 1. 

 
Figure 7. Mean horizontal component u of the velocity field visualized in the 

plane of symmetry at different elevation z above the bed predicted by 
openFOAM (green dash-dotted lines) and TELEMAC-3D (red solid lines) 
compared with experimental results from Roulund et al. (2005). The mesh 

used corresponds to mesh 2. 

The end goal being the computation of scouring, the 
prediction of bed shear stress patterns is of outmost 
importance. Figure 7 shows the bed shear stress amplification 
profile in the plane of symmetry upstream of the cylinder. 

 
Figure 8. Amplification of the bed stress τ0/τ∞ along the symmetry plane 

upstream of the cylinder compared with Roulund et al. [7] hot film 
measurements. 

Both TELEMAC-3D and OpenFOAM underestimate the 
bed shear stress associated with the horseshoe vortex. This was 
also observed in the numerical results presented by Roulund et 
al. [1] and Nagel et al. [8], using RANS models. TELEMAC-
3D results show that for mesh 1, although the signature of the 
horseshoe vortex is well present on the velocity field (see 
figure 5), it is almost totally absent on the upstream stress 
profile (figure 7), for which the stress becomes very slightly 
negative but on a very restricted area almost in contact with the 
cylinder wall. For mesh 2, the horseshoe vortex is too large 
compared to what is observed by Roulund et al. [1], and the 
bed shear stress associated with the vortex is also 
underestimated. OpenFOAM results with mesh 2 predicts 
qualitatively the shape of the bed shear stress profile even 
though the maximum negative value is underestimated. This 
discrepancy is probably due to the fact that the bed shear stress 
is computed from a parametrization based on the velocity in 
the first cell near the wall in TELEMAC-3D while the true 
definition is used in OpenFOAM. This is a problematic finding 
because the horseshoe vortex is the main contributor to 
scouring around the cylinder. If the prediction of the bed shear 
stress associated with the horseshoe vortex is not accurate, it is 
likely that the sediment transport fluxes and the subsequent 
morphological evolution will not be accurate as well.  

IV. CONCLUSION 

The numerical study of scour requires first an accurate 
model for the flow around the obstacles. The work presented 
here enables to evaluate the capabilities of two software to 
simulate the flow around a wall-mounted cylinder, acting as a 
bridge pier at a reduced scale.  

In a first step, an undisturbed flow is simulated and the 
results are compared with experiments for different meshes. 
The results show a low sensitivity to the mesh resolution for 
TELEMAC-3D. This is due to the wall laws which allow more 
robust results at the expense of an inability to reproduce the 
physics of the flow near the walls. On the other hand, 
OpenFOAM results are very sensitive to the mesh resolution 
and a fine mesh near the walls is needed to obtain satisfactory 
results.  

Neither of the two softwares provides fully satisfactory 
results for the flow around a cylinder. The stress generated by 
the horseshoe vortex is systematically underestimated or even 
absent if a coarse mesh is used. OpenFOAM, with a 
sufficiently fine mesh near the walls, provide satisfactory 
results that are close to the experiments, and other studies from 
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the literature have shown that further refinement of the mesh 
allows to obtain even better results [8]. With TELEMAC-3D 
using k − ϵ model, flow patterns are coherent qualitatively, but 
not satisfactory quantitatively with both mesh configurations. 
Bed shears stresses are also further from the measurements 
than OpenFOAM. These results suggest the following areas of 
improvement in order to make TELEMAC-3D with k-epsilon 
model more reliable for scouring applications:  optimization of 
the mesh (e.g. based on a dimensionless wall distance 
criterion), and modification of the computation of the bed shear 
stress. 
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Abstract – Supervised by the Loire Estuary Public Interest 

Group (GIPLE), 3D hydrosedimentary models were built and 

calibrated to provide answers at the scale of estuary, for 

several physical processes: hydrodynamics conditions, mud 

dynamics, water quality, dumping and dredging processes. 

These models take full advantage of the GAIA module in 

TELEMAC, and shows its ability to provide good results of 

complex processes at a large scale. This paper presents the 

building and calibration steps for 2 of the models developed: 

the global hydrosedimentary model, and the local dumping 

model. Water quality, and dredging processes modelling in still 

an ongoing work.   

Keywords: estuaries, sediment processes, maritime, sandy-mud 
mixtures, salinity. 

I. INTRODUCTION 

The Loire estuary is one of the three major French 
estuaries. It is a macro-tidal estuary with a mean spring tidal 
range of about 5 m allowing the tide to propagate up to 
Ancenis, 90 km upstream from the mouth (Saint-Nazaire). 
The water quality of the estuary is considered as relatively 
bad with a large maximum turbidity due to significant 
developments over the two last centuries including a deep-
water port development downstream in the Saint-Nazaire 
area with an outer navigation channel down to -12.5m Chart 
Datum and the creation of a unique inner navigation channel 
at -5m CD up to the city of Nantes located 55 km upstream 
from Saint-Nazaire. Large scale hydrosedimentary modelling 
can be a great decision making tool for any stakeholder in 
such estuary, whether it is to properly manage the cities 
drinking water supply, to assess the filling rate of navigation 
channels… To that extent, several 3D numerical models were 
built under the supervision of the Loire Estuary Public 
Interest Group (GIPLE) using TELEMAC3D coupled with 
GAIA and TOMAWAC. These models provide an update of 
the existing ones on the estuary, which were set up in 2012. It 
will take full advantage of the GAIA module which was not 
available at that time. The global model was calibrated for 
each of the main processes that occur in the estuary. A more 
local and specific model for sediment dumping was also 
developed. A third model is still being developed in which 
we model the dredging processes of the estuary, along with 
dumpings and dispersion of sediments.  

II. GLOBAL HYDROSEDIMENTARY MODEL 

The goal of the global hydrosedimentary model is to 
solve global scale hydrodynamics and sedimentary processes 
inside the estuary. Water levels, salinity and sediment 

transport are at stake and the hydrosedimentary model will be 
the basis for the other models. All the different processes 
modelled may impact one on each other. It was thus decided 
to calibrate the model in a “step-by-step” way, adding 
processes one after another, starting with simple 
hydrodynamics, and ending with fully coupled 
hydrosedimentary model, including wave effects.  

A. Extent, bathymetry and mesh 

The global hydrosedimentary model extends from a 
marine boundary more than 100 km from the coast to the 
upstream boundary located roughly 100 km upstream inside 
the estuary. The marine boundary is located far enough away 
to limit the suspended sediment concentration exit from the 
model. The upstream boundary is located above the tide 
effects upward limit.  

The model bed elevations are based on several 
bathymetric sources. They were aggregated carefully to 
avoid gaps or jumps at the connections. Inside the estuary, 
the bathymetry available has fine resolution (around 1 
meter). Outside, bathymetry from HOMONIM project is 
used (50 meters resolution).  

Final mesh has 50,000 2D nodes, and 12 vertical planes, 
leading to roughly 650,000 3D nodes. The vertical planes are 
a mix between fixed elevation planes and sigma planes. If the 
water levels are low, the vertical mesh is made of only sigma 
planes. This will allow good representation of stratification 
phenomena, whatever the hydrodynamics conditions. Global 
scale model bathymetry is shown in Figure 1. 

 
Figure 1. Global scale model bathymetry 

Lambarde dumping 
site 
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B. Hydrodynamics 

At first, only hydrodynamics is modelled and calibrated.  

1) Stakes and goals 
The modelled area is subject to semi-diurnal tide. The 

upstream border location was set up to be the tide influence 
limit. Regarding river flows, Loire has the highest 
contribution by far. Two of its tributaries are also present in 
the Nantes city area.  

During floods, the flow can reach around 6,000 m3/s, 
while in extreme low-waters it can decrease down to 60 m3/s. 
Mean annual flow is around 800 m3/s. 

Competition between tide and river flow has to be well 
modelled to ensure proper results regarding salinity, SSC or 
water quality. 

2) Numerical implementation 
a) Tide and river flow forcing 

At the downstream maritime boundary, astronomical tide 
is reconstructed from 32 waves extracted from FES2012 
model [5]. At the upstream boundary, the combined Loire 
and Evre discharges are imposed. Inside the model, two of 
the Loire tributaries river rates discharges are imposed in 
source points.  

b) Meteorological forcing 

Pressure effects are taken into account thanks to temporal 
variation of the mean sea level at the maritime boundary. 
Wind temporal and spatial variation are imposed on the 
whole model. Data is extracted from the HOMERE database. 
Inside the estuary, wind intensity is lowered, up to a certain 
point where it is set to zero. From this point, the shading by 
buildings or vegetation is too pronounced to account for wind 
effects.  

c) Friction coefficient 

Friction coefficient is variable in space, and time, as a 
function of the upstream flowrate. A Nikuradse friction 
coefficient is used. Fluid mud plays an important role for the 
friction inside the estuary and is therefore taken into account.   

Depending of the flowrate, the fluid mud is located rather 
upstream or downstream in the estuary. Lateral and 
longitudinal limits need to be calibrated. The Nikuradse 
friction coefficient is lowered to 0.00087 m for the fluid mud 
parts. This value comes from lab experiments that were made 
on Loire muds [2]. 

d) Calibration methodology 

Six different periods are chosen for calibration. They are 
each representative of a particular flowrate. During these 
periods, we mainly focus on a 24 hours period during which 
flowrate is quite constant, and we calibrate bottom friction 
coefficient and fluid mud position to match the measured 
water-levels all along the estuary.  

Calibration validity is controlled thanks to root mean 
square error, mean error and standard deviation, along with 
three other time percentage parameters which are presented 
in the Table I.  

Table I – Definition of CF, POF, COF 

CF(X) Percentage of errors inside [-X;X] 
POF(X) Percentage of errors over X 
NOF(X) Percentage of errors below -X 

 

The calibration is considered good if CF(X) is above 90% 
during the 24 hours period, with X set to 0.2 meters. Results 
are also compared on the whole period (2 weeks) to ensure 
that they have the same quality. The calibration results in a 
set of friction coefficient and mud positions for each of the 6 
flowrates. For the simulations these values are interpolated 
linearly for every flowrate.  

This method is finally validated on three long-term 
periods of three months each, representative of different 
hydrodynamic conditions.  

3) Results and discussion 
a) Friction coefficient map 

Friction coefficient and mud positions are calibrated (see 
II.B.2)c)).Table II summarizes mud positions (indicated in 
kilometric point (KP) from the estuary mouth) as a function 
of flowrate. 

Table II – Mud position as a function of upstream flowrate 

Flowrate 
(m3/s) 

125 200 400 850 2500 4000 

Downstream 
limit (KP7) 

17.6 13 10 2 -5 -5 

Upstream 
limit (KP) 

65 50 35 22 13 11 

 

A total of 15 gauge stations are used for this calibration 
phase. The resulted friction coefficients are shown in 
Figure 2. Friction values are summarized at every gauge 
stations available. In addition, the Downstream Limit (DL) 
and Upstream Limit (UL) of fluid mud are added.  

 

7 Kilometric Point from Saint-Nazaire harbour 
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Figure 2. Final Nikuradse friction coefficients (in m) for the 6 flowrates 

b) Calibration and validation results 

A good calibration (CF(0.2)>90%) was reached for 
nearly all retained gauge stations and for every time period. 
RMSE is nearly always below 0.1m. Figure 3 shows 
graphical comparison of water levels evolution at a station 
located rather upstream inside the estuary. The model is 
particularly able to reproduce correctly the period if river 
flow influence is greater than tide influence. Scores of the 
model are summarized for this same station in the scatter plot 
displayed in Figure 4. Most of the simulated water levels are 
very close to the measured one. Only for < 10 measurements 
the deviation is bigger than 0.2 m.   

 

 
Figure 3. Temporal water levels evolutions for Mauves gauge station. 
Green line: model results; pink line: flowrate; blue dots: gauge data 

  
Figure 4. Scatter plot for Mauves gauge station – Calibration period 

Validation step was made of three different periods 
lasting three months each. Hydrodynamics condition were 
either flood (winter 2021), severe low-waters (summer 
2019), or mean conditions (spring 2011). Once again, RMSE 
was often around 0.1 meters. Comparison can be synthetized 
in one scatter plot for each gauge station. Figure 5 is an 
example of a validation result over the 2011 period, at the 
mouth of the estuary.  

 
Figure 5. Scatter plot for Saint-Nazaire gauge station – Validation period 
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C. Salinity 

1) Stakes and goals 
Vertical salinity layering in the downstream part of the 

estuary can be quite significant, especially on extreme 
hydrodynamics conditions: 

• During flood, a high freshwater surface flow is opposed 
to bottom saline water flow, leading to high 
stratification 

• During low-waters, tidal force is not high enough to 
mix the water vertically. A two-layer flow (one saline, 
the other fresh) thus exists, with very little exchanges 
between them. Density driven flow occur, and as the 
river flow is too low, it induces high salinity upwell, 
from the sea towards inner estuary.  

A good representation of vertical turbulent diffusion will 
be necessary to reproduce such phenomena.  

2) Numerical implementation 
a) Vertical turbulence modelling 

The turbulence model used for this study is a 
modification of the standard mixing-length model [7]. It adds 
a correction based on the grade of stratification. In the 
standard mixing-length model, a damping function is used to 
account for stratification effects. The formulation of this 
function is based on experimental or in-situ data. The main 
issue with this model is that the height of the main 
dissipating scale must be given.  

In cases where stratification is high enough, turbulent 
production in the lower layer is independent from production 
in the upper layer. The mixing length is thus calculated in an 
independent way in the two layers. If it is not high enough, 
standard mixing length in used. Schematic of the 
modification between the two models is shown in Figure 6.  

 
Figure 6. Mixing length and multi-layer vertical turbulence model 

The Richardson number is used to consider if 
stratification is dominant. If the Richardson is above a chosen 
threshold (typically around 0.2-0.25), stratification 
dominates, and multi-layer model is used.  

The Loire models from 2012 show similar results with 
this multi-layer model to a k-epsilon model, but with lower 
computational costs.  

b) Waves action 

In addition to forcing used for the modelling of 
hydrodynamics, waves parameters have to be computed at 
each point of the model. The model is forced at its maritime 
boundary by data from HOMERE database regarding waves: 
wave height Hm0, peak period Tp, Peak Direction Dp and 
direction spread Spd.  

3) Results and discussion 
One of the parameters that can be calibrated is the critical 

Richardson number, which determines if the two layers are 
considered independent for turbulent production (and mixing 
length calculation). 

Critical Richardson was finally set up to 0.2. Comparison 
of the model results to available measures is analysed 
qualitatively, making sure that the model can correctly 
reproduce the following phenomena: 

• Good representation of stratification period, whether it 
is low-water (with weak vertical mixing, and weak 
horizontal spread), low flow (with weak vertical 
mixing, and little opposition to density driven currents 
going upward), or flood (with freshwater flow in 
surface, and saline water entering the estuary in the 
bottom); 

• Good representation of mixing periods whether it is 
spring tide with a strong vertical mixing, and horizontal 
spreading or a wind blow inducing a strong vertical 
mix.  

The final choice of parameters was made so that the 
model reproduces as well as possible the saline upwells. 
These phenomena will be important to also reproduce 
cohesive sediment upwells for the final hydrosedimentary 
model. Figure 7 shows the good representation of salinity 
evolution during a whole year, including two high flowrate 
periods.  

Blue squares in the figure indicates periods where 
measurements behave strangely. Discrepancies during these 
periods are not representative of the model performance. 

Mixing length 
model 

Multi-layer 
model 

Damping 
function 

Density 
profile  
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Figure 7. Temporal evolution of salinity – Model (orange) versus measure 

(blue dots) 

D. Sediment 

1) Stakes and goals 
This global scale model is particularly made to reproduce 

the mud dynamic inside the whole estuary. Parameters that 
will be of interest are the following ones: 

• Suspended matter → temporal and spatial evolution and 
stratification depending on hydrodynamics conditions 

• Fluid mud dynamic → temporal and spatial evolution of 
the thickness of the different types of fluid mud layers, 
being: 

o consolidated fluid mud (325 to 375 g/l); 
o Sensu-stricto fluid mud (125 to 300 g/l); 
o Liquid fluid mud (40 to 100 g/l). 

2) Physical processes 
a) Settling Velocity 

For the global model, we mainly focus on the mud cap 
dynamic inside the estuary. Only mud is transported, not 
sand. The dynamics of this cohesive sediment are determined 
by solving the transport equation: 

 𝜕𝑐𝜕𝑡 + 𝑢 𝜕𝑐𝜕𝑥 + 𝑣 𝜕𝑐𝜕𝑦 + 𝑤 𝜕𝑐𝜕𝑧 + 𝜕𝑊𝑠𝑐𝜕𝑧= 𝜕𝜕𝑥 (𝜀𝑥 𝜕𝑐𝜕𝑥) + 𝜕𝜕𝑦 (𝜀𝑦 𝜕𝑐𝜕𝑦)+ 𝜕𝜕𝑧 (𝜀𝑧 𝜕𝑐𝜕𝑧) 

(1) 

The settling velocity 𝑊𝑠  is determined using three different 
field measurement data. A Thorn/Mehta law [8] is matched 
to this data. Two different behaviours are observed 
depending on the concentration. At lower concentrations, the 
law obtained is in the form  

 𝑊𝑠 = 𝑘1 × 𝐶𝑚1 (2) 

At higher concentrations, flocs induce a velocity decrease. 
The corresponding law is: 

 𝑊𝑠 = 𝑊𝑠0 × (1 − 𝑘2 × 𝐶)𝑚2 (3) 

In addition, flocculated or unflocculated state of the flow 
is simply determined by mean velocity and is taken into 
account by reducing the settling velocity in case of 
unflocculated flow.  

b) Deposition fluxes 

At the interface between soil and water, deposition and 
erosion occur, at rates that need to be determined. According 
to the theory detailed in [1], consolidation starts when 
concentration is roughly above 40 g/L. Mass transfer 
between suspended sediments and the first bottom layer thus 
occur as soon as the concentration is greater than 40 g/L. The 
deposition flux is calculated as follows 

 𝐹𝑑𝑒𝑝 = 𝑊𝑠 × 𝐶𝑏𝑜𝑡𝑡𝑜𝑚 (4) 

with 𝑊𝑠 being the settling velocity at the bottom of the 
water column. 

c) Mud erosion 

An erosion rate law is established for this study, based on 
measurements from [2] Sanchez.  

d) Pure sand erosion 

In the case of pure sand, transport is calculated using van 
Rijn transport 2004 model [3] which is not detailed here. 

e) Mud/sand mixture erosion 

In the case of a mixture of sand and mud, the law used is 
a function of the fraction of mud. If the mud mass fraction 
inside a sand/mud mixture is below 0.3, the critical erosion 
shear stress is higher than the one of pure sand. Mud 
infiltrates inside holes between sand grains and adds 
cohesion to the mixture. If the fraction is higher than 0.3, 
sand grains lose contact between each other, and critical 
erosion shear stress gets lower. Finally, if the fraction is 
higher than 0.5, the mixture behaves as pure mud.  

f) Consolidation 

The consolidation model uses different sediment layers 
(16 for our model), each one having a fixed concentration 
and critical erosion shear stress. Mass transfer between layers 
is calculated with a simple transfer function: 



28th TELEMAC User Conference Paris-Saclay, France, 18-19 October 2022 

 

158 

 𝑑𝑚𝑑𝑡 = 𝑎 (5) 

a being a coefficient that needs to be calibrated for each 
layer. In our case, a was determined using [1]. One can found 
in this paper the solid discharge (𝑄𝑐 ) through a constant 
concentration (C) layer: 

 𝑄𝑐 = 𝑉𝐶 [𝐴2𝐴1 (𝐶𝜌𝑠)𝐴3 − 1] (6) 

with A1=1.6 m/s, A2=72 and A3 = 0.65 for a Loire mud. 
This solid discharge corresponds exactly to the mass transfer 
between two layers and is thus equal to the parameter a in 
equation (5). 

g) Sliding 

Without any sliding, sediment tends to settle rapidly in 
navigation channel banks, and are quite never getting back 
into suspension, because hydraulic stress is not high enough. 
In our model, for layers of concentration ranging from 40 to 
100 g/l (liquid fluid mud), deposited sediments slide in the 
direction of the strongest slope, as soon as a critical slope is 
overpassed. The critical slope chosen in the model 
corresponds to observations in the Saint-Nazaire port and is 
equal to 2.5% (1.43°). This sliding process is numerically 
done within the gaia_maxslope routine, modifying the angle 
value for the considered bed layers (for the previously 
described concentrations). 

3) Numerical implementation 
a) Sediment forcing 

Regarding sediment modelling, three different kinds of 
forcing are used:  

• Upstream boundary condition, with a sediment 
flowrate, reconstructed from available measurement 
data; 

• Bottom boundary condition, with initial composition of 
the bed layers, based on sediment composition extracted 
from the EMODnet project [4]; 

• Initial fluid mud conditions, shown in Figure 8. 

 
Figure 8. Initial fluid mud conditions (mud: green, no mud: blue): liquid 

fluid mud on the left, stricto-sensus and consolidated fluid mud on the right 

b) Bed model using GAIA 

The bed model is composed of 16 sediment layers 
between which mass transfer can occur, along with an 
additional layer which represents the initial sediment 
composition (based on the EMODnet project) and which is 
independent from the other layers (i.e. mass-transfer cannot 
occur). An active layer is also set up at the top. 

The sixteen layers are sand and mud mixtures, of 
different mud concentration. They can be divided into 3 main 
groups: 

• Consolidated fluid mud: 3 layers with concentration 
ranging from 325 to 375 g/L; 

• Sensu-stricto fluid mud: 9 layers with concentration 
ranging from 125 to 300 g/L; 

• Liquid fluid mud: 4 layers with concentration ranging 
from 40 to 100 g/L. 

Mass transfer between layers is calculated thanks to the 
consolidation model equations detailed before. 

4) Results and discussion 
Figure 9 shows the annual dynamic of SSC inside the 

inner estuary. The mud cap (concentrations below 40 g/L) 
signal corresponds well to the one observed in situ by the 
GIPLE [6]. Its length and intensity vary with tide cycles 
(strong concentration and big length for high-tides, and the 
opposite for low-tides), and its core moves upward or 
downward depending on river flow. When river flow is 
important, mud cap is contained below kilometric point 25, 
and when it is very low, it can climb up to Mauves 
(kilometric point 70). 

Model is also compared to several SYVEL (a continuous 
measurement network) gauge stations measurements of the 
SSC. The three stations presented in Figure 10 show different 
mud dynamic depending on longitudinal locations.    

 
Figure 9. Modelled annual dynamic of SSC 
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Figure 10. Model results versus SYVEL measurements for SSC 

Finally, Figure 11 shows the global fluid mud dynamics. 
Measurement of fluid mud deposits are regularly performed 
by the port authority along the navigation channel. The 
analysis of these data indicates that there is no mud in the 
channel navigation upstream of the kilometric point 30 for a 
discharge of 500 m3/s (mean discharge of the ten last days). 
This phenomenon is reproduced with the numerical model 
during a one year simulation. We can see on Figure 11 that 
during flood conditions the mud is located downstream and 
then moves up to the kilometric point 30 when the discharge 
of the ten last days is less than 500 m3/s.  

 

 
Figure 11. Modelled annual dynamic of fluid mud  

 

III. LOCAL DUMPING MODEL 

The port is dredging sediments from the navigation 
channel and then dumping it at the Lambarde dumping site. 
Evolution of bottom elevation at the site and assessing the 
stability rate of the area can help defining dumping scenarios 
for future operations. The aim of this local model is to 
represent the bottom evolutions of each dumping sub-zone, 
and the global sediment volume that consolidates over time, 
compared to the dumped volume.  

A. Model set up 

To achieve this goal, a new mesh is created, highly 
refined around the dumping area. The model boundary nodes 
correspond exactly to nodes from the global 
hydrosedimentary model. This allows us to force our local 
“sub-model” with results from the global model, for the 
hydrodynamics part. Waves’ parameters are still extracted 
from the HOMERE database. Wind is not taken into account 
anymore, to reduce computational times, and because levels 
imposed at the boundary already include wind effects. In 
addition to the forcing data of the global hydrosedimentary 
model, dumped sediment mass is taken into account. All the 
dumping operations are integrated in the model one by one, 
and with respect to the real chronological order. A map of 
every dumping “sub-zone” and the time period associated is 
shown in Figure 12. 

 
Figure 12. Dumpings sub-zones and time period associated 

B. Dumpings modelling 

Usually, one would distinct three different phases in the 
dumping: suspension, bottom deposit, and bottom turbid 
plume. On this local model, bottom turbid plume is not pre-
defined with parameters, but derives from the suspended 
sediment fall. This gives more realistic results than when you 
impose the turbid plume with a predefined geometry.  

Mass repartition inside the two phases is fixed after 
calibration at: 100% bed deposit for sand, 60% suspension 
and 40% bed deposit for mud. The suspended part is injected 
uniformly thanks to source terms in each of the horizontal 
plane of the 3D-model. The bed deposit is modelled in a way 
that it represents the crater geometry that is observed in-situ. 
In the model, it depends of three parameters, as shown in the 
Figure 13. 
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The different radii are used to: 

• R1: handle size of inner crater; 

• R2: handle size of footprint; 

• R3: handle mass repartition inside the geometry 

 
Figure 13. Geometry of ground deposit  

The sediment mass that composes this deposit is added into 
layers of the bed model. The layers are adapted during the 
calibration phase, to find the best repartition to properly 
reproduce in-place volume and sub-zone elevations.  

C. Results and discussion 

The local model of the Lambarde dumping site is 
calibrated over around 9 years, from September 2011 to May 
2020. During this calibration, bed deposit geometry, 
suspension percentage for mud, layers chosen for bed deposit 
and critical slope for sliding were adapted to properly 
reproduce both the temporal evolution of the global volume 
on the area, and the temporal evolution of mean elevations 
for every sub-zone. Data for mean elevations and volume is 
calculated from the different bathymetric set available 
(around 1 per year). Uncertainty in the calculated volume can 
thus be quite high, depending on the bathymetry uncertainty 
(which is never below 0.1 meters in our case).  

 
Figure 14. Model bathymetry at the start of the simulation (left) and after 9 

years of dumping (right) 

The Figure 14 shows a 3D view of the dumping site at the 
start of the simulation, and after the 9 years of dumping. 

The main objective is to reproduce the global evolution of 
the site, with good correlation between model and 

measurements as far as volume is concerned. The final 
results obtained are shown in the Figure 15. 

 
Figure 15. Calibration result for in-place volume – Model in red line, 
dumped volume in green line and in-place volume data in blue dots 

Stability of the site which is the ratio between the deposited 
volume and the dumped volume, is calculated for different 
representative dumping periods. Table III summarizes 
modelled stability rates versus in-situ ones.  

Table III – In-situ and modelled stability rates  

09/2011 → 09/2019 
09/2011 → 

05/2015 
05/2015 → 

06/2018 
06/2018 → 

07/2019 

In-situ 18.7 % 10.5 % 26 % 13.3 % 
Modelled 18.4 % 11.4 % 25.4 % 7.6 % 
 

As far as elevations are concerned, a good calibration shows 
the capability of the model to reproduce the spreading of the 
deposit, and the erosion flux during period where no 
dumping is done. Final results for mean elevations are shown 
in Figure 16. 

 
Figure 16. Calibration results for mean elevations. Model in plain lines and 

data in dots. 

 

IV. CONCLUSION AND PERSPECTIVES 

A global 3D hydrosedimentary model of the Loire 
estuary has been built up and calibrated with diverse data and 
on diverse periods. So far, the model shows good capability 
to represent the large scale dynamics of sediment transport, 
or fluid mud movement. A local dumping model of the 
Lambarde site has also been built and calibrated. It 
reproduces quite well the stability of the dumping site, over 
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10 years, and also over a sub-zone dumping period. The 
global model is currently being improved by adding: 

• The modelling of dredging processes inside the estuary. 
The local dumping model will be included inside the 
global mesh, and refinement will be made on the coastal 
at the mouth of the estuary, with a goal to reproduce 
dispersion of sediments after the dumping process. 
Mass-balance inside the whole estuary will be at stake; 

• A water quality module, using WAQTEL. 

It should in the end provide answers to a lot of hydraulic 
related topics that stakeholders can be interested in. The 
information provided by this model is even more important 
when facing harsh natural phenomena such as the draught 
that happened this summer, and to which we should be more 
and more subject in the future. 
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Abstract – The sediment transport at a regional level along 

the southern coast of Texas has not yet been analysed in detail. 

In the existing literature, there is agreement that the net 

sediment transport direction along the coast of the south of 

Texas is northward along the coast of the Padre Islands. A 

numerical model is developed that computes the fully coupled 

waves, currents and sediment transport in the area using the 

open TELEMAC modelling system. The results of the model 

show that our prior understanding of the nearshore 

littoral processes was incomplete. The combination of 

stronger ocean currents during high wave events from the 

north results in a dominant southerly transport along most of 

the South Texas coast. Only in the northern half of Kenedy 

County are the residual transport rates to the north. So, where 

the literature assumes a drift convergence near Kenedy 

County, the modelling presented here identifies this area as a 

drift divide. 

Keywords: Sediment transport, coast, littoral drift. 

I. INTRODUCTION 

The work presented here describes the sediment transport 
modelling of the Texas coast to inform the Texas General 
land Office (GLO) on the best approaches to their beach 
management. The GLO is particularly interest in the best 
locations for both nourishments and borrow areas. 

The sediment transport along the southern coast of Texas 
(USA) has not yet been analysed in detail. The model 
focusses on the counties of Cameron, Willacy and Kenedy 
(Figure 1). The remaining part of the Texas coast will be 
modelled in 2 further models. For a consistent model set-up, 
all three models and all figures in this paper use the 
coordinate system UTM Zone 15 North. 

In the existing literature, there is agreement that the 
direction of the net alongshore sediment transport - littoral 
drift - along the coast of the south of Texas is northward 
along the coast of the Padre Islands [1][2]. Earlier studies 
suggest that the net northward drift decreases with distance 
north and towards a zone of convergence located near 27°N 
[2][3], as shown by the grey arrows in Figure 1.  However, 
the location of the convergence point, which would be a great 
location to extract sediment for any nourishments, is 
understood to move up and down the coast seasonally such 
that northerly directed transport may extend to Port Aransas.  

More detailed analysis by [1] reports a sediment budget 
around South Padre Island and Brazos Santiago Pass, while 

[4] provides rates of sediment lost from the seaward faces of 
the barrier islands into the lagoon behind by overwash and 
aeolian processes. Both confirm the northward direction of 
the littoral drift along the southern part of the Texas coast. 

These studies assumed that the longshore sediment transport 
is caused by waves and wave driven currents only. This 
paper describes a numerical study modelling the sediment 
transport due to the combination of waves, wave driven 
currents and the ocean currents in the Gulf of Mexico. The 
model results challenge the conventional knowledge in the 
literature. 

II. MODELLING APPROACH 

A. General approach 

A numerical model that computes the sediment transport 
pathways in the area using the openTELEMAC- modelling 
system is set-up [5]. In the model, modules TELEMAC-2D, 
TOMAWAC and SISYPHE are fully coupled to simulate the 
two-dimensional, depth-averaged flow field, waves and 
sediment transport, respectively - as well as the interactions 
between them. The computational domain covers a surface of 
approximately XXX × XXX250 × 90 km2. The model is run 
for each month in 2018 in 12, preceded by a 2-day spin-up 
period for each 1-month simulation. Numerical results are 
then combined to compute the annual sediment transport 
pathways and bed level changes.  

B. Bathymetry 

Bathymetric and topographic data were supplied along 
with the ADCIRC grid provided by the USACE to 10 m 
water depth. Beyond the 10 m depth contour, the bathymetric 
data supplied with the USACE grid was supplemented with 
the 2019 General Bathymetric Chart of the Oceans [7] 
bathymetric data, to extend the bathymetric data to the 
offshore boundary. The spatial resolution of the ADCIRC 
grid bathymetric data is in the same range as the TELEMAC 
grid with edge lengths between approximately 15 m and 
1.5km. The spatial resolution of the GEBCO bathymetric 
dataset is approximately 500 m near the coast and 3 km 
around the 50 m depth contour. Both bathymetry data sets are 
relative to MSL, which is 0.27 m above MLLW at Brazos 
Santiago Pass and 0.28 m at Bob Hall Pier. 
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C. General Parameter settings 

The model parameters (Table I) used were almost 
identical to the settings used for a similar study for Poole and 
Christchurch Bay in the United Kingdom [8][9], which also 
modelled non-cohesive sediment transport using the Soulsby-
van Rijn formulation [10]. Model verification in that study 
showed a very good validation against measured values of 
water level, velocities, wave characteristics and suspended 

sediment transport rates at 9 locations over a double spring- 
neap cycle.  

Modifications in the model set up compared to that 
previous study - other than the boundary and wind forcing 
conditions - are the wind growth calculations, which are now 
based on Yan [11] and 3 calibration parameters: wind 
velocity correction for the waves, bed friction for the currents 
and the grain size for the sediment transport.  

 

Figure 1. Computational domain and bed levels (colours and contours). TheThe assumed sediment transport 
directions according to Erreur ! Source du renvoi introuvable. are indicated with arrows.. 
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Table I Key parameter setting 

Parameter Setting 

Turbulence model  Smagorinsky  

Friction law Nikuradse, variable friction factor 

Coriolis acceleration  6.485e-5 m/s 

Wind model  Yan 

Wave breaking dissipation Battjes and Janssen 

Bottom dissipation Hasselman, (0.038 m2/s) 

Suspended transport Soulsby-van Rijn 

Bedload transport Soulsby-van Rijn 

 

The bed composition is taken from a collection of sources 
[2][12][13], mostly grain size classifications, with few actual 
diameters. These classifications are translated into 6 spatially 
varying model sediment fractions. Where no data is 
available, the fractions are extrapolated using a single 
fraction for the deep water, nearshore areas, and the Laguna 
Madre. Figure 2 shows the mean diameter from these 
sediment fractions.  

III. CALIBRATION AND VALIDATION 

The model was calibrated against measured data for 
January 2018 and validated against data from September 
2018. 

A. Calibration parameters 

The calibration of the model only included the setting of 
1 parameter for each of the model components. The wave 
model required a 20% increase of the measured wind speed, 
for speeds over 20 m/s, with a linear ramp up from 10 m/s to 
20 m/s. This is applied as a correction on the energy transfer 
from the wind to the wave model for higher wind speeds.  

The bed roughness in the model (Figure 3) is spatially 
varying based on the different sediment characteristics of the 
seabed. There are 5 areas defined. The silty bed of 
predominantly the deeper Gulf of Mexico, the sandy bed 
predominantly nearshore, the inlets and two parts of the 
Laguna Madre with distinctly different bed composition as 
used by [2].  

B. Model quality currents and waves 

The model skill quantifies the ability of the 
hydrodynamic models to reproduce the variations in the 
measured values of waves and currents, is defined following 
the methodology proposed by [14]. This method compares 
the square of the prediction error with the square of the 
variation in the modelled and measured data. A perfect fit 
will have a value of 1, predicting a constant value equal to 
the mean of the measured data will have a value of 0. A 
model is adequate with values between 0.55 and 0.65; 
sufficient between 0.65 and 0.75; good between 0.75 and 
0.85; and very good above 0.85. 

 

Figure 2. Mean diameter of the model grain sizes  

 

Figure 3. Bed roughness  
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The model quality, following this classification was very 
similar in both the calibration (Table II) and validation month 
(Table III).  

The water level predictions qualify as very good for all 
location. The waves predictions classify as very good for 
heights and good for directions. The flow velocity 
predictions were good to very good in the inlets and 
nearshore areas, but sufficient in the offshore areas, reflecting 
the uncertainty in wind forcing and the modelling of wind 
driven currents. 

Figure 4 shows the comparison between the predicted 
currents and those measured by Figlus et al. in their tracer 
study [15] during November 2018. It shows that the currents 
are well reproduced both when the tides dominate and when 
ocean currents increase the current velocities above 0.5 m/s. 

Table II Calibration quality 

Variable 
Quality 

Location RMSE  Skill 

Water level (m) Aransas Pass I 0.10 0.92 

 Bob Hall Pier C 0.10 0.93 

 South Padre Island I 0.11 0.86 

 Port Isabel L 0.10 0.90 

Velocity (m/s) Port Isabel L 0.16 0.79 

 Laguna Madre L 0.07 0.77 

 Brazos Santiago Pass I 0.20 0.83 

 Tabs Buoy J O 0.13 0.77 

 Tabs Buoy D I 0.14 0.58 

Wave height (m) NDBC 42045 I 0.23 0.92 

 South Padre Island I 0.21 0.89 

L=Laguna; I=Inlet; C=Coast ;O=Ocean. 

Table III Validation quality 

Variable Quality 

Location RMSE  Skill 

Water level (m) Aransas Pass I 0.29 0.93 

 Bob Hall Pier C 0.29 0.93 

 South Padre Island I 0.27 0.89 

 Port Isabel L 0.28 0.94 

Velocity (m/s) Tabs Buoy J O 0.06 0.66 

 Tabs Buoy D O 0.14 0.55 

Wave height (m) NDBC 42045 O 0.28 0.85 

 Figlius, Nov. [15]  C 0.14 0.95 

Velocity (m/s) Figlius Sep. [15]  C 0.06 0.60 

 Figlius Nov. [15] C 0.11 0.89 

L=Laguna; I=Inlet; C=Coast ;O=Ocean. 

 

Figure 5 shows equally good results for the wave height 
predictions during that month, even if the peak of one of the 
high wave events is underpredicted.  Interestingly, that is the 
period where the flow predictions have the largest error in 
Figure 4. In general there seems to be a correlation between 
errors in the currents and the waves indicating the importance 
of the wave current interactions. 

The first two weeks there is an offset in the wave 
direction, but that might well be related to the ADCP 

measurements, after the bed-mounted frame moved at the 
end of October. The ADCP measurements of direction are 
very noisy, which is a measurement error rather than highly 
varying wave directions.  

 

Figure 4. Comparison of measured and modelled currents (velocity and 
direction) at the Tracer Study site for November 2018 

 

Figure 5. Comparison of measured and modelled waves (significative 
height and direction) at the Tracer Study site for November 2018 

Most importantly for littoral drift calculations, the wave 
direction during the high wave events is predicted accurately. 

C. Model quality sediment transport 

No direct measurements were available for the sediment 
transport rates. However, the quality of the sediment 
transport predictions can be assessed by the predicted 
sedimentation into the two navigation channels within the 
region: Brazos-Santiago Pass and Mansfield Pass (see 
Figure 1 for location).  

 Comparisons were done over a few months as well as for 
the annually averaged sedimentation rates. For Brazos 
Santiago Pass measured bed level changes between July and 
November 2018 were available. For Mansfield Pass, bed 
level changes were measured between March and September 
2018.  
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Figure 6. Observed (top) and predicted (bottom) bed level changes for the outer channel of Brazos Santiago Pass. 
 The numbers indicate the distance in yards from the inshore end of the pass.  

The model predicts satisfactorily the sedimentation 
patterns and volumes for the Outer Bar Channel in Brazos 
Santiago Pass, see Figure 6 and Table IV.  

In addition, the predicted annual infill is compared with 
the long-term observed infill rates in Table V, for both the 
area between the jetties and the area outside of the jetties. 
Mansfield Pass has not been dredged in recent years, 
allowing for the comparison with the bed level changes 
measured by the USACE between 2015 and 2020. As Brazos 
Santiago Pass is regularly dredged, such a comparison was 
not possible. Instead, the annual averaged maintenance 
dredging volumes [5] are used taken over a period of about 3 
decades.  

All predicted sedimentation rates match well with the 
observed annual sedimentation. The errors for Brazos 
Santiago Pass are less than 10% of the observed 
sedimentation. The errors for Mansfield Pass are slightly 
larger at about 50% of the measured sedimentation. 
However, the measured sedimentation rates are very low and 
the measurement period relatively short at 5 years. Therefore, 
there is more uncertainty related to measurement errors and 
annual variations in the sedimentation rates.  

IV. RESULTING SEDIMENT TRANSPORT PATHWAYS 

A. Continental shelf 

On the continental shelf, the annual cumulative sediment 
pathways in the area show a consistent trend over the domain 
of fine sediment transport towards the south (Figure 7), a 
trend that is completely driven by the ocean currents (tide 
and geostrophic).  

B. Littoral drift 

Close to the shoreline, the annual residual sand transport - 
littoral drift - pathways are consistently directed to the north, 
driven by the dominant direction of the wave driven currents 
(inset in Figure 7). This agrees with the work of previous 
authors who have studied nearshore sediment transport 
processes in the region [1][2][3]. There is a small gradient in 
the magnitude of this northward residual sediment transport, 
with the northward drift increasing towards the south. 

However, in slightly deeper water, roughly between the -
5m and the -10m contour, the residual sand transport is 
directed to the south (see inset in Figure 7). This transport is 
driven by the combination of storm waves and the ocean 
currents. The intensity of the southward directed annual 
transport increases to the south. Figure 8 shows the north 
south component of the yearly averaged transport. The 
residual transport rates off the coast of Kenedy County are 
lower than that off the coast of Willacy County, which in turn 
are lower than the transport rates off the coast of Cameron 
County. Off the coast from the Rio Grande to Brazos 
Santiago Pass and going into Mexico the residual transport is 
stronger than elsewhere in the study area. 

Table IV Short term sedimention rates 

Channel Measured infill  Model infill  

m3/y m3/y 

Brazos Santiago jetties  62,000   58,000  
Brazos Santiago outer  78,000   73,000  
Mansfield jetties -45,000  -22,000  
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Figure 7. Resulting yearly averaged sediment transport along the South Texas coast 
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Table V Annual sedimention rates 

Channel Measured infill  Model infill  

m3/y m3/y 

Brazos Santiago jetties  157,000   154,000  

Brazos Santiago outer  132,000   124,000  

Mansfield jetties  27,000   41,000  

Mansfield outer  2,000  0    

 

The combination of northward directed transport close to 
the shoreline, which increases to the south, and a southward 
directed transport in deeper water, which increases to the 
south results in a drift divide somewhere in the middle of 
Kenedy County.  North of this area, the littoral drift 
integrated over a period of one year and over a profile 
perpendicular to the coast is directed to the north. South of 
this area the littoral drift integrated over the profile and the 
year is to the south. The precise location of the drift divide is 
difficult to determine and will vary from one year to another, 
because of variable forcing such as storms and hurricanes. 

V. COASTAL MANAGEMENT IMPLICATIONS 

Findings of this study might have some important 
implications for coastal management decisions. The design 
of beach nourishments should be done with care. Material 
placed on the beach will gradually move north, but shoreface 
nourishments will gradually move south. 

Dredged material from the Brazos Santiago channel that 
is dumped into the placement sites immediately north of the 
channel will soon return to the channel. It should either be 
disposed on the southern side, or closer to the shore. The 
design of breakwaters should bear in mind that the length of 
them will influence the direction of the sediment bypassing. 

VI. CONCLUSIONS 

A fully coupled model of waves, currents and sediment 
transport has been set up to compute the sand transport fluxes 
and pathways for the South Texas coast. The model has been 
calibrated against measured waves, currents and water levels 
and the sediment transport model has been verified against 
measured channel infill. In all cases the comparisons were 
good which indicates that the model performs well along the 
open coast. The predicted channel infill rates match well with 
observed bed level changes in 2018 and with the long-term 
dredging records presented in [2]. 

Comparisons have also been made against predictions of 
littoral drift rates using well-established coastal sediment 
transport models and recently published rates of shoreline 
change in the area. Conventional wisdom is that littoral drift 
is directed northwards. However, when the combined 
influence of both waves and currents are considered, the 
modes of sediment transport and respective pathways are 
more complex than reported by previous authors.  

The combination of stronger ocean currents during the 
high wave events from the north results in a dominant 
southerly transport along most of the South Texas coast. 
Only in the northern half of Kenedy County are the residual 
transport rates to the north. 
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Figure 8. Northward component of the yearly averaged sediment transport along the South Texas coast  
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Abstract –The radial sand ridges of the southern China 

Yellow Sea, located in the coastal zone where the interaction 

between land, sea and human activities is the strongest, is well 

known as the largest tidal ridges in the world. To evaluate the 

effects of sediment transports to an offshore wind farm, a fully 

coupled TELEMAC(2D)-TOMAWAC-GAIA model was thus 

developed to analyse the associated morpho-dynamics resulting 

from the influence of currents and waves. 

The process of numerical simulation was divided into two 

parts. Firstly, a large-scale simulation using TELEMAC-2D + 

TOMAWAC was performed around the China Yellow Sea and 

the East China Sea to obtain the boundary-imposed wave 

spectrum suitable for the offshore area. Secondly, a local scale 

coupling of TELEMAC-2D + TOMAWAC + GAIA around the 

radial sand ridges was performed using the wave spectrum 

obtained from the large-scale simulation. The influence of the 

pile foundation on the flow conditions was simulated by 

providing a drag force close to each pile foundation. The fully 

coupled model demonstrates its ability to simulate the sediment 

transports and morpho-dynamics evolution of the study area. 

Keywords: Sediment transports. Non-cohesive sediment. Coupled 
model. 

I. INTRODUCTION 

The South Yellow Sea's radial sand ridge is situated south of 
the former Yellow River Delta and north of the Yangtze River 
Delta, in a shallow sea area off the coast of middle Jiangsu with 
rich offshore wind energy resources. The sand ridge spreads over a 
huge area and is characterized by a unique fan shape forming the 
seabed and a clear asymmetrical frame between the north and the 

south [1] (cf. Figure 1). Due to the interaction between ocean 
tides, waves and the particular properties of the sediment 
deposited, the bed features and their displacements are very large, 
causing considerable trouble to offshore wind power projects. 

As a new energy resource, wind power is often regarded as 
green and pollution-free energy. With the maturity of the basic 
technology, China's offshore wind power market is gradually 
expanding. Up to 2021, the cumulative total installed capacity of 
China's offshore wind power had reached 25.35 GW [2]. During 
the operation and maintenance of the offshore wind farm, it was 
found that the pile foundations were affected by important 
scouring issues. 

This article presents a numerical study of flow and sediment 
transport processes in the study area, based on the 3-way coupling 
2D models of TELEMAC-2D, TOMAWAC and GAIA. Firstly, 
the numerical model and its setup are briefly introduced. 
Secondly, the model calibration against tidal and wave data is 

presented. Finally, numerical results are summarized and 
discussed. 

 

 

Figure 1. Study area and the nested mesh (mesh 1). 

II. NUMERICAL MODEL 

Since the area where the wind farm is located is in offshore 
shoal, to reasonably consider the local wave and hydrodynamic 
conditions, the model is a nested model of two different scales. 
By considering the coupling between TELEMAC-2D and 
TOMAWAC in the large-scale model (cf. Figure 1), the 
boundary input wave spectrum of the small-scale wave model 
is computed. In the small-scale model (or sub-model), the 
Soulsby-Van Rijn formula [3] was used to compute sediment 
fluxes due to the combined action of waves and tides.  

Hereafter, about the general modelling strategy, 
bathymetric and boundary conditions are briefly introduced.  
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A. General model 

This simulation work handles a total of two meshes which 
are described below.  

To fully account for the influence of waves in the small-
scale model (sub-model), the boundaries of the waves in the 
sub-model are extracted from the large-scale model. The large-
scale model (named Mesh 1, cf. Figure 1) contains 96,589 
nodes and 189,257 elements, with a resolution varying between 
250 m and 10 km, which is sufficient for wave and 
hydrodynamic studies. The model spans about 950 km from 
north to south and can reach as far as 500 km offshore and 
includes the sub-model at its centre. 

The study area (sub-model) is also centred on the radial 
sand ridge in the South Yellow Sea (cf. Figure 2). The 
boundary of the model is about 120 km away from the 
coastline, and the north and south spatial span of the model is 
about 100 km. In this area, the transports of both bedload and 
suspended sands is considered for prediction of bed evolution 
using a three-way coupled 2D-model. 

 
Figure 2. Mesh of sub-model used in TELEMAC-2D&GAIA (mesh 2-1) and 

used in TOMAWAC (mesh 2-2). 

To guarantee the accuracy of the simulation over the radial 
ridge while being able to reduce its computation time, two 
meshes with different mesh resolutions are used for 
TELEMAC-2D and TOMAWAC modules, using the 
TEL2TOM feature. For TELEMAC-2D, a finer mesh (named 
Mesh 2-1) is used: it is progressively refined from an element 
size of 1 km far from the piles to an element size of 100 m 
close to the shore. The resolution is further adjusted to an 
element size of 10 m in a square domain of 100 m x 100 m 
around each pile. The number of elements of this mesh is 
330,505 elements, and the number of nodes is 165,803. For 
TOMAWAC, a progressively refined mesh is adopted (named 
Mesh 2-2): from an element size of 1.5km far from the shore to 
a size of 200 m on the shore. The mesh contains 100,370 
elements and 50,736 nodes. 

 

 

 

 

Table I Model and corresponding mesh 

Mesh 

Name 

Mesh Properties 

TELEMAC Module Mesh Size Element 

Number Mesh 1 TELEMAC-2D/ 
TOMAWAC 

950 km X 500 km 189 257 

Mesh 2-
1 

TELEMAC-2D/GAIA 120 km X 100 km 330 505 

Mesh 2-
2 

TOMAWAC 120 km X 100 km 100 370 

 

B.  Bathymetry 

The bathymetric data in the study area was projected onto 
the mesh by linear interpolation using data from the General 
Bathymetric Chart of the Oceans (GEBCO) 2021 dataset [4]. 
The GEBCO dataset is a global terrain model for ocean and 
land, providing elevation data, in meters, on a 15 arc-second 
interval grid. For the large model, the seabed is gradually 
raised from -124 m offshore to 9 m near shore (cf. Figure 3). 
However, it is not the same case with the sub-model, 
bathymetry levels vary between -50 m and 9 m due to the 
radial sand ridge. 

 
Figure 3. Bathymetry and forcing scheme of large model (TPXO Tide = 

Oregon State University Tidal Predicition Model). 

C. Tidal boundary conditions 

In both the large- and local-scale models, the liquid 
boundary is read from Oregon State University Tidal 
Prediction Model (TPXO Pacific model). TPXO is a global 
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model of ocean tides, which best-fits, in a least-squares sense, 
the Laplace Tidal Equations. The methods used to compute the 
model are described in details by Egbert et al. 1994 [5] and 
further by Egbert and Erofeeva, 2002 [6].  

The TELEMAC-2D model is then forced by TPXO tidal 
model (cf. Figs 3 and 4), providing water depth and velocities 
at the oceanic open boundaries to reproduce local tides in the 
study zone. To stabilize the hydrodynamic conditions in the 
early sediment simulations, a stable initial TELEMAC-2D 
model was computed before starting the coupling step. After 
testing different boundary types, both water depth (H) and 
velocity components (U, V) were imposed on liquid 
boundaries. 

 
Figure 4. Bathymetry and forcing scheme of sub-model. 

D. Wave boundary conditions 

In the large-scale model, waves generated by the wind are 
considered. Dissipation mechanisms such as white-capping, 
depth-induced wave breaking, dissipation by bottom friction, 
and nonlinear wave effects between quadruplets are also 
modelled. Similar mechanisms are considered in the sub-
model. The wave spectrum extracted from the large-scale 
model is imposed at the nested boundaries to better describe 
surges in the vicinity of the wind farm, cf. Figure 5. 

As for the tides-only case, a stable initial condition of both 
hydrodynamics and waves is computed by considering the 
combined influence of tides and waves. This result is then used 
as initial condition for the three-way coupling model to 
guaranteed stability and convergence of the solution. 

 
Figure 5. Imposed spectrum and boundary of TOMAWAC model. 

E. Atmospheric conditions 

The National Oceanic and Atmospheric Administration 
(NOAA/NCEP CFSv2) hourly reanalysis of wind field data is 
filled into the model using linear interpolation [7]. The 
National Centres for Environmental Prediction (NCEP) 
Climate Forecast System (CFS) is a fully coupled model 
representing the interaction between the Earth's atmosphere, 
oceans, land, and sea ice. CFS was developed at the 
Environmental Modelling Centre (EMC) at NCEP. The 
operational CFS has been upgraded to version 2 (CFSv2) on 
March 30, 2011. Wind-generated waves was computed in 
TOMAWAC using hourly data of 10 m high wind field. With 
atmospheric pressure data, the influence of wind on 
hydrodynamic conditions was also computed in TELEMAC-
2D. 

 
Figure 6. NOAA/NCEP CFSv2 wind data (in July 2020). 
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F. Bed conditions and others 

Based on in-situ measurements, the sediment in the study 
area is mainly composed of silt with a particle size of about 
0.25 mm, a porosity of 0.7, and a density of 1960 g/m3 under 
wet conditions. In this work, a single layer of non-cohesive 
sediment was set in GAIA.  

Sediment transport fluxes were computed by the 
Soulsby−van Rijn formula in the fully coupled model, which 
accounts for bedload and suspended transport processes. To 
account for the sediment transport direction, the slope effect is 
considered in the numerical simulations. Moreover, to 
accelerate the sediment simulation, a morphological factor 
equal to  5 was adopted. 

To calculate the effect of wind power pile foundations on 
hydrodynamic conditions, drag force is computed by [8]: 𝐹𝐷 = −12𝜋𝑅2𝜌𝐶𝐷𝑈𝑟|𝑈𝑟| 

Table II Acronym list of the drag force formula 

Variable Name Meaning 𝐹𝐷  Drag force along the central axis of the pile foundation 𝑅 Radius of the pile foundation 𝜌 Ocean water density 𝐶𝐷 Drag coefficient (1.5 was used) 𝑈𝑟 Vector velocity read in TELEMAC-2D 

 

Due to the wide range of latitude covered by the 
computational domain, the Coriolis force term is included in 
the TELEMAC-2D model. Since the seabed properties of wind 
farms are relatively consistent, a uniform Manning friction 
coefficient (0.015) is used. In addition, in order to make the 
computation of sediment stable, the bottom smoothing effect 
(BOTTOM SMOOTHINGS = 2) is considered in both 
TELEMAC-2D and TOMAWAC models. 

III. CALIBRATION AND VALIDATION 

After constructing the model and obtaining preliminary 
results, the authors investigated methods on how to evaluate its 
accuracy. This work is reported in this section.  

A. Tidal model 

Based on the tidal data from the National Marine Data and 
Information Service of China, the data of astronomical tide 
level was first calibrated in the hydrodynamic model. 

 
Figure 7. Positions of the stations (A/B station is for tide and C-1/C-2 station 

is for wave) 

The water level data of local station A (cf. Figure 7) was 
compared with the results of the TELEMAC-2D model (data 
of July 2020 and data of October 2021). After the calibration of 
the large model, since the calibration station A is located in the 
area corresponding to the sub-model, the same parameters as 
the large-scale model, including the Coriolis force coefficient, 
tidal range, friction formula and coefficients, were used to 
compute the sub-model results. As shown in Figs 8 and 9, by 
comparing the 20 days’ astronomical tide data, the water levels 
in the sub-model are well reproduced by the model with a 
maximum bias of about 30 cm in station A.  

 
Figure 8. Comparison of water levels modelled and astronomical tide data in 

staton A in October 2021. 
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Figure 9. Comparison of water levels modelled and astronomical tide data in 
staton A in July 2020. 

The correlation coefficient R of the comparison data is 
obtained using the following formula, where x and y represent 
the astronomical tide data and model data respectively. The 
correlation coefficient is 0.99 at calibration position A, cf. 
Figure 7. 𝑅 = ∑(𝑥 − �̅�)(𝑦 − �̅�)√(∑(𝑥 − �̅�)2∑(𝑦 − �̅�)2) 

Using the same parameters (friction coefficient, tidal 
range...), the results of tidal level were also obtained in station 
B (cf. Figure 10). The overall fitting at B station is not as good 
as that of A, and its correlation coefficient is about 0.94. The 
bias mainly exists at low tide level and neap tide. In station A, 
the change of water level at low tide is better calibrated, while 
in station B, the change of water level at high tide is better 
calibrated. The reason was identified to be the precision and 
smoothness of the bathymetry data. As the authors have not 
attempted to adjust the bathymetry data, this reason is 
speculative. This assumption will be further investigated in a 
future work.  

 
Figure 10. Comparison of water levels modelled and astronomical tide data in 

station B in October 2021. 

B. Wave model 

In the TOMAWAC model, the calibration is performed by 
comparing the significant wave height measured by the 
offshore buoy and the results. After testing different source 
terms and dissipation terms to calibrate the results with the 
measurements at buoy C-1 and C-2, it can be found that the 

trend and value are basically consistent, as shown in Figs 11 
and 12. 

 
Figure 11. Comparison of significant wave height modelled and 

measurements in station C-1 in December 2014. 

 

Figure 12. Comparison of significant wave height modelled and 
measurements in station C-2 in December 2014. 

The results of calibration of significant wave height showed 
that the wave is well reproduced when white capping, 
nonlinear transfers between quadruplets, bottom friction, 
current dissipation, and wave breaking are considered. 
Therefore, in subsequent simulations , the influence of these 
source terms on waves is taken into account. 

IV. RESULTS AND DISCUSSION 

On the basis of the position of pile foundations in the wind 
farm, the drag force is applied by matching mesh nodes within 
a radius of several meters from the (x,y) coordinates of each 
pile foundation. To maintain the adopted Courant-Fredrichs-
Lewy condition, time steps for both TELEMAC-2D and 
TOMAWAC sub-models are equal to 1 s and 10 s, 
respectively. These time-steps guarantee the stability of the 
solution. 

In the study area, the velocity field is influenced by the 
drag force, with lower velocity magnitude values in the 
backflow direction (cf. Figure 13). Furthermore, sediment 
transport is strongly influenced by the combined effects of 
tides and waves in the dune area and the centre of the flat 
sandbar. In proximity of the nearshore boundary, the migration 
of large sediment deposit is also observed. 
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Figure 13. Velocity field near pile foundation after applying drag force 

 

 
Figure 14. Erosion and deposition in wind farm around the pile foundation, 

the results indicate that the scour pit will be backfilled during this time. 

Morpho-dynamic results show that there are some pile 
foundations are seriously affected by erosion and deposition. In 
addition, due to the drag force, in the wind farm there is an 
obvious tendency to strengthen the scour near some pile 
foundations, but there exists also scour near pile foundations 
that have been backfilled, as shown in Figure 14. In some areas 
next to the wind farm, sediment erosion or deposition is less 
intense than that on the other side of the wind farm, due to 
weaker tidal and wave conditions. 

 

 

 

 

V. CONCLUSION 

In this study, the three modules TELEMAC-2D-
TOMAWAC-GAIA are coupled to to simulate sediment 
transport processes in an offshore wind farm area. Models of 
different scales are implemented in order to predict the wave 
conditions around an offshore windfarm.  

By applying the drag force, the influence of the pile 
foundation on the hydrodynamic conditions and the formation 
of the scour pit are studied. Based on calibration for tidal and 
wave conditions, an attempt was made to study the evolution of 
scouring processes by using reanalysed wind field data. This 
assesses the coupling of modules TELEMAC-2D, 
TOMAWAC and GAIA at predicting scouring formation 
around offshore structures.  

In future work, the model will be refined and benchmarked 
against actual site data to better calibrate it for predicted 
offshore scouring formation.  
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Abstract – Sediment transport and the related sedimentary 

and suspension processes play a fundamental role in the 

dynamics of coastal environments (Holdaway et al., 1999) [1], 

such as lagoons and estuaries. Furthermore, it is of primary 

importance to understand and quantify the hydrodynamics 

driving the processes. 

Historically, the traditional techniques used are based on 

the acquisition of precise in situ measurements of current 

velocity, water flow and concentration of suspended solids 

(SSC). The main limitation of this approach is, therefore, the 

poor spatial and temporal resolution, which is very often 

insufficient to describe the variability associated with highly 

dynamic coastal environments (Gartner, 2004) [2]. Therefore, 

alternative methodologies are proposed to evaluate the plume 

of sediments in estuary areas. The results and methods may be 

helpful in coastal management and understanding the 

evolution of the entire estuary from the perspective of shoreline 

change.  

Keywords: Sediment transport, Estuary, Coastal areas  

I. INTRODUCTION 

Over the last decades numerous models for sediment 
transport prediction have been proposed with application to 
fluvial transport or littoral transport. However, the morpho-
dynamic interactions that occur at the river mouth are still 
difficult to predict given different concurring phenomena, 
deriving from both river hydrology and estuarine 
hydrodynamics. Knowing the magnitude of these phenomena 
is important to analyse and predict sediment patterns 
suspension, deposition and potential effects on biological 
processes. The paper investigates the possibility to use 
satellite image of suspended sediment patterns at river mouth 
for the calibration of numerical estuarine hydrodynamic 
models.  

II. CASE STUDY 

The present study analyses the sediment transport at the 
Piave estuary (Italy, Adriatic Sea) (Figure 1).  

A. Dataset 

In order to qualitatively ascertain the plume of dispersed 
sediments, the most severe condition was considered. In fact, 
among the most recent flood events, that of December 2020 
was considered. The flood event lasted several days from 5th 
to 7th December 2020, when the hydrometric level exceeded 
1.5m at the hydrometric station of Eraclea (8.6 km from the 
mouth of the Piave River), peaking on 6th December at 20.00, 
when the hydrometric level reached 2.92 m. 

For this event, a hydraulic analysis on the Piave River 
was carried out, assessing the flow discharge recorded from 
water level (https://www.arpa.veneto.it/). On the seaside, the 
main forcing studied was the tide, also given the 
geographical configuration of the Adriatic Sea. The tide 
levels were therefore obtained from the Ispra website 
(https://www.isprambiente.gov.it/it) from the Ravenna tidal 
station, the ideal boundary of the basin and boundary 
condition of the regional model. 

B. Methodology 

The simulation of the sediment transport patterns in the 
study area was undertaken using mostly open-source data 
and tools. 

The numerical modelling suite TELEMAC (see details in 
sub-section C) was selected for the computation of local 
hydrodynamics and sediment transport. The modelling 
approach consisted of sequential coupling between the 
modules TELEMAC-2D [2] and SISYPHE [2]. The 
circulation module TELEMAC-2D provided the current 
fields and water levels used to force the morpho-dynamic 
module SISYPHE for the estimation of suspended sediment 
and bedload transport. 

The estuary of the Piave River is a focal point for the jet 
currents from the fluvial discharge, sea-water circulation 
currents and wave-generated currents. The current field 
resulting from the interaction of these different current 
sources dictates the local morpho-dynamics both in terms of 
the dispersion patterns but also the intensity of the sediment 
mobilization. The computation of the sediment transport in 
the study area was essentially undertaken following three 
major phases: 

a) Regional hydrodynamic model of the North Adriatic 
Sea forced by a time-series of water levels (combined tide 
and storm surge) – using TELEMAC-2D; 
b) Local hydrodynamic model of the estuarine area forced 
by the regional model currents on the offshore boundaries 
and by the river discharge on the lower stage of the river – 
using TELEMAC-2D; 
c) Morphodynamic model of the estuarine area forced by 
the local hydrodynamic model and the initial suspended 
sediment concentration of the upper stage of the river – 
using SISYPHE. 

https://www.arpa.veneto.it/
https://www.isprambiente.gov.it/it
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Figure 1. Case study location (Credit: Google Earth) 

Although possible, internal coupling of the 
TELEMAC-2D and SISYPHE modules was not used, 
meaning that seabed changes induced by the currents have 
not been considered for the computation of the currents in the 
successive time-steps. The seabed remains static throughout 
the hydrodynamic modelling.  

The modelling comprised a real-time period of 5 days 
spanning from the 5th to the 10th of December 2020. The 
period was selected due to the occurrence of a major flood in 
the Piave River, peaking at over 1200m3/s on the 7th of 
December 2020. 

The different simulation phases were intercalated with 
calibration and validation of the models according to the 
availability of data. The results for the sediment transport 
were compared with the sediment plume and sediment 
concentrations qualitatively estimated using the Remote 
Sensing technique with images collected by the Sentinel-2 
mission (see details in sub-section D).  

It is worthy of note that wave-generated currents have not 
been implemented on the present work although their 
influential role on estuarine dynamics is recognized.  

C. Numerical Model Description 

TELEMAC is an open-source modelling system, 
principally developed by EDF-R&D and a consortium of 
international organisations, which integrates various modules 
for the computation of fluvial and coastal processes using 
finite-elements techniques. 

TELEMAC-2D solves the depth-averaged free surface 
flow based on the Saint-Venant equations. The system is of 
general application to hydraulic problems as it is able to take 

into account various phenomena including: propagation of 
long waves; friction on the bed; Coriolis force; turbulence; 
supercritical and subcritical flows; tidal flats and flood 
plains. The module is particularly convenient for cases when 
coupling with other phenomena is required (e.g. waves) or 
when difference forcing terms are at play.  

The boundary conditions can be set for each individual 
boundary node as a pair of depth and velocity (or flowrate) 
conditions, as follows: 

d) Depth conditions: 

• Open boundary with prescribed depth; 
• Open boundary with free depth; 
• Closed boundary. 

e) Velocity conditions: 

• Open boundary with prescribed flowrate; 
• Open boundary with prescribed velocity; 
• Open boundary with free velocity. 

The combination of boundary conditions allows for 
example, for the simulation of a sea boundary forced by tidal 
elevations and currents together with a river boundary forced 
by a stage and a discharge. Furthermore, the model supports 
the use of a Thompson Boundary Condition which allows the 
implementation of an over-constrained boundary for which 
one of the boundary variables (either velocity or water depth) 
is not known precisely. The feature is particularly useful 
when simulating tidal currents inside the domain as typically 
data on tidal elevations are more easily available than tidal 
currents. 

SISYPHE is a sediment transport and bed evolution 
modelling system that allows for the computation of bedload 
and suspended load on cohesive and non-cohesive sediment 
based on various transport relations.  

The suspended load is calculated based on the Rouse 
profile for vertical concentration distribution. 𝐶(𝑧) = 𝐶𝑟𝑒𝑓 ((𝑧 − ℎ)𝑧  𝑎(𝑎 − ℎ))𝑅 

where: 

• Cref is the near-bed concentration; 
• h is the water column depth; 
• z is the reference elevation in relation to the position 

of the boundary layer that separates the bedload and 
suspended load; 

• a is the reference elevation above the bed elevation; 
• R is the rouse number which related the 

vertical-settling velocity and the friction velocity 
corresponding to the total bed shear stress. 

In the model the two-dimensional sediment transport 
equation for the depth-averaged suspended load 
concentration is obtaining by integrating a three-dimensional 
sediment transport equation over the suspended-load zone. 



28th TELEMAC User Conference Paris-Saclay, France, 18-19 October 2022 

 

 

179 

The near-bed concentration used to determine the 
suspended-load profile was based on the Zyserman and 
Fredsoe formula.  

The bed-shear stress formula was calculated based on the 
Manning friction, for consistency with the TELEMAC-2D 
hydrodynamic model. 

SISYPHE allows the user to define an initial 
concentration of suspended sediments at the boundary which 
can be used to introduce the fine sediment that is eroded and 
transported along the upper stages of the river. 

D. Remote Sensing Images 

Remote sensing is, by definition, the process of detecting 
and monitoring the physical characteristics of an area by 
measuring its reflected and emitted radiation at a distance 
(typically from satellite or aircraft). In the present study, two 
different datasets were used to obtain satellite images: the 
widely known satellite Sentinel-2, led by the ESA 
(https://sentinel.esa.int/web/sentinel/missions/sentinel-2);  
and the network of commercial satellite imagery Planet [2]. 
Both allow to obtain aerial images for extreme events. Note 
that the satellite imagery from Sentinel-2 has a lower 
temporal frequency than the areal imagery available in the 
Planet database. Also note that the images do not exactly 
capture the peak of the event, so in this work the image of 
reference in the one closest to the peak of the flood event. 

III. MODEL IMPLEMENTATION 

A. Regional Hydrodynamic Model Setup 

A regional hydrodynamic model of the North Adriatic 
Sea was setup to compute the tidal-driven circulation in the 
region and inform the sea boundary conditions for the local 
hydrodynamic model in the proximities of the Piave River 
estuary. The need for a regional-level model is justified by 
the limited availability of the source terms related to currents 
in order to drive the numerical model. The water levels, 
however, may be obtained from publicly available databases 
and create an over prescribed model that is solved with the 
Thompson characteristics method. 

The Italian government agency Ispra maintains a network 
of tide gauges, the RMN (Rete Mareografica Nazionale), that 
provides surface elevation measurements at many locations 
along the Italian coast at a time step of 10 minutes. 

It is important to note that even tough tidal constituents 
are known in several stations across the Adriatic, both along 
the Italian and the Croatian coast, the use of tidal prediction 
methods to generate the boundary conditions at the 
boundaries had to be discarded due to the predominance of 
the storm surge component in the water levels for the period 
simulated. Generally speaking, the astronomical tidal 
excursion in the Adriatic Sea is relatively small. The 
Northern end of the Adriatic Sea, however, is infamous for 
its exceptional floods (acqua alta) that result from a 
combination of phenomena including the storm surge 
generated by the South-Eastern winds (Scirocco) and 
tendency for seiching at the main basin and sub-basins. 

Given the complexity of simulating all the phenomena 
that make up the total sea water levels it was instead decided 
to use as boundary condition the actual total levels measured 
by the tidal gauge network. Three locations have been 
selected: Ravena, Trieste and Venezia. The first used as 
boundary condition and the other two to verify the model 
accuracy. It is noted that over the five (5) days period of 
simulation the mean sea level was on average 0.6 m above 
the overall annual level. Water level measurements on the 
Croatian coast were not available which hindered the 
possibility to establish properly the water elevation gradient 
along the offshore boundary of the model. 

The numerical model simulations using TELEMAC-2D 
were performed in a finite-element triangular flexible mesh 
created in BlueKenue (Figure 2). The model bathymetry was 
based on free-source gridded data from GEBCO with a 
spatial resolution of 15 arc-second. The mesh has 29,767 
elements with an edge length ranging from 20 m to 4,000 m. 

The numerical model simulated the period between the 
5th December and the 10th December 2020 for a total of 
172,800 timesteps. The timestep of the input conditions 
varies every 600s (10min) and the computational timestep is 
2.5 s. 

 
Figure 2. Regional Model mesh and bathymetry. 

A. Local Hydrodynamic Model Setup 

The local hydrodynamic model of the Piave River estuary 
and vicinities was setup to compute the interaction of sea 
currents and river currents. The nested approach was 
considered necessary due to the high requirements of the 
estuarine area in terms of spatial and temporal resolution. It 
is reasonable to assume that the river flow has no impact in 
the regional hydrodynamics. The same is not true on a local 
level, particularly in the vicinities of the mouth. 

The local model domain was setup with a refined mesh 
(17,221 elements with edge-length varying between 2 m and 
300 m) and bathymetry near the shore and includes the lower 
stage of the river up to the location of the Eraclea stream 
gauge used for the forcing of the fluvial discharge in the 
model. 

https://sentinel.esa.int/web/sentinel/missions/sentinel-2
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The Italian agency ARPA provides free-source time 
series of hydrometric levels at various sections along the 
Piave River at hourly intervals. The stage-discharge curves 
are frequently calibrated based on in situ measurements and 
published to the public.  

The model was setup with fully defined terms on the sea 
boundary (water depths and current velocity vector on each 
node) obtained by the interpolation of the regional model 
results over the local model boundary (Figure 3). The river 
boundary was forced with the discharge time-series obtained 
from ARPA (Figure 4). 

The local model simulated the period between the 5th 
December and the 10th December 2020 for a duration of 
432,000 timesteps. The timestep of the river input conditions 
varies every 3600 s (1 hour) and the computational timestep 
is 2.5 s. 

 
Figure 3. Local hydrodynamic model, sea boundary conditions. 

 

Figure 4. a) Detail of the local hydrodynamic model at the Piave River 
mouth. b) Discharge curve for the period of simulation. 

B. Sediment Transport Model 

The sediment transport modelling with SISYPHE was 
performed over the local model domain. The currents field 
(water depths and currents) calculated in the local 
hydrodynamic model simulations is used to drive the 
computation of the sediment transport. 

The sediment properties are represented as a non-
cohesive non-uniform sand with mean diameter of 0.20 mm 
based on data obtained from [5]. Critical shear stress for 
suspension is based on Shields theory. Friction is consistent 
with the semi-empirical model selected hydrodynamic 
model.  

IV. RESULTS 

A. Validation 

The calibration / validation procedures are fundamental 
for the accuracy and confidence in numerical models, even 
more so when the models are chained or coupled and include 
processes of different origin. 

Unfortunately, validation requires comparison of the 
numerical data with actual measured data which for the 
majority of the cases requires in situ instrumentation and 
measurements and is, therefore, spatially and/ or temporally 
limited as well as costly. 

A major hinderance to the development of the present 
study case was the availability of open-source data that could 
be used for the validation of both the hydrodynamic and the 
morpho-dynamic models. 

Thanks to the network of tide gauges installed along the 
Italian coast, it was possible to compare the surface 
elevations time-series produced in the numerical model with 
the measurements at two tidal stations, Venezia and Trieste, 
each about 30 km from the project site (Figure 5). The results 
show a reasonable agreement of the modelled heights and 
measured heights considering how limited was the input data 
and the specific phenomena at play during the modelled 
event (extreme surge elevations were registered over the 
period). 

The magnitude and direction of currents, arguably the 
most important parameter was, however, not verified due to 
the unavailability of data.  

 
Figure 5. Validation of modelled surface elevations against tide gauge 

measurements at Venezia and Trieste. 

During the validation process it was also noted how 
important is the quality of the shoreline detail for these types 
of sea bodies. An initial iteration of the Regional Model with 
a less detailed shoreline that did not include many of the 
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most complex morphological features that are characteristic 
in the Adriatic coast, such as the lagoons and coves, was 
observed to perform significantly worse in reproducing the 
evolution of water levels along the domain. These types of 
water bodies, most notably the larger lagoons such as the one 
at Venice, appear to act as reservoirs and play a role in 
regulating the circulation of water in the regional basin. 
Increasing the detail of the shoreline at the regional scale is 
time-consuming but fairly inexpensive given the widely 
available open-source satellite imagery.  

In is to expect as well that a better description of the 
bathymetry near the coast and particularly in the previously 
mentioned water bodies could provide further improvements 
on the hydrodynamic model quality. Free-source bathymetric 
data of higher resolution is, however, scarcer. 

The local hydrodynamic model was not validated as it 
required a dedicated in situ campaign at the Piave River 
estuary. However, the observed evolution of the sediment 
plume in the river during the events as captured by the 
Sentinel-2 images allows for a high-level qualitative 
perception of the model’s ability to reproduce the overall 
current direction. 

 To validate the dispersion of the sediment plume, the 
images obtained by remote sensing are compared with the 
results extracted from the model. This procedure allows to 
use observed sediment plume as a representation of the 
estuarine hydrodynamic pattern that may be used as a model 
calibration target.  

 
Figure 6.   Remote sensing image for the flooding event of  7th December,  

time 10.17 am (Credit: Planet Earth Observation) 

B. Role of the Sea Currents 

The magnitude of the currents generated by the water 
level variation at sea is observed to be much lower in 
comparison to the discharge of the river during the flood 
event. Nonetheless, even in this case it is notorious how the 
interaction of the river currents with the sea currents affects 
the propagation of the river discharge “jet”. A comparison of 
the discharge “jet” shape, at the same time-step, with and 
without the inclusion of sea currents is shown in Figure 7.  

Despite their lower magnitude, the sea currents interact 
with the river discharge currents and are able to divert the 

flow direction. The resulting jet is reminiscent of the 
observed sediment transport patters. 

 
Figure 7.   Effect of the sea currents in the discharge jet. 

C. Sediment Plume 

Finally, the SISYPHE results are shown (Figure 8). It is 
noted that the plume is dispersed in the south-west direction 
as confirmed by the remote sensing image (Figure 6). It is 
also highlighted that the extent and shape of the sediment 
dispersion is generally well reproduced, even if in the north-
east part in the model has an arched shape that is not 
reproduced in the reality. The spatial variation of the 
concentration magnitude, however, is not measurable using 
the remote sensing image.  

We further note that the implemented bathymetry has a 
very low spatial resolution especially near to the beaches and 
the shoreline (dx=450m), which could generate a variation in 
the shape of the plume. 

 
Figure 8.   SISYPHE simulation result for the flooding event 
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V. CONCLUSIONS AND FUTURE DEVELOPMENTS 

The present study case aimed at reproducing the morpho 
dynamics of the flooding event occurred at the Piave River in 
the period of 5th to 10th December 2020. Numerical modelling 
of fluvial discharge, water circulation and sediment transport 
was undertaken using the open-source modelling system 
TELEMAC, namely the modules TELEMAC-2D and 
SISYPHE. 

The first results show potentiality in the use of satellite 
images of suspended sediment plume as a calibration target 
of numerical models. 
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Abstract – It is common in many parts of the world, to find 

large ports and harbours lying adjacent to ecologically 

important areas of coastal habitat and these ports and 

harbours have to manage their maintenance dredging in a 

manner that is sustainable for neighbouring wetlands. Part of 

this consideration includes considering whether dredged 

sediment can be used beneficially in and around the wetland 

areas to improve habitat and functioning.   
This paper considers the use of sediment recycling (also 

known as non-direct or “strategic” placement  of cohesive 
sediment in the Stour-Orwell Estuary system in the south east of 

the UK, which has been in operation since 1998. The paper 

summarises how monitoring and well-validated morphological 

models can be used to identify the effectiveness of this type of 

scheme. 

Keywords: sediment recycling, beneficial use, monitoring, 

morphological modelling, validation. 

I. INTRODUCTION 

A. Background 

It is common in many parts of the world, to find large ports 
and harbours lying adjacent to ecologically important areas of 
coastal habitat and these ports and harbours have to manage their 
maintenance dredging in a manner that is sustainable for 
neighbouring wetlands.  Part of this consideration includes 
considering whether dredged sediment can be used beneficially in 
and around the wetland areas to improve habitat and functioning.   

Beneficial use of dredged material for habitat creation, also 
termed “sediment recycling”, can take many forms.  This paper is 
specifically concerned with “sediment recycling”, also known as 
non-direct or “strategic” placement, of cohesive sediment, arising 
from ongoing water column recharge in the Stour-Orwell Estuary 
system in the south east of the UK.  This estuary system is the 
location of the Port of Felixstowe is situated, which is the UK’s 
largest container port.  Sediment recycling has been ongoing in 
this estuary system since 1998, with the objective of mitigating for 
perceived impacts arising from deepening of the approaches to the 
port (see Section I.C).    

B. The Stour/Orwell Estuary System 

The Stour/Orwell system (Figure 1) is meso-tidal (3.6m mean 
spring tidal range at the estuary mouth).  The fluvial input into the 
system is low (the mean total fluvial discharge into the Stour and 
Orwell Estuaries is less than 5 m3/s).  

Figure 1. Stour/Orwell Estuary System 

With the exception of Harwich Harbour (which is the name 
given to the confluence of the Stour and Orwell Estuaries, at the 
estuary mouth) waves inside the estuary system are locally wind-
generated.  Typical wave heights are 0.2-0.3m in the Stour and 
0.1-0.2m in the Orwell [1, 2].  During strong westerly winds, 
however, waves can rise up to 1 m throughout much of the Stour 
Estuary [3].   Waves in the Orwell are generally lower because of 
the reduced fetch lengths.  The Stour and Orwell estuaries have 
extensive muddy flats (and to a lesser extent, saltmarsh) which are 
protected habitats because they support nationally and 
internationally important numbers of migratory and wintering bird 
species.   

The Port of Felixstowe is located on the east side of Harwich 
Harbour. Harwich Haven Authority (HHA) annually undertakes 
maintenance dredging of 2.4 Mm3 of soft mud.  Up until the 
present day this mud was dredged by trailer suction hopper 
dredger (TSHD), aided by plough dredging in the berths.  This 
material is disposed around 30 km offshore.  The sediment 
supplied to the estuary is almost all from offshore marine sources 
[1] and predominantly enters from the near-shore zone north of the 
entrance along the Suffolk Coast.   

C. The sediment recycling strategy 

Sediment recycling was instigated within the Stour/Orwell 
Estuary system as a condition of  consent for the 1998/2000 
capital deepening of the approach channel to Felixstowe Port 
from -12.5 mCD to -14.5 mCD [4].  There was a concern that the 
deepening, trapping of sediment and subsequent offshore 
disposal, could reduce the supply of sediment to intertidal areas 
within the estuary system [5].  Sediment recycling of 
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maintenance material was proposed as a mitigation to any 
increase in the overall erosion rate of intertidal habitat, the idea 
being that the release of dredged material into the water column 
would increase suspended solids, and hence deposition, over 
intertidal habitat.   

The mitigation proposed to offset this risk was sediment 
recycling.  The sediment recycling began in 1998 and has 
continued to the present day.  Over the first decade there were 
various adjustments as to the method and amount of recycling [1, 
6], but after 2008 the annual amount of sediment recycling was 
set at the level of 50,000 tonnes dry solids per annum, which has 
remained consistent until today.  Sediment recycling can occur in 
the Stour/Orwell at any time of the year but it is normal for 3 
sediment recycling campaigns to be carried out annually.  These 
campaigns typically occur over a 4 or 5 day period with 3 to 5 
placement operations on the flood tide only.  Placement occurs at 
each of the three placement sites (Erwarton Bay, Copperas Bay 
and the Lower Orwell – see Figure 2) in succession.   

Placement typically occurs over a period of around 20 
minutes with the dredger (hopper capacity: 1,500 m3) moving 
landwards at an over-the-ground speed of 2-2.5 m/s.  Typically 
each placement discharges an average of 560-570 tonnes dry 
solids each over this 20 minute period.  The intention is to release 
the sediment slowly into the water column to enhance the mixing 
of the placed sediment. This modified mitigation (representing 
placement of approximately 4% of the maintenance dredging 
mass/volume) appears to be successful in enhancing intertidal 
habitat whilst not causing adverse effects on fishery interests.  At 
the time of writing an estimated 2.3 Mtonnes, representing the in 
situ volume of around 4.6 Mm3, has been recycled. 

 

Figure 2. Sediment recycling methodology 

 

II. METHODOLOGY 

A. Bathymetric Monitoring 

As part of the consent agreement for the 1998-2000 approach 
channel deepening a package of monitoring tasks was 
implemented, including subtidal bathymetric surveys over the 
whole estuary system and LiDAR measurements over the whole of 
the intertidal areas every 5 years.   Surveys of the subtidal (using 
multibeam) and intertidal bed levels (using flown LiDAR) were 

undertaken in 2005/6 and 2015/6 by Harwich Haven Authority.  
These surveys were combined to produce representations of the 
subtidal tidal and intertidal bathymetry in the Stour and Orwell 
estuary system for 2005 and 2015.  The change in bed levels over 
the period 2005-2015 (shown below in Figure 3) were used as a 
basis for calibration of the morphological model. 

The results of the bathymetry/LiDAR surveys undertaken in 
2005 and 2015 indicate a gain of 2.2 ha/yr of intertidal area in the 
Stour and a gain of intertidal area in the Orwell of 2.8 ha/yr (at the 
0 mCD level).   The gain in intertidal area in the Stour is 
principally the result of net accretion in the upper Stour in 
Holbrook Bay and west of this on the lower intertidal between the 
0 mCD and +1 mCD contours.  Erosion principally occurs in the 
lower Stour in Erwarton Bay, east of Harkstead on the north bank, 
and in the east of Copperas Bay on the south bank.  The main 
feature in the Orwell Estuary is the loss in the volume of intertidal 
areas above +1m CD, but again considerable accretion occurs 
between the 0 mCD and +1 mCD contours. 

B. Tidal discharge and sediment flux measurements 

Data on water discharge and sediment flux were collected 
during surveys commissioned by HHA in February 2001 (spring 
tide conditions), on 21 October 2020 (spring tide conditions) and 
on 25 October 2020 (neap tide conditions).  Profiles of current 
velocity and acoustic backscatter were collected along transects 
using a vessel mounted ADCP.  Figure  shows the location of the 
ADCP transects used to collect discharge and flux data at regular 
intervals through a spring tide on in February 2001 and October 
2020. 

 

Figure 4. ADCP transect locations for 2001 and 2020 surveys 

 

C. Water level measurements 

Water level measurements for validation of the flow 
component of the sediment transport model were obtained from 
the Tide Gauge at Harwich and were provided by HHA.  In 
particular, the model was compared against water levels for the 
16 February to 2 March 2001 and 12 October to 10 November 
2020. 
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III. MODELLING 

A. Flow model set up 

The TELEMAC-3D code was used as the basis of the 
morphodynamic model.  Figure 5 shows the model domain and 
mesh used in the present study. The resolution of the mesh is 
coarsest in the middle of the domain, away from coastal 
boundaries, with an element size of about 5 km. Resolution 
within the outer channel was approximately 90 m reducing to 40 
m or finer inside the Harbour (Figure 6). Resolution within the 
Stour and Orwell estuaries was set to approximately 80 m or 
finer.  

The flow model was driven on the boundaries of the model 
using predicted tides for a spring-neap cycle provided by the UK 
Admiralty’s TotalTide© software. A total of 8 tidal station 
locations were use, and the levels between each tidal station were 
linearly interpolated along the length of each of the tidal 
boundaries. The freshwater flow input to the Stour and Orwell 
Estuaries is generally very low and so no freshwater runoff was 
included in the model. 

 

 

Figure 3. Measured change in bathymetry over the period 2005-2015 

 

B. Wave model set up 

Instead of TOMAWAC, the wave model SWAN was used to 
consider the processes of wave generation by local wind 
conditions and wave transformation owing to the potential for 
wave reflection from the Port of Felixstowe and Harwich 
International quays (wave reflection was not represented within 
the TOMAWAC wave model at the time of the studies).  SWAN 

is a 3rd generation spectral wave model, which simulates the 
transformation of random directional waves including wave 
shoaling; wave refraction; depth-induced breaking, bottom friction 
and whitecapping; Wave growth due to wind; wave reflections 
from structures or rocky shorelines; and, far-field wave diffraction.  
The SWAN model has been extensively validated [8, 9, 10] and is 
widely used for coastal wave modelling.  
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The SWAN model was configured so that the model mesh 
was identical to the TELEMAC-3D mesh. The SWAN wave 
model was driven by application of wave conditions to the 
offshore boundaries of the model and by a spatially varying wind 
over the model domain. Wind data were obtained from Met 
Éireann’s MÉRA reanalysis [11, 12] for a point offshore from 
Felixstowe at 51.9°N 1.328°E. These wind conditions were 
analysed to derive representative wind conditions (see below) for 
eight direction sectors. The spatial variability of the wind was 
modelled using the WAsP model [13].  

Offshore wave conditions were derived from the ERA5 global 
wave hindcast produced by the European Centre for Medium-
range Weather Forecasting (ECMWF). Wave conditions were 
associated with the wind conditions from MÉRA by correlation by 
direction sector. 

The variation in wave direction, size and period was 
characterised into 8 “representative” waves which represent the 
“average” wave from each of 8 different directions .  “Average” 
here means the wave whose contribution to fine sediment transport 
is average across the whole range of wave conditions experienced 
from this direction .  These representative waves are sometimes 
referred to as “morphological” waves and the methodology used to 
derive the representative wave is described in [14]. The 
representative or “morphological” waves are presented in Table I. 
For each wave simulation in the morphological model, the water 
levels within the SWAN wave model were varied according to the 
water level predicted by the flow model.  This allowed the effects 
of the reduced fetch and reduced water depth resulting from Low 
Water, and the resulting reduction in wave action, to be 
represented within the morphological model. 

 

 

Figure 5. Model domain and mesh, showing locations of Admiralty tide gauge stations used 
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Table I Morphological wind and wave conditions 

Direction Wind 
speed 
(m/s) 

Offshore 
wave height  
Hs (m)  

Offshore 
wave period 
Tp (s) 

Wave 
Direction 
(ºN) 

Percent 
of time 
(%) 

0 7.9 1.50 6.1 8.8 8.4 

45 9.1 1.26 5.4 32.5 10.4 

90 7.8 1.04 5.2 62.7 8.4 

135 8.0 0.90 4.9 112.1 7.2 

180 10.2 1.30 4.9 194.0 15.2 

225 10.5 1.77 5.7 229.0 22.1 

270 9.0 1.70 5.7 270.0 16.4 

315 8.4 1.80 6.5 337.0 11.9 

 

The additional bed shear stress due to wave stirring was 
computed using the method of Soulsby and Smallman [15] and 
combined with the bed shear stress from tidal currents using the 
approach of Soulsby and Clarke [16]. 

C. Sediment transport model set up 

The sediment transport model used in this study was the 
TELEMAC-3D model – i.e. the same model as the flow model.  
This enables the sediment and flow to be fully coupled and 
able to influence each other at the time-step level.  The change 
in bed morphology arising from the sediment transport 

prediction affects the flow (and for high sediment 
concentrations, the mixing of the sediment throughout the 
water column) and the resulting changes in flow cause changes 
in erosion/deposition and in the distribution of sediment 
through the water column. 

Settling of the suspended mud was parameterised using the 
formula for settling of suspended cohesive sediment 
developed by Soulsby et al [17].  This formula estimates the 
median settling velocity of macroflocs and microflocs and the 
respective weighting of these two components of the spectrum of 
floc sizes and has been validated against  several detailed data 
sets in different NW European estuaries.  The formula is based on 
the shear stress and suspended sediment concentration and thus 
gives a spatially and time-varying representation of flocculation 
of suspended mud particles.  

Hindered settling was represented by the formula given in 
[18] which is based on the equation developed by Richardson and 
Zaki [19] for fine sediment particles.  At high concentrations the 
density of the suspended mud in suspension starts to become 
sufficient to cause some stratification of the density of water 
through the water column.  At this point the suspended mud starts 
to contribute to the (negative) buoyancy effect and introduces 
damping of the vertical mixing, leading to potential increases in 
the near-bed concentrations. This mechanism is included in the 
model using the formulation of Munk & Anderson [20]. 

 

 

Figure 6. Model geometry and mesh within Harwich Harbour 
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A two layer bed model was used for modelling the bed 
exchange processes in the model. In the bed model, the 
uppermost sediment layer represents mobile material that is 
readily eroded each tide by the combined action of currents and 
waves.  Net erosion or deposition occurs in the model depending 
on the balance between the erosion flux from the bed and the 
deposition flux. Deposition of sediment from the water column is 
assumed to occur continuously into the top sediment layer at a 
rate equal to the product of the settling velocity and the near bed 
suspended concentration.  

For the top bed layer, a critical shear stress for erosion of 0.2 
N/m2 was set everywhere. When this threshold is exceeded by the 
combined effect of waves and currents flows, erosion is initiated 
and material erodes from the top bed layer at a rate predefined by 
the erosion rate constant [21] and in this case the constant was 
calibrated to be 0.001 kg/m2/s. This value is within the range used 
by other researchers generally found in the literature (e.g., [18]). 
The underlying bed layer represented the in situ sediment that has 
experienced previous consolidation.   The critical shear stress for 
erosion for this layer was parameterised with spatially varied 
values.  The dry density for the lower layer was set to a higher 
value of 750 kg/m3 (bulk density of approx. 1470 kg/m3) 
representing consolidated cohesive material.  

D. Application to the Stour/Orwell model  

For this study the sediment transport model was run to 
reproduce the morphological change in the estuary system over 
the period 2005-2015, including the effect of the sediment 
recycling over this period.  Over this period (which included 
larger placements occurring before 2008) placement as assumed 
to be (on average) about 66,000 TDS/year with about 44,000 
placed into the Stour and about 22,000 TDS/year being placed 
into the Orwell.   The simulation presented the moving discharge 
of sediment into the water column on the flood tide in the lower 
Stour and lower Orwell as described in Section I.C.  

Simulations of sediment transport over a month-long period 
were undertaken for each of the wave conditions in Table I, and 
the wave conditions were chosen to be representative of the 
period 2005-2015 (8 simulations).   The modelling was then 
repeated without sediment recycling (a further 8 simulations).  
The predicted changes in morphology over the course of these 16 
simulations were then combined and weighted to provide the 
(mean) annual deposition both with sediment recycling (i.e., for 3 
campaigns per year) and without any sediment recycling at all. 

IV. RESULTS 

A. Model prediction of observed intertidal morphological 

change over the period 2005-2015  

The model prediction of bathymetric change is shown in 
Figure 7.  The figure of predicted change matches that of the 
observed change well in Figure 3.  Figure 9 shows a more 
detailed comparison of intertidal change in different regions of 
the estuary system (see Figure 8). 

The figures show that the model does a good job of 
reproducing the distribution of intertidal volume changes over the 
2005-2015 period.  Here we use an objective method of assessing 
the performance of morphological models [22, 23]. 

 

 

Figure 8. Zones used in comparisons of intertidal erosion/deposition rate 
throughout the estuary system 

 

 

Figure 9. Comparison of the observed and predicted mean annual deposition 
(+ve) or erosion (-ve) in the (Top) Stour and (Bottom) Orwell, in each of the 

zones highlighted in Figure 9 

Skill scores are considered to represent a more critical test of 
a model because they represent measurement of performance in 
relation to a baseline prediction – which normally in 
morphodynamic modelling is an assumption of “no change” [22].  
Here we use a Briers Skill Score (BSS) based on the mean square 
error, 𝐵𝑆𝑆 = 1 − 〈(𝑌−𝑋)2〉〈(𝐵−𝑋)2〉  (1) 

where 〈(𝑌 − 𝑋)2〉 = 1𝑁∑ (𝑦𝑖 − 𝑥𝑖)2𝑁𝑖=1  ; Y is set of is a set of 

model predictions, y1, y2, … , yN, and X is a set of  observations, 
x1, x2, … , xN ; B is a set of baseline predictions, b1, b2,. . ., bN, 
with the nth baseline prediction occurring at the same place and 
time as the nth value of the predictions and observations, Y and X.  
B represents the hypothesis of no change so b1= b2 =,. . .,= bN = 0.  

 

Stour Estuary 

 

Orwell Estuary 
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A BSS value of 1 indicates a perfect model.  A BSS value of 0 
indicates that the model is no better than the null hypothesis of 
“no change”. A negative BSS score that the model performs 
worse than assuming no change.   Sutherland et al [22] defined a 
classification table enabling broad rating of the performance of a 
model based upon the BSS score (Table II).  A BSS of > 0.5 is 
considered as excellent.  The data presented in Figure 10 results 
in an BSS of 0.89. 

Table II Classification of model performance according to [22] for the BSS 
based on Mean square error (Equation 1) 

 BSS score 

Excellent 1.0 – 0.5 
Good 0.5 – 0.2 
Reasonable/Fair 0.2 – 0.1 
Poor 0.1 – 0.0 
Bad < 0.0 

 

 

Figure 7. Predicted change in the rate of bed level in the Stour and Orwell 2005-2015 

 

B. Morphological evolution resulting from the sediment 

recycling 

The validated model results shown in Section IV.A allowed 
the morphodynamic model to be used as a tool to assess the 
difference in morphodynamic evolution that occurred as a result 
of the sediment recycling alone over the period 2005-2015.   

The assessment of morphological change including the effect 
of sediment recycling was repeated but now only including the 
effect of background sediment transport alone.  For simplicity 
from now on, we refer to results in terms of the average annual 
change (over 2005-2015).   The additional annual deposition (or 
reduced erosion) resulting from the sediment recycling is 
summarised in Figure 11. The model results indicate the 
following: 

• The main area fed by the sediment recycling is the lower part 
of the intertidal profile, and the shallow subtidal areas of 
Holbrook Bay.   

• In general deposition is fed to the lower parts of the intertidal 
in both estuaries. 

• Much more intertidal deposition results in the Stour Estuary 
than the Orwell Estuary. 21% of the recycled sediment settles 
on the intertidal and shallow subtidal (defined as above -1 
mCD) in the estuaries with percentages of 17.5% (Stour) and 
3.5% (Orwell). 

• In the estuary system as a whole, subtidal deposits (defined as 
below -1 mCD), representing 8% of the placed material, are 
distributed roughly equally between the Stour and the Orwell. 

• A substantial proportion of the recycled sediment (47%) 
deposits in the maintained areas of Parkeston Quay and the 
maintained areas of the approaches and berths to the Port of 
Felixstowe. 

In terms of change in intertidal area Tables III, IV and V 
summarise the effects (changes in volume and area) of the 
placement above CD and also above Mean Low Water (MLW).  
MLW is the level above which the intertidal area is designated as a 
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Special Protected Area. The figures show that the placement 
causes an increase of 1.7 ha/yr above CD but results in a smaller 
increase of 0.8 ha/yr above MLW.  The sediment recycling 
contributes a significant proportion of the year by year increase in 
intertidal area in the system as a whole. 

Table III Predicted annual changes in volume (m3/yr) above the -1 mCD 
contour in the Stour and Orwell Estuary 

 

Table IV Predicted annual changes in intertidal area above CD (ha/yr) in the 
Stour and Orwell Estuary 

 

Stour Orwell Total 

Without placement 4.3 0.6 4.9 

With placement 5.9 0.7 6.6 

Table V Predicted annual changes in intertidal area above MLW (ha/yr) in the 
Stour and Orwell Estuary 

 

Stour Orwell Total 

Without placement 0.0 0.8 0.8 

With placement 0.5 1.1 1.6 

 

 

Figure 11. Predicted changes to the annual evolution of the estuary system due to the sediment recycling (the iso-contour shown is the 0 mCD contour) 

 

V. CONCLUSIONS 

Sediment recycling has been undertaken in the Stour/Orwell 
Estuary system since 1998.  The use of long term bathymetric and 
LiDAR surveying, together with detailed and highly-calibrated 
sediment modelling, has enabled the effectiveness of this 
sediment recycling to be identified with 21% of the release 
material permanently depositing on the intertidal and shallow 
subtidal areas.  This result offers clear evidence that sediment 
recycling approaches of fine sediment can offer substantial 
benefit.  However. whilst effective in stable or more quiescent 
areas, this sediment recycling does not represent a solution in 
areas of the estuary system which are eroding more rapidly. 
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Stour Orwell Total 

Without placement 6,500 -9,200 -2,700 

With placement 28,600 -4,700 23,900 
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Abstract – Regular sampling from the graphic printout file 

is required to couple TELEMAC-2D/SISYPHE outputs as 

inputs to groundwater, ecological modelling, or preparing 

flooding maps. It is possible to use constant time step which is 

computationally costly for long-term simulations using millions 

of mesh nodes for valleys or rivers. Although variable time 

steps can significantly reduce the computational cost without 

violating the stability criterion, they lead to irregular sampling 

from the graphic printout file and control listing. In addition to 

that, maximum water levels within sampling time are required 

to be saved as output for preparing maximum flooding maps. 

This can be extracted by saving water levels at each time step 

which can lead to excessively large files. 

Therefore, in the Future Floodplains project, we updated 

the TELEMAC-2D code for regular sampling from the graphic 

printout file and control listing using variable time steps. To 

save maximum water levels within a sampling time, we updated 

the PRESRES_ and the NOMVAR_ subroutines. To further 

save computational time from weeks to hours, we used 

different morphological factors. 

Finally, for calculating missing SSC samples for sediment 

load boundary conditions, we used wavelet transform coupled 

with artificial neural networks for Belgian rivers.   

Keywords: morphological factor, variable time step, hydro-
morpho-dynamics, spatiotemporal roughness. 

I. INTRODUCTION 

The TELEMAC system is an open-source integrated suite 
of solvers used in hydro-morpho-dynamic simulations. The 
software package provides an opportunity for users to adapt 
and modify the source codes for more precise simulations as 
per their study area requirements. In addition to that, the 
package is also programmed for parallel processing and can 
be installed on high-performance computing machines, very 
easily. Despite the fact of the parallel processing option in 
TELEMAC-2D, reducing computational cost is still 
challenging while simulating large computational domains. 
In particular, when the outputs are required after constant 
time intervals.   

For fast simulations, variable time steps can reduce the 
computational cost by automatically adjusting time step 𝑑𝑡 in  
(1) while keeping CLF between > 0  and ≤ 1.0. 

 CFL = u ∗ dt𝑑𝑥  (1) 

However, the graphic printout file and the listing printout 
(defied output in the below equation) are changed as they use 
variable time step 𝑑𝑡 (2). The graphic printout period defined 
by the user in a steering file remains constant. 

 𝑂𝑢𝑡𝑝𝑢𝑡 = 𝑑𝑡 ∗ 𝑔𝑟𝑎𝑝ℎ𝑖𝑐 𝑝𝑟𝑖𝑛𝑡𝑜𝑢𝑡 𝑝𝑒𝑟𝑖𝑜𝑑 (2) 

Therefore, (2) leads to irregular sampling (when using 
variable time step) from the graphic printout files and control 
listing. To achieve regular sampling (for example after every 
24 hours at 00:00:00), we use a constant time step while 
coupling TELEMAC-2D/SISYPHE output as input in other 
models. Using a constant time step ( 𝑑𝑡 ) requires huge 
computational cost as 𝑑𝑡 should be the minimum numbers 
for the whole computational domain and the whole 
simulation period for satisfying CFL number criteria [1]. In 
most cases, simulation time spreads over weeks while 
simulating millions of mesh nodes for a decadal time scale. 
However, regular sampling can be achieved using variable 
time step (𝑑𝑡 ) by adjusting graphic printout time (2) in 
NOMVAR_ and the PRERES_ subroutines. Which requires 
certain updates in the source code of TELEMAC-2D. 

To prepare flooding maps, the output of the maximum 
water level within the sampling time is also required. Saving 
the water levels at each time step and post-processing the 
binary result file for extracting maximum water levels can 
serve the purpose. However, this method can lead to 
excessively large files of many terabytes (TBs) containing 
water levels at each mesh node for each time step. Therefore, 
an extra coding in PRERES_ and NOMVAR_ is required to 
hold/save the maximum water level at each mesh node within 
the sampling period. 

In addition to that, morphological factors can further 
reduce the computational cost of decadal-scale simulations 
containing hundreds of thousands of mesh nodes [2].  

In the Future Floodplains project [3], we updated the 
source code of TELEMAC-2D for saving daily output (at 
00:00:00) of maximum water levels using variable time 
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steps. The maximum water levels were required for 
groundwater and ecological models for decision support 
system development. Maximum water levels are also 
required to prepare maximum flooding maps of different 
return periods. 

II. STUDY AREA 

The Future Floodplains project study area includes four 
river valleys for which we used TELEMAC-2D/SISYPHE 
for hydro-morpho-dynamic modelling and prepared inputs 
from for groundwater and ecological models. In this article, 
we are presenting the results of Dijle Valley (Figure 1) which 
we replicated for other study areas. 

 
Figure 1. Location of the study area within the Dijle Catchment, upstream 

of the KU Leuven Heverlee Campus. 

The study area within the Dijle Valley has an area of 791 
hectares starting from Sint-Joris-Weert (Figure 1), where the 
Dijle River enters from Wallonia province to Flanders 
province in Belgium. Till 1990 the river in Flanders was 
dredged and cleaned regularly for sediment depositions, 
fallen trees, and bushes. Since 1990, the study area is 
managed under natural processes, allowing the river to flood 
and to meander freely, as a strategy to reduce downstream 
risks of flooding. Until 1990, river deepening and widening 
were observed in the river thalweg survey (Figure 2), which 
were driving more groundwater seepage to the river during 
dry seasons. The river cleaning was also causing lower 
rainfall retention time in the valley and providing efficient 
rainwater drainage. 

After 1990, more sedimentation in the riverbed was 
observed (Figure 2) which is allowing more groundwater 
recharge and flood protection to downstream cities like 
Leuven. Managing the river under the natural processes 
allows fallen trees to stay in the river course and beavers to 
build dams across the drainages (Figure 3) which can be 
modelled by blocking drainages in TELEMAC-2D. Data 
availability and more details about the study area are 
discussed in the following section. 

 
Figure 2. Measured river thalweg data is showing river deepening till 1999 
and recovery afterwards. The layout of tributaries can be found in Figure 4. 

 
Figure 3. Dijle River under natural management where (a) fallen trees are 

not picked up from the river and (b) beavers can block ditches. Photo (a) is 
the river section upstream of Korbeek Dijle and (b) is a small tributary near 
Grens van Oud Heverlee blocked by Beaver. For the location, see Figure 1 

and Figure 4. (Photos are taken on 18 April 2021 by the first author) 

III. MODEL DEVELOPMENT 

A. Computational grid 

We have the river thalweg cross-sectional survey 
conducted in 1969, 1999, and 2017 at approximately every 
20 m distance along the river. As before 1990 the river was 
artificially dredged and riverbanks were cleaned up, it was 
challenging to model the dredging processes and represent 
river bedforms. Therefore, we used 1999 river cross-sectional 
surveys to build a non-uniform computational grid for the 
main Dijle River, its four tributaries, drainage network, and 
floodplain (Figure 4). By comparing cross-sections extracted 
from the 2D geometry base map of TELEMAC-2D with 
measured cross sections, we found a suitable mesh size of 1.0 
m for river channels, <0.5 m for tributaries and small 
drainages, and 10.0 m for the floodplain. As small drainages 
are a very important part of Dijle River networks, their 
correct representation in the computation domain is very 
important to model the processes correctly. For representing 
river tributaries, and drainage networks in the computational 
grid, we post-processed (for <0.5 m mesh) the very detailed 
1.0 x 1.0 m resolution light detection and ranging (LiDAR) 
surface elevation survey of the whole Dijle floodplain 
conducted in 2014 [4]. To represent the floodplain, we used it 
without any post-processing. The final mesh has 588,551 
mesh nodes and 1,174,697 mesh elements.  

a b 
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Figure 4. Location of all boundary conditions, four tributaries, and thalweg 

cross sections (243 till 292, 50 cross sections, see Figure 2) collected in 
2017 by KU Leuven for calibration purposes. For the location of the study 

area, see Figure 1. 

B. Initial conditions 

We used ‘PARTICULAR’ initial conditions and provided 
1.0 cm positive water depth at the inlet of discharge 
boundary conditions (Figure 4) by programming it in 
SUBROUTINE CONDIN. 

C. Boundary conditions 

We implemented discharges at Saint-Joris-Weert, Grens 
van Oud Heverlee, Vaalbeek, Ruwaal, and Ijlse as upstream 
boundary conditions (BC). While water levels were used at 
downstream boundary conditions at E40 near the KU Leuven 
Heverlee campus (Figure 4, Figure 5). The daily discharges 
measured by Flanders Environmental Agency (VMM and 
can be found at https://www.waterinfo.be/) at Sint-Joris-
Weert were used at Sint-Joris-Weert BCs while STREAM 
model simulated discharges were used as discharge BCs for 
the tributaries [5]. Water levels measured by VMM at 
Korbeek Dijle Bridge (KD) were implemented as 
downstream boundary conditions at E40 by adjusting water 
levels using (3). 

 WL_E40 = WL_KD -1.40 (3) 

From 1969 to 1999 negligible bed level changes in the 
river cross sections were observed at both locations, 
therefore, (3) stays valid for computing water levels at E40 
using measured water levels at KD.  

For SISYPHE BCs, we used wavelet transform coupled 
with artificial neural networks (WA-WNN) and 
reconstructed SSC (g/l) as upstream BCs, while downstream 

BC was set as an open boundary with free traces. As 
measured SSC data was only available between 1998 till 
2000 which was collected by [6] at E40, we used it to build 
the WA-WNN model (Figure 6). The WA-WNN model was 
used to generate SSC boundary conditions from 1990 to 2020 
(Figure 5). 

D. New implementation for regular sampling using a 

variable time step 

To have regular sampling, we adjusted LISTING 
PRINTOUT PERIOD and GRAPHIC PRINTOUT PERIOD 
in (2) by updating the TELEMAC subroutine: 

 

Finally, the output was saved by editing the subroutine 
PRERES_ with the following changes: 

 

E. New implementation sampling of maximum water level 

To save maximum water level in all timesteps within 
output/sampling interval (2), we compared the water levels at 
each mesh node with its previous values and only kept the 
maximum values by editing subroutine PRERES_: 

https://www.waterinfo.be/
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After each output/sampling interval (2), we reset the 
maximum water levels with the actual values calculated in 
the respective time step 𝑑𝑡. 

 

In subourtine NOMVAR_ we defined the name of 
maximum water level as 𝐻𝑚𝑎𝑥 . More details about general 
programming can be referred to [1]. 

F. Morphological factor 

Without using any morphological factor (MF), the 
computational cost to simulate Dijle Valley from 1990 to 
2022 was approximately two weeks using 36x7 processors of 
the Flemish Supercomputers (VSC). To reduce the 
computational time, we tested different MFs [2] and compare 
their results with no MF. Using MF=24, our computational 
time was reduced from two weeks to just a single day at the 
cost of a slight reduction in modelling accuracy. Comparing 
bed level changes calculated using MF=24 with no MF, R² 
was approximately at 0.76 [7]. It was at 0.80 using MF=10, 
however, the computational cost was more than a week. 

 
Figure 5. Model boundary conditions upstream and downstream of the 

study area (Figure 1). 

 
Figure 6. Suspended sediment load boundary conditions were generated 
using wavelet transform coupled with artificial neural networks [7]. The 
upstream SSC boundary conditions are a function of 64 days of previous 

rainfall in the catchment. 

IV. RESULTS AND DISCUSSION 

Using daily measured water levels at Korbeek Dijle 
Bridge measured by the Flanders Environment Agency 
(VMM), we calibrated our hydrodynamic model for the river 
channel. Using water level measurements collected by 
Research Institute Nature and Forest (INBO) in the Dijle 
Valley, we calibrated our hydrodynamic model for the 
floodplain. To represent different bedforms, we updated the 
subroutine CORSTR for setting different roughness ranges 
from 0.028 to 0.05 using Manning’s roughness law. We 
found roughness equal to 0.05 best for the floodplain as it is a 
natural conserved area which is vegetated. While its value of 
0.028 was best for the river channel. After setting the correct 
roughness, our model has R² at 0.74 (Figure 7), NSE at 0.72, 
RMSE at 9.9 cm, and MAE at 7.8 cm (Table I), compared to 
the measured data. The simulated water level difference with 
the measurements in the valleys stays less than 50 cm 
(Figure 8). 

The calibrated TELEMAC-2D model was coupled with 
SISYPHE for morpho-dynamic calibrations where we 
updated several morpho-dynamic parameters. The calibrated 
hydro-morpho-dynamic model has R² at 0.70 while 
comparing its results with the daily measured water level at 
Korbeek Dijle (Figure 10). The NSE was at 0.67, RMSE at 
9.5 cm, and MAE at 8.8 cm (Table I). By comparing our bed 
level measurements conducted by the Department of 
Geography, KU Leuven in 2017, we have R² at 0.58 
(Figure 9), NSE at 0.12, RMSE at 39.8 cm, and MAE at 38.0 
cm (Table I). The overall difference between simulated and 
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measured water levels in the valley stays less than 50 cm 
(Figure 10, and Figure 11). 

A. Hydrodynamic calibration 

 
Figure 7. Hydrodynamic calibration at Korbeek Dijle 

 
Figure 8. Hydrodynamic calibration for the water levels in the Dijle Valley 

B. Hydro-morpho-dynamic calibration  

 
Figure 9. Morpho-dynamic calibration using bed level changes 

 
Figure 10. Hydro-morpho-dynamic calibration using water levels at 

Korbeek Dijle. 

 

Figure 11. Maximum difference with water level measurements in the Dijle 
Valley remains less than 50 cm [units in figure are in m]. 

 
Figure 12. Comparison of water levels in the Dijle Valley in hydro-morpho-

dynamic calibration. 

 

Table I Overview of modelling performance in hydrodynamic and hydro-
morpho-dynamic calibrations 

Variable R² 
[-] 

NSE 
[-] 

RMSE 
[cm] 

MAE 
[cm] 

Hydrodynamic calibration 

Water levels at Korbeek Dijle 0.74 0.72 9.9 7.8 
Hydro-morphodynamic calibration 

Bed level changes 0.58 0.12 39.8 38.0 
Water levels at Korbeek Dijle 0.70 0.67 9.5 8.8 

C. Flooding maps 

Using updated code (section III.E), we saved maximum 
water levels within a day (at 00:00:00) calculated in each 
time step (single values at each mesh node). Using the 
whole outputs (daily sampling from 1990-2022) of 
maximum water levels, we calculated their maximum values 
at each mesh node (Figure 13). The method not only saved 
many terabytes (TBs) of space but also saved post-
processing computational costs. 
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Figure 13. Map of flooding (using updated source code of TELEMAC-2D) 
that occurred in Dijle Valley on 17 July 2021 has a discharge of 30.7 m³/s. 
Although the actual discharge of the event was higher, it was not recorded 

due to the overtopping of water level measuring gauges installed at the Sint-
Joris-Weert Bridge and Korbeek Dijle Bridge.  

V. CONCLUSION 

The TELEMAC-2D modelling environment is a very 
powerful open-source tool to simulate hydro-morpho-
dynamic variables using variable time steps for regular 
sampling. Therefore, its hydrodynamic outputs can be used 
as inputs in other modelling tools at desired spatiotemporal 
resolutions without creating excessively large files. In 
addition, the computational time of long-term simulations 
can significantly be reduced using variable time steps, and 
morphological factors. The model also provides the 
opportunity to prepare flooding maps by saving maximum 
water levels within any temporal resolution. The updates in 
subroutines can be included in the next version which can 
save the huge computational cost of the machines using 
TELEMAC-2D all over the world. 
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Abstract – The aim of this work is to reproduce the 

morphological evolution of a reach of an alpine river: the 

Buëch river. For that, a 1D modelling with the COURLIS 

bedload module is used. It allows the representation of bedload 

sediment transport in the riverbed. However, some limitations 

of the code were initially highlighted, and it was necessary to 

implement new features to have results corresponding to the 

bathymetric measurements.  

These developments, including among others a new 

transport formula, the possibility to vary longitudinally the size 

of the sediments, the possibility to represent dredging, are 

tested and validated and will be integrated in V8P4.  

Results obtained with the latest implementations of 

COURLIS show that the code can satisfactorily reproduce the 

morphological evolutions observed in the field along the 

longitudinal profile. The computational times are also 

acceptable with 3 hours computational time to model a 5-years 

period. In addition, COURLIS results are close to those 

obtained with CAVALCADE, a model based on similar 

assumptions. These preliminary, and encouraging, results show 

that COURLIS may be used for future operational studies 

aiming at representing the longitudinal profile evolution of 

riverbeds and reservoirs on multiannual time scales. 

Keywords: COURLIS, longitudinal profile, bed evolution, bedload. 

I. INTRODUCTION 

Modelling the morphological evolution of riverbeds and 
reservoirs is invaluable to better identify the control factors 
of hydro-systems, to predict evolutionary trends of riverbeds 
and to help define and optimize river management projects. 

To meet this need, major developments have been made 
to improve the one-dimensional sediment transport module 
COURLIS of the TELEMAC-MASCARET system. For 
example, recent implementations have been carried out: 

• to have a new scheme for energy slope calculation; 
• to add new bedload formulas (Lefort formula); 
• to simplify sediment supply management on the 

upstream boundary condition; 
• to consider morphological widths in bedload transport 

rates calculations; 

• to allow for a longitudinal evolution of the 
granulometry; 

• to reproduce dredging during simulations. 

The aim of this work is to develop a module that can 
faithfully reproduce the dynamics of suspended load and/or 
bedload as well as the morphological evolution of riverbeds 
and reservoirs. The objective is also to build a COURLIS 
code able to model, within reasonable computational times, 
bed evolutions at time scales ranging from the period of a 
flood to a decade. 

A new version of COURLIS integrating the latest 
developments mentioned above has been tested on a reach of 
the Buëch river in the French Alps composed in its upstream 
part by a straight and embanked channel and in its 
downstream part by a reservoir. The objective of this 
application of the bedload model is to assess and validate its 
ability to reproduce correctly the spatial and temporal 5-year 
evolutions of a longitudinal profile observed on a 
real/operational case. The simulation results are also 
compared with the 1D hydro-sedimentary code 
CAVALCADE, which is developed and owned by 
ARTELIA. CAVALCADE solves the simplified shallow 
water equations in steady regime coupled to a bedload 
transport formula and a volume balance and has been used 
to study the longitudinal profile evolution of numerous 
(mostly) gravel-bed rivers [1; 2]. 

The article is organised as follows: the latest 
developments in the code are presented first, the study site 
and available data are then described, the parametrization of 
the COURLIS numerical model is detailed later, and finally, 
the model results are presented and compared with the 
measurements and the CAVALCADE simulations. 

II. LATEST DEVELOPMENTS 

A. New scheme for energy slope calculation 

MASCARET supports steady and unsteady flow 
computations thanks to the three computational kernels: 
SARAP the steady flow kernel for subcritical, supercritical 
or mixed flow regimes (finite differences), REZO the 
unsteady subcritical flow kernel (finite differences), 
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MASCARET the unsteady trans-critical flow kernel (finite 
volumes). These three kernels can be used with COURLIS 
and chosen according to the specificity of the study cases. 
Different ways to estimate the energy slope can be used in 
steady simulations. For the steady kernel (SARAP), the 
equation of the water line discretized between two 
successive sections 1 (upstream section) and 2 (downstream 
section) with no singularities originally implemented in 
MASCARET is given in Equation 1 (below [3]): 

𝑍2−𝑍1𝛥𝑥 + 21𝐽1+ 1𝐽2 = 0, (1) 

with 𝑍𝑖  the free surface elevation on section i, 𝛥𝑥  the 
distance between two sections, and 𝐽𝑖  the energy slope at 
section i. 

A new option is now proposed which can in certain 
configurations (Soni and Newton test-cases mainly) allow a 
faster mesh convergence (converged results with coarser 
meshes). The upstream slope 𝐽1  is no longer taken into 
account to approximate the energy slope between two 
successive sections as presented in Equation 2 below: 

𝑍2−𝑍1𝛥𝑥 + 𝐽2 = 0. (2) 

The option is used through the 
<decentrement>true<\decentrement> command 
in the MASCARET xcas file. Note that the morphodynamic 
results obtained with the new option for the Soni and 
Newton test-cases do not show significant differences with 
those modelled with the first method. 

B. Upstream solid discharge through an equilibrium slope 

To meet operational requests, a new option is also added 
to COURLIS to use an equilibrium slope instead of explicit 
bedload laws at upstream boundary conditions. The 
upstream solid discharge is then calculated from the chosen 
transport law considering a user-defined equilibrium slope 
and hydraulic variables calculated on the upstream boundary 
condition. This option is activated with the keyword 
UPSTREAM SEDIMENT CONCENTRATION FROM 
EQUILIBRIUM SLOPE set to YES. The equilibrium slope 
value is set in the steering file with the keyword UPSTREAM 
EQUILIBRIUM SLOPE. 

C. Lefort formula 

As “classical” bed load formulas are more adapted to 2D 
models [4], it has been decided to implement in COURLIS 
the Lefort formula [5] which is more dedicated to 1D 
models due to its formalism. The Lefort formula, which is 
frequently used on gravel bed rivers in French engineering 
studies, requires the introduction of the adimensional 
diameter 𝑑𝑚∗  which writes: 

𝑑𝑚∗ = 𝑑𝑚 (𝑔𝑅𝑣²)1/3, 
(3) 

with 𝑑𝑚 the actual particles average diameter, 𝑔 the gravity 
constant, 𝑅 = 𝜌𝑠𝜌 − 1 the relative density, considering 𝜌𝑠  is 

the sediment density and 𝜌 the water density and 𝜈  is the 
water kinematic viscosity.  

The transition discharge 𝑄0  which separates partial 
bedload from general bedload is chosen such as: 

𝑄0𝐵√𝑔(𝑅𝑑𝑚)3 = 𝐶(𝑑𝑚∗ ) (𝑑𝑚𝐵 )1/3 ( 𝐾𝐾𝑝)−1/2 𝐽−𝑚0 , 
(4) 

with 𝐶(𝑑𝑚∗ ) a function to describe the critical Shields stress 
variation with the mean grain diameter: 

𝐶(𝑑𝑚∗ ) = 0.0444 (1 + 151+𝑑𝑚∗ − 1.5𝑒𝑥𝑝 (− 𝑑𝑚∗75)), 
(5) 

𝐵 is the bed width, 𝐾 the Strickler coefficient, 𝐾𝑝  the skin 
friction coefficient and 𝑚0 is an exponent corresponding to 
an increase of the shear stress with slope which writes: 𝑚0 = 1.6 + 0.06𝑙𝑜𝑔10(𝐽). (6) 

The solid discharge is then estimated as: 

𝑄𝑠 = 1.7𝑄𝐽𝑚 𝑅+1𝑅1.65 [0.5 (𝑑84𝑑50 + 𝑑50𝑑16)]0.2 𝐶𝑑 𝐹(𝑄)(𝑅+1)(1−𝑛), (7) 

with 𝑛 the bed porosity, 𝑄 the water discharge, 𝑚 = 1.8 +0.08𝑙𝑜𝑔10(𝐽), 𝑑84,  𝑑50 ,  𝑑16 are respectively the 84th, 50th 
and 16th percentile of the grain size distribution and 𝐶𝑑 is a 
dune correction coefficient which models the increase in 
friction due to the development and the transport of dunes. It 
is set for grain diameters above 0.6 mm. According to [5], it 
has little influence on the results. 

. 

(8) 

The discharge function 𝐹 describes the partial bedload of 
fine particles and general transport, first bedload and then 
bedload and suspended load, via the following expression: 

, 

(9) 

with 𝑚𝑧 the add-on exponent for solid discharge during the 
transition between bedload and suspension: 

 

(10) 
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and 𝐶𝑀 reduction factor of transport for partial bedload: 

 

(11) 

It is important to note that, when the ratio 
𝐾𝐾𝑝 is unknown, 

an alternative is suggested by Lefort and can be activated in 
COURLIS with the boolean ROUGHNESS RATIO WITH 
QSTAR FOR LEFORT. When set to TRUE, the friction 
coefficient ratio is given by: 

 

(12) 

D. Morphological width 

It is possible to modify the morphological width 𝐵 
introduced in the Lefort formula by setting the keyword 
OPTION OF VARIABLE MORPHO WIDTH to TRUE 
along with the keyword FILE FOR GRANULOMETRY 
AND MORPHO. The latter should include the width 
information considered for each profile, and an example is 
provided in Figure 1. Although originally proposed by 
Lefort, the option of morphological width is available in 
COURLIS for all the bedload transport formulas.  

 
Figure 1. Granulometry and morpho file format. 

The morphological width gives the effective width of the 
erodible area in each profile. In particular, this allows to 
calculate the solid discharge more precisely in rivers where 
active channels are less wide than the minor bed. 

Note that the morphological width is usually a variable 
which can be adjusted during calibration procedures. 

E. Longitudinal distribution of the grain size 

The grain size distribution is considered constant on a 
cross section. However, it is possible to give each profile a 
different average sediment size. This option makes possible, 
for example, to represent numerically the sorting in 
granulometry upon arrival in a reservoir, and thus to more 
accurately describe the sediment transport that occurs there. 
Nevertheless, it is worth noting that the longitudinal 

distribution of grain size will remain constant during the 
computation (i.e., sorting processes are not solved). 

This option can be activated through the keyword 
OPTION FOR VARIABLE GRANULOMETRY = TRUE, 
along with the keyword FILE FOR GRANULOMETRY 
AND MORPHO. The file format is shown in Figure 1. 

Note that the average sediment grain size on each section 
is usually defined from field measurements. A calibration of 
this parameter can be eventually performed where data are 
missing or uncertain. 

F. Dredging 

During the calculations, in particular on long time series, 
it may be necessary to represent the dredgings which were 
carried out to be able to reproduce the morphological 
evolutions.  

One or more dredgings can be performed using the 
keyword NUMBER OF DREDGING. Then the location of 
the dredgings should be set with the combination of 
keywords ABSCISSAE OF THE BEGINNING OF THE 
DREDGING and ABSCISSAE OF THE END OF THE 
DREDGING, giving one value for each dredging. Then, for 
each dredging, the depth must be set with the keyword 
DREDGING DEPTH. The time, in the simulation, during 
which dredging is desired must be filled in with the keyword 
DREDGING TIME, giving a value for each dredging. Note 
that a dredging can be carried out on one or several 
timesteps as a function of its duration. 

III. STUDY SITE AND FIELD MEASUREMENTS 

A well monitored complex site is selected to test the 
COURLIS bedload module and to show the relevance of the 
latest developments on real applications. 

A. Study site 

The study site is located in the southern French Alps, on 
a 4 km long reach of the Buëch river starting at the Serres 
bridge and finishing at the Saint Sauveur Dam (Figure 2). 
The upstream part of the reach corresponds to a straight and 
embanked channel of approximately 60 m wide with an 
alternate bar pattern. The riverbed slope varies between 
0.004 and 0.006 m/m.  The downstream part of the reach is 
composed of a reservoir. There, the bed width increases 
significantly to reach between 150 and 250 m. The upstream 
end of the reservoir has a braided morphology while further 
downstream the bed shows a sinuous single-channel layout, 
constrained by lateral bars located near the banks in areas of 
low bed shear stress. The slope of the bed in the reservoir 
varies according to its sedimentation level. 
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Figure 2. Presentation of the study site. The black lines indicate the cross-section locations of the bathymetric surveys. The purple polygon corresponds to the 

dredged area at the upstream end of the reservoir.

Several small tributaries flow into the Buëch between the 
Serres bridge and the dam. In terms of water supply, only 
the Blème river is a significant tributary. 

The hydrological regime is pluvio-nival. The mean flow 
discharge is 16.3 m3/s. The discharge values associated with 
2-year, 5-year and 10-year floods are, respectively, 210, 320 
and 390 m3/s.  

Buëch sediments are of two types: 

● gravels with a Dm varying between 3 to 6.4 cm and 
a D50 of around 3.4 cm [6]; 

● fine sediments with a D50 of about 6 μm. 

The annual gravel supply is estimated between 42,000 
and 60,000 m3/year [6]. The discharge for initial motion of 
gravels is roughly evaluated at 30 m3/s. The annual fine 
sediment volume transported in suspension is assessed at 
400,000 t/year. 

The upstream end of the reservoir was dredged between 
29th August and 4th November 2016 (see location of these 
works on Figure 2). Approximately 44,000 m3 of sediments 
were extracted from the riverbed. 

B. Field measurements 

The hourly flow discharge of the Buëch (QBuëch) river is 
directly measured at the Serres bridge (Figure 3). The 
discharge of the Blème tributary (QBlème) is considered equal 
to 0.0644QBuëch (based on the ratio of the two catchment 
areas). 

The elevation of the free surface in the reservoir is 
measured directly at the dam only during normal operations 
as well as during the beginning and the end of floods when 

the gates are opened and closed (Figure 3). During floods, 
when the gates are totally open and not activated, the 
elevation of the free surface cannot be measured, so it is 
calculated from the theoretical valve capacity curves. 

Four bathymetric surveys were performed in February 
2015, December 2016, June 2019 and July 2020 along 36 
cross-sections to observe the morphological evolution of the 
riverbed (Figure 2 and Figure 3). 

IV. MODEL DESCRIPTION 

A. Physical and numerical parameters 

In both models (COURLIS and CAVALCADE), the 
Lefort transport law is used with calibrated morphological 
bed widths. A non-erodible substratum is found between 
2,100 and 2,300 m upstream the dam and is modelled by a 
sediment layer thickness between 5 and 25 cm. Everywhere 
else, the sediment layer is supposed to be 3 m thick. 

The mean diameter of sediment is set at 3.2 cm with a 
grain size gradient between the upstream end of the reservoir 
(at the longitudinal abscissae 1,450 m) and the dam from 3.2 
to 2 cm respectively. 

The dredging carried out in 2016 is numerically 
represented as a uniform extraction of sediment between 
1,450 and 1,750 m upstream the dam.  

The steady kernel SARAP of MASCARET is coupled 
with the COURLIS module with a ratio 1:1. The time step is 
set at 𝛥𝑡 =  10 s and the Strickler bottom friction 
coefficient is uniformly chosen as 𝐾 = 30 m1/3/s. This value 
of bottom friction is defined arbitrary and not calibrated due 
to the lack of recent water surface elevation measurements. 
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Figure 3. Flow discharge entering the reservoir and water surface elevation at the dam measured between 2015 and 2020. 

The bathymetric surveys are indicated in red. 

B. Boundary conditions 

At the Buëch inlet, the discharge is set from the Buëch 
hydrology measured between 2015 and 2020. Due to 
numerical difficulties to model low flows in large 
rectangular sections (see part IV. C), the physical time is cut 
off when the flow discharge drops below 20 m3/s. This 
choice is motivated by an estimated threshold for initial 
movement of sediment of 30 m3/s. The confluence with the 
Blème river at the abscissae 2,445 m is modelled through a 
liquid-only inflow. 

The Buëch solid discharge is set by considering an 
equilibrium slope of 4.7‰ calibrated in order to reproduce 
the bed stability observed in the upstream part of the reach 
during the last years. Blème sediment supply is neglected. 

At the dam, free surface levels are adapted from hourly 
water level measurements and calculations.  

C. Initial conditions 

The initial bed river is based on 2015 bathymetric 
measurements. Each cross section has been simplified to a 
rectangular cross section with a bed width calibrated to 
reproduce the main trends of erosion and deposition 
observed between 2015 and 2020. The 3 dam valves are 
modelled by an additional 36 m x 16 m cross section at the 
longitudinal abscissae 0 m. The longitudinal space step is 
chosen iteratively to smooth the Froude number at 𝛥𝑥 =15 m which allows to limit the instabilities observed for 
rougher meshes. Note that the effect of mesh resolution was 
not investigated during this study.  

 

Figure 4. Simplification of riverbed in model. 

V. RESULTS 

The study starts with the model calibration step. As 
mentioned before, the first calibration procedure consists in 
adjusting the upstream sediment supply in order to 
reproduce the bed stability observed in the upstream part of 
the reach during the last years. Then, the rectangular cross-
section width, the morphological width and the riverbed 
grain size are successively adapted profile by profile from 
field measurements (to avoid physical non-consistency) to 
model correctly the bed evolutions observed between 2015 
and 2020. The final parameterization is identical in 
COURLIS and CAVALCADE models. Complementary 
simulations named “no options” in the following parts are 
also performed without the sediment size longitudinal 
variation, without the dredging, and with a morphological 
width in the Lefort formula equal to the rectangular cross-
section. This allows to observe the influence of these 
functionalities.  

Figure 5 presents the final longitudinal profiles observed 
and simulated in 2020. Bed evolutions measured and 
modelled from the initial bed geometry at the time of each 
bathymetries are shown in Figures 6, 7 and 8. Results 
demonstrate that the COURLIS calibrated model (with all 
the new options) can correctly reproduce the main bed 
evolutions observed between 2015 and 2020 which are 
characterised by a stability of the upstream part and a 
persistent erosion of the upstream end of the reservoir after 
the dredging of 2016. This observation is particularly true 
for the surveys of 2016 and 2020 for which the Root Mean 
Square Error (RMSE) reaches, respectively 17.1 cm and 
19.3 cm. For these cases, the main difference with the 
measurements concerns an underestimation of the erosion in 
the dredging area. For the survey of 2019, the RMSE is 
higher (63.4 cm). However, this value is mainly due to the 
non-representation by the model of a large deposition of fine 
sediments in the reservoir (processes not considered in this 
current model application). Upstream this bed aggradation, 
the simulation results are good with centimetric errors on 
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bed evolutions. Furthermore, the computational times are 
acceptable with 3 hours computational time to model the 5-
years period. 

 
Figure 5. Longitudinal profile of riverbed in July 2020 - comparison 

between measurements, COURLIS results and CAVALCADE results under 
the same assumptions. RMSE (m) is computed between each model result 

and the measurements. 

One can see a good agreement between COURLIS and 
CAVALCADE results (Figure 6, Figure 7 and Figure 8). In 
particular, the erosion and deposition patterns in the 
upstream part of the model are very similar, as are the 
erosions in the downstream part of the reservoir, near the 
dam. On the other hand, in the upstream end of the reservoir, 
some differences are observed with erosions clearly more 
marked for the CAVALCADE results, whereas the 
COURLIS results show some areas of deposit. Tests will be 
performed to better understand the origin of these 
differences. Despite this, the two codes stay relatively close 
to the measurements with maximum differences of about 20 
cm. 

Additional simulations are performed to quantify the 
effect of the grain size gradient, the dredging in 2016 and 
the use of morphological widths in Lefort formula with both 
COURLIS and CAVALCADE software. Results without 
aforementioned options are presented on Figure 5-8 (blue 
curves). As expected, the riverbed in the upstream end of the 
reservoir in December 2016 (Figure 6) is higher in 
simulation than what was measured on the field mainly 
because of the absence of the dredging carried out the same 
year. Compared with 2019 and 2020 measurements 
(Figures 7 and 8), the simulated riverbed shows similar 
patterns but remains higher all alongside the river because of 
this additional volume of sediment. Smaller bed widths in 
Lefort transport formula, using morphological bed widths, 
also permitted the limitation of the deposition all alongside 
the Buëch river. Finally, minor refinements of the solutions 
in the reservoir are done thanks to the implementation of a 
grain size gradient to approach the particle size distribution 
actually observed in reservoirs.    

 
Figure 6. Longitudinal profile of bed evolution between February 2015 and 

December 2016 - comparison between measurements, COURLIS results 
and CAVALCADE results under the same assumptions. RMSE (m) is 

computed between each model result and the measurements. 

 
Figure 7. Longitudinal profile of bed evolution between February 2015 and 

June 2019 - comparison between measurements, COURLIS results and 
CAVALCADE results under the same assumptions. RMSE (m) is 

computed between each model result and the measurements. 

 
Figure 8.  Longitudinal profile of bed evolution between February 2015 and 

July 2020 - comparison between measurements, COURLIS results and 

Fine deposits 
(not modelled) 
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CAVALCADE results under the same assumptions. RMSE (m) is 
computed between each model result and the measurements. 

VI. CONCLUSION 

The aim of this work is to reproduce with COURLIS 
bedload module the 5-year longitudinal profile evolution of 
a 4-km long reach of the Buëch river (Southern French 
Alps). The study site, which is a gravel bed river, includes a 
reservoir. The model is also compared with CAVALCADE, 
a similar calculation tool that can predict changes in river 
morphology due to bedload transport. 

Several developments are made to be able to represent 
more accurately some processes. Indeed, a modification of 
the numerical resolution of the water level calculation in the 
kernel SARAP was carried out, as well as a new treatment 
of the condition at the sedimentary upstream boundary. 
Moreover, a new bedload transport formula is implemented, 
with the possibility to introduce the notion of spatialized 
morphological width along the river reach. The possibility to 
modify the size of the sediment according to its location 
along the river has also been added. Finally, a new option 
has been implemented to represent dredging during 
simulations. All these new functionalities, which will be 
integrated in the next version of TELEMAC-MASCARET 
(V8P4), are used to represent the morphological evolution of 
the study site.  

Simulation results show that the COURLIS and 
CAVALCADE codes give similar results. This comparison 
provides a cross-validation of the algorithms implemented in 
both codes. The addition of new features in the code have 
greatly improved the results with simulation results that are 
closer to the observations. COURLIS, and its bedload 
module, allows to represent, with acceptable computational 
times, the main trends of the river and reservoir 
morphodynamics over a long period of time. These 
preliminary, and encouraging, results show that COURLIS 
may be used for future operational studies aiming at 
representing the longitudinal profile evolution of riverbeds 
and reservoirs on multiannual time scales. 

Many features can still be added to the code to take into 
account other physical processes that can be relevant in 

some cases. For example, implementing a module of non-
uniform grain size to the bedload part of the code would 
allow to better reproduce bed evolutions in some rivers. To 
model the behaviour of the river during extreme floods, it 
would also be interesting to take into account the possibility 
of having overflows on a major bed while keeping the 
possibility of having transport by bedload in the minor bed. 
The possibility of extending the application of COURLIS to 
a coupling with a multi-bief MASCARET model could also 
allow a wider spectrum of application for the code. Finally, 
modelling the transport of bedload and suspended load at the 
same time in the calculations would offer interesting 
possibilities to better reproduce the evolution of the bed in 
some real cases as the one presented in this study for which 
fine sediment deposition happens in the reservoir.  

 

ACKNOWLEDGEMENT  

The authors want to thank ARTELIA for providing the 
CAVALCADE code and the colleagues of EDF Hydro Med 
for the transfer of data and their support. 

 

REFERENCES 

[1] ARTELIA. Logiciel CAVALCADE Version 5.2.P. Notice technique - 
v5.3.a (provisoire), 2018. 

[2] Andre, A. Loaec, J.-M., Loire, R., Valette, E. Retour d’expérience et 
modélisations hydrosédimetaires 1D du piège à graviers du Buëch, 
2022. Colloque transport sédimentaire : rivières et barrages et 
réservoirs. 

[3] TELEMAC-MASCARET. MASCARET Theory Guide version V8P3, 
5 July 2022. 

[4] Recking, A., Piton, G., Vazquez-Tarrio, D., Parker, G. Quantifying 
the morphological print of bedload transport, 2016. Earth Surface 
Processes and Landforms. 

[5] Lefort, P. Morphodynamique fluviale - Approches théorique et 
expérimentale. Ponts et Chaussées (Presses), 2018. ISBN 978-2-
85978-516-1. 

[6] Brousse, G. Efficacité des travaux de restauration et résilience des 
rivières torrentielles altérées. 2020. PhD Thesis of Université de Paris 
Diderot. pp.334. 

 

 

 





28th TELEMAC User Conference Paris-Saclay, France, 18-19 October 2022 

 

 

207 

Evolution of river cross-sections due to 
bedload transport: a new model implemented in the 

1D sediment module COURLIS 
Minh-Hoang Le1, Lauréat Tchicou Midou2, Florent Taccone2, Magali Jodeau2,1,  

Nicolas Claude3, Lucie Mesquita3, Matthieu Secher3, Eric Valette3 

minh-hoang.le@enpc.fr 
1 LHSV - ENPC Chatou France 

2 LNHE - EDF R&D Chatou France 
3

 EDF CIH La Motte Servolex France 
 

Abstract – COURLIS is the 1D sediment transport module 

of the TELEMAC-MASCARET open-source system. Evolution 

of riverbeds due to bedload transport is classically modelled by 

coupling the Shallow-Water equations for hydrodynamic 

processes (solved in the MASCARET module) and the Exner 

equation for bedload mechanisms. In such a 1D model, this 

later equation of sediment mass conservation only describes the 

time-evolution of bed elevation, precisely the volume of 

sediments eroded or deposited on riverbeds. Consequently, a 

bottom level update method is needed to determine how the 

river cross-section geometries are modified during erosion and 

deposition processes. A new simple method has been 

implemented in COURLIS which allows from a simplification 

of bed geometries to trapezoid profiles, a direct analytic 

computation of hydraulic variables along vertical discretization 

on each cross-section. We first introduce the present method 

for the evolution of cross-sections, the associated vertical 

discretization functions and the corresponding keywords in the 

steering file. Next, several test cases on simplified geometries 

and a real application for the case of the Saint-Sauveur dam on 

the Buëch River (Southern Alps, France) are provided. 

Keywords: COURLIS, bed evolution, bedload, transverse profile. 

I. INTRODUCTION 

Modelling sediment transport in rivers is crucial to deal 
with both environmental and safety issues. Nowadays, 
although several 2D and 3D CFD codes including 
sedimentary modules are available for numerical studies, the 
1D models are still appropriate for long-time simulations 
due to their high stability behaviour and low computational 
cost. 

COURLIS has been developed for more than 10 years 
and has recently been integrated into the open-source 
TELEMAC-MASCARET system.  In particular, the bedload 
module has received important developments in the last 
years by EDF CIH, see e.g. [1], which have largely 
improved the use of COURIS for real applications. In this 
paper, we present a new development on COURLIS 
bedload, as part of a recent collaboration between EDF CIH, 
EDF R&D and LHSV, to predict the time-evolutions of river 
cross-sections.    

The paper is organised as follows. Governing equations 
and numerical solvers are briefly recalled in section 2. Next, 
we discuss the planimetry problem associated with these 
solvers and we detail the proposed solution in section 3. 
Numerical validation and a real application of the model on 
a 4-km long reach of the Buëch River is presented in section 
5. Conclusion and several further works are also presented. 

II. GOVERNING EQUATIONS AND SOLVERS 

Let us briefly introduce the main notations and recall the 
governing equations of the 1D model. Let us consider a river 
following hydraulic axis 𝑥 and delimited by the left-bank 𝑦𝐿  
and the right-bank 𝑦𝑅 . The geometry of a river at 
longitudinal position 𝑥 is represented by the bottom height 
function, 𝑏(𝑥, 𝑦) , which describes the riverbed elevation 
along the river cross-section. We also define  𝑍𝑏(𝑥)  = 𝑚𝑖𝑛(𝑏(𝑥, 𝑦))    for    𝑦𝐿 ≤ 𝑦 ≤ 𝑦𝑅 , 
i.e. the lowest point of the cross-section.  See Fig. 1.   

 
Figure 1: Sketch of river geometry: plan view (left), cross-section (right). 

Evolution of the hydraulic state and the riverbed due to 
bedload transport can be modelled by coupling the section-
averaged Shallow-Water equations (1)–(2) and the Exner 
equation (3) in order to solve the unknown hydro-
sedimentary state (𝐴, 𝑄, 𝐴𝑏) whose rigorous definition will 
be given in the sequel. Omitting lateral inflow, these 
equations write:   (1)         𝜕𝐴𝜕𝑡 + 𝜕𝑄𝜕𝑥  =  0, (2)         𝜕𝑄𝜕𝑡 + 𝜕𝜕𝑥 (𝑄2𝐴 ) + 𝑔𝐴𝜕𝑍𝑠𝜕𝑥  =  −𝑔𝐴𝐽, (3)         𝜕𝐴𝑏𝜕𝑡 + 𝜕𝑄𝑏𝜕𝑥  =  0,  
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where the wetted area also called hydraulic section, 𝐴(𝑡, 𝑥), 
and the flow discharge, 𝑄(𝑡, 𝑥), corresponding to the water 
height 𝐻(𝑡, 𝑥) are defined by   (4)         𝐴(𝑥, 𝐻) = ∫ 𝐵(𝑥, 𝜂)𝑑𝜂𝐻0 ,       𝑄 =  𝑈𝐴, 

in which 𝐵(𝑥, 𝜂) is the width of the cross-section at height 𝜂 
from the bed 𝑍𝑏, 𝑈 the section-averaged flow velocity and 𝑔 
the gravity acceleration. We have denoted, for convenience,  (5)         𝑍𝑠 = 𝑍𝑏 + 𝐻  
the free surface water level.  

The friction source term, 𝐽, is commonly estimated by 
empirical laws, e.g. the Manning-Strickler formula: (6)         𝐽 = 𝑈2𝐾𝑠2𝑅ℎ4/3 ,       𝑅ℎ = 𝐴𝑃 , 
in which 𝐾𝑠  the Strickler friction coefficient, 𝑅ℎ  the 
hydraulic radius and 𝑃(𝑥, 𝐻) the wetted perimeter.  

Finally, mass conservation equation (3) for sediments 
describes the evolution of the riverbed during bedload 
processes, with  (7)         𝐴𝑏 = ∫ 𝑏 𝑑𝑦𝑦𝑅𝑦𝐿 ,      𝑄𝑠 = 𝑞𝑠|𝑦𝑅 − 𝑦𝐿| 
the available volume and the bedload discharge of sediments 
on the cross-section respectively. The section-averaged 
sediment flux 𝑞𝑠  depending on the bed shear stress and is 
commonly estimated by empirical laws, e.g. Meyer-Peter & 
Muller (1948), Engelund & Hansen (1967), Recking (2011), 
Lefort (2015) which are currently available in COURLIS. 

In the TELEMAC-MASCARET system, a sequential 
(weak) coupling algorithm is used to solve the system (1)–
(3). Providing the state (𝐴, 𝑄, 𝐴𝑏)𝑛  at time  𝑡𝑛 , the 
MASCARET module solves (𝐴, 𝑄)𝑛+1  at time 𝑡𝑛+1  by 
equations (1)–(2). These updated hydrodynamic states are 
next used by the COURLIS module to estimate the bedload 
discharge 𝑄𝑠 and then solves equation (3) to obtain 𝐴𝑏𝑛+1.  

MASCARET provides 3 numerical solvers, also called 
kernel (see [2]):  

• Sarap considers permanent flows and solves the 
simplified equations: (8)      𝑄 =  𝑐𝑠𝑡,   𝑑𝑑𝑥 (𝑈22𝑔 + 𝑍𝑠) = 𝐽; 

• Rezo considers fluvial flows and solves (1)–(2) by 
a finite difference method; 

Transcritic relaxes the fluvial condition by using a finite 
volume method to solve (1)–(2) under conservative form; 
hence, it is able to capture discontinuous solutions such as 
hydraulic jumps. Recall that introducing the section-
averaged hydrostatic pressure 𝑃ℎ: (9)     𝑃ℎ(𝑥, 𝐻) = 𝑔∫ 𝑆(𝑥, 𝜂) 𝑑𝜂𝐻

0  

 with   𝑆(𝑥, 𝜂) = ∫ 𝐵(𝑥, 𝑧) 𝑑𝑧𝜂0 ,  i.e. 𝐴 ≡ 𝑆(𝑥, 𝐻). 

COURLIS uses a finite volume scheme when solving the 
Exner equation (see [3]). 

III. RIVERBED EVOLUTION AND PLANIMETRY PROBLEM 

It’s worth remembering that the Exner equation solved in 
COURLIS does not really describe how the riverbed has 
been modified due to bedload transport.  Indeed, once 
obtained 𝐴𝑏𝑛+1  after solving equation (3), the riverbed 
elevation function 𝑏𝑛+1 can not solely be determined from 
relation (7), except for very particular cases, e.g. rectangular 
cross-sections. Therefore, an additional closure is needed in 
order to fully solve the updated river cross-section profiles. 

A simple conceptual closure commonly used in literature 
[4] has been implemented as the default option in 
COURLIS. It consists in considering a flat profile at the 
lowest part of the cross-section for deposition case while 
imposing, in the opposed case, an uniform erosion height 
overall the submerged part of the cross-section. This height 
can be locally weighted by the local water height on the 
cross-section. See also [3,5] for more detail on the 
implementation.  

Besides, the updated riverbed needs to be systematically 
planimetered. In other words, one needs to numerically 
rebuild the associated planimetry functions (𝐵, 𝑃, 𝑆)𝑛+1(𝑥, 𝜂)  which are demanded by MASCARET 
when solving equations (4), (5), (6) and (9). Unfortunately, 
this later step is very time consuming. Therefore, an ad-hoc 
threshold condition has been often adopted after which the 
planimetry calls are only carried out if the thickness of 
deposition or erosion is higher than 1% the water height. 

A. Simple model for cross-section evolution 

Let us now present an alternative conceptual closure for 
the riverbed cross-section evolution, as sketched in Fig. 2 
and called uniform erosion and deposition. The cross-
section profile at any time will be directly deducted from the 
initial one. This allows to analytically rebuild the updated 
planimetry functions from (𝐵, 𝑃, 𝑆)0(𝑥, 𝜂)  given at initial 
time.  

 
Figure 2: Sketch of the evolution type uniform erosion and deposition. 

The present model relies on the width of erosion,  𝐵∗ =𝐵0(𝑥, 𝜂∗), a user parameter defined for each initial riverbed 
cross-section function 𝑏0(𝑥, 𝑦) . The idea behind this 
approach is that we consider the riverbed evolution only 
taking place on a part of width 𝐵∗  of the section; this 
parameter can be estimated from observation or calibration.  
So, the associated specific height 𝜂∗, the cross-section area 𝑆∗ = 𝑆0(𝑥, 𝜂∗) and the positions 𝑦𝐿∗, 𝑦𝑅∗ can be determined 
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accordingly. Once solved the Exner equation at time 𝑡𝑛+1, 
we compute the cumulative volume of transported sediments (10)          𝛥𝐴𝑏 = ∑ 𝛥𝐴𝑏𝑘+1𝑛𝑘=0 .  

Next, one can deduce an uniform erosion or deposition 
height, 𝛥𝑏 > 0 , with mass conservation for sediments 
(regarding the initial time). 

• Erosion case: 𝛥𝐴𝑏 < 0, only the part of initial riverbed 
cross-section lying between 𝑦𝐿∗, 𝑦𝑅∗ (i.e. corresponding 
to the imposed erosion width 𝐵∗ ) is displaced 
downward a distance 𝛥𝑏. That is 

 
• Deposition case: 𝛥𝐴𝑏 > 0, the cross-section part of the 

initial riverbed cross-section between  𝑦𝐿∗, 𝑦𝑅∗ is lifted 
by a distance 𝛥𝑏 followed by horizontal junctions at the 
left and right riverbanks. In other words, 

 

Finally, the resulting planimetry functions are easily 
obtained. For example, the geometric cross-section  𝑆𝑛+1 ≡𝑆𝑛+1(𝑥, 𝜂) reads  

 

 
for erosion and deposition cases respectively.   

This option is activated with the keywords in the steering 
file of COURLIS: 

● OPTION FOR PROFILE EVOLUTION = 2 
● FILE FOR THE WIDTH OF EROSION = filename 

 

B. Construction of trapezoidal cross-section 

In order to validate the present model, we are interested 
here in constructing a trapezoidal type cross-section from a 
given rectangular one. This specific geometric form allows, 
in one hand, a simple way to investigate the “key” parameter 
“width of erosion” and, in the other hand, to find again the 
available result of rectangular case which is noting that a 
particular case. Thus, we consider an uniform flow of water 
height 𝐻 and discharge 𝑄 on a rectangular channel of width 𝐿 . According to equation (8) and using the Manning-
Strickler formula (6), one obtains  𝑄 = 𝐾𝑠𝐴𝑅ℎ2/3√𝐼 with 𝐼 
the channel slope. Next, we build a (double) trapezoidal 
cross-section 𝑃1–𝑃6 as sketched in Fig. 3 with the identical 𝐾𝑠, 𝐴, 𝑅ℎ, 𝐼  in order to have the same flow discharge. 
Consequently, if the considered flow entrains an erosion or 
deposition process on the rectangular channel, it does the 
same for the case of the trapezoidal one, at least for a short 
enough initial time. 

 
Figure 3: Setting up of the trapezoidal cross-section 

In addition, we retain the same water height 𝐻  while 
imposing the base 𝑃2𝑃5 = 𝐿. So, one can deduce the other 
bases 𝑃1𝑃6 = 𝐵, 𝑃3𝑃4 = 𝑙  providing the height ℎ  of the 
lower trapezoid 𝑃2𝑃3𝑃4𝑃5 . We introduce the following 
dimensionless parameters: (11)      𝛼 =  ℎ𝐻 , 𝛽 = 𝑙𝐿 ,   𝜀 = 𝐻𝐿  . 
Preserving the hydraulic section leads to  (12)   𝐵𝐿 = 1 + 𝛼(1−𝛽)1−𝛼 . 

Next, we substitute equations (11)–(12) into the 
expression of wetted perimeter and use the change of 
variable  (13)     𝑥 = (1 − 𝛽)/2𝜀 
to obtain the final equation (14)    √(1 − 𝛼)2 + ( 𝛼1−𝛼)2 𝑥2 + √𝛼2 + 𝑥2 = 1 + 𝑥. 

In summary, the trapezoidal cross-section depends only 
on one variable 𝛼 = ℎ/𝐻  and can be dimensioned as 
follows.  Given a value 𝜀  deduced from the rectangular 
channel and a chosen value of parameter 𝛼, we first compute 𝑥 – solution to equation (14) and obtain 𝛽 from (13). The 
dimension of the cross-section is done by equations (11)–
(12). In Fig. 4, we plot 𝛽 as function of 𝛼 for two values of 𝜀 
corresponding to the Newton and Soni test cases which will 
be investigated in the next section.  One can see that 
condition 𝛽 ≥ 0 leads to only the values 𝛼 ≥ 𝛼𝑚𝑖𝑛  can be 
used for constructing of the cross-sections.  Furthermore, it’s 
worth noticing that when 𝛼  tends to 1, the constructed 
trapezoidal cross-section becomes the rectangular one. 

 
Figure 4: Solving 𝛽 = 𝑙/𝐿 as function of 𝛼 = ℎ/𝐻 for trapezoidal form 
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When applying these trapezoidal cross-sections to the 
proposed option uniform erosion and deposition, we impose 
the width of erosion 𝐵∗ = 𝐿, and so the specific height 𝜂∗ =ℎ . Examples of the resulting (dimensionless) planimetry 
function 𝑆𝑛+1(𝑥, 𝜂) are plotted in Fig. 5. 

 

Figure 5: Plot of the change of geometric cross-section area for the Newton 
case with 𝛼 = 0.2, 𝛽 = 0.37, 𝛥𝑏/𝜂∗ = 1. 

 

IV. TEST CASES 

 All the test cases presented here are done with the 
Sarap kernel when solving the Shallow-Water equations. 
Indeed, the involving sediment transport processes in these 
test cases are very slow compared to the hydrodynamic one. 
So, the flows can be considered with permanent regime. 

A. Erosion: Newton test case on trapezoidal channel 

We aim at validating our new closure on cross-section 
evolution for a simple erosion case. For this purpose, we 
have re-used and modified the Newton test case which is 
well documented in COURLIS [5]. Initial setting up consists 
in a rectangular channel of 9.14 m long, 0.3048 m width and 
a slope 0.416%. A uniform flow is initially established with 
water height 𝐻 = 0.041 m and a mean velocity 𝑈 = 0.45 m/s. 
The resulting bed shear stress is higher than its threshold 
value for sediment motion. Without sediment supply at the 
upstream boundary, the bed of the channel is eroded during 
the experiment. The Meyer-Peter & Muller formula for 
bedload flux is used. More details on the setting can be 
found in the COURLIS validation document. 

We first build a trapezoidal channel from the rectangular 
one relying on equations established in section III.B. We 
find the resulting parameter 𝜀 = 0.13  corresponding to 𝛼𝑚𝑖𝑛 ≃ 1.2. So we used increasing values  𝛼 =  0.2, 0.4, 0.8 
to make 3 runs with time 𝑇 = 1 h. Obtained results on 
longitudinal profile compared to the case of rectangular 
cross-section and the observations are plotted on Fig. 6. We 
see that small values of 𝛼  lead to important erosion. We 
find, in particular, that the results of trapezoidal cross-
section tend to those of the rectangular one when 𝛼 tends to 
1 (so 𝛽  tends to 1 which asymptotically becomes the 
rectangular section).  

 

Figure 6: Newton test case – longitudinal profile at T=1h. 

Cross-section evolution according to the proposed 
closure along the channel are also shown on Fig. 7. 

 

Figure 7: Newton test case with 𝛼 = 0.2: cross-sectional profiles 

 

B. Deposition: Soni test case on trapezoidal channel 

This second test case is very similar to the first one but is 
devoted to investigating the cross-section evolution in a 
deposition case. The experiment was carried out on a 
rectangular channel of 30m long, 0.2m width and a slope 
0.427%. Initial uniform flow with water height  𝐻= 0.072m 
and velocity 𝑈=0.49m/s was imposed. Injected sediment 
concentration 𝐶𝑏= 4.88 kg/m3 at inlet boundary leads to a 
progressive deposition along the channel.  

The configuration results in a value 𝜀 = 0.35 
corresponding to 𝛼𝑚𝑖𝑛 ≃ 0.34  when building trapezoidal 
cross-sections. So, we set 𝛼 = 0.4, 0.6, 0.8 and made 3 runs 
with 𝑇=1h.   The results are plotted on Fig. 8–9. As we can 
see, evolution of longitudinal profile shares a good 
agreement with that of rectangular cross-section and 
compared to the observation.  Contrary to the Newton case, 
large values of 𝛼 lead to important deposition. 
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Figure 8: Soni test case: longitudinal profile at T = 1h. 

 

Figure 9: Soni test case with 𝛼 = 0.4 – cross-sectional profiles. 

Results from the Newton and Soni tests cases, both on 
longitudinal and transversal evolution of the channel, show 
that the proposed model is correctly implemented.  

 

C. Real application: the Buëch river 

We now investigate the ability of the proposed model in 
a real application. The study site is located in the southern 
French Alps, on a 4 km-long reach of the Buëch river 
starting at the Serres bridge and finishing at the Saint 
Sauveur Dam (see Fig. 10). The riverbed slope varies 
between 0.004 and 0.006 m/m. There exist numerical 
simulations carried out recently by EDF CIH with the 1D 
hydro-sedimentary code CAVALCADE and COURLIS. 
See, e.g. [6] for more details. All these simulations are done 
with rectangular cross-sections built and calibrated from 36 
observed cross-section profiles of the riverbed.  For 
illustration purposes, time-evolution of the riverbed at the 
6th cross-section from 2010 and 2016 are plotted on Fig. 11. 

Our simulation is built from the last model made with 
COURLIS, based on an initial riverbed from the 2015 
bathymetric measurements and tries to reproduce the spatial 
and temporal 5-year evolutions of the riverbed. The 
longitudinal space step is chosen iteratively to smooth the 
Froude number at 𝛥𝑥 = 15m. Trapezoidal profiles are built 
from the given geometry constituted of 269 rectangular 
cross-sections (interpolated from the observed ones). It’s 
worth noting that, contrary to the Newton and Soni test 
cases, the parameter 𝜀 = 𝐻/𝐿 resulting by a permanent flow 
is no longer constant but varies accordingly to the change of 
water height and channel width from one cross-section to 
others. Consequently, fixing a value for 𝛼  will result in 
different values of 𝛽  at each of the cross-sections and 
inversely. Hence, one can investigate the behaviour of the 
new model by varying both 𝛼 and 𝛽 for this real application.  

 
Figure 11. Observed riverbed profile at the cross-section n°6 of Buëch river 

Numerical simulations used Lefort formula [7] to 
estimate sediment flux of gravels with a Dm of 3.2 cm. 
Performance of the new model with trapezoidal cross-
sections regarding to rectangular ones is evaluated by 
comparing the Root Mean Square Error (RMSE) on the 
observed longitudinal profiles in 2016, 2019 and 2020. The 
result is reported in Tab. 1.  

Table I RMSE on longitudinal profiles between simulation and observation 

 2016 2019 2020 Mean 
Rect 0.2868 0.6216 0.3788 0.4290 
α = 0.4 0.2630 0.6984 0.4593 0.4725 
α = 0.6 0.2487 0.6606 0.4396 0.4450 
α = 0.8 0.2465 0.6455 0.4259 0.4393 
β = 0.2 0.2477 0.6924 0.3324 0.4241 
β = 0.4 0.2614 0.7205 0.4092 0.4637 
β = 0.6 0.2724 0.7307 0.4828 0.4953 
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Figure 10: Presentation of the study site. The black lines indicate the cross-section locations of the bathymetric surveys. 

 

One can see that the calibration based on parameter 𝛽 seems to be more appropriate than 𝛼. The best RMSE value 0.4241m 
corresponds to 𝛽 = 0.2 and slightly lower than the case of rectangular cross-sections. Corresponding time-evolution of the 
longitudinal profiles is plotted on Fig. 12 and Fig. 13. 

 

Figure 12: Longitudinal profile of riverbed in July 2020 - comparison between measurements, COURLIS 
 with rectangular cross-sections and with trapezoidal cross-sections. 
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Figure 13: 5-years longitudinal evolution of the riverbed at July 2020 

 

V. CONCLUSION AND FURTHER WORKS. 

We have presented a new conceptual model, called 
uniform erosion and deposition, for the evolution of 
riverbed cross-section due to bedload transport. This closure 
is based on a user-provided input width of erosion defined 
for each cross-section. Planimetry functions can be built 
analytically from the initial ones. The option has been 
implemented in COURLIS, validated by two laboratory test 
cases Newton and Soni, and next applied to the real case of 
the Buëch River with trapezoidal cross-sections.   

Application of the proposed model to the real (measured) 
geometry of riverbed is interesting and can be done in the 
following. Furthermore, we are also interested in 
investigating other physically based closures, e.g. those 
derived from the stable river theory [8,9] recently proposed 
in the literature.   
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Abstract – One of the focal topics at BAW is the impact of 

river control structures such as groynes to optimise waterways 

maintenance strategies e.g. by means of sediment management. 

Hydro-morphodynamic numerical modelling supports the 

investigations of sediment management tasks. For inland river 

projects, sediment transport was usually considered as bedload 

only. For large-scale and long-term simulations, however, the 

exchange of suspended sediments between groyne fields and the 

main channel must be taken into account. 

To investigate the numerical modelling capability of the 

lateral sediment exchange of non-cohesive material on inland 

waterways the laboratory experiment of [1] was chosen. Within 

this experiment the distribution of suspended sediment and its 

deposits in different configurations of lateral embayment were 

investigated. Using the two-dimensional approach of 

TELEMAC-2D/GAIA the numerical model could be calibrated 

to one discharge configuration but not validated to the other 

two discharges performed in the laboratory model [2], [3]. 

Therefore, further investigations were done with a higher 

resolution 2D model and with a three-dimensional model using 

TELEMAC-3D/GAIA.  

The seiche effect of oscillating water levels found in the 

measurements could be reproduced by the high resolution 2D 

model. With the 3D model the centre of the embayment vortex 

was captured and the simulated deposition patterns could be 

improved. However, both models fail to reproduce the decrease 

in deposited material with increasing discharge.  

Keywords: suspension, lateral sediment exchange, embayment. 

I. INTRODUCTION 

For inland river projects at BAW suspended sediment 
transport becomes more and more important. The 
requirements of the European Water Framework Directive 
cause investigations at the floodplains and the interaction 
between floodplain and main channel (e.g. the Federal 
program “Blaues Band Deutschland”). Within the BAW 
internal R&D project “Numerical modelling of lateral 
sediment exchange” the numerical modelling capability of 
the lateral sediment exchange of non-cohesive material on 
inland waterways is investigated. For long-term and large- 
scale studies the focus in the R&D project is on the lateral 
sediment exchange between groynes and main channel. 

To validate the lateral sediment exchange, a laboratory 
experiment with lateral embayment was selected [1]. In this 
experiment the distribution of suspended sediment and its 
deposits in different configurations of lateral embayment 
were investigated. The simple geometry, the presence of 
concentration and deposition measurements and the excellent 

description of the laboratory experiment seem to be good 
reasons to use this laboratory model as validation test case.  

Using the two-dimensional approach of TELEMAC-
2D/GAIA the numerical model could be calibrated to one 
discharge configuration but not validated to the other two 
discharges performed in the laboratory model [2], [3]. 
Especially the decrease in deposited material with increasing 
discharges could not be reproduced by the 2D model. Three 
possible causes were determined: the loss of material in the 
pores of the laboratory model, the embayment pumping 
effect, also known as seiche effect and a distinct three-
dimensional flow in the shear zone between embayment and 
main channel.  

It was assumed that the loss of material in the pores 
would not disturb the general trend of less deposition with 
higher discharges. Therefore, the two other possible reasons 
were followed for the configuration 3.1 of the experiment 
(see Figure 2).  

The laboratory model is described briefly in chapter II. 
The applied numerical models are characterised in chapter 
III. In chapter IV the results of the numerical simulations are 
compared to the measurements with a focus to the deposition 
of sediment in the embayment areas. 

 

II. EMBAYMENT FLUME EXPERIMENT 

A 7.5 m long and 1 m wide flume with a longitudinal 
slope of 0.1 % were investigated by [1] (see Fig. 1). The 
experiments were done in a straight flume and four different 
embayment-length configurations. For this investigation 
configuration 3.1 was considered only (Fig. 2). In the 
experiment an artificial sediment of polyurethane 
corresponding to non-cohesive fine sediments were 
recirculated and mixed in upstream and downstream tanks. 
The measured main sediment parameters are a mean grain 
size of d50 = 0.2 mm, a density of 1160 g/m3 and a settling 
velocity of 0.00276 m/s.  

Three different discharges (low flow: 4.8 l/s, medium 
flow: 8.5 l/s, high flow: 15 l/s) were conducted. The 
recirculating sediment mass which determines the boundary 
sediment concentration was found experimentally to the 
maximum suspended capacity of the flow for each discharge. 
It follows that no sediment deposited in the main channel.  
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The boundary conditions of the experiment are 
summarized in Table I. The concentrations or sediment 
masses were not measured at the boundaries. At two 
positions in the main channel orientated at the embayment 
configuration (see Fig. 1), turbidimeters were installed which 
monitored the concentrations. The vertical position of the 
turbidimeters was experimentally chosen to the vertical 
averaged value of the concentration profile. The averaged 
values of both measurement points are displayed in Fig. 3 for 
the reference configuration without embayment (3.0). The 
decrease in the concentration results from trapped sediments 
in small gaps between bricks and walls as in this 
configuration no bed evolution appeared. Furthermore, it was 
observed that the recirculating sediment procedure did not 
produce a constant feed but a decreasing, slightly oscillating 
one. The experiments were finished after 3, 4 and 5 hours 
when the bottom evolution in the lateral embayment were not 
measurable anymore. The concentrations reached a quasi-
equilibrium concentration state for low, medium and high 
discharges, respectively (see Fig. 4 for configuration 3.1). 

After the experiment the sediment mass trapped in the 
embayment was collected, dried and weighed. The total 
sediment mass divided by the total embayment area gives the 
trapping efficiency which is decreasing with increasing 
discharges (see Fig. 5). 

The water level measurements show oscillations for all 
embayment configurations. The configuration 3.1 was one of 
those with the largest oscillations. This phenomenon is 
induced by a seiche, which occurs in dead zones of a flow 
(e.g. [4], [5]). Water level fluctuations of 1 – 3 mm were 
observed [1]. 

 

Figure 1: Side view of the set-up of the flume experiment (from [1]). 

Table I Boundary conditions of the laboratoy experiment.  

Discharge (l/s) 4.8 
(low) 

8.5 
(medium

) 

15 
(high) 

Water depth (m) 0.035 0.05 0.07 

Recirculating sediment mass (kg) 2.75 5.5 8.25 

Target sediment concentration (g/l) 0.5 1.0 1.5 

 

 

Figure 2: Embayment configuration 3.0 and 3.1 (from [1]). 

 

 

Figure 3: Measured concentrations for the configuration without embayment 
(3.0) (values are taken from [1]). 

 

Figure 4: Measured concentration for configuration 3.1 (values are taken 
from [1]). 

 

Figure 5: Measured trapping efficiency for configurations 3.1 and all 
discharges (values are taken from [1]). 
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III. NUMERICAL SIMULATION OF EMBAYMENT FLUME 

EXPERIMENT 

Based on the numerical modelling of the laboratory 
experiment presented in [2] and [3] two new models were set 
up to improve the numerical results: A high resolution two-
dimensional model (TELEMAC-2D/GAIA), denoted in the 
following as “2Dseiches”, was used to investigate the 
influence of seiches to the lateral sediment exchange. A 
moderate resolution three-dimensional model (TELEMAC-
3D/GAIA), denoted in the following as “3Dcoarse”, was 
applied to resolve vertical processes. The “TUC2021” model 
is described in detail in [2] and is used in this paper for 
comparison. The new simulations were done for 
configuration 3.1 only. Table II shows the grid specifications 
of the different models. For stability reasons the inlet and 
outlet part without embayment areas are enlarged for the 
models 2Dseiches and 3Dcoarse. 

The boundary conditions for the numerical modelling are 
summarised in Table III. At the inlet boundary the discharge 
and at the outlet boundary the water levels were imposed. For 
the TUC2021 simulations the horizontal velocity distribution 
at the inlet was set, taken from a previous steady state 
simulation. This procedure minimises the boundary impact 
but was not needed for the models 2Dseiches and 3Dcoarse 
due to the enlarged inlet. For the boundary sediment 
concentration at the inlet the averaged measurements along 
the channel (Fig. 4) were used. 

Table II Applied models and their grid specifications.  
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TUC2021 2167  3872  1 0.05 - 0.05 

2Dseiches  115067 224218 1 0.01 - 0.005 

3Dcoarse 22838 42282 5 0.03 0.004 – 
0.008  

0.05 

 

Table III  Boundary conditions for the numerical models. 

Discharge (l/s) 4.8 
(low) 

8.5 
(medium) 

15 
(high) 

Water depth (m) 0.035 0.05 0.07 

Sediment concentration (g/l) Measured concentration (see Fig. 3) 

Experiment duration (h) 3 4 5 

 

TUC2021 simulations were started with steady state flow 
and concentration conditions found by a previous 
computation. No influence of this procedure to the trend of 
trapping masses with discharge could be found. Therefore, 
for the other models the initial velocities and concentrations 
were set to zero.  

The roughness coefficients for the bottom (Nikuradse 0.5 
mm) and for the lateral walls (Nikuradse 2.1 mm) were taken 
from the calibration of model TUC2021. For all models k- 
turbulence model was applied.  

The sediment parameters were initially taken from 
TUC2021 but 2Dseiches and 3Dcoarse both consider 
sediment diffusion: 

• Non-cohesive uniform grain size of 0.2 mm, porosity of 
40%, density of 1160 g/m3, settling velocity of 0.00276 
m/s 

• Meyer-Peter Müller formula with factor 5 for bed load 
transport, slope effect (deviation: Talmon, magnitude: 
Soulsby), no secondary currents effect, 

• adapted van Rijn reference concentration (20% of 
Nikuradse friction coefficient and between 1 and 20 % 
of water depth), including settling lag. 

 

A. Model “2Dseiches” 

The aim of the 2Dseiches model was to simulate the 
seiche effect in order to investigate the influence of the water 
oscillations on the trapping masses. With the numerical 
options of the TUC2021 model no seiches were simulated 
with the finer grid. Starting from the TELEMAC-2D 
validation example “cavity” the following options produce 
oscillating water levels: 

• High resolution to minimise the numerical diffusion,  
• no-slip boundary conditions for the embayments, 
• Smagorinsky turbulence model, 
• space discretisation with quasi-bubble.  

For the space discretisation with quasi-bubble 
(DISCRETISATION IN SPACE = 12;11) the edge-based 
matrix storage (MATRIX STORAGE = 3) is required. This 
is not a default value in GAIA and must be set – otherwise 
the simulation will fail. 

Some simulations were done with higher order schemes 
using finite volumes and higher resolution. The resulting 
oscillations are even higher and show more fluctuations 
laterally to the main flow direction while the finite element 
approach with quasi-bubble used here shows mainly 
fluctuations in the flow direction. Unfortunately, the higher 
order schemes did not run in coupled case with GAIA and 
were therefore not followed for this investigation.  

B. Model “3Dcoarse” 

In order to take three-dimensional effects into account the 
3Dcoarse model was set up. The TUC2021 model could 
reproduce the embayment vortex but not completely at the 
correct position. Furthermore, the deposition areas did not fit 
very well to the measurements. Even a higher resolution of 1 
cm node distances did not enhance these aspects [2].  

Different horizontal and vertical resolution were tested. A 
relatively coarse resolution with 3 cm node distance in the 
horizontal and five vertical layers were chosen. Finer 
resolutions needed more computing time and showed some 
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strange effects if coupled to GAIA which could not be 
resolved.  

Due to instability issues some changes / simplifications 
for GAIA needed to be done: no bedload transport, no 
settling lag but equilibrium concentration of van Rijn [6]. 

 

IV. COMPARISON OF THE NUMERICAL RESULTS TO THE 

MEASUREMENTS 

A. Modelling of seiche effect 

With the 2Dseiches model the measured water level 
oscillations could be simulated. In Fig. 6 the simulated free 
surface with coloured concentrations is visualised at half time 
of the experiment for all three discharges. In the centre of the 
left hand forth embayment (see marked probe position) the 
evolution of the water depth and concentrations over time are 
presented starting from the half time for 200 s. In [1] only the 
range of water level fluctuations were mentioned. Thus, the 
exact value for the experiment and the probe position is 
unknown. The probe position for the evaluation in Fig. 6 was 
chosen inside an embayment and with maximal distance to 
the open boundaries.  

The simulated water level fluctuations are very much 
related to the probe position and vary from about 1 to 7 mm. 
Typically the oscillations are high in the shear zone and low 
in the embayment areas. In the main channel higher 
oscillations can be found in the narrow parts without lateral 
embayment areas. At the probe position water depth 
fluctuation of about 1 mm for 4.8 and 15 l/s and 2 mm for 8.5 
l/s were found. This fits quite well to the measured 1 to 3 
mm.   

The concentrations at the probe position show also high 
frequent oscillations and additional a lower frequent 
disturbance. The high frequent amplitude increases with 
increasing discharge. The available concentration 
measurements are not precise enough for a useful 
comparison.  

 

 

 

 

 

 

 
Figure 6: Oscillating water levels and depth averaged concentrations for a 

discharge of 4.8 l/s (top), 8.5 l/s (middle), 15 l/s (bottom) at half time of the 
experiment. 
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B. Modelling three-dimensional effects 

Fig. 7 shows the simulated embayment vortex for all 
discharges in comparison to the measurements. Fig. 8 
compares the embayment vortex for the TUC2021 model and 
the 3Dcoarse model for the high discharge. The three-
dimensional simulations fit better to the measurements. The 
centre of the embayment vortex is at the dimensionless 
length parameter of the embayment x/l ≈ 0.7 for the 
measurements and the 3Dcoarse model but at x/l ≈ 0.55 for 
the TUC2021 model.  

 

 
Figure 7: Comparison of measured vorticity and streamlines of the 

embayment vortex (left, from supplementary online data of [1]) and 
simulated scalar velocity and streamlines of the embayment vortex (right) for 

low (top), medium (middle) and high (bottom) discharges.  

 

  

Figure 8: Comparison of simulated scalar velocity and streamlines of the 
embayment vortex for the 3Dcoarse model (left) and the TUC2021 model 

(right) for high discharge. 

 

The simulated deposition pattern compared to the 
measurements is plotted in Fig. 9. As expected with three-
dimensional simulation the material was deposited at the 
centre of the vortex. For the low discharge the lateral 

exchange seems to be too small to transport the sediment 
through the shear zone. For this discharge the sediments 
deposited only along the shear zone. The measurements show 
for the low and the high discharge the typical deposition 
pattern in the centre of a vortex. Additionally, in the 
laboratory experiment deposition occurred mainly at the 
upstream corner. This effect could not be captured by the 
3Dcoarse model although a second vortex was simulated in 
the upstream corner (see Fig. 8 left).   

 
Figure 9: Simulated deposition for the 3Dcoarse model and position of 

measured deposition (black lines) for all discharges. 

 

C. Comparison between simulated and measured trapping 

masses 

The simulated deposited masses in the embayment areas 
are compared to the measured ones. In the experiment the 
deposition masses decreased with increasing discharges and 
increasing inlet concentrations. Fig. 10 presents the trapping 
efficiency over time for the models TUC2021, 2Dseiches, 
3Dcoarse and the final value measured in the lab 
experiments.  

 
Figure 10: Trapping mass efficiency for the models TUC2021, 2Dseiches, 

3Dcoarse and the measurements for all discharges.  
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For the small discharge the results of all numerical 
models fit very well to the measurements. But contrary to the 
measurements all models showed an increasing trend in 
deposition masses with increasing discharges respectively 
inlet concentrations. The increase was even higher for the 
more complex models. Both the seiche effect and the 
resolution of the vertical dimension leaded to a higher input 
of concentration into the embayment areas and a subsequent 
deposition.   

The deposition of suspended sediments can be computed 
from the net sediment flux (E - D) as the result of the 
sedimentation (D) and erosion (E) processes. In GAIA the 
Sedimentation is calculated as product of the settling velocity 
ws and the available concentration Czref at a certain reference 
height zref. In 2D modelling a Stokes profile is assumed for 
the vertical distribution of the sediments. In 3D the simulated 
concentration at the reference height is used. The erosion for 
non-cohesive material is computed in GAIA as the product of 
the settling velocity and the equilibrium near-bed 
concentration Ceq, which is determined by an empirical 
formulation. For this investigation the formula of van Rijn 
was used which is dependent of sediment parameters, the 
reference height and the ratio between the Shields parameter 
and the critical Shields parameter. 

 E − D  = ws ( Ceq − Czref) () 

With increasing discharge, the inlet concentration in the 
experiment was increased, which led to higher concentrations 
in the embayment areas (see Fig. 6). The higher reference 
concentrations initiated higher sedimentation. It is assumed 
that the fluctuations also led to higher lateral sediment 
exchange, which increases the concentration inside the 
embayment areas, which in turn led to higher sedimentation. 
This would explain the higher trapping efficiency values for 
the 2Dseiche model compared to the TUC2021 model.  

The 3Dcoarse model computed significantly smaller 
velocities (see Fig. 8) respective bottom shear stresses than 
the TUC2021 model (see Fig. 11). This caused smaller 
erosion which resulted in higher deposition tendencies. Fig. 
11 shows the calculated Shields parameter of the TUC2021 
and the 3Dcoarse model. GAIA computed a critical Shields 
parameter of 0.1. Therefore, erosion did not occur at dark 
blue parts. The 3Dcoarse model calculated much smaller 
Shields parameter than the 2Dseiche model because of the 
smaller flow velocities. For the 3Dcoarse model all 
sediments which were transported to the embayment areas 
were deposited with time. The linear increase for the trapping 
efficiency in Fig. 10 shows this. 

For calibration purposes, the bottom shear stress was 
increased due to turbulence using the formulation proposed 
in [7]. This approach was already used within the TUC2021 
model. Furthermore, the critical Shields parameter was 
reduced from 0.1 to 0.08 (after Soulsby & Whitehouse [8]). 
Both of these changes reduced the depositions for the higher 
discharges but did not change the general behaviour. 

 

 

 
Figure 11: Comparison of simulated Shields parameter for the TUC2021 

model (top) and the 3Dcoarse model (bottom) for all discharges. 

 

V. CONCLUSION AND OUTLOOK 

With the embayment experiment of [1] the capability of 
TELEMAC/GAIA to simulate lateral sediment exchange was 
investigated. Building upon the work of [2], [3] three 
different numerical models were compared to the 
experimental results in order to capture the measured 
decrease in trapped mass in the embayment areas with 
increasing discharge. Some shortcomings of the low 
resolution two-dimensional TUC2021 model could be 
overcome. With a high resolution 2D model (2Dseiches) it 
was possible to simulate the measured water level 
fluctuations. A three-dimensional approach (3Dcoarse) could 
also reproduce the centre of the embayment vortex and 
computed more reasonable evolution pattern in the vortex 
centre. But the deposition at the upstream corner of the 
embayment areas could not be reproduced. 

All models considered could reproduce the trapping mass 
for the low discharge. Unfortunately, the decrease in the 
trapping mass with increasing discharges could not be 
simulated by any of them. The results of the new models 
were even worse probably due to the only rudimentary 
calibration. With increasing discharge and increasing inlet 
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concentration more sediment came into the embayment 
areas. So, the sediment deposition flux increased. For a 
smaller net sediment deposition, the erosion flux needed to 
be increased more than the deposition flux. But the bottom 
shear stresses increased only slightly and could not 
compensate the increased sediment flux.  

It is assumed that the configuration of the laboratory 
experiment is quite special and probably related to a strong 
sensitivity of the light artificial material to turbulence. It 
seems that with higher discharges the sediments transported 
to the embayment areas did not settle but stay in the water 
column. In the literature, the effect of vortex trapping [9] is 
described. Sediment particles can move indefinitely along 
any circle in a forced vortex. It is unlikely that these special 
effects play a role in large-scale long-term lateral sediment 
exchange between main channel and groyne fields. 
Furthermore, the implemented formulas in GAIA were 
developed for natural sediments (sand) and produce not 
necessarily good results for artificial material and their 
sensitivities to turbulence. Therefore, the laboratory 
experiment seems not suitable as a validation test case for 
lateral sediment exchange of river groyne sections. 
Nevertheless, the investigations showed that even a low 
resolution 2D model (TUC2021) can be calibrated to catch 
the lateral sediment exchange.  

The transferability to other discharges of emerged 
groynes could not be proven. Probably the long-term lateral 
sediment exchange is influenced mainly by the sequences 
between the flow of emerged and submerged groynes. 
Further investigations are planned including the validation on 
the basis of different laboratory experiments. One validation 
test case will be a new laboratory model with movable bed 
and bends conducted at BAW. Another could be a laboratory 
model with groynes [10].  
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Abstract – The increased number of marine works occurring 

in the North Sea, such as for offshore renewables infrastructure 

and aquaculture, gave rise to more frequent Environment 

Impact Studies in the area. Activities with impact on turbidity or 

light penetration might have secondary impact on water quality 

and other aquatic parameters such as primary production and 

nutrient levels. 

To study such phenomena, IMDC has recently started the 

implementation of water quality simulations in TELEMAC-3D. 

As a basis, the three-dimensional hydrodynamic model of the 

Southern North Sea and English Channel has been chosen 

(KaZNo model). TELEMAC-3D was applied coupled to the 

AED2 library to determine the nutrient cycle, primary 

production, and zooplankton grazing. The coupling allows to 

solve the interactions between hydrodynamics (transport, 

diffusion) and the aquatic ecodynamics. Assumptions were made 

for river inflow nutrient conditions. This step resulted, after 

calibrating a number of parameters, in a satisfactory comparison 

of modelled and in situ monitored seasonal patterns of Chl-a 

levels.  

Keywords: Water quality; TELEMAC-3D; North Sea, English 
Channel, AED2 

I. INTRODUCTION 

Eutrophication and algae blooms has been one of the major 
environmental issues in the North Sea for decades, enhanced 
by anthropogenic stressors. More specifically, eutrophication is 
driven by the continuous increase of nutrient concentration, 
especially the increased availability of nitrogen and 
phosphorous. The North Sea is considered a nutrient-enriched 
coastal zone where nutrient loads primarily arrive by riverine 
sources (such as rivers Scheldt, Rhine and Seine). High 
nutrient concentration drives intense phytoplankton blooms 
with large phytoplankton biomass. Along the continental coast 
line of the North Sea, dominant phytoplankton are diatoms that 
are characterised by early spring blooms, followed by an 
important development of Phaeocystis colonies [1].  

Climate change plays an important role on the expansion of 
biomass production by affecting the temperature of the area. It 
is expected that the following years the North Sea will become 
warmer. For this reason, an increasing interest is observed into 
managing the biochemical pollution observed in the area. 
Numerical models that allow to predict the aquatic 
ecodynamics of the system accurately under different 
meteorological and eutrophication scenarios, are proven to be 

useful tools for understanding and managing these issues. 
However, a crucial parameter for the proper use of the 
numerical models is the availability and accessibility of 
monitoring data (for calibration and validation). For the 
moment, available data is limited despite the great deal of 
scientific research has been carried out in this region [3].  

In the framework of an OSPAR initiative six ecosystem 
models (MIRO&CO-3D BE, ECO_MARS3D FR, ECOHAM4 
DE, Delft3D-GEM NL, Cefas GETM-BFM UK, POL 
POLCOMS-ERSEM UK-POL) have been developed to 
investigate the influence of the riverine nutrient loads on the 
North Sea system. In this project, it was concluded that the 
winter sea nutrient concentration has a high response with the 
reduction of the riverine nutrient inputs. However no similar 
behaviour was observed for chlorophyll or net primary 
production [2]. In addition, it was proven that models could be 
applied to support the assessment process and predict the future 
eutrophication status of specific water bodies. 

The goal of this paper is to use the aquatic ecodynamics 
library AED2 coupled to TELEMAC-3D to calculate the 
temporal evolution of nutrients and chlorophyll-a (chl-a) in the 
Southern North Sea. The performance of the model was tested 
against available measurement data in the area of interest. The 
long-term objective of this work is that the developed model 
will be used for environment impact assessment studies in the 
area.  

The present text is organised as follow: Initially, the setup 
of a model of the Southern North Sea is presented in section II 
and in section III the required changes made to the TELEMAC 
code are described. Since the water quality variables depend 
strongly on the water temperature, the calibration of the water 
temperature is described in detail in section IV. Preliminary 
results of the water quality model in terms of nutrient and 
chlorophyll-a concentration for a full year simulation are 
reported and compared to observations in section V. Finally, 
the paper ends with some conclusions. 

II. MODEL SETUP 

The water quality modelling is performed with the in-
housed developed TELEMAC-3D model of the Southern 
North Sea (KaZNo model), coupled with AED2 library see 
Figure 1. 
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Figure 1. Figure II-1: Mesh and bathymetry of the Kazno Model (bathymetry 

is relative to m MSL). 

The total number of computational nodes is 22,941, with 
43,156 triangular elements. To better represent the water 
quality process, the KaZNo model runs in 3-D mode with 12 
vertical nodes (11 layers) using equivalent sigma coordinates 
(0, 0.1, 0.2…0.9 and 1.0 from bottom to top). The mesh 
resolution varies from 500 m near the coast to maximum 10 
km in deep waters. The model bathymetry is adopted from the 
EMODNET 2018 dataset with a spatial resolution of 1/16 × 
1/16 arc minutes (circa 115 × 115 meters). 

The hydrodynamic condition (water level and velocity) at 
the northern and western offshore boundary sections are 
computed by the in-house 2D barotropic model continental 
shelf model iCSM [4, 5] The hourly salinity and temperature 
data at the offshore boundary are provided by Copernicus 
Marine (https://resources.marine.copernicus.eu/product-
detail/NWSHELF_MULTIYEAR_PHY_004_009/INFORMA
TION). Daily data of river discharge and nutrient concentration 
(NH4, etc) [8] are imposed at the river boundaries of Rhine, 
Scheldt and Seine. 

The meteorological surface forcing includes the space- and 
time varying wind (at 10-meter height), air pressure at MSL, 2-
meter air temperature, relative humidity and cloud cover, 
which are provided by the ERA5 hourly dataset of European 
Centre for Medium-range Weather Forecasting (ECMWF). 

The model runs for the entire year of 2015. The initial 
condition of salinity and temperature are also taken from data 
by Copernicus Marine.  

The hydrodynamic parameter settings of the KaZNo model 
are summarized in Table I.  

 

 

 

 

 

 

Table I Model parameters. 

Parameter Description 

Time Step 120 s 

Number of vertical levels 10 

Version TELEMAC v8.1goblinshark 

Salt transport On 

Wind On 

Roughness formula Nikuradse law 

Bed roughness value Space varying roughness field 

Option for the treatment of tidal 
flats  

1: equations solved everywhere with 
correction on tidal flats 

Treatment of negative depths 2: flux control 

Free surface gradient 
compatibility 

0.9 

Vertical turbulence model 2: MIXING LENGTH 

Minxing length model 3: Bakhmetev distribution 

Horizontal turbulence model  4: Smagorinski 

Scheme for advection of 
velocities 

1: characteristic method 

Scheme for advection of tracers 13: Leo Postma for tidal flats 

Solver for Propagation   7: GMRES 

Scheme for diffusion of tracers 0: No diffusion (see section III.D) + 
set_dif.f for vertical diffusion. 

III. CODE CHANGES TO RUN AED-2 

A couple of changes were implemented to TELEMAC-#D 
in order to be able to perform the study. 

A. Meteorlogical input 

In TELEMAC, there are two different models for the 
atmospheric exchange, a linearized model, which uses the 
water temperature at the surface and the air temperature (at an 
elevation of 2m above the sea), and a full energy balance, 
which uses air temperature, air pressure, nebulosity and 
relative humidity as input parameters. The model domain in the 
current study is quite large, meaning that it is likely that 
substantial spatial variation occurs in these parameters. 
However, for nebulosity and relative humidity, it is currently 
only possible to use a time series without spatial variation. 
Therefore, some code was added to allow these variables to be 
read. Also, a modification was made to the source code, 
because the atmospheric pressure in TELEMAC uses a 
different unit in different modules: Pa is used for the 
hydrodynamic calculation in TELEMAC-2D and TELEMAC-
3D, whereas hPa is used for the atmospheric exchange 
modelling in WAQTEL. 

A large number of meteorological variables for a full year, 
leads model to large input files when the data is interpolated to 
the mesh. However, the resolution of the meteorological input 
data (from ERA-5) is substantially coarser than the mesh 
resolution of the TELEMAC model. Reading the meteo data at 
the original mesh, rather than on the TELEMAC mesh, can 
reduce the file size of the meteorological data substantially. 
Therefore, a modification was implemented to the 

https://resources.marine.copernicus.eu/product-detail/NWSHELF_MULTIYEAR_PHY_004_009/INFORMATION
https://resources.marine.copernicus.eu/product-detail/NWSHELF_MULTIYEAR_PHY_004_009/INFORMATION
https://resources.marine.copernicus.eu/product-detail/NWSHELF_MULTIYEAR_PHY_004_009/INFORMATION
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find_variable.f subroutine that is used in TELEMAC to 
read data from Selafin files, which allows the use of input data 
with a mesh that is different from the computational mesh. 
Data from the meteo file are automatically interpolated to the 
computational mesh using linear interpolation. In order to ease 
the implementation, and in order to prevent the large time loss 
during partitioning input files in PARTEL, the full 
meteorological mesh is read by all parallel processors. 

Finally, the code was adapted to read a spatially varying 
Secchi depth from the WACGEO file, which is then used in the 
energy balance for calculating the water temperature. For the 
moment, the spatially varying Secchi depth is only used in the 
calculation of the water temperature, and not yet for the water 
quality calculation in AED2. In the later case, changes in the 
light penetration due to the presence of algae are taken into 
account is combination with a spatially constant background 
turbidity. It is planned to include the spatial variation of the 
background Secchi depth on the water quality calculations in a 
later stage. It is also planned to couple the calculation of the 
Secchi depth to the calculation of cohesive sediment 
concentrations that are calculated using GAIA. 

B. Implicitation of the source terms 

In the original implementation of TELEMAC-3D coupled 
to AED2, all source terms were discretised explicitly in time: 𝑐𝑛+1 − 𝑐𝑛Δ𝑡 + 𝐴𝐷𝑉 + 𝐷𝐼𝐹𝐹 = 𝑆(𝑐𝑛) 

Here, 𝑐𝑛+1  and 𝑐𝑛  are the concentrations of the water 
quality variables at time steps n+1 and n respectively, Δ𝑡 is the 
time step, 𝐴𝐷𝑉   and 𝐷𝐼𝐹𝐹   are the advection and diffusion 
terms, which we will not consider here, and 𝑆(𝑐𝑛) is the source 
term. This method is conditionally stable, but with a time step 
criterion, which is roughly given by: Δ𝑇 < −𝑐𝑛/𝑆(𝑐𝑛) 

 It is easy to show that larger time steps lead to the 
occurrence of negative concentrations, which then will lead to 
problems in the calculation of the sources in AED2 in the next  
time step. In order to prevent instabilities, the numerical 
discretisation was changed to an implicit discretisation using 
Patankar’s [9] method: 𝑐𝑛+1 − 𝑐𝑛Δ𝑡 + 𝐴𝐷𝑉 + 𝐷𝐼𝐹𝐹 = 𝑆(𝑐𝑛)𝑐𝑛 𝑐𝑛+1,  
which is based on the assumption that 

𝑐𝑛+1𝑐𝑛 ≈ 1. Using this 

method, it was found that the stringent time step limit that were 
found with the original implementation indeed disappeared, 
thus allowing for time steps of the order of minutes (they are 
now limited by the hydrodynamic processes), whereas 
previously the maximum time step was of the order of seconds. 
This code change has been included in the official TELEMAC 
release v8p3. 

C. Drying-flooding 

When the first test runs were performed, the model crashed 
rapidly. After investigating the instabilities, it appeared that 
these are related to the calculation of source terms and surface 
boundary conditions for water quality and temperature on cells 

with small water depths. Therefore, a threshold water depth 
was implemented, currently set to 0.1 m, below which, no 
water quality calculations are calculated using AED2, and 
below which surface boundary conditions and source terms are 
not applied in the tracer equation in TELEMAC-3D.  An 
additional change was made to the code of the NERD scheme, 
as still some crashes occurred, related to tracer transport on 
areas with very small water depths (O(10-3 m)), where 
concentrations of tracers (like dissolved oxygen) all of a 
sudden increased rapidly. In order to overcome this issue, the 
code of cvdf3d.f was changed, such that for nodes with a 
water depth lower than 0.01 m, the tracer concentration does 
not change due to advection8. After these modifications, the 
water quality model could be run for a full year period, without 
any crashes. 

D. Settling velocity improvements 

In the original implementation of the coupling, a separate 
settling routine (called SETTLING) was included in the 
module t3d_aed2.F90. However, it appeared that the 
changes in the concentrations due to the settling of water 
quality constituents, where later overwritten in the advection 
diffusion module. Instead of debugging this routine, it was 
chosen to use the existing settling functionalities (developed 
for sediment) in TELEMAC-3D. The code was modified, such 
that the settling velocities coming from AED2 are copied to the 
variable containing the settling velocities in TELEMAC-3D 
(called WCHU), which has a default value of 0.0 m/s (no 
settling). In this way, the set_dif.f subroutine, for 
which a version including source terms and surface boundaries 
was previously developed [10], can be used to calculate the 
vertical settling and vertical diffusion of the water quality 
variables. When then the horizontal diffusion is switched off, 
which typically leads to very limited changes in the results, 
because the used advection schemes in TELEMAC are rather 
diffusive, the simulations are speedup substantially. 

 

IV. WATER TEMPERATURE CALIBRATION 

Knowing the importance of sea water temperature on 
driving water quality processes, an accurate representation of 
sea water temperature is necessary prior to perform water 
quality modelling. The measureddata of sea water temperature 
collected at a number of stations at the Belgian Coastal Zone 
(Figure 2) from Meetnet Vlaamse Banken, are used for the sea 
water temperature calibration.  

 

 

8 Additionally, tests were performed setting the fluxes to and 
from dry nodes (defined as cells with a water depth lower than 
1 cm) to zero. The advantage of this approach is that the tracer 
mass is fully conserved. It appeared that in these simulations 

the maximum occurring tracer values decreased, leading to an 
improved model stability. However, the decrease was 

substantially less, and very high tracer values were still 
encountered on dry areas. Therefore, this method was not used 

further. 
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Figure 2. Figure IV-1: Measurement stations of sea water temperature in the 

Belgian coastal zone.  

The calibration is firstly carried out for ATMOSPHERE-
WATER EXCHANGE MODEL = 1 (linearised formula at the 
free surface), for which the optimal calibration parameter 
C_ATMOS (coefficient to calibrate the atmosphere-water 
exchange model) is found to be 0.0035.  

For ATMOSPHERE-WATER EXCHANGE MODEL = 2 
(model with complete energy balance), the most sensitive 
parameter is found to be the Secchi depth. Other parameters 
such as coefficients of aeration formula, coefficients for 
calibrating atmospheric radiation, coefficients for calibrating 
surface water radiation, coefficient of clouding rate etc are 
found to have a limited impact on the sea water temperature. 
The space varying Secchi depth map are adopted from [6] and 
is implemented in the KaZNo model.  

After calibration, the KaZNo model reproduces sea water 
temperature in the North Sea reasonably well, with an average 
root mean square error (RMSE) for the sea water temperature 
of 0.8° C with both ATMOSPHERE-WATER EXCHANGE 
MODEL of 1 and 2 (Figure 3 and Table II). Time series plots 
are shown for the measurement station at Akkaert and 
Westhinder (Figure 4 and Figure 5). The yearly patterns of the 
sea water temperate variations are well captured by the KaZNo 
model.  

It is also noticeable that with ATMOSPHERE-WATER 
EXCHANGE MODEL = 2, the daily variation of sea water 
temperature is better simulated, which might be important for 
the sea water quality modelling. Therefore, the water quality 
modelling will proceed with ATMOSPHERE-WATER 
EXCHANGE MODEL = 2.  

 

 
Figure 3. Figure IV-2: Bias and RMSE of the sea water temperature with 

ATMOSPHERE - WATER EXCHANGE MODEL = 1 and 2. 

Table II RMSE of sea water temperature [deg C] with atmosphere - water 
exchange model = 1 and 2. 

Stations atmosphere - water 

exchange model = 1 

atmosphere - water 

exchange model = 2 

Akkaert 0.7 0.9 

Bol Van Heist 1.0 0.7 

Kwintebank 0.7 0.9 

MP0 Wandelaar 0.9 0.6 

MP4 Scheur 
Wielingen 

0.8 0.6 

MP7 Westhinder 0.4 1.2 

Ostend Poortjes 0.8 0.6 

Ostend North 0.9 0.7 

Westhinder 0.4 1.2 

NZ215 0.8 0.8 

NZ230 0.9 0.5 

NZ780 0.9 0.5 

Average 0.8 0.8 

 

 
Figure 4. Figure IV-3: Comparison of measured and modelled sea water 

temperature at Akkaert 
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Figure IV-4: Comparison of measured and modelled sea water temperature at 
Westhinder . 

V. PRELIMINARY RESULTS WATER QUALITY MODELLING 

To numerically reproduce the nutrient cycle and primary 
production in the North Sea the Aquatic EcoDynamics (AED2) 
model was used [7]. AED2 is a biochemical library that 
consists of various modules that allow to simulate different 
processes that play a role in the biochemical cycle of an aquatic 
ecosystem. In Table III the modules used in the present study 
are presented, along with the simulated variables of each 
module. 

Table III AED2 modules and the simulated parameters used in the present 
model to study water quality in North sea 

Module Simulated variable 

sedflux oxygen sediment flux 
Oxygen Dissolved oxygen 
Carbon Inorganic carbon 
Silica Silica 
Nitrogen Ammonium 

Nitrate 
Phosphorus Phosphate 
Organic matter Particulate organic 

carbon (POC) 
Particulate organic 
nitrogen (PON) 
Particulate organic 
phosphorus (POP) 
Dissolve organic 
carbon (DOC) 
Dissolve organic 
nitrogen (DON) 
Dissolve organic 
phosphorus (DOP) 

Phytoplankton Diatoms 
Phaeocystis 

Zooplankton Copepods 
 

In the North Sea, two phytoplankton groups are dominant 
and used in the present model: diatoms and phaeocystis. 
Diatoms are typically related with lower optimum water 
temperatures, whereas phaeocystis colonies are linked to 
higher ones [1]. Moreover, Copepods grazing only on diatoms 

are included in some of the sensitivity runs performed in the 
framework of the present study.  

For the initialization of the model, representative values of 
oxygen, nutrient and chlorophyll-a concentration were used, 
based on measurement data collected from Belgian Marine 
Data Center (BMDC, 
https://www.bmdc.be/NODC/search_data.xhtml;jsessionid=k7
Wb3MSNEd58EOEg-
D4zbZJnaJKbOGnKOzVQMRu.teuthida) for the year 2015 at 
different locations in front of the Belgian coast zone. The exact 
locations of the BMDC measurement points are shown in 
Figure 6  

 
Figure 5. Figure V-1: Measurement stations of nutrients and chlorophyll-a 

concentration. 

The main challenge for the calibration of the water quality 
model, is the large number of calibration parameters (more 
than 100). However, in the present study the calibration is 
focused on the most sensitive ones as identified from a 
previous sensitivity analysis. In addition, some parameters for 
the oxygen and nutrient were also manipulate (eg oxygen 
sediment flux, reaction rate of nitrification and reaction rate of 
denitrification). However, their influence on the results was 
less evident. The range of the calibration parameters is selected 
based on literature [1, 7].  

As mentioned above the calibration of the water quality 
model is quite challenging and the available measurements 
limited. In this paper, calibration is mainly focused on the time 
evolution of chl-a concentration at the North Sea. In Figure 6 
to Figure 11 the preliminary results in terms of surface chl-a 
concentration over an entire year, obtained from four different 
sensitivity runs are shown. The presented time series are 
extracted at the measurements points shown in Figure 6. An 
overview of the sensitivity runs performed in this study is 
presented in Table IV. The first three runs indicate the 
influence of silica uptake and Copepods grazing on the chl-a 
concentration. More specifically, in run01 silica uptake is not 
taken into account and the zooplankton module is not active. In 
run02, the silica uptake for diatoms is activated. Run03 is 
similar to run01 but Copepods grazing is considered only on 
diatoms. It can be noticed that silica uptake and the presence of 
zooplankton lead to a decrease of chlorophyll-a. Therefore, in 
run04, where both silica uptake and zooplankton are activated, 
the basic calibration parameters for the phytoplankton groups 
have been adjust to better reproduce the phytoplankton bloom. 
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Table IV Overview of the sensitivity runs performed 

Runs Activated modules 

run01 Sedflux 
oxygen 
carbon  
Organic 
matter 

Nitrogen 
Phosphorus 
Phytoplankton 

run02 Sedflux 
oxygen 
carbon  
Organic 
matter 

Nitrogen 
Phosphorus 
Silica 
Phytoplankton 

run03 Sedflux 
oxygen 
carbon  
Organic 
matter 

Nitrogen 
Phosphorus 
Phytoplankton 
Zooplankton 

run04 Sedflux 
oxygen 
carbon  
Organic 
matter 

Nitrogen 
Phosphorus 
Silica 
Phytoplankton 
Zooplankton 

 

For the validation of the numerical model, the obtained 
results are compared with both BMDC measurements and 
satellite data provided by Copernicus 
(https://marine.copernicus.eu/). It is worth noting that for year 
2015 the available BMDC measurements are limited. 
Furthermore, an inconsistency can be observed between the 
two data sets. Based on BMDC data, the phytoplankton bloom 
occurs at the end of March whereas the satellite data suggest 
that the bloom occurs in the second half of April. Since 
satellite data is less scarce, they are here considered as more 
relevant for the validation of the model. 

 
Figure 6. Figure V-2 Comparison of model output and measured data (both 
BMDC and satellite data) in terms of chl-a concentration for 2015, at the 

measurements point W01. 

 
Figure 7. Figure V-3 Comparison of model output and measured data (both 
BMDC and satellite data) in terms of chl-a concentration for 2015, at the 

measurements point W02. 

 
Figure 8. Figure V-4 Comparison of model output and measured data (both 
BMDC and satellite data) in terms of chl-a concentration for 2015, at the 

measurements point W03. 

 
Figure 9. Figure V-5 Comparison of model output and measured data (both 
BMDC and satellite data) in terms of chl-a concentration for 2015, at the 

measurements point W04. 
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Figure 10. Figure V-6 Comparison of model output and measured data (both 

BMDC and satellite data) in terms of chl-a concentration for 2015, at the 
measurements point W05. 

 
Figure 11. Figure V-7 Comparison of model output and measured data (both 

BMDC and satellite data) in terms of chl-a concentration for 2015, at the 
measurements point W05. 

It can be observed that the model results are in good 
agreement with the satellite data, for the stations located closer 
to the coast. The chl-a peak during the second half of April is 
well represented as well as the limited availability of 
phytoplankton biomass the rest of the year. However, an 
noticeable underestimation of chl-a is observed at the stations 
W05 and W06 located more offshore. This may be related to 
the fresh water plumes generated in the mouth of Scheldt and 
Rhine river. Fresh water is one of the main carries of nutrients 
into the North Sea which are necessary for phytoplankton 
growth. It seems that in the model the fresh water zone is too 
small, which may be related to the treatment of the lateral 
boundary conditions. Further work is planned in the future to 
improve this issue. 

The nitrate and phosphate concentration at stations W02 
and W03 are also shown in Figure 12 to Figure 15. The 
nutrients dynamics reproduced by the numerical model are 
consistent with the patterns of the phytoplankton biomass. The 
phytoplankton growth observed in the second half of April 
consumes the stock of nutrients in the water column 
(particularly of nitrate). However, it can be observed that 
nitrate concentration do not recover after the decay of the 
phytoplankton. Thus, nitrate concentration is very low at the 
end of the simulated year. This issue may be related to the 
offshore BC conditions, for which it is difficult to prescribe 

correct values due to the lack of available data. One of the 
possible solutions to overcome this issue is to apply zero-
gradient boundary conditions for tracers, which allow the 
nutrients at the boundary to adapt to the nutrient concentrations 
inside the domain. A more detailed validation of the nutrient 
dynamics is planned in the future.  

 
Figure 12. Figure V-8 Model results of nitrate concentration for the four 

sensitivity runs, at station W01. 

 
Figure 13. Figure V-9 Model results of nitrate concentration for the four 

sensitivity runs, at station W02. 

 
Figure 14. Figure V-10 Model results of phosphate concentration for the four 

sensitivity runs, at station W01. 
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Figure 15. Figure V-11 Model results of phosphate concentration for the four 

sensitivity runs, at station W02. 

VI. SUMMARY AND CONCLUSIONS 

In this work, TELEMAC-3D coupled to the AED2 library 
were used in the KaZNo model to simulate the thermal 
dynamics and biochemical cycle in the North Sea for the year 
2015. However, in order to perform this study a couple of 
modification were required in TELEMAC-3D. A brief 
description of the implemented changes are given in the paper.  

Due to the high importance of the water temperature in the 
biochemical cycle of an aquatic ecosystem this work is initially 
focused on temperature calibration. Two different atmospheric 
exchange models were used. A linearized model, which uses 
the water temperature at the surface and the air temperature at 
an elevation of 2m above the sea and a more complex model, 
in which the complete energy balance is taken into account. 
Both models showed a very good performance based on 
measurement data of sea water temperature from the Meetnet 
Vlaamse Banken, collected at a number of stations at the 
Belgian Coastal. The averaged RMSE was around 0.8oC, for 
both atmospheric models. 

In terms of chlorophyll-a concentration the model results 
show a correct simulation of the phytoplankton growth 
compared to the available satellite data. Phytoplankton biomass 
starts growing in March and reaches its peak at the second half 
of April. The rest of the year chl-a concentration remains low. 
It is also indicated that for 2015 the simulated nutrient cycle is 
consistent with the patterns of the phytoplankton biomass. 

A future goal of the present work is to further calibrate the 
nutrient cycle and zooplankton grazing. However, a necessary 
condition for the further calibration of the model is the 
availability of monitoring data. In addition, in order to improve 
the distribution of the chl-a concentration offshore further work 
is required for the better representation of the fresh water 
plume in the mouth of Scheldt and Rhine river. To do so a new 
zero-gradient boundary conditions for tracers will be applied. 
Finally, the use of a large number of racers (around 25) leads to 
substantial calculation times. In order to speed up the model, 
faster advection schemes for tracers are needed. Therefore, 
alternative advection schemes, based on the characteristic 
method, but with correction to ensure mass conservations are 
currently being implemented in TELEMAC-3D. 
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Abstract – Swimming in urban open waters is increasingly 

popular. In Paris, a bathing area is open during summer in La 

Villette Basin, our study site. To control sanitary risks, the 

European Bathing Water Directive (2006/7/EC) classifies the 

water quality according to thresholds of indicators of 

pathogenic microorganisms, the faecal indicator bacteria (FIB), 

such as E. coli. The reference FIB enumeration methods take 

more than 24 h. 

To obtain, in due time, information on the sanitary 

conditions in the bathing area, in this study, two issues were 

considered. 

On the one hand, for assessing more rapidly the 

microbiological level, a relationship between bacterial activity 

and fluorescent dissolved organic matter (FDOM) can be used. 

Here, E. coli was estimated from a relationship with 

tryptophan-like fluorescence (TLF) established for La Villette 

system. 

On the other hand, the thermal stratification of the water 

column observed during summer heat waves can impact the 

spatiotemporal distribution of FIB, in water bodies with low 

current speed. The three-dimensional hydrodynamic model 

TELEMAC-3D was run to predict the space and time evolution 

of E. coli. To reproduce the thermal stratification in the basin, 

WAQTEL thermal process was activated. TLF data measured 

upstream were used as an input for the simulations. 

Two periods of ten days were simulated. In the first period 

(12-22 September 2021), including a heavy rain event, five field 

measurements of E. coli were available. The model results were 

converted from TFL to E. coli and then compared to field data. 

There was a good agreement between them (RMSE = 

197 MPN/100mL, r² = 0.74). The regulatory threshold was 

exceeded during four days and the bathing area would have 

had to be closed during this period.  

The same E. coli input was used for a second simulation 

run during a heat wave period (13-23 July 2022). The thermal 

stratification was correctly reproduced. A slight lateral 

heterogeneity of E. coli distribution between left and right bank 

of the basin was simulated. 

These preliminary results indicate the good capability of a 

warning system combining upstream continuous TLF 

monitoring with hydrodynamic modelling. It would support a 

better assessment of sanitary conditions in a bathing area and 

improve the accuracy on the duration of the regulatory 

threshold exceedance. 

Keywords: thermal stratification, sanitary risk, bathing, open 
water, E. coli, faecal contamination, TELEMAC-3D. 

I. INTRODUCTION 

Open water sport events are increasingly popular in urban 
areas. Some open water competitions of the International 
Federation of Swimming are performed in urban freshwater 
bodies (FINA https://www.fina.org/open-water). For 
example, in July 2022, the second phase of Marathon Swim 
World Series took place in Paris, at the Ourcq Canal.  

The prefectural decree of 1923, banning public 
swimming in the Seine River, is still in force today. An 
exception in Paris region, since 2017, is the public swimming 
area installed in La Villette Basin during summer. 

Reintroducing urban bathing is part of environmental 
policies aimed at recovering the ecological quality of the 
river in wider Paris. Urban bathing mitigates the urban heat 
island effects of Paris and reduces the heat wave impact on 
the population. Furthermore, it is a way of reclaiming public 
space and reinforcing the links of the city dwellers with 
nature. 

However, open water swimming can cause waterborne 
diseases. To control the sanitary risks, the European 
Directive of Bathing Waters 2006/7/EC [1] classifies the 
water quality in function of the concentrations of indicators 
of faecal contamination known as faecal indicator bacteria 
(FIB). Two bacteria are used as reference parameters in the 
European classification: Escherichia coli (E. coli) and 
intestinal enterococci (IE). For inland waters, the threshold 
for a sufficient water quality for bathing is 900 MPN/100mL 
for E. coli and 330 MPN/100mL for IE, both values based 
upon a 90-percentile evaluation. In this study, E. coli was 
used as a representative indicator of FIB. The reference 
method for E. coli enumeration, in the laboratory, has a long 
response time, taking from 24h to 48h [2].  

In some watercourses, the analysis of the microbiological 
water quality is performed on a daily basis, upstream of the 
bathing area, in order to anticipate the decision of a closure 
of the bathing area. To improve the accuracy of the decision 
making and reduce the risk of having undetected 
contamination between two measurements, a more frequent 
monitoring time step is required. 

The relationship between bacterial activity and 
fluorescent dissolved organic matter (FDOM) may provide a 
high-frequency assessment of the microbiological water 
quality. A possible indicator of E. coli is a fluorescence 

mailto:natalia.angelotti-de-ponte-rodrigues@enpc.fr
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signal known as tryptophan-like fluorescence (TLF) or peak 
T [3]–[5]. 

In water bodies of low current speeds, which is frequently 
the case in bathing areas, a thermal stratification is observed 
during summer in the water column. In turn, it impacts 
current speeds and, consequently, the spatiotemporal 
distribution of FIB [6].  

This work focused on monitoring and estimating sanitary 
conditions in an urban bathing area, Bassin de La Villette 
(Paris, France), aiming to anticipate a possible closure of the 
site and its duration. More precisely, the objective was to 
predict E. coli concentration at the bathing area. A three-
dimensional hydrodynamic model, TELEMAC-3D, was used 
to predict spatiotemporal distribution of E. coli from the 
upstream measurement point to the bathing area. The 
WAQTEL thermal module was activated to reproduce the 
thermal stratification on the basin. To have a few-hour 
forecast of the sanitary risk at the bathing area, real-time data 
from the upstream point were used as an input. E. coli values 
were inferred from the TLF measurements through the 
relationship established for La Villette system. 

II. MATERIAL AND METHODS 

A.  Study site and field data 

La Villette system is located in the north-east of Paris. It 
is composed of a canal of 25 m wide and 800 m long and a 
basin of 75 m wide and 700 m long, where the bathing area is 
located (Figure 1).  

The upstream point, point A, is equipped with a vertical 
chain of temperature and conductivity sensors located at 
three depths and a water level sensor. The downstream point, 
point B, is also equipped with a "three depth" sensor vertical 
chain for temperature and conductivity measurements. The 
measurement time step is 20 min. 

At points A and B, sampling of surface water (0.40 m 
depth) was performed for fluorescence measurements. From 
30th June to 20th September 2021, 17 grab samples were 
collected at each point. 

During the same period, surface water sampling for FIB 
and fluorescence measurements was performed at point C. 
Point C is located in the middle of the system, at the end of 
the canal (Figure 1). Five episodes were sampled, two of dry 
weather and three of rainy weather. Hourly samples were 
taken automatically for 24 hours, from 9h to 9h the day after. 
All the samples were then mixed to obtain mean daily 
samples. During the dry weather episodes, two daily samples 
were obtained. For the rain episodes, the duration of the first 
one was two days (two samples) and the duration of the other 
two was three days (2x3 samples). A total of ten mean daily 
samples were collected. 

FDOM and E. coli concentrations in the samples were 
measured at the laboratory. E. coli was measured according 
to ISO 9308-3 method. The uncertainty on E. coli data is 
around 25%. 

 

 
Figure 1. Location of the measuring stations at La Villette 

FDOM measurements were performed on a Cary Eclipse 
Fluorescence Spectrophotometer (Agilent Technologies). For 
each sample, a simultaneous scan of excitation wavelength 
from 200 to 700 nm with 5-nm intervals and emission 
wavelength from 250 to 750 nm with 2-nm intervals was 
performed. The processing of the EEM spectra was 
conducted according to [7]. Data are expressed in Raman 
Units (RU) according to [8]. The TLF values, corresponding 
to the wavelength range 275 nm – 340 nm, respectively for 
Excitation and Emission wavelengths [9], were used to find a 
relationship with E. coli data. 

B. E. coli estimation 

The relationship between TLF and E. coli was established 
through the data of the 10 samples collected between June 
and September 2021 in La Villette basin. The range of E. coli 
data was from 98 to 1400 MPN/100mL. The range of TLF 
data was from 0.13 to 0.75 RU. The obtained linear 
relationship (r2 = 0.64, p = 4.10-5) is given by (1). 

 [E. coli] = 1381∙TLF () 

[E.coli] in MPN/100mL and TLF in RU. 

C. Hydrodynamic model 

The simulations were run using the v8p3 version of 
TELEMAC-3D on a Linux operating system. BlueKenue 
(3.3.4) was used for the preparation of geometry and mesh 
files and for the visualisation of the results. 

1) Modelling domain 
The domain goes from the canal round-about upstream to 

the downstream end of La Villette Basin (Figure 1). The 3D 
grid is composed by 10 layers of 0.30 m of depth and an 
average edge length of 5 m. The simulation results for the 
temperature and E. coli concentration at the surface and at 
the bottom layers are compared to field data at 0.5 m and 
2.0 m, respectively. 

The time-step of the model computation is of 20 s. The 
time step of the result output is 10 min 

2) Hydrodynamic and heat exchange model 
The thermal process was activated in WAQTEL module, 

considering the heat exchange of water with the atmosphere.  

The lateral boundaries are defined as a solid wall. The 
upstream and downstream boundary conditions are defined 
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as open boundaries, upstream with prescribed water elevation 
and water temperature and downstream, prescribed flowrate.  

To compute the heat exchange with the atmosphere, 
hourly meteorological data (wind speed and direction, air 
temperature, atmospheric pressure, relative humidity, cloud 
cover, and rainfall) are required. They were obtained from Le 
Bourget airport station, the nearest Météo France station 
(around 9 km in the North-East), excepted for cloud cover 
which is not available at Le Bourget. We used cloud cover 
from the Orly meteorological station (around 17 km in the 
South). 

For upstream boundary conditions, water temperature and 
water elevation measured at point A were used. 

Downstream, the outlet flowrate, Q, was computed using 
the water level measurements at the upstream point (point A) 
according to the Manning-Strickler equation (2). 

 Q(h) = KS∙Stot∙RH
2/3∙i1/2 () 

Where Q (m3/s) is the outlet flowrate, KS (m1/3/s) is the 
Strickler coefficient; Stot (m2), the total underwater section, 
RH (m), the hydraulic radius, and i (m/m) the hydraulic slope.  

The hydraulic radius (RH) and the underwater section 
(Stot) were computed using the water elevation, h and 
geometric data of the system obtained from a technical report 
[10]. Considering the macrophytes on the bed of the canal, a 
value of 2 m1/3/s for KS was adopted. 

The vertical turbulence model was Nezu and Nakagawa 
mixing length, with Viollet’s damping function. The 
horizontal turbulent viscosity was considered constant. The 
Secchi depth was 0.9 m, derived from field data. 

3) Microbiological input data 
The TLF values obtained from the FDOM measurements 

at point A were linearly interpolated to an hourly time step. 
They were used as upstream input data, uniformly distributed 
on the water column, in the simulations. TLF was considered 
as a passive tracer.  

4) Data processing 
MATLAB (R2021b) was used for the preparation of 

input data and processing of simulation results. The model 
performance was assessed through two indicators, root mean 
square error (RMSE) and Pearson correlation coefficient (r). 

D. Simulation periods 

Two simulation periods were run. The first simulated 
period was 12-22 September 2021. It included a rainfall 
episode on 14th and 15th of September, with a total rain height 
of 28 mm in 48 hours. The results obtained for this period 
will illustrate the performance of the model to simulate the 
microbiological contamination level. 

The second simulation period was 13-23 July 2022, a 
period of very high air temperature. Here, the impact of 
thermal stratification on a possible microbial contamination 
will be assessed. 

III. RESULTS AND DISCUSSION 

A. 12-22 September 2021 

This period included a heavy rainfall episode on 14th and 
15th of September, with a total rain height of 28 mm in 48 
hours. Seven measurements of the microbiological indicator, 
TLF, were available during the period (Figure 2a). Before the 
rain event, the TLF level was around 0.14 RU. A value of 
0.70 RU was observed on September 16th after the rain and 
TLF remained around 0.75 RU for 5 days, until September 
20th, when it started to decrease (0.20 RU on 21st September). 
In parallel, 5 mean daily data of E. coli measured at point C 
were available (Figure 2b). The total number of available 
TLF and E. coli data are summarized in Table I. 

To provide the upstream input of the microbiological 
indicator, TLF data were linearly interpolated at an hourly 
time step. The TLF simulation results were then converted in 
E. coli unit (MPN/100mL) using (1). Simulated E. coli was 
compared to the field data measured at point C. 

For water temperature, model results and field data 
(Figure 3) were compared at the bathing area (point B). A 
good agreement was obtained, with RMSE of 0.66, 0.57, 
0.53 °C and r2 of 0.73, 0.74, 0.79 for the surface, middle and 
bottom layers, respectively. 

Table I Number of TLF and E. coli data at each point 

Period 
Point A Point C 

TLF E. coli TLF E. coli 

12-22 September 2021 7 - 5 5 

(a)  

(b)  

Figure 2. TLF as microbiological input at point A (a) and E. coli daily data 
at point C (b) 
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Figure 3. Water temperature at point B from 12 to 22/09/2021 – Field data 

and model results 

 
Figure 4. E. coli at point C – Simulation results and daily mean field data 

 
Figure 5. Simulation results of E. coli at point B 

Over the whole period, the water column was slightly 
stratified during daytime, and was mixed during the night, 
with a temperature difference between the surface and the 
bottom layers of 0.21°C according to the field data and 
0.34°C according to the model results. 

To assess the microbiological results, the model output of 
TLF values were firstly converted to E. coli unit and then 
compared the field data measured at point C (Figure 4). The 
simulation results were within the uncertainty range of E. coli 
data. The agreement between the model results and the field 

data was very close, with a RMSE of 225 MPN/100mL and 
r² of 0.67. 

The time evolution of E. coli at point B was then obtained 
from the TLF results (Figure 5) and compared to the 
sufficient quality threshold for bathing (900 MPN/100mL). 
The threshold was overpassed from the 17th to 20th 
September included, when the bathing area should be closed 
(it was the case!). 

B. 13-23 July 2022 

During this period, very high air temperature was 
recorded, with a maximum of 39.8 °C on 19th July. No E. coli 
data are available for this episode. For that reason, the data 
measured during the rain event of September 2021 were used 
to assess the impact of thermal stratification on E. coli 
distribution. 

At the bathing area (point B), the water temperature range 
was [24.0 - 26.1 °C] for the field data and [22.9 - 26.8 °C] for 
the simulation results (Figure 6). There was a good 
agreement between model and data, with RMSE of 0.41, 
0.47, 0.42 °C and r² of 0.70, 0.59, 0.66, respectively for the 
surface, middle and bottom layers. 

From July 13th to 20th, the water column was stratified 
during daytime and mixed during the night. After July 20th, 
the stratification vanished. Over the stratified period, the 
maximum temperature difference between surface and 
bottom layers had a mean value of 0.97 °C for field data and 
of 0.91°C for model results. Over the whole period, the 
temperature difference between the bottom and the surface 
layers showed good agreement between field data and 
simulation results (RMSE = 0.19 °C and r² = 0.69). 

The lateral heterogeneity of E. coli distribution at the 
basin area is illustrated on Figure 7. On July 17th at 13h00 
(Figure 7 left), higher concentration reached earlier at left 
bank than at right bank. At the end of the simulated period, 
on July 22nd (12h00), E. coli spatial distribution also 
displayed heterogeneity between right and left banks 
(Figure 7 right) on July 22nd (12h00). 

 

 
Figure 6. Water temperature at point B from 13 to 23/07/2022 – Field data 

and model results 
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Figure 7. Spatio-temporal distribution of E. coli on the surface and bottom layers on July 17th at 13h00 (left) and on July 22nd at 12h00 (right) 

 

IV. CONCLUSION 

A monitoring system combined with model simulations 
was developed for the urban bathing area of Bassin de La 
Villette (Paris, France). The objective was to predict the 
overpassing of E. coli threshold for sufficient bathing water 
quality. The three-dimensional hydrodynamic model 
TELEMAC-3D was used to simulate E. coli spatial temporal 
distribution, from the upstream measurement point to the 
bathing area. The WAQTEL thermal module was activated to 
reproduce the thermal stratification on the basin.  

Fluorescent dissolved organic matter (FDOM) was 
measured in grab samples, in parallel to E. coli enumeration. 
A relationship between E. coli and tryptophan-like-
fluorescence (TLF) was established. As it is possible to 
monitor FDOM in situ, in the future, E. coli could be 
continuously estimated in Bassin de La Villette from its 
relationship with TLF values. 

The first simulated period (12-22 September 2021) 
included a heavy rain episode. The model was able to 
simulate adequately the time evolution of E. coli level: 
increase of the concentration after the rain and decrease five 
days later. The regulatory threshold was exceeded, and the 
bathing area would have had to be closed. According to the 
model results, the closure should have occurred two days 
earlier (September 16th) than according to the field data 
(September 18th).  

A second simulation was run during a heat wave (13-23 
July 2022). The thermal stratification was correctly 
reproduced. During this period, a slight lateral heterogeneity 

of E. coli distribution between left and right bank of the basin 
was simulated. 

The transfer time between points A and B estimated by 
the model varied between 11h 30 min and 16h 40 min. These 
results indicate that combining upstream continuous TLF 
monitoring with hydrodynamic modelling would allow to 
predict the exceedance of the regulatory threshold for water 
quality in a downstream bathing area. It would support the 
decision making on the closure/opening of the bathing area. 
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Abstract – The MICROPOL sub-module of WAQTEL 

simulates the exchanges of micropollutants between three 

compartments of the water column: Water (dissolved form), 

suspended sediment (adsorbed) and bed sediments (deposited). 

Micropollutant transport is mainly impacted by sediment 

processes (transport, deposition, and resuspension) and 

chemical reactions (sorption, desorption and decay) in 2D/3D. 

This article presents recent model development allowing to 

simulate transport of micropollutant considering one or two-

step adsorption/desorption reversible reactions. In the first 

case, the dissolved form of micropollutant exchanges through 

direct adsorption or desorption with suspended sediments, 

forward and reverse kinetics being pseudo-1st order.  In the 

second case, slowly reversible internal sediment sites are 

considered as an additional micropollutant tracer, exchanging 

concentration with surfacic sediment sites, internalisation and 

externalisation kinetics being pseudo-1st order.. This new 

version of MICROPOL was integrated into the TELEMAC 

system and validated with analytical solutions on multiple test-

cases available on the TELEMAC validation manual. A real 

study case of the use of this WAQTEL module in the Loire 

Estuary is also presented. A fixed concentration of sediment 

and micropollutant was injected in the upstream boundary 

condition, decay and kinetic parameters were chosen to study 

the impact of the different model hypothesis available in the 

MICROPOL settings. 

Keywords: Micropollutant, Sediment transport, pollutant 
transport, WAQTEL-MICROPOL. 

I. INTRODUCTION 

Hydrodynamic modelling is an effective tool to assist 
decision making related to continuous or accidental 
micropollutant release. Model complexity must be adjusted 
to match intricated settings such as uneven topography, 
stratified water bodies or interactions between multiple 
components. Evaluating the effect of sediments on pollutant 
transport in 2D or 3D is necessary to accurately locate 
pollutant concentrations [1]. Previous studies were made on 
the subject using the TELEMAC system for bacterial [2] and 
radionuclide [3] release models, on account of the high 
spatiotemporal resolution and user-defined processes.  

The MICROPOL sub-module of WAQTEL simulates the 
evolution of micropollutants (metals or radioelements) and 
their interaction with sediments (suspended or deposited). 
Concentrations of particles (pollutants or sediments) are 

represented as advected tracers in the water column. In the 
V8P3 version of TELEMAC, WAQTEL-MICROPOL 

module was able to correctly model micropollutant transport 
in 2D using 1st order kinetic exchanges. The 3D model could 
not properly model sediment settling, erosion of bed 
sediments and carried unstable operations on pollutant 
tracers. TELEMAC solves tracer advection diffusion 
equation: 

 𝐹(𝐶) = 𝜕𝐶𝜕𝑡 + 𝑼. 𝛁𝐂 − ∇. (k𝛁C) = 𝑆, () 

with 𝐶(𝑥; 𝑦; 𝑧; 𝑡)  is the tracer concentration, 𝑡  is time, (𝑥; 𝑦;  𝑧) the coordinates, 𝑘 the diffusion coefficient (m2/s), 𝑈 the velocity vector (m/s), 𝑆(𝑥; 𝑦;  𝑧;  𝑡) the internal source 
term. 

Suspended Particulate Matter (SPM) can adsorb 
micropollutants in rivers and estuaries [4]. In WAQTEL, 
suspended sediments are advected and dispersed as tracers 
while bed sediments remain stationary. Two main 
sedimentary physical phenomena can occur depending on the 
sediment and water conditions: settling in smooth waters and 
erosion/re-suspension in high flow areas ([6], [7] and [8]). 
Combining micropollutant and sediment transport, 
TELEMAC considers 5 tracers: 

• suspended matter (𝑆𝑆), 
•  bottom sediments (𝑆𝐹),  
•  dissolved species of micropollutant (𝐶), 
•  the fraction of micropollutant adsorbed on 

suspended particulate matter (𝐶𝑠𝑠), 
•  the fraction of micropollutant adsorbed on bottom 

sediments (𝐶𝑓𝑓). 

Whether in suspension or deposited on the bottom, the 
matter is a passive tracer: in other words, it does not 
influence the flow (no feedback). This hypothesis involves 
that the deposits depth must be negligible compared to the 
water depth (the bed is assumed to be unmodified).  

There is no direct adsorption/desorption of dissolved 
micropollutants on the deposited matter, only on SPM (the 
model assumes a preponderance of water – SPM exchanges 
over direct water – bottom sediment exchanges). 
Contaminated particles from SPM can deposit in bottom 
sediments.  

Multiple models can be used to predict the micropollutant 
interactions at the interface water-SPM particles. The most 
common model uses the “equilibrium” approach, where 
interactions are considered instantaneous. Those models are 
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well-suited for chronic continuous contaminations with small 
spatiotemporal variations. However, more complex models 
are required when facing acute pollution events. Considering 
one or two-step kinetic exchanges can have a large impact on 
the concentration’s outcome, in view of the fact that sorption 
speed of micropollutant on SPM depends on the pollutant 
and sediment characteristics. Accurately representing kinetic 
models in the 2D and 3D components of the TELEMAC 
system would then allow studies of SPM-micropollutant 
interactions on large-scale high-resolution cases. It is also 
essential to study the impact of choosing more complex 
models on the propagation of pollutants. 

The aim of this paper is firstly to present the model 
development of 2D and 3D SPM-micropollutant interactions, 
validation test-cases were then used to verify this model. 
Lastly, the model was tested on a real test-case scenario in 
the Loire estuary, this allowed the comparison of simple one-
step reversible kinetic model and more complex two-step 
reversible model. 

II. MODEL DESCRIPTION 

A. Suspended matter 

The model describing the evolution of SPM and bottom 
sediments involved in MICROPOL is a classic representation 
of the deposition laws and re-suspension of cohesive SPM 
[5], that are the laws of Krone [6] and Partheniades [7], [8]. 
Both processes require the knowledge of characteristic 
constants: 

• deposition occurs when bottom shear stress 𝜏𝑏 , 
which varies according to the flow conditions, 
becomes lower than a threshold value 𝜏𝑠, known as 
the critical shear stress for sedimentation. It is then 
assumed that the SPM settles at a constant velocity 𝑤 
(known as the settling velocity or velocity of 
sedimentation), 

• re-suspension occurs when a threshold 𝜏𝑟, known as 
the critical shear stress for re-suspension, is 
exceeded. Its importance is weighted by a constant 𝑒, 
the rate of erosion characteristic of deposited SPM 
(also known as the Partheniades constant). 

These phenomena translate into the following expressions 
of deposition flux 𝑆𝐸𝐷 and erosion 𝑅𝑆 (kg/m²/s): 

 𝑆𝐸𝐷 = {𝑤. 𝑆𝑆 (1 − 𝜏𝑏𝜏𝑠)  if τb < 𝜏𝑠0                         if τb ≥ 𝜏𝑠 , () 

 𝑅𝑆 = {𝑒 (𝜏𝑏𝜏𝑟 − 1)  if τb > 𝜏𝑟0                   if τb ≤ 𝜏𝑟 . () 

The bottom shear stress 𝜏𝑏 (in Pa) is given by  

 τb = 12𝜌𝐶𝑓𝑈² () 

with 𝐶𝑓  the friction coefficient, 𝜌 the density of water and 𝑈² 
the square of the velocity. The equations of the evolution of 
SPM tracers (variable 𝑆𝑆) and bottom sediments (variable 𝑆𝐹) write as follows: 

• First tracer: suspended particulate matter 

 𝐹(𝑆𝑆) = 𝑅𝑆−𝑆𝐸𝐷ℎ . () 

With 𝐹 as defined in equation (1). 

• Second tracer: fixed bottom sediments 

 𝜕(𝑆𝐹)𝜕𝑡 = 𝑆𝐸𝐷 − 𝑅𝑆 () 

The model relating to SPM has four parameters: the 
velocity of sedimentation 𝑤, the erosion rate 𝑒, the critical 
shear stress for deposition 𝜏𝑠 and the critical shear stress for 
erosion 𝜏𝑟. 

B. Micropollutants 

1) One-step reversible model 
The model representing the evolution of micropollutants 

assumes that the transfers of micropollutants (radioelement, 
metal) between the dissolved and particulate phases 
correspond to either direct adsorption or ionic exchanges 
modelled by a reversible reaction, of pseudo-1st kinetic order 
[9]. In the case of direct adsorption, the reaction can be 
represented in the form of the following chemical equation: 

 R +∙ −𝑆 𝑘1⇌𝑘−1  R − 𝑆 () 

with 𝑅 the micropollutant in dissolved form, – 𝑆 the surface 
site associated with SPM, 𝑅–𝑆 the adsorbed micropollutant. 
It is a reversible reaction, controlled by adsorption (𝑘1  in 
m3/kg/s) and desorption velocities (𝑘−1 in s-1). It leads to an 
equilibrium state, and then a distribution of micropollutants 
between the dissolved and particulate phase described by the 
distribution coefficient 𝐾𝑑 (in  m3/s): 

 𝐾𝑑 = [𝑅−𝑆][𝑅] = 𝑘1𝑘−1, () 

where [𝑅] is the activity (or concentration of micropollutant) 
in dissolved phase (in Bq/m3 or kg/m3), [𝑅 − 𝑆]  is the 
activity (or concentration of micropollutant) associated to 
SPM (in Bq/kg or kg/kg). Once adsorbed, the fixed 
micropollutants act like SPM (deposition, re-suspension) and 
can then produce areas of polluted sediment. The model 
includes an exponential decay law (radioactive decay type) of 
micropollutant concentrations in each compartment of the 
modelled ecosystem, through a constant written 𝐿 (expressed 
in s-1). One-step reversible model can be schematically 
represented as in Figure 1:  
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Figure 1. One-step reversible model exchanges. 

2) Two-step reversible model 
A new feature in MICROPOL allows the user to consider 

a two successive-step reversible model. In this case, a second 
reaction of pseudo-1st order introducing a slowly reversible 
site is considered [10]. This new reaction can be represented 
by the following chemical equation: 

 𝑅 − 𝑆 +∙ −𝑆2 𝑘2⇌𝑘−2  𝑅 − 𝑆2 +∙ −𝑆 () 

with 𝑅– 𝑆2  the adsorbed micropollutant bound to slowly 
reversible sites – 𝑆2  of the suspended particle. It is a 
reversible reaction, controlled by adsorption (𝑘2 in s-1) and 
desorption velocities (𝑘−2 in s-1). It leads to an equilibrium 
state, and then a distribution of micropollutants between the 
“non-specific” and “specific” sites (−𝑆 and – 𝑆2 respectively) 
described by the distribution coefficient 𝐾𝑑2: 

 𝐾𝑑2 = [𝑅−𝑆2][𝑅−𝑆] = 𝑘2𝑘−2, () 

where [𝑅 − 𝑆2]  is the activity (or concentration of 
micropollutant) in the internal “specific” sites (in Bq/kg or 
kg/kg), [𝑅 − 𝑆]  is the activity (or concentration of 
micropollutant) associated to SPM surfacic “non-specific” 
sites (in Bq/kg or kg/kg). Two-step reversible model can be 
schematically represented as in Figure 2: 

 
Figure 2. Two-step reversible model exchanges. 

3) Equations 
The system includes an equation for each micropollutant 

phase, namely 5 tracers: 

• 𝐶 : concentration of micropollutants in water 
(Bq/m3), 

• 𝐶𝑠𝑠1 : concentration of micropollutants adsorbed on 
SPM “non-specific sites” (Bq/m3), 

• 𝐶𝑓𝑓1: concentration of micropollutants adsorbed on 
bottom sediments “non-specific sites” (Bq/m2), 

• 𝐶𝑠𝑠2 : concentration of micropollutants adsorbed on 
SPM “specific sites” (Bq/m3), 

• 𝐶𝑓𝑓2: concentration of micropollutants adsorbed on 
bottom sediments “specific sites” (Bq/m2). 

The unit of concentration chosen for the demonstration is 
Bq/m3, but it could also be written in kg/m3 (for example, in 

the case of a metal). The internal sources for sediment tracers 𝑆𝑆 and 𝑆𝐹 are the same as in the previous section. 

Taking the two-step reversible model into account leads to 
the following equations for each micropollutant phases: 

• Third tracer: dissolved micropollutant: 

 𝐹(𝐶) = −𝑘1. 𝑆𝑆. 𝐶 + 𝑘−1. 𝐶𝑆𝑆1 − 𝐿. 𝐶. () 

• Fourth tracer: micropollutant associated to SPM 
“non-specific” sites 𝐹(𝐶𝑠𝑠1) = 𝑘1. 𝑆𝑆. 𝐶 − 𝑘−1. 𝐶𝑠𝑠1 + 𝑅𝑆𝑆𝐹𝐶𝑓𝑓1−𝑆𝐸𝐷𝑆𝑆 𝐶𝑠𝑠1ℎ −                    𝑘2. 𝐶𝑠𝑠1 + 𝑘−2. 𝐶𝑠𝑠2 − 𝐿. 𝐶𝑠𝑠1. () 

• Fifth tracer: micropollutant associated to bottom 
sediments “non-specific” sites 𝜕𝐶𝑓𝑓1𝜕𝑡 = 𝑆𝐸𝐷𝑆𝑆 𝐶𝑠𝑠1 − 𝑅𝑆𝑆𝐹 𝐶𝑓𝑓1 − 𝑘2. 𝐶𝑓𝑓1 + 𝑘−2. 𝐶𝑓𝑓2 −𝐿. 𝐶𝑓𝑓1. () 

• Sixth tracer: micropollutant associated to SPM 
“specific” sites 

𝐹(𝐶𝑠𝑠2) = 𝑅𝑆𝑆𝐹 𝐶𝑓𝑓2 − 𝑆𝐸𝐷𝑆𝑆 𝐶𝑠𝑠2ℎ + 𝑘2. 𝐶𝑠𝑠1 − 𝑘−2. 𝐶𝑠𝑠2 −𝐿. 𝐶𝑠𝑠2. 
() 

• Seventh tracer: micropollutant associated to bottom 
sediments “specific” sites 𝜕𝐶𝑓𝑓2𝜕𝑡 = 𝑆𝐸𝐷𝑆𝑆 𝐶𝑠𝑠2 − 𝑅𝑆𝑆𝐹 𝐶𝑓𝑓2 + 𝑘2. 𝐶𝑓𝑓1 − 𝑘−2. 𝐶𝑓𝑓2 −𝐿. 𝐶𝑓𝑓2. () 

Terms with 𝑆𝐹 as denominator are nullified when SF is 
close to 0. Two-step kinetic exchanges tracers 𝐶𝑠𝑠2, 𝐶𝑓𝑓2 and 
parameters 𝑘2  and 𝑘−2  are nullified when the keyword 
KINETIC EXCHANGE MODEL is set to the value 1 
(default).  

Therefore, there are five parameters of the micropollutant 
model: the distribution coefficient at equilibrium 𝐾𝑑 between 
the dissolved and particulate non-specific phase, the kinetic 
constant of desorption 𝑘−1  between the dissolved and 
particulate non-specific phase, the distribution coefficient at 
equilibrium 𝐾𝑑2  between the “non-specific” and “specific” 
sites, the kinetic constant of desorption 𝑘−2 , and the 
exponential decay constant 𝐿  (radioactive decay, for 
example). 

III. TEST CASES 

Multiple test cases for WAQTEL-MICROPOL module are 
now available on the V8P4 version of the TELEMAC system. 
The MICROPOL model was compared to analytic solutions in 
the case of a simple basin at rest for 2D and 3D models. More 
advanced interactions are also qualitatively studied to ensure that 
exchange processes are consistent.  

A. 2D Basin at rest   

In 2D, a basin at rest is considered (length and width = 10 m) 
with flat bathymetry and elevation at 0 m. The triangular mesh is 
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composed of 272 triangular elements and 159 nodes as in Figure 
3. 

 

Figure 3. 2D square basin at rest mesh. 

The initial conditions, settling velocity 𝑤 (m/s) and the 
exponential decay constant 𝐿 (s-1) are adapted in each test 
case in order to individually model sedimentation, sorption, 
desorption and decay. The distribution coefficient 𝐾𝑑 (L/g) is 
set at a value of 1 and the constant of kinetic desorption 𝑘−1 
at the value of 2.5E-7 s-1 for all test cases. All other 
parameters are taken with the default values in the WAQTEL 
STEERING FILE. The time step is 1h = 3,600 s for a 
simulated period of 3,200 h ≃ 133 days.  

The first test case is a simple sorption with no 
sedimentation or erosion: initial tracer 
conditions (𝑆𝑆, 𝑆𝐹, 𝐶, 𝐶𝑠𝑠, 𝐶𝑓𝑓) = (1, 0, 1, 0, 0) and parameter 
values (𝑤, 𝐿)  = (0, 0). An analytical solution can be 
calculated in the case of simple steady hydrodynamic 
conditions using (11) and (12). In the case where the settling 
velocity w is nil, there is no sediment evolution, and the 
exchanges remain exclusively in the micropollutant tracers. 
By setting the initial concentration of micropollutants 
adsorbed by SPM (𝐶𝑠𝑠 ) at 1 Bq/m3 and 0 otherwise, an 
analytical solution under these conditions is: 

 {𝐶𝑠𝑠(𝑡) = 𝑆𝑆0𝑆𝑆0+1 (1 − 𝑒−𝑘−1(𝑆𝑆0+1)𝑡)𝐶(𝑡) = 1𝑆𝑆0+1 (𝑆𝑆0 + 𝑒−𝑘−1(𝑆𝑆0+1)𝑡) () 

Figure 4 shows the comparison between simulated simple 
sorption and the analytic solution (16). 

 

Figure 4. Tracer evolution on simple sorption test case. 

The second test case evaluates deposition of SPM in the 
basin at rest: (𝑆𝑆, 𝑆𝐹, 𝐶, 𝐶𝑠𝑠, 𝐶𝑓𝑓)= (1, 0, 0, 0, 0) and (𝑤, 𝐿) = 
(4E-7, 0). An analytical solution can be calculated in the case 
of simple steady hydrodynamic conditions using (5) and (6). 
With a unitary constant water depth (h = 1 m) and no erosion 
(𝑈 = 0 m/s) the deposition flux 𝑆𝐸𝐷 follows: 

 𝑆𝐸𝐷 = 𝑤. 𝑆𝑆, () 

and the suspended sediment concentration (𝑆𝑆) is: 

 𝑆𝑆(𝑡) = 𝑆𝑆0𝑒−𝑤𝑡 . () 

Similarly, the bottom sediments follow: 

 𝑆𝐹(𝑡) = 𝑆𝐹0 + 𝑆𝑆0(1 − 𝑒−𝑤𝑡). () 

Figure 5 shows that simple sediment is modelled correctly 
according to the analytic solution (18) and (19). 

 
Figure 5. Tracer evolution on simple sedimentation test case. 

When combining the first two test cases (sorption and 
sedimentation), we can qualitatively assess that the model 
correctly represents more complex dynamics with: (𝑆𝑆, 𝑆𝐹, 𝐶, 𝐶𝑠𝑠, 𝐶𝑓𝑓) = (1, 0, 1, 0, 0) and (𝑤, 𝐿) = (4E-7, 0). 
Under steady hydrodynamic conditions, the model reaches an 
equilibrium state when all sediments are deposited as shown 
in Figure 6. 

 

Figure 6. Tracer evolution on sedimentation and sorption test case. 

Decay and desorption can also be studied in the fourth 
test case: (𝑆𝑆, 𝑆𝐹, 𝐶, 𝐶𝑠𝑠, 𝐶𝑓𝑓) = (1, 0, 0, 1, 0) and (𝑤, 𝐿) = 
(4E-7, 1.13E-7). Once the suspended sediment tracer is fully 
deposited, concentrations of micropollutants in water and in 
bed sediments decreases with the appropriate rate as shown 
in Figure 7. 
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Figure 7. Tracer evolution on sedimentation and sorption test case with 

decay. 

Two-step reversible model can be activated by setting the 
keyword KINETIC EXCHANGE MODEL = 2 in the 
WAQTEL STEERING FILE. In the next test cases, the 
distribution coefficients 𝐾𝑑  and 𝐾𝑑2  are set at a value of 2 
L/g and 2. The sorption reaction rates 𝑘1 and 𝑘2 are set at a 
value of 0.1 L.g-1.s-1 and 0.1 s-1. All other parameters are 
taken with the default values in the WAQTEL STEERING 
FILE. The initial water depth is 1 m with a fluid at rest. The 
initial values for tracers are homogeneous in each test cases. 

In the case where the settling velocity 𝑤 is nil, there is no 
sediment evolution, and the exchanges remain exclusively in 
the micropollutant tracers in the water column. By setting the 
initial concentration of micropollutants in the water (𝐶) at 1 
Bq/m3 and 0 otherwise, an analytical solution under these 
conditions is: 

{  
  𝐶(𝑡) = 17 (1 + (3 + √2)𝑒−3+√210  𝑡 + (3 − √2)𝑒−3+√210  𝑡) 𝐶𝑠𝑠1(𝑡) = 17 (2 − (1 − 2√2)𝑒−3+√210  𝑡 − (1 + 2√2)𝑒−3+√210  𝑡)𝐶(𝑡) = 17 (4 − (2 + 3√2)𝑒−3+√210  𝑡 − (2 − 3√2)𝑒−3+√210  𝑡)  () 

This analytical solution corresponds to a simple sorption 
using two-step kinetic scheme with no sedimentation or 
erosion with (𝑆𝑆, 𝑆𝐹, 𝐶, 𝐶𝑆𝑆1, 𝐶𝑓𝑓1, 𝐶𝑠𝑠2, 𝐶𝑓𝑓2) = (1, 0, 1, 0, 0, 
0, 0) and (𝑤, 𝐿)  = (0, 0). Figure 8 shows the comparison 
between simulated simple sorption and the analytic solution 
(16). 

 
Figure 8. Tracer evolution on simple sorption test case using two-step 

reversible model. 

The two-step reversible model can be used to model more 
complex transfers. In this second test case, both desorption of 
micropollutants from SPM toward dissolved form, 
deposition, and decay are evaluated with 

(𝑆𝑆, 𝑆𝐹, 𝐶, 𝐶𝑠𝑠1, 𝐶𝑓𝑓1, 𝐶𝑠𝑠2, 𝐶𝑓𝑓2) = (1, 0, 0, 1, 0, 0, 0) and (𝑤, 𝐿)  = (4E-7, 1.13E-7). Once the suspended sediment 
tracer is fully deposited, concentrations of micropollutants in 
water and bed sediments specific and non-specific sites 
decreases with the appropriate rate as shown in Figure 9. 

 
Figure 9. Tracer evolution on sedimentation and desorption test case with 

decay using two-step reversible model. 

B. 3D Basin with various hydrodynamic conditions 

Exchanges between suspended sediments and bed 
sediments are studied here. A concentration of suspended 
sediment is initially placed on top of the water column and 
settling, and deposition processes are observed. A 50 m long 
and 2.5 m wide rectangular basin at rest is considered with 
flat bathymetry and elevation at 0 m. Five superimposed 
layers are regularly spaced vertically. The triangular mesh is 
composed of 500 triangular elements and 306 nodes as 
showed in Figures 10 and 11. 

 
Figure 10. Horizontal mesh 

 
Figure 11. Vertical mesh. 

In this test case, only suspended sediments (𝑆𝑆) and bed 
sediments (𝑆𝐹) are studied. The settling velocity 𝑤 is set at 
4.E−3 m/s in the WAQTEL STEERING FILE. The initial 
water depth is 1 m with a fluid at rest. The initial value for 
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the suspended sediment tracer is set at a concentration of 1 
kg/m3 in the top layer (z = 1 m) as in Figure 12. The bed 
sediment tracer is initially set to zero. The time step is 1 s for 
a simulated period of 1,000 s ≈ 17 min. 

 
Figure 12. Suspended sediment initial concentrations. 

Figure 13 shows the suspended sediment (𝑆𝑆) (kg/m3) and 
bed sediment (𝑆𝐹) (kg/m2) evolution along time at different 
water depths. The blue dashed line represents the water depth 
divided by the sediment settling velocity, it can help to 
estimate the time magnitude for the SPM to reach the bottom 
layer. 

 

Figure 13. Suspended sediment and bed sediment evolution. 

At t = 1,000 s only residual suspended sediments are still 
being deposited in the bottom layer as in the vertical cross 
section of Figure 14. 

 
Figure 14. Suspended sediment concentrations at t = 1000 s. 

In the next test case, an initial bump of bed sediment is 
placed at the bottom layer under a constant water velocity, 
erosion process is observed. The mesh is identical as the 
previous test case, except it is vertically divided in 10 
superimposed layers. The settling velocity w is set at 0.02 
m/s in the WAQTEL STEERING FILE. Critical shear 
stresses of resuspension and sedimentation 𝜏𝑟 and 𝜏𝑠 are set 
to 0.01 Pa. The erosion rate (or Partheniades constant) 𝑒 is 
set at 1.E-3 kg/m2/s. The initial water depth is 1 m. The 
initial values for the suspended sediment tracer is set to zero 
and the initial values of the bed sediment are placed as a 
polynomial concentration: 

 𝑆𝐹(𝑡 = 0) = max (0,5(𝑥 − 7)(3 − 𝑥)). () 

For the solid walls, a slip condition is used. Upstream 
flowrate equal to 1.5 m3/s is imposed. Downstream, the water 
level boundary condition is equal to 1 m. 

 
Figure 15. Bed sediment initial concentrations. 

The time step is 0.1 s for a simulated period of 150 s. Figures 
16 and 17 show the suspended sediment ( 𝑆𝑆 ) and bed 
sediment ( 𝑆𝐹 ) evolution along time on a vertical cross 
section and bed sediment final concentrations. 

 
Figure 16. Suspended sediment concentrations at t = 5, 75 and 150 s. 

 
Figure 17. Bed sediment final concentrations. 

Having verified that sediment and erosion processes are 
now properly represented, micropollutant transport can be 
studied as in the 2D test cases. 

Decay and desorption can also be studied in the next test 
case in 3D: (𝑆𝑆, 𝑆𝐹, 𝐶, 𝐶𝑠𝑠, 𝐶𝑓𝑓) = (1, 0, 0, 1, 0) and (𝑤, 𝐿) = 
(0,07,8.3E-3). Once the suspended sediment tracer is fully 
deposited, concentrations of micropollutants in water and in 
bed sediments decreases with the appropriate rate as shown 
in Figure 18. 
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Figure 18. Tracer evolution on sedimentation and desorption test case with 

decay in 3D. 

Depending on the bottom layer thickness, suspended 
sediments concentration accumulates before reaching the bed 
sediment layer. 

Next test case uses two-step reversible model with 
distribution coefficients 𝐾𝑑 and 𝐾𝑑2 set at a value of 2 L/g, 
sorption reaction rates 𝑘1 and 𝑘2 set at a value of 0.1 L.g-1.s-1, 
sediment settling velocity 𝑤  to 4E-7 m/s and exponential 
decay constant 𝐿 to 1.13E-7 s-1. Initial concentrations are as 
follows: (𝑆𝑆, 𝑆𝐹, 𝐶, 𝐶𝑠𝑠1, 𝐶𝑓𝑓1, 𝐶𝑠𝑠2, 𝐶𝑓𝑓2) = (1, 0, 0, 1, 0, 0, 
0). Figure 19 illustrate the evolution of surfacic (top) and 
volumic tracer concentrations. The model was able to 
simulate the exchanges between specific and non-specific 
sites along with desorption of micropollutant towards the 
dissolved form, sedimentation process and decay. 

 

Figure 19. Tracer evolution on sedimentation and desorption test case with 
decay using two-step reversible model in 3D. 

IV. REAL CASE: LOIRE ESTUARY 

The model was tested on the Loire Estuary domain 
coupling TELEMAC-2D and WAQTEL module. The study 
area extends from 40 km upstream of the Saint-Nazaire Port 
and up to 100 km offshore. In view of limiting computing 
costs, the grid was refined in the Loire riverbed and 
coarsened on Atlantic Ocean side. For all simulations, a 
numerical time step of 5 s was considered. A triangular mesh 
of 45 000 nodes and 90 000 elements was mapped on a 100 
m resolution bathymetric dataset as shown in Figure 20.  

 
Figure 20. Model mesh and bathymetry. 

The hydrodynamic model solves shallow water equations 
in the non-conservative form using finite element method. A 
Strickler law of bottom friction was chosen with a coefficient 
of 50 m1/3 s-1. Sediment settling velocity was set at the value 
of 0.4 cm/h, sedimentation critical shear stress and critical 
stress of resuspension were respectively set at 0.1 and 0.5 Pa. 
A constant prescribed flowrate of 900 m3/s was imposed on 
the upstream boundary condition. A semi-diurnal tidal flow 
is introduced by means of a sinusoidal free surface elevation 
in time with a mean value of 3 m and an amplitude of 2 m. A 
first run with no micropollutant concentration was used to 
reach a stable periodic state on a one-year period. In Figure 
21 is presented the spatial distribution and time evolution of 
suspended sediment and bed sediments at five locations. 
These locations are near the upstream boundary condition 
(+35km), in the riverbed (+26km, +18km), at the estuary 
(Saint-Nazaire) and offshore (+15km). 

 
Figure 21. Sediment initialisation in the Loire estuary. 

After this initialisation, a micropollutant discharge was 
injected as an upstream boundary condition with a 
concentration of 100 L-1. In this case, the micropollutant can 
be viewed as any type of contaminant. The exponential decay 
constant was set at the value of 7.3E-10 s-1, the distribution 
coefficient at 63 L/g, and the kinetic desorption coefficient at 
the value of 4.E-4 s-1. The choice of these parameters is 
aimed to replicate the characteristics magnitude measured of 
137Cs in the Loire Estuary in [11]. Transport, sorption, and 
deposition of micropollutant was observed on a period of 4 
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days. Figure 22 demonstrate the model ability to simulate the 
transfers of micropollutant to sediments while being advected 
by the river. It was observed that dissolved concentrations 
were reduced by the presence of sediments. In this case, the 
low sediment settling velocity and the short simulation 
duration only allowed a small fraction of micropollutant to be 
deposited in the bottom sediments. 

 
Figure 22. Micropollutant concentrations in dissolved form, adsorbded by 
suspended load and deposited in bed sediments. Colormaps show the final 

concentrations in the estuary. 

As a way to assess the impact of considering two-step 
reversible model for micropollutant and sediment 
interactions, another test case was implemented with the 
same hydrodynamic and sediment parameters. In this case 
however, the two-step reversible option was activated, and 
two new parameters were added: The second distribution 
coefficient 𝐾2  was set at the value of 2.5, and the kinetic 
desorption coefficient 𝑘−2  at the value of 2.E-5 s-1. 
Propagation of micropollutant was observed on the same 
time scale as before on Figure 23.  

 
Figure 23. Micropollutant concentrations in dissolved form, adsorbded by 
suspended load and deposited in bed sediments in sediment surfacic sites 
(colored lines) and internal sites (dashed lines). Colormaps show the final 

concentrations in the estuary. 

A qualitative analysis of the two previous figures shows 
that considering the two-step reversible model reduces the 
spatial dispersion of micropollutant and their concentration in 
surfacic sites. As expected, the micropollutant are transferred 
towards sediment “specific” sites, thus reducing dissolved 
concentrations in the water column. Comparison of final 
concentrations between one-step and two-step kinetic 
exchange models are shown in Table I. Final concentrations 
in the points distant from the inlet were more impacted by the 
different models. At some points, the concentrations were 
reduced by up to two-thirds. 

Table I Dissolved micropollutant concentration comparison at the five 
study points. 

Points 

One-step reversible 

model 

Two-step reversible 

model 

Relative 

differences 

Final 

concentration 𝑪𝒇𝟏 

Dilution 

coefficient 𝑪𝒊/𝑪𝒇𝟏a 

Final 

concentration 𝑪𝒇𝟐 

Dilution 

coefficient 𝑪𝒊/𝑪𝒇𝟐a 

𝑪𝒇𝟐−𝑪𝒇𝟏𝑪𝒇𝟏   (%) 

-15 km 2.2E-02 4.5E+03 9.0E-03 1.1E+04 -59% 

Saint- 
Nazaire 

4.3 2.3E+01 1.57 6.4E+01 -63% 

+18 km 1.5E+01 6.7 5.3 1.9E+01 -65% 
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Points 

One-step reversible 

model 

Two-step reversible 

model 

Relative 

differences 

Final 

concentration 𝑪𝒇𝟏 

Dilution 

coefficient 𝑪𝒊/𝑪𝒇𝟏a 

Final 

concentration 𝑪𝒇𝟐 

Dilution 

coefficient 𝑪𝒊/𝑪𝒇𝟐a 

𝑪𝒇𝟐−𝑪𝒇𝟏𝑪𝒇𝟏   (%) 

+26 km 2.2E+01 4.5 8.1 1.2E+01 -63% 

+35 km 3.4E+01 2.9 2.8E+01 3.6 -18% 

a. Ci = 100 𝐿−1 the injected concentration at the inlet 

 

V. CONCLUSIONS AND PERSPECTIVES 

The goal of this study was to present and assess the 
developments of pollutant and sediment interactions in the 
TELEMAC system and to experiment on different modelling 
approaches.  

In this paper, the implementation of the WAQTEL-
MICROPOL module of TELEMAC is presented on 
theoretical and real test-cases. It was demonstrated that the 
TELEMAC software can now model conservative sediment 
and micropollutant transport in 2D and 3D with decay law 
and using one or two step reversible model. The test case on 
the Loire Estuary demonstrated that the model is usable on 
more complex domains and for intricated boundary 
conditions. Moreover, the results demonstrated that the 
model selection has a great impact on the final 
concentrations. Considering one or two pollutant sites in 
sediments affect the transfer rates from dissolved form to 
adsorbed micropollutant state. 

This work provides a basis for further usage of the 
WAQTEL-MICROPOL model, while demonstrating 
application of the documentation test case and an application 
on a fictive scenario. The model developed is now ready to 
be tested on industrial and scientific studies. 

Some additional work could improve the model by 
implementing salinity laws and concentration laws for 
sensitive parameters, namely the distribution coefficient and 
the kinetic desorption velocity. Another development could 
see the link between the sediments of this module and the 
sediments used in the GAIA module. 
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Abstract - Plastic pollution in the sea and oceans is an 

increasing concern, especially when considering its impact on 

the biome, biota and eventual hazardous consequences on 

human activities and health. Rivers are the major pathways for 

plastic and microplastics (MP, size <5mm) exportation toward 

the ocean. Adopting modelling approaches may increase our 

understanding of this pathway as well as the distribution and 

fate of MPs in the environment. Eulerian approaches permit to 

account for plastic concentration, number of particles or mass, 

temporal and spatial evolution and is appropriate for smaller 

particles. A coupled TELEMAC-2D+GAIA only allows to 

model settling particles as sediments preventing to account for 

the full range of plastic particles behaviour (buoyant and 

settling). The LABPLAS (Land-Based Solutions for Plastics in 

the Sea) project aims at developing a three-layered model 

representing microplastics dispersal and interaction with their 

environment over riverine and coastal areas. In this model MPs 

are modelled as tracers transported at three levels: at the 

surface, in suspension and as bedload. Material exchanges 

between floating and suspended layers are possible through a 

buoyant and a mixing flux. This three-layered module was 

developed based on the existing TELEMAC-2D+GAIA code 

and results in mass-conservative and coherent results when 

applied to simple flumes with and without flow. However, the 

presented implementation induces non negligeable mass 

creation (or losses) when the domain includes inter tidal areas. 

The full schematised module is visible in Figure 1. 

Keywords: pollution, microplastics, freshwater, coastal water, 
tracers, TELEMAC-2D, GAIA. 

I. INTRODUCTION 

The, largely acknowledged, extent of plastic pollution in 
the marine environment [1] has for main origin, land-based 
sources with debris mostly being conveyed by freshwater 
discharges [2]. Understanding rivers pollution levels and 
export mechanisms is thereby, crucial to capture the full 
scope of plastic waste at sea [3]. Within the LABPLAS 
project, a process-based model for riverine plastic fluxes is 
under development. This model must faithfully represent 
both horizontal transport and the complex vertical settling of 
plastics. Indeed, the plastic waste shows large polydispersity 
in term of shape, size, density and thus buoyancy is the main 
driver governing the vertical dispersion (suspension in the 
water column, settling towards the bottom or buoyancy at the 
surface) of plastic particles both at sea [4] [5] and in 
freshwater [6]. Complementary mechanisms such as 
biofouling [7], weathering [8], mechanical stresses [9] and 
interactions with sediments flocs [10] may alter plastic 
particle and hence their fate in waterways. These 
mechanisms altogether, may explain why normally buoyant 
plastics (PE and PP) were found at the bottom of the Elbe 
River during a sampling campaign [11]. Based on the 
TELEMAC system, and specifically TELEMAC-2D and 
GAIA, for coupled depth averaged flows with sediment 
transports, this paper presents the theorization and validation 
of a three-layer model allowing the transport of microplastics 
over three layers: at the surface, in suspension and in the 
bedload.  

 
Figure 12. Schematic representation of the three-layered model 
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II. THEORY AND MODEL IMPLEMENTATION  

A. Model description 

The proposed three-layer model has been developed 
according to how TELEMAC-2D and GAIA are already 
coupled for sediments transport. A class of sediment can 
evolve in suspension and/or in one or several bed layers. 
Here, a class of plastic can be transported in suspension, in 
the bedload and at the surface of the water.  

This section describes the theory behind the horizontal 
transport equation in the water column (suspension and 
surface) and the vertical transfer of mass. The horizontal 
bedload transport and vertical exchanges between suspension 
and the bedload is kept as already implemented in GAIA 
[12]. Plastic classes will be designated by the term tracer as 
the following theory is not limited to plastic particles only.  

Considering a fluid of viscosity 𝜈𝑡𝑠  in a shallow water 
flow, solved by TELEMAC-2D. The free surface elevation is ℎ = ℎ(𝑥, 𝑦, 𝑡) , and the depth-averaged velocity field is 𝒖𝒔=(𝑢𝑠, 𝑣𝑠)(𝑥, 𝑦, 𝑡), with, 𝑥, 𝑦  and 𝑡  respectively the space 
and time variables. Suspended tracers transport follows the 
2D advection-diffusion equation (1). 𝜕ℎ𝐶𝑠𝜕𝑡 + 𝜕ℎ𝑢s𝐶𝑠𝜕𝑥 + 𝜕ℎ𝑣s𝐶𝑠𝜕𝑦= ∂𝜕𝑥 (ℎ 𝜈𝑡𝑠𝑆𝑐 𝜕𝐶𝑠𝜕𝑥 ) + ∂𝜕𝑦 (ℎ 𝜈𝑡𝑠𝑆𝑐 𝜕𝐶𝑠𝜕𝑦 )+ 𝑀 + 𝐵 + 𝐸 − 𝐷 

(1) 

with 𝑆𝑐 = 0.7  the turbulent Schmidt number developed in 
[13] and [14], 𝐸  and 𝐷 , are respectively the erosion and 
deposition fluxes between the suspended layer and the bed 
which are handled by Gaia [15]. 𝑀 and 𝐵 are the mixing and 
buoyant fluxes between the suspended and surface layer. 
They are introduced next. 

A surface layer, of zero thickness, is introduced and 
characterized by a fluid viscosity, 𝜈𝑡𝑓  , and a surface velocity 
field  𝒖𝒇 = (𝑢𝑓 , 𝑣𝑓)(𝑥, 𝑦, 𝑡)  function of the shallow-water 
velocity 𝒖𝒔  and of a given vertical velocity profile (e.g. 
constant, linear, logarithmic, power-law). In this study, for 
simplification purposes, the profile is considered constant. 
This surface layer can transport tracers of concentration, 𝐶𝑓(𝑥, 𝑦, 𝑡), following the advection-diffusion equation under 
its non-conservative form (2): 𝜕𝐶𝑓𝜕𝑡 + 𝜕𝑢𝑓𝐶𝑓𝜕𝑥 + 𝜕𝑣𝑡𝑓𝐶𝑓𝜕𝑦= ∂𝜕𝑥 (𝜈𝑡𝑓𝑆𝑐 𝜕𝐶𝑓𝜕𝑥 ) + ∂𝜕𝑦 (𝜈𝑡𝑓𝑆𝑐 𝜕𝐶𝑓𝜕𝑦 )− (𝑀 + 𝐵)ℎ  

(2) 

where the mixing, 𝑀  and buoyancy, 𝐵 allow coupling 
between (1) and (2) through vertical mass transfer between 
the surface and the suspension layer. The fluxes exist for 

buoyant and settling classes of tracers. 𝐵  represents the 
vertical movement of particles due to their buoyancy. It is 
defined here following the Partheniades approach. Equations 
(3) and (4) present respectively this flux for a settling tracer, 
of positive settling velocity 𝑤𝑠 > 0, and for a buoyant tracer 
class (𝑤𝑠 < 0). 𝐵 =  𝑝𝑓𝑤𝑠𝐶𝑓 (3) 𝐵 = −𝑝𝑠𝑤𝑠𝐶𝑠 (4) 

where 𝑝𝑓 and 𝑝𝑠  are probability function taken equal to the 
unit h. If the tracer class is buoyant, 𝐵 will add mass in the 
surface layer while removing mass from the suspended layer. 

Usually, the mixing flux, 𝑀, counterbalance the rising or 
settling and allows equilibrium of the vertical concentration 
distribution. Mixing is important in affecting the vertical 
distribution of plastic in water [9] [5]. Indeed, vertical 
turbulent mixing dampens the buoyant vertical transfer. 
Equation (5) shows it usual definition with a continuous 
concentration, 𝐶, and viscosity, 𝜈𝑡 , over the vertical axis 𝑧. 

𝑀 = 𝜈𝑡𝑆𝑐 𝜕𝐶𝜕𝑧  (5) 

However, to match our three-layered model, one can 
approximate the vertical derivative by its first order as in (6): 

𝑀 = 𝜈𝑡𝑓𝑆𝑐 𝐶𝑓 − 𝐶𝑠ℎ  (6) 

We choose here the viscosity at the surface and the free 
surface elevation, ℎ  as characteristic distance for the 
derivative. In (2), and (6), ℎ is chosen as characteristic height 
for the mass transfer, another distance may be a lead for 
improvement. Using an exponential vertical profile for the 
buoyant plastic concentration could be directly inspired from 
[10]. Using a Rouse profile may be directly applicable to 
settling plastic classes. In equation (1), the erosion and 
deposition fluxes are only defined if the tracer is settling. 
Hence, buoyant plastics are assumed to never reach the 
bottom without considering other factors (e.g. biofouling, 
sediments interaction) that will change their settling.  

As the surface layer is assumed to have no thickness, the 
surface tracers concentration dimension is a surface mass ([𝑀][𝐿]−2).  This causes dimensional issues with the 
presented definition of the equations. This will be dealt with 
directly in the implementation section. 

B. Implementation 

1) New variables 

The way that the surface layer was added into the 
TELEMAC-2D code is first, by declaring the following sets 
of variables:  

• The surface velocity field called U_SURF, V_SURF 
and a new surface viscosity field named 
VISCT_SURF. These variables are identical in format 
and shape to their existing counterpart.  
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• A set of tracers for the surface concentrations: one for 
the previous calculation step TN_SURF and one for the 
current one: T_SURF. These tracers are created 
identical in size to TN and T which become here the 
suspended tracer concentration. This allows to 
conserve the coupling between suspended 
concentration, dealt with in TELEMAC-2D, and 
bedload mass, solved by GAIA.  

• The settling velocity although considered here constant 
in space, was adapted in format to allow spatial 
variations. This will become useful at later stage of the 
module development where local variation of the 
settling velocity may occur due to spatial biological 
variations. 

• Variables related to the boundary conditions of the 
suspended tracers were also duplicated and named just 
by juxtaposing the suffix “_SURF” after their name. 

• TEXP_SURF, TIMP_SURF, TSCEXP_SURF 
respectively the explicit, implicit and punctual source 
of mass for the surface layer were implemented as 
clones of TEXP, TIMP and TSCEXP. 

The interesting modified or added variables are 
autonomously exited in the resulting selafin file: if 𝑛 tracers 
are followed through a simulation, then the output selafin file 
will have n+2 new fields: VELOCITY SURF U, VELOCITY 
SURF V, T_SURF 1, T_SURF 2, …, T_SURF N. 

2) Algorithmic resolution 

This section focuses on the numerical solution of the 
quantities introduced in the module. It is supposed that all the 
quantities at timestep 𝑁 are known. Table I shows the order 
of the calculation to derive the quantities at time  𝑁 + 1. No 
changes were done to how Telemac2D and Gaia are coupled. 
From this table, the coupling is assured by steps 3 and 5. 
However, this coupling must assure adequation between the 
dimensions of the numerical counterpart of equations (1) and 
(2).  

3) Vertical fluxes implementation 

The buoyant flux is added in the numerical counterpart of 
equations (1) and (2) either implicitly or explicitly depending 
on the buoyancy of the tracer class and the concerned layer. 
The implementation is summarized in Table II. Where 𝑆𝑀, 𝑆𝑀𝐻 and 𝑆𝑀𝐼 are respectively the explicit non conservative, 
conservative and implicit source or sink terms added in the 
numerical advection-diffusion equations. 𝑆𝑀 and SMH are 
added as such while for 𝑆𝑀𝐼 and a tracer 𝐹, the added term is 𝑆𝑀𝐼 𝐹𝐻 , with 𝐻 , the numerical variable designating the free 

surface elevation. To ease the numerical implementation, the 
mixing flux is divided in two fluxes: one depends on the 
suspended concentration while the other depends on the 
surface concentration (see (7)). For a given layer, this flux is 
now made of two independent terms. Table III shows the 
implementation method of these terms into the numerical 
equations. 𝑀 = 𝜈𝑡𝑓𝑆𝑐 𝐶𝑓 − 𝐶𝑠ℎ = 𝜈𝑡𝑓𝑆𝑐 𝐶𝑓ℎ − 𝜈𝑡𝑓𝑆𝑐 𝐶𝑠ℎ  (7) 

𝜈𝑡 is the turbulent viscosity of the interface, taken 
equal to its value in the surface layer.  

Table I Module order of resolution 

Step Resolution Derived 

variable 

1. Solve the Saint-Venant Equation.   𝑈𝑁+1, 𝑉𝑁+1, 𝐻𝑁+1 

2. 
Derive the surface velocity and the 
surface turbulent viscosity. 

 𝑈_𝑆𝑈𝑅𝐹𝑁+1, 𝑉_𝑆𝑈𝑅𝐹𝑁+1, 𝑉𝐼𝑆𝐶𝑇_𝑆𝑈𝑅𝐹𝑁+1 

3. 
Calculate the fluxes from bedload 
to suspension and surface to 
suspension. 

 𝑇𝐸𝑋𝑃, 𝑇𝐼𝑀𝑃,𝑇𝑆𝐶𝐸𝑋𝑃 

4. Solve the advection-diffusion of 

the suspended concentrations. 
 𝐶𝑠𝑁+1 

5. 
Calculate the fluxes from 

suspension to surface. 

𝑇𝐸𝑋𝑃_𝑆𝑈𝑅𝐹,𝑇𝐼𝑀𝑃_𝑆𝑈𝑅𝐹,𝑇𝑆𝐶𝐸𝑋𝑃_𝑆𝑈𝑅𝐹 

6. Solve the advection diffusion of 

the surface layer 
𝐶𝑓𝑁+1 

7. Calculate the fluxes from 

suspension to bedload. GAIA 
8. Solve bedload transport. 

 

Table II Buoyant flux numerical implementation 

Buoyancy/Layer Suspended  

step 3. 

Surface  

step 5. 

Settling 𝑤𝑠 > 0 

𝑺𝑴𝑯= +𝑝𝑠𝑤𝑠𝐶𝑓𝑁+1ℎ2  
𝑺𝑴𝑰 =  −𝑝𝑓𝑤𝑠 

Buoyant 𝑤𝑠 < 0 
𝑺𝑴𝑰 = −𝑝𝑠𝑤𝑠 𝑺𝑴= −𝑝𝑠𝑤𝑠𝐶𝑠𝑁+1 

 

Table III Mixing flux numerical implementation 

Layer 
𝛎𝐭𝐟𝐒𝐜 𝐂𝐬𝐡  Flux 

𝛎𝐭𝐟𝐒𝐜 𝐂𝐟𝐡  Flux 

Suspended 

step 3. 
Sink 

𝑺𝑴𝑰= − 𝜐𝑡𝑆𝑐 
Source 

𝑺𝑴𝑯= + 𝜐𝑡𝑆𝑐 𝐶𝑓𝑁+1ℎ2  

Surface 

step 5. 
Source 

𝑺𝑴= + 𝜐𝑡𝑆𝑐 𝐶𝑠𝑁+1ℎ  
Sink 

𝑺𝑴𝑰= − 𝜐𝑡ℎ𝑆𝑐 

 

One can notice that when a term is a source of mass, then 
it is added explicitly while when it is a sink for concentration, 
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it is added implicitly. The fractional/variational resolution of 
the layer concentration evolution may induce mass creation 
or losses during the numerical solving. The final balance of 
mass must be verified over different tests cases and for 
different type of tracers. 

III. VALIDATION METHODOLOGY 

A. Test cases: hydrodynamic and forcing 

The model mass conservation is assessed over three test 
cases based on two different meshes. The first two cases use 
an identical mesh and simply test the masses transfer over a 
basic rectangular flume with and without flow. For both 
cases, the initial free surface elevation is constant and fixed at 11𝑚 . The flume width is of 80.89𝑚  while its length of 281.53𝑚. In the first scenario, all the boundaries are closed 
resulting in an immobile water tank. In the second scenario a 
constant flow, 𝑄 = 50𝑚3/𝑠 and elevation ℎ = 11𝑚  are 
imposed upstream at 𝑋 = 0𝑚  and downstream at 𝑋 = 281.53𝑚 over a limited part of the lateral boundary. The 
upstream and downstream liquid boundaries do not cover the 
full lateral extent of the domain. That way, a non-uniform 
velocity field is created inside the domain. 

A triangular mesh of 1100 nodes is used to discretize the 
domain. Figure 2 shows the velocity field in the flume for the 
second test case and after 2 hours. For these two scenarios we 
use a time step for the resolution of 15𝑠. 

The third test case is here to assess how tidal flats will 
affect the mass transfer of the module. Thus, the focus is 
taken on a larger zone. The domain extends 15-km in x wise 
and 7-km y wise. The bottom elevation evolves linearly from −50𝑚 at 𝑋 = 0  to +10𝑚  at 𝑋 = 15𝑘𝑚  while remaining 
constant in the y-direction. The triangular mesh discretizing 
the domain is made of ~12400 nodes of equal size around 
100m. Initially, the water is immobile with a constant and 
null free surface elevation. 

Figure 2. Second test case depth-averaged velocity after 2 hours of 
simulation. The bottom depth is homogenous and the free surface elevation 
remains constant at 11m. Initially, the water is still, a constant discharge of 50𝑚3𝑠−1 forces the domain upstream (30≤Y≤60m) and downstream 

(35≤Y≤60m). All the boundaries are closed for the tracers. 

Figure 3. Longitudinal cross section of third test case with bathymetry. The 
left boundary represents the deep sea while the right one is the coastline. 

The depth goes linearly from -50m, at X=0m, to 10m at X=15km. The sea 
boundary is forced with a sea surface wave of amplitude 0.3m and period 
12h. All the boundaries are closed for the tracers. The grey horizontal line 

is the initial water elevation. 

The model is forced at 𝑋 = 0 by a sinusoidal wave 
of amplitude 0.3m and period of 12 hours. This model, with 
its bathymetry and forcing is a schematization of a North Sea 
coastline under the main tidal component M2. For the three 
scenarios, the domain is always closed for tracer allowing 
easier comparison between initial and final mass. A constant 
turbulent viscosity for the surface and the suspended layer of 
10-6𝑚2/𝑠 is used. The bottom friction is characterized by a 
constant Chézy coefficient of 65𝑚1/2/𝑠. 

While the wave equation solves the shallow water flow 
[16] [17], the classical resolution method is used for the 
tracer advection diffusion. For all the three scenarios, the 
bedload is made of a unique layer without cohesive 
sediments. Bedload transport is allowed following van Rijn’s 
equation. Its validity range for particle size matches the size 
of particles generally sampled in the North Sea or its major 
influents. No erosion is permitted from the bottom thanks to 
the definition of a high critical shear stress. 

B.   Initial condition on tracers and buoyancy. 

A unique class of plastic is inputted in the models. This 
class is defined as non-cohesive sediment and characterized 
by a constant absolute settling velocity of |𝑤𝑠| =1. 10−3𝑚/𝑠 .  For all three test cases, three scenarios are 
tested with varying initial conditions and buoyancy: 

• Initial mass in the surface layer with settling plastic 
(𝑤𝑠 > 0). Surface plastics are expected to be transferred 
into suspension and then in the bedload. 

• Initial mass in the suspended layer, with settling plastic 
(𝑤𝑠 > 0). Tracers will go directly into the bedload layer. 
Only a minimal fraction of the initial mass will go into 
the surface due to mixing. The rest of the exchanges 
follows what is already implemented in Telemac2D and 
Gaia. 

• Initial mass in suspension, with buoyant plastic (𝑤𝑠 <0). Plastic mass will go from suspension to the floating 
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layer with turbulent mixing dampening the buoyancy 
flux. 

The simulations are run until vertical mass equilibrium is 
reached. 

 

IV. RESULTS 

A. Mass conservation 

For the first two test cases and for all three scenarios, the 
model converges towards the expected and aforementioned 
behaviours. For test case 1 and for the three scenarios, the 
relative evolution of plastic mass in respect of time is 
represented in figure 4. The final mass creation or loss is 
shown in Table IV for the first two test cases. 

For the first scenario, shown in Figure 4a, mass is 
transferred from the surface layer to the suspension and then 
reaches the bottom layer where it is kept. The total mass 
creation is equal to 0.136%  for all scenarios where 
suspended and surface layer have exchanges. When 
comparing the time taken by the mass transfer with the time 
for a particle, with the given settling velocity 𝑤𝑠 , to travel 11𝑚 , Δ𝑡 , (represented by the vertical grey line), one can 
notice that for scenario (a), at Δ𝑡 maximal suspended mass is 
reached. Furthermore, the time needed by the simulation to 
reach full mass transfer to the bottom is approximatively 
twice Δ𝑡. This stems from the characteristic length chosen for 
the buoyant fluxes definition which is ℎ  for fluxes from 
floating to suspension and suspension towards bed. 

This could be modified by assuming that floating 
particles travel a smaller vertical distance before reaching the 
suspension layer. In Figure 4b, the initial mass is set to the 
suspended layer and is totally transferred to the bedload. 
Figure 4c shows identical behaviour except that, as buoyant, 
the mass is transferred accordingly towards the surface. At Δ𝑡,  around 60%  of the initial mass have been transferred. 
Scenario (b) creates a negligible amount of mass as fluxes are 
mostly handled by Telemac2D and Gaia and can be taken as 
reference for the mass conservation of the module. The two 
vertical exchanges and their implementation introduces a 
mass creation of 0.1%. There is limited however not 
negligeable error in the mass conservation. One could 
wonder which of the exchange is responsible for this 
divergence.  

 

Table IV Relative final mass for the test case 1 and 2. The mass are 
rounded up to three decimals. 

 Mass lost / created (%) 

Scenario / test cases Test case 1  Test case 2 

(a) 0,136 0,136 

(b) 𝟏.𝟓 𝟏𝟎−𝟓 𝟗. 𝟒 𝟏𝟎−𝟒 
(c) 0,136 0,136 

 

 

 

Figure 4. Relative mass evolution of the three layers in test case 1 for 
scenarios (a), (b) and (c) in vertical order. The vertical grey line at  𝑡 =𝛥𝑡~3ℎ represents the time for a particle, with the given settling velocity, to 

travel the water depth of 11m. 

B. Implicitation for vertical mixing fluxes 

To identify the source of the created mass, the buoyant or 
the mixing flux, additional calculations were performed with 
changes in the fluxe implementation. Three configurations 
were observed. The first one is the implicit-explicit 
expression of the buoyant and mixing fluxes, seen in Table II 
and III. The second configuration removes the mixing fluxes 
while the last one considers an only explicit implementation 
for the turbulent fluxes. Table V summarizes the results on 
mass creation.  

 

Table V  Table V Relative final mass for different implementation of the 
vertical fluxes for test case 1 and 2 
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Flume  

Test 

case: 
1  2 

Mixing 

fluxes 

impleme

ntation: 

Implicit 

explicit 
none explicit 

Implicit 

explicit 

Mass 
difference 

(%) 

(a) 0.136 0.136 0.136 0.136 

(b) 𝟏. 𝟔 𝟏𝟎−𝟓 𝟏. 𝟎 𝟏𝟎−𝟑 𝟏. 𝟎 𝟏𝟎−𝟑 𝟏.𝟎 𝟏𝟎−𝟑 

(c) 0.136 𝟒. 𝟏𝟎−𝟑 0.136 0.136 

 

No significant changes were observed when using an 
explicit implementation of the vertical mixing fluxes. For 
scenario (a), mixing has limited influence since mass is rather 
quickly transferred towards the suspension and then the 
bottom. In the other hand, in scenario (c), the mixing 
exchanges are more significant since the mass settles in the 
surface layer with continuous mixing with the suspension. 
For all configurations with mixing fluxes, the mass creation 
is of the same order. However, when there is no mixing and 
for scenario (c) mass creation drops significantly to reach the 
level of mass created in scenario (b). The combined turbulent 
and buoyant fluxes induce limited mass creation. Thereafter, 
the implicit-explicit implementation will be kept as providing 
more stability to the equations especially over tidal flats. 

C. Tidal flats 

Over test case 3 and for scenarios (a), (b) and (c) the 
model’s advection diffusion equation does not converge 
anymore due to the inter tidal area located between 
kilometres 12 and 13 of the schematized shelf. However, 
functioning over tidal flats is crucial for the intended use of 
the final process-based model. Thus, to overcome this 
divergence, two solutions artificially removing the dry 
elements from the calculation of the vertical fluxes were 
investigated.  

The first one, α,  keeps the same implementation as 
before. It uses the NERD scheme for the resolution of the 
advection of tracers with free surface gradient correction and 
a minimum threshold, ℎlim , on the free surface elevation to 
define the mixing and buoyant fluxes. Several different limit 
values were tested and their respective results in term of 
convergence and final mass conservation are shown in table 
VI.  

The second option, named β, is to use masking of the dry 
elements along with the LIPS scheme for the advection. 
Mass conservation of this method is shown in the same table. 
In both cases, the explored solution is not ideal as adding 
sharp limits, such as clipping on the elevation, results in the 
creation or removal of mass. For configuration α, the model 
was converging only when ℎlim > 0 . Full explicit 
implementation of the mixing fluxes did not allow 
convergence of the model in neither of the tidal flat 
configuration. Here again, there is limited mass creation for 
scenario (b) and all configuration, due to the limited 
exchanges between the surface and the suspended layers. 
However, for the other scenarios, the created/lost mass in not 
negligible anymore and reaches the order of one percent to 
divergence, especially when the elevation threshold becomes 

too low for configuration (c). Configuration α with a high 
enough threshold (0.1m) seems to limit mass creation for all 
scenarios. Configuration β does not allow convergence for 
(a) and (c). The issues that arise with tidal flats are 
challenging and requires further in-depth study. 

D. Implicitation for tracers concentration 

Another lead was explored to reduce the mass creation in 
cases with and without tidal flats: eventual implication of the 
concentrations in the fractional resolution of the concertation 
at a given time step. Once step 4 of the resolution is reached 
(Table VI), instead of using the newly obtained suspended 
concentration to calculate the explicit fluxes of the surface 
layer an implication on  𝐶𝑠𝑁 and 𝐶𝑠𝑁+1 is used with a factor 𝜃. 
Thus, the used concentration is 𝑇, obtained from (8). 

Table VI Table VI Final mass creation / losses on the third test case with 
tidal flats and for the two different implementations. Different thresholds 

were tested for the first configuration 𝛼 

Test case 3  𝜶 𝜷 𝒉𝐥𝐢𝐦  (m) 0.1 0.05 0.01 

Mass 
difference 

(%) 

(a) -0.949 -0.592 8.231 120.259 

(b) -0.097 -0.097 -0.096 -0.100 

(c) 0.833 1.666 1.24e18 diverge 

 𝐶𝑠 =  𝜃𝐶𝑠𝑁 + (1 − 𝜃)𝐶𝑠𝑁+1 (8) 

This configuration was tested for different values of the 
implication factor (0 ≤ 𝜃 ≤ 1)  and for test case (c). Indeed, 
for this test case, the tracer class is buoyant linked with an 
explicit expression of the buoyant flux.  

Furthermore, due to the fractional resolution method, the 
surface tracer concentration at time N is not kept in memory 
when calculating the floating concentration at time N+1.  For 
test case 3, the results are based on tidal flat configuration α 
with a limit threshold of 0.1m. Table VII present the results 
for different implication factors. There is significant 
improvement when the implication factor is null for test case 
(2) without tidal flats while limited progress for the test case 
(3). When 𝐶𝑠𝑁, suspended concentration of the last time step, 
is used to calculate the source and sink terms for the surface 
layer. 

Table VII  Implication of suspended concentration influence on final mass 

Test case –
configuration (c) 

Mass created / lost (%) 𝜽 = 𝟏 𝜽 = 𝟎. 𝟓 𝜽 = 𝟎 

2-Flume 0.136 0.068 0.003 

3-Coast 0.833 0.769 0.731 
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V. CONCLUSION 

A newly developed three-layer module for TELEMAC-
2D and GAIA, for a full process-based model for riverine 
plastic fluxes has been developed and tested for simple 
schematized cases.  

The proposed numerical implementation of an additional 
surface layer and the implied vertical fluxes results in limited 
mass creation in a simple flume without tidal flats for both 
buoyant and settling plastic classes. For tidal flats, 
convergence is guaranteed only when imposing a strict limit 
on the free surface elevation for the vertical fluxes to exist. 
This strict limit generates significant mass creation that may 
be containable with manual optimization of the threshold or 
other implementations. Tidal flats consideration appears 
rather challenging but are crucial for the intended use of the 
full model (i.e. dealing with beached plastics) and the author 
hope that future work on that topic may help to improve the 
results.  

The next step to be investigated and implemented are the 
different processes affecting riverine plastic (i.e. 
fragmentation, erosion, biofouling and sediment interaction) 
for each of them, theoretical or empirical laws must be 
deduced based on literature, observations or experiments and 
implemented inside the module. Then drift from external 
parameters such as wind or waves could also be added as a 
correction of the surface velocity. Finally, as the control of 
the presented module is (for now) hard coded using Fortran 
files, the user friendliness of the module would be 
considerably improved by the reading of a steering file for 
monitoring plastics in the simulation. 
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Abstract – Modelling transport of microplastic particles in 

aquatic environments is challenging owing to the heterogeneity 

of the particles. Conventional Lagrangian and Eulerian 

modelling approaches come with the restriction of defining 

singular particle properties. Drawing inspiration from other 

scientific disciplines, particle heterogeneity is addressed in this 

work using population balance equations (PBE) with the 

method of moments solution. As a first step, a wide size range 

of microplastics is considered as internal coordinate of the 

number density function (NDF). The moment transport 

equation includes source and sink terms of erosion and 

deposition respectively. The method is implemented in the 

TELEMAC-2D and WAQTEL environments. The test case of a 

channel with steady state flow and erosion and deposition zones 

is implemented. The results of the model show physically 

meaningful NDFs after episodes of erosion and deposition. 

Further model development is planned to include the integral 

source and sink terms such as aggregation and breakage of 

flocs of microplastic and sediment particles.  

Keywords: microplastics, deposition, erosion, method of 

moments, number density function, Telemac2D. 

I. INTRODUCTION 

Drastic increase in the use of plastics without proper 
disposal mechanisms has resulted in large quantities of 
plastic litter ending up in the open environment [1]. Often 
rivers play a crucial role in transporting plastic litter from 
inland to the marine environment [2]. Once disposed in the 
open environment, plastic litter undergoes a slow but 
continuous change in its size, shape and strength [3][4]. This 
results eventually in the apparition and multiplication of 
microplastic. Microplastic are generally described in the 
literature as plastic litters of size 5 mm or less [5]–[7]. Plastic 
litter of a few nanometres are also detected in many parts of 
the world, including on top of the glaciers [8]. This makes 
microplastics very challenging to track.  

Modelling tools are often employed to simulate plastic 
litter transport pathways in the fluvial, marine and estuarian 
systems. Coupled hydrodynamic and Lagrangian particle 
tracking models can reveal the transport trajectories of plastic 
litter. This approach has led to claims of floating garbage 
patches in several parts of the world oceans [9]. However, 
Lagrangian models track the individual particles which 
requires large computational resources in order to track 
realistic plastic concentrations [8][9]. Moreover, the 

Lagrangian approach is not ideal to model the processes of 
plastic transport such as – deposition, erosion, aggregation, 
breakdown, etc. On the contrary, the Eulerian approach deals 
with particle mass or volumetric concentrations; therefore, 
modelling realistic plastic concentrations is convenient with 
the Eulerian approach. A major weakness of both the 
Lagrangian and Eulerian approach is the need for multiple 
classes (few tens) to address heterogeneity of plastic litter in 
the aquatic environment, in other word, the variety of the 
size, shape and density [9]. In the Eulerian approach, for each 
different property of the plastic, a different particle class 
must be defined. In order to model a wide size range – from 
few nanometres to few millimetres – several size classes 
must be defined. This requires high computational resources. 
A sophisticated approach exists to address this issue. 
Population Balance Equations (PBE) with the Method of 
Moments (MoM) are often used in the chemical, biochemical 
and industrial engineering to model the bubble size 
distribution in chemical applications, flocs size distribution in 
wastewater treatment processes, particle size distribution in 
the grinding process, etc [12]. In the next section the PBE 
approach and the mathematical model of the PBE applied to 
microplastic transport in aquatic environment is explained.  

II. POPULATION BALANCE EQUATION 

The PBE approach describes the spatial and temporal 
evolution of the number density function (NDF) associated 
with a particle population. While NDF evolves continuously 
due to phenomena of advection and diffusion, it can also 
evolve discontinuously due to aggregation, breakage, etc. 
[13]. In the PBE approach, a particle population is either a 
discrete or a continuous entity which interacts with their 
environment which is a continuous phase. The particle 
populations are defined by an array which contains both 
internal and external coordinates. An internal coordinate 
describes the properties of the particle population in the state 
space and an external coordinate is used to describe the 
particle location in the physical space [12]. The internal 
coordinates may include the particle’s size, volume, mass or 
the chemical composition [14]. The mathematical expression 
of PBE applied to a system with a particle population in a 
carrier fluid consists of the Navier-Stokes equations (or other 
shallow water simplification) for the carrier fluid and a 
spatial transport equation (e.g. advection and diffusion), 
source terms (e.g. dissolution, deposition), integral terms 
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(e.g. aggregation and breakage) for the particle population 
[14]. In this paper, the transport of the microplastics in the 
liquid media is studied with a focus on the erosion and 
deposition as sink and source terms. Further, the size of the 
microplastics alone is defined as the internal coordinate of 
the NDF. The tested model is a 2D hydrodynamic model 
coupled with a PBE-based particle transport model.  

The evolution of the NDF of a discrete phase of particles 
in a continuous medium is expressed in the following form 
[15]: 𝜕ℎ𝑛𝜕𝑡 + 𝜕𝜕𝑥 (hU 𝑛) + 𝜕𝜕𝑦 (hV 𝑛) −𝜕𝜕𝑥 (ℎ𝐷𝑥 𝜕𝑛𝜕𝑥) − 𝜕𝜕𝑦 (ℎ𝐷𝑦 𝜕𝑛𝜕𝑦) =𝑆𝑜 − 𝑆𝑖

 () 

where: 

• 𝑛(𝜉; 𝑥, 𝑦, 𝑡)  = number density function [𝑛𝑢𝑚𝑏𝑒𝑟/𝑚3]  
or [1/𝑚3]; 

• 𝜉 = internal coordinate of NDF e.g. particle size; 
• 𝑥, 𝑦 = spatial coordinate; 
• 𝑈, 𝑉 = depth-averaged velocities in 𝑥 & 𝑦 directions;  
• 𝐷𝑥 , 𝐷𝑦 = turbulent dispersion coefficients in 𝑥 & 𝑦  

directions; 
• 𝑆𝑜 , 𝑆𝑖  = sink term and source term respectively e.g., 

aggregation, breakage, erosion, deposition, etc.  

Several methods of solving PBE can be found in the 
literature. The class or sectional method works by 
discretizing the internal coordinate space into intervals 
(classes or sections), transforming the PBE into a set of 
macroscopic balance equations in the physical domain [16]. 
However, a large number of scalars (i.e., classes) are required 
to maintain reasonable accuracy [17].  

In the Monte Carlo method, a finite sample of the 
population is used to track its evolution under the influence 
of growth and disintegration mechanisms with probabilities 
proportional to the corresponding rates [18]. However, 
because of the large number of scalars required, 
incorporating these methods into CFD codes is also 
computationally challenging.  

An effective and more elegant solution is found through 
the Method of Moments (MoM). A discrete set of moment 
values carry the NDF information. The low order moment 
values are related to the mean, variance, skewness and 
flatness of the statistical distributions described by the NDFs 
[19]. In contrast to the method of classes and the Monte 
Carlo method, MoM is appropriate for use with CFD codes 
because the internal coordinates are integrated, requiring only 
a small number of scalars (i.e., lower order moments) at each 
grid point [17]. 

A. Method of Moments 

In the case of a multivariate NDF i.e., a NDF with several 
internal coordinates (ξ), the 𝑘 th order moment (𝑀𝑘 ) of the 
NDF is expressed as: 

𝑀𝑘(𝑥, 𝑦, 𝑡) = ∫Ω𝜉 𝑛(𝜉; 𝑥,𝑦, 𝑡) 𝜉1𝑘1𝜉2𝑘2 . . . 𝜉𝑀𝑘𝑀  𝑑𝜉 (2) 

where Ω𝜉  represents the internal coordinate space of all the 
possible sizes 𝜉. The array 𝑘 = (𝑘1, 𝑘2, … 𝑘𝑀)  represents the 
order of the moment values with respect to all the internal 
coordinate values (𝜉) taken into account [20]. In the case of 
single internal coordinate 𝜉  which assumes only ℝ+  (non-
negative real numbers), the above moment expression 
reduces to: 𝑀𝑘(𝑥, 𝑦, 𝑡) = ∫+∞

0 𝑛(𝜉; 𝑥,𝑦, 𝑡) 𝜉𝑘  𝑑𝜉 (3) 

The NDF transport equation (1) can be modified into a 
moment transport equation by multiplying it with the 𝜉𝑘 and 
integrating over [0, +∞) [13].  𝜕𝑀𝑘𝜕𝑡 + 𝜕𝜕𝑥 (𝑈 𝑀𝑘) + 𝜕𝜕𝑦 (V 𝑀𝑘) −𝜕𝜕𝑥 (𝐷𝑥 𝜕𝑀𝑘𝜕𝑥 ) − 𝜕𝜕𝑦 (𝐷𝑦 𝜕𝑀𝑘𝜕𝑦 ) =∫+∞

0 𝑆𝑜 𝜉𝑘 𝑑𝜉 − ∫+∞
0 𝑆𝑖  𝜉𝑘 𝑑𝜉

 (4) 

The solution of (4) is advantageous as the moment values 
hold quantities with physical meaning and therefore are 
measurable. M0, M1 and M2 represent the total number of 
particles, total length and total area respectively [21]. This 
overcomes difficulty of validation through the NDF, as the 
NDF itself is not measured in most cases but its integral 
quantities are measured such as total mass, total volume, etc. 
However, the challenge is to express the sink and source 
terms in moment values, which leads to closure problem. 

This is addressed by means of quadrature approximation. 
In the Quadrature Method of Moments (QMOM), N-node 
Gaussian quadrature is employed to approximate the 
integrals in the moment transport equations for the solution 
of a univariate PBE. The algorithm calculates the N abscissas 
and N weights of the quadrature from the 2N transported 
moments [16]. The NDF is approximated with the discrete 
weighted sum of Dirac 𝛿 functions, uniquely found by means 
of moment inversion algorithms [13]: 

𝑛(𝜉; 𝑥,𝑦, 𝑡) ≈∑𝑁𝑖=1 𝑤𝑖(𝑥, 𝑦, 𝑡) 𝛿[𝜉 − 𝜉𝑖(𝑥, 𝑦, 𝑡)] (5) 

which implies the moment approximation as: 

𝑀𝑘(𝑥, 𝑦, 𝑡) ≈∑𝑁𝑖=1 𝑤𝑖(𝑥, 𝑦, 𝑡) 𝜉𝑖𝑘(𝑥, 𝑦, 𝑡) (6) 

The abscissas 𝜉𝑖(𝑥, y, 𝑡)  and the weights 𝑤𝑖(𝑥, 𝑦, 𝑡)  are 
derived from the lower order moments. For a NDF 
approximation of order 𝑁 , only the first 2𝑁  moments are 
essential [22]. In the next section, an alternative MoM- 
Extended Quadrature Method of Moments (EQMOM) is 
explained, which is the focus of the current work.  
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B. EQMOM procedure  

In the QMOM procedure, the approximation of the NDF 
at certain values of the internal coordinate ( 𝜉 ) can be 
problematic in cases where a population is diminishing 
continuously (for example, pure settling). An alternative 
MoM for such case is EQMOM which utilises continuous 
kernel density functions (KDF) in the place of Dirac 𝛿 
functions. Several existing works have used different KDFs 
as applicable to the physical processes involved. Most widely 
reported are the Gaussian distribution with infinite support (−∞,∞), gamma and log-normal distributions with semi-
infinite positive support [0,∞)  and beta distribution with 
finite support [0,1]  [16]. The mathematical expressions of 
the EQMOM approximation of the NDF is: 

𝑛(𝜉; 𝑥,𝑦, 𝑡) ≈ 𝑝𝑁(𝜉; 𝑥, 𝑦, 𝑡) =∑𝑁𝑖=1 𝑤𝑖  𝛿𝜎(𝜉, 𝜉𝑖) (7) 

where 𝑤𝑖  and 𝜉𝑖  are the weights and abscissae of the non-
negative KDF. 𝑁 is the number of KDFs used to approximate 
the NDF. 

In the case where 𝜎  tends to zero, in other words the 
population is diminishing to few particle sizes, the KDF 𝛿𝜎(𝜉, 𝜉𝑖) tends to a Dirac 𝛿 function, 𝑤𝑖  are the non-negative 
weights and 𝜉𝑖  are the respective quadrature abscissae [13]. 
The first step in the numerical procedure of solving EQMOM 
is the selection of an appropriate KDF. This choice has to be 
made based on the distribution of the NDF in question. From 
the knowledge of the size distribution of the plastic particles 
found in nature [7], we select the log-normal KDF. Therefore 
the 𝛿 function can be defined as [23]: 𝛿𝜎(𝜉, 𝜇) = 1𝜉𝜎√2𝜋  exp (− (ln𝜉 − 𝜇)22𝜎2 ) ; 𝜉, 𝜎 ∈ ℝ+, 𝜇 ∈ ℝ (8) 

where 𝜇  and 𝜎  are the mean and standard deviation of the 
natural logarithm of the log-normally distributed variable 𝜉. 
The integer moments of order 𝑘  of the log-normal 
distribution is given by the Mellin transform [23]: 𝑀𝑘(𝑥,𝑦, 𝑡) = 𝑒𝑥𝑝 (𝑘𝜇 + 𝑘2𝜎22 ) 

(9) 

One-node case – One-node case uses one subordinate KDF to 
represent the whole distribution. To take bimodal (or higher) 
behaviour of NDF into account, using two-node (or more) is 
required. The one node (N=1) approximation of the NDF is 
the simplest case of EQMOM, which needs only the first 2𝑁 + 1 = 3  moments to be solved [16]. In this case the 
approximated NDF is given as [23]:  𝑛(𝜉; 𝑥, 𝑦, 𝑡) ≈ 𝑃1(𝜉; 𝑥, 𝑦, 𝑡) = 𝑤1𝛿𝜎(𝜉, 𝜉1)= 𝑤1𝜉𝜎√2𝜋 𝑒𝑥𝑝 (− (ln𝜉 − 𝜉1)22𝜎2 ) (10) 

The first three moments can be defined with (10) as follows:  

{𝑀0 = 𝑤1𝑀1 = 𝑤1 𝑒(𝜉1+𝜎2/2)𝑀2 = 𝑤1 𝑒(2𝜉1+2𝜎2) (11) 

Equation (12) can be analytically solved to find the values of 𝑤1, ξ1 and σ:  

{   
   𝑤1 = 𝑀0𝜉1 = ln ( 𝑀12𝑀0√𝑀0𝑀2)𝜎 = √2ln (√𝑀0𝑀2𝑀1 )  (12) 

C. Erosion and deposition terms in the MoM framework  

The fully unsteady and non-equilibrium 2D sediment 
transport equation is written in terms of the sediment 
concentration C as:  𝜕ℎ𝐶𝜕𝑡 + 𝜕𝜕𝑥 (hU 𝐶) + 𝜕𝜕𝑦 (hV 𝐶) −𝜕𝜕𝑥 (ℎ𝐷𝑥 𝜕𝐶𝜕𝑥) − 𝜕𝜕𝑦 (ℎ𝐷𝑦 𝜕𝐶𝜕𝑦) =E − D  () 

where D = deposition rate and E = resuspension rate, both 
with units [𝑘𝑔/𝑚2𝑠].  

The existing sediment transport models define the erosion 
and deposition rates in two categories, i.e., cohesive and non-
cohesive cases. A choice must be made regarding which 
category to be applied to the microplastic case. In order to 
avoid investigating through tens of empirical formulations of 
erosion rates under the non-cohesive category and to be able 
to express these rates in terms of moments of NDF, the 
formulation under the cohesive sediment category is adapted. 

The erosion rate and deposition rate for cohesive 
sediments are specified as: 

𝐸 = {e 𝐶𝑏𝑒𝑑 (𝜏𝑏𝜏𝑅 − 1) 0  

if      𝜏𝑏 > 𝜏𝑅 

(14) 
if       𝜏𝑏 ≤ 𝜏𝑅 

𝐷 = {𝑤𝑠  𝐶𝑠𝑢𝑠 (1− 𝜏𝑏𝜏𝑆   ) 0  

if       𝜏𝑏 < 𝜏𝑆 

if       𝜏𝑏 ≥ 𝜏𝑆 

where: 

• 𝐶𝑠𝑢𝑠 = sediment concetration in suspension [𝑘𝑔/𝑚3]; 
• 𝐶𝑏𝑒𝑑 = sediment concetration in the bed layer [𝑘𝑔/𝑚3]; 
• 𝑤𝑠  = sediment settling velocity [𝑚/𝑠]; 
• e = erosion rate [m/𝑠]; 
• 𝜏𝑏 = bed shear stress [N/𝑚2]; 
• 𝜏𝑅 = critical shear stress of resuspension [N/𝑚2]; 
• 𝜏𝑆 = critical shear stress of sedimentation [N/𝑚2]; 

The above formulation expressed in terms of sediment 
concentration needs to be adapted for the moment transport 
problem. The same formulation can be rewritten in terms of 
moment values. The moment erosion rate (𝐸𝑘) and depsoition 
rate (𝐷𝑘) are then expressed as:  𝐸𝑘 = 𝑒k 𝑀𝑘𝑏𝑒𝑑 (𝜏𝑏𝜏𝑅 − 1) (15) 



28th TELEMAC User Conference Paris-Saclay, France, 18-19 October 2022 

 

258 

𝐷𝑘 = 𝑤𝑠𝑘 𝑀𝑘𝑠𝑢𝑠 (1− 𝜏𝑏𝜏𝑆   ) 

where: 

• 𝑀𝑘𝑠𝑢𝑠 ,  𝑀𝑘𝑏𝑒𝑑 = moment value 𝑀𝑘 in the suspension load 
and bottom material respectivbely with units of 3 lower 
order moments being [1/𝑚3], [1/𝑚2], [1/𝑚]; 

• 𝑤𝑠𝑘 = moment settling velocity [m/s]; 
• 𝑒k = moment erosion rate [m/s]; 

Settling velocity of the 𝑘𝑡ℎ  order moment 𝑤𝑠𝑘  is 
expressed in the form:  𝑤𝑠𝑘 = 1𝑀𝑘  ∫+∞

0 𝜉𝑘  𝑤𝑠(𝜉) 𝑛 𝑑𝜉 (16) 

where 𝑤𝑠(𝜉)  is the size dependent settling velocity e.g. 
Stokes equation. The above expression is essentially a 
weighted average of settling velocity. The erosion rate 𝑒k is 
not defined in a similar integral term, instead its values are 
assumed irrespective of the particle size.  

The resulting 2D moment transport equation is expressed as: 𝜕ℎ 𝑀𝑘𝜕𝑡 + 𝜕𝜕𝑥 (hU𝑘  𝑀𝑘) + 𝜕𝜕𝑦 (hV𝑘  𝑀𝑘) −𝜕𝜕𝑥 (ℎ𝐷𝑥 𝜕𝑀𝑘𝜕𝑥 ) − 𝜕𝜕𝑦 (ℎ𝐷𝑦 𝜕𝑀𝑘𝜕𝑦 ) =𝐸𝑘 − 𝐷𝑘
 (17) 

III. TEST CASE: FLUME MODEL 

A. Model implementation 

A test case is developed in TELEMAC-2D to verify the 
use of PBE-MoM with erosion and deposition terms. In this 
regard, the modelling features available in WAQTEL – 
MICROPOL are utilised. WAQTEL is a water quality 
modelling package of the TELEMAC system (TMS) [24]. 
MICROPOL is a module under WAQTEL which allows 
modelling the evolution of the micro-pollutants e.g., heavy 
metals in three components of an aquatic system – water, 
suspended particulate matter and bottom material. Each of 
these components are a homogenous class. MICROPOL 
employs 5 tracer classes – suspended sediment (SS), bottom 
sediment (SF), dissolved micropollutant (C), micropollutant 
fraction adsorbed by suspended sediment (Css) and 
micropollutant fraction adsorbed by bottom sediment (Csf).  
The SS and SF comply to the classical sedimentary physics 
i.e., deposition and resuspension as in case of cohesive 
sediments. These two processes are defined by the law of 
Krone and Partheniades respectively. One of the key 
assumptions made in MICROPOL is that SS and SF are 
passive tracers i.e., they do not have impact on the flow (no 
feedback). Therefore the bed elevation is kept unmodified 
during the simulation [25]. While MICROPOL is designed to 
be used for the micropollutant evolution, we make use of 
only the sediment modelling aspects to implement the PBE-
MoM. The reason for this is the simplicity of the sediment 
transport implementation in MICROPOL and bed elevation 
being unmodified. At this stage, the transformation of bottom 
material moment values to the bed elevation is not yet 

determined. As a result, MICROPOL is a convenient 
candidate for the PBE-MoM implementation with few 
modifications.  

As described under section II.B, in a one-node case the 
first three lower order moments are sufficient to reconstruct 
the NDF. These three moment values are treated as 
suspended and bottom material in MICROPOL model. In 
other words, the three moment values are specified for 
suspended class and three moments for the deposition class, 
resulting in a total of 6 tracers. We introduce these 6 tracers 
in the MICROPOL model along with the associated 
parameter sets. The nomenclature of the 6 moments are given 
in Table I. As explained in the section II.C, each of the 
suspended and bottom material moment values have source 
and sink terms i.e., erosion and deposition fluxes. The 
nomenclature of the parameter sets associated with erosion 
and deposition fluxes is given in Table II.  

Table I Nomenclature of the 6 tracer introduced in MICROPOL model 

Indices of unique tracers Description 

SS_M0, SS_M1, SS_M2 
Moments M0, M1, M2 respectively  
in suspension load 

SF_M0, SF_M1, SF_M2 
Moments M0, M1, M2 respectively  
in bottom material   

Table II Nomenclature of the parameters associated with 6 tracer 
introduced in MICROPOL model 

Parameter  Description 

ERO_M0, ERO_M1, ERO_M2 
Erosion rate of moment M0, M1, 
M2 respectively   

TAUS_M0, TAUS_M1, 
TAUS_M2 

Critical shear stress of 
sedimentation of moment M0, 
M1, M2 respectively   

TAUR_M0, TAUR_M1, 
TAUR_M2 

Critical shear stress of 
resuspension of moment M0, 
M1, M2 respectively   

VITCHU_M0, VITCHU_M1, 
VITCHU_M2 

Settling velocity of moment M0, 
M1, M2 respectively   

 

B. Hydrodynamic model setup 

The model domain is a 50 m long and 2.5 m wide 
rectangular channel. The bottom elevation reduces gradually 
from 0 m at the flow inlet to -0.05 m at the flow outlet. The 
model is provided with an initial condition of 0.47 m water 
depth. A prescribed flowrate of 1 m3/s is assigned at the 
channel inlet, while at the outlet a prescribed elevation of 
0.47 m is assigned. A warming up model simulation of 500 s 
is carried out to create a steady state flow in the channel. The 
result of this simulation at 𝑡 = 500 s is used as restart for the 
further model simulations, results of which are further 
presented. The further simulation and the hydrodynamic 
setup are given in Table III. The resulting flow pattern in the 
channel is a steady state flow with higher bed shear stress at 
the flow inlet and lower at the flow outlet. This is utilised for 
a further erosion and deposition behaviour criterion.  
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Initial moment values M0, M1, M2 are specified over the 
entire domain for the bottom material only. On the other 
hand, moment values for the suspended load are prescribed 
with the channel inflow from t = 0 s to t = 60 s. The values of 
initial bottom material moments and prescribed suspended 
load moments are given in Table IV. The calculation of these 
moment values is detailed under the following section.  

Table III imulation and hydrodynamic model setup 

Simulation time setup 

number of time steps 5000 

time step 0.1 s 

Hydrodynamic setup 

prescribed flowrates   
0.0; 1.0 m3/s (outflow 
boundary; inflow boundary) 

prescribed elevations   0.47; 0.0 m (outflow 
boundary; inflow boundary) 

option for liquid 
boundaries  

2; 1 (Thompson method; 
strong setting) 

law of bottom friction      Manning’s law 

friction coefficient           0.018 

type of advection   

1; 5; 4 (Method of 
characteristics for velocity; 
PSI distributive scheme for 
depth; N distributive scheme 
for tracer) 

diffusion of tracers  
1ℎ  𝑑𝑖𝑣 (ℎ𝑣 𝑔𝑟𝑎𝑑⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  (𝑇) 

Turbulence model  Constant viscosity  

coefficient for 
diffusion of tracers  

1.E-6 

Table IV Initial and prescribed moment values  

 

C. PBE-MoM model setup 

The values of the moments M0, M1, M2 given in 
Table IV are estimated from the NDF associated with field 
measurements of microplastic particles. These field 
measurement are carried out under the Flemish project – 
PLUXIN [26]. Measurement data is collected at the Wintam 
area of the Scheldt river [27]. The NDF of 4,737 particles is 
shown in Figure 1, along with its reconstructed fit. The 
particles are grouped in size bins and corresponding NDF is 

found. Then Riemann integral with 25 bins is applied to 
calculate the moment value. As explained in the section II.B, 
the calculated moments are used to derive the parameters 𝑤1, 𝜉1 and . Next, these parameters are used to reconstruct the 
NDF. The mismatch between the measured and reconstructed 
NDF is caused by the choice of the integral approximation 
used to calculate the moment values. The resulting moments 
M0, M1, M2 are presented in Table IV. From here on, the 
units of M0, M1 and M2 are omitted as they remain 
consistent i.e., 1/m3, 1/m2 and 1/m respectively. The 
reconstructed NDF corresponds to mean size = 695 µm, 
median size = 380 µm and mode size  = 114 µm.  

 

 
Figure 1. Measured and approximated log-normal fit of the NDF  

The settling velocities 𝑤𝑠𝑘 for the moment values are 
calculated as formulated in (5). The size dependent settling 
velocity is calculated with Stokes’ equation. The initial 
moment values are used for the calculation of settling 
velocities and these settling velocities are kept constant 
during the simulation.  As in the case of the moment value 
calculation, a Riemann integral with 25 bins is applied. The 
resulting settling velocities of the moments M0, M1, M2 are 
presented in Table V. In the absence of the integral size 
dependent formulation for the erosion rate, the initial 
moment values themselves are assigned to the erosion rates 𝑒k. This implicitly allows erosion of scaled-down NDF from 
the bottom material at each timesteps when bed shear stress 
exceeds the critical shear stress of resuspension.  

The critical shear stresses for resuspension and deposition 
are selected in order to have two distinct zones in the channel 
domain – an erosion zone and a deposition zone. The steady 
state flow allows for these zones to be static in time. The 
erosion zone is observed in the first 1/3rd length of the 
channel from the inflow boundary and the deposition zone in 
the last 1/3rd length of the channel (Figure 2). Further 
analyses on the moment and NDF evolution are carried out at 
two nodes roughly 14 m after the beginning of the respective 
zones. While the node 662 is at the end of erosion zone with 
a bed shear stress higher than the critical shear stress for 
resuspension = 2.68 N/m2, node 840 is at the end of the 
deposition zone with a bed shear stress lower than the critical 
shear stress of deposition = 2.42 N/m2. 

initial bottom 
material moment 
values  

SF_M0 
SF_M1 
SF_M2 

0.5146 1/m3 
3.576E-4 1/m2 
8.294E-7 1/m 

prescribed 
suspended load 
moment values  

SS_M0 
SS_M1 
SS_M2 

0.5146 1/m3 
3.576E-4 1/m2 
8.294E-7 1/m 
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Figure 2. Bed shear stress (N/m2) in the channel  

Table V Parameters set corresponding to three moment values 

PBE-MoM model parameters 

erosion rates of 
moments  

ERO_M0 0.5146 m/s 

ERO_M1 3.576E-4 m/s 

ERO_M2 8.294E-7 m/s 

settling velocity of 
moments 

VITCHU_M0 0.083 m/s 

VITCHU_M1 0.387 m/s 

VITCHU_M2 0.756 m/s 

critical shear stress 
of resuspension  

TAUR_M0, 
TAUR_M1, 
TAUR_M2 

2.68 N/m2 

critical shear stress 
of sedimentation 

TAUS_M0, 
TAUS_M1, 
TAUS_M2 

2.42 N/m2 

 

IV. RESULTS AND DISCUSSION 

A. Mass balance  

Firstly, the moment value conservation is checked. For this 
purpose, the model domain is transformed into a still basin 
case, by assigning all boundaries to be solid boundary. Only 
initial suspended load moment values (M0 = 0.5146, M1 = 
3.576E-4, M2 = 8.294E-7) are imposed. This allows all the 
suspended moment values to be deposited as bottom material 
moments. The relative error after 500 s simulation is 
provided in Table VI. These Percentage errors show a good 
mass conservation of the moment values.  

Table VI Mass conservation of moment values  

Suspended 
load  
moments 

Percentage 
error 

Bottom 
material   
moments 

Percentage 
error 

SS_M0 -0.561E-13 SF_M0 -0.195E-10 

SS_M1 0.572E-11 SF_M1 -0.138E-10 

SS_M2 0.257E-8 SF_M2 -0.182E-10 

B. Moment evolution  

The moment values in suspension load as well in bottom 
material are further analysed over the simulation time. The 
evolution of moment values is shown for the two nodes with 
node index 662 and 840 in Figure 3.  

Node 662, located at the end of the erosion zone, shows 
the expected behaviour in the moment values of suspension 
and deposition loads (Figure 3a). M0, which assumes a 
higher magnitude erosion rate, is intensively eroded due to 
the exceeded bed shear stress. However, both the M1 and M2 
bed load moments do not show significant erosion as they 
assume erosion rates of 3 and 6 orders of magnitude less than 
that of M0. The eroded bed load moment is added to the 
suspended moments. In the M0 suspended load, we see that 
peak value is higher than 0.6 as compared to the prescribed 
M0 suspended load = 0.5146. However, this is not noticeable 
in the case of M1 and M2 in suspension load due to the 
aforementioned reasons. 

Node 840, located at the end of the deposition zone, 
shows the deposition behaviour of the suspended load 
moment values (Figure 3b). It should be noted that M0 has 
the lowest settling velocity and M2 the highest settling 
velocity. This leads to M2 in the suspension load diminishing 
significantly in comparison to the other two moments as the 
bed shear stress stays below the critical shear stress for 
deposition. Consequently, the bed load moments also show a 
proportional increase in their values as suspended load 
moments are deposited to the bed layer. The highest gain in 
bed load moment is seen for M2 and the lowest one for M0. 

C. NDF evolution  

The transported moment values are transformed into a 
NDF in the post-processing as briefed in section II.B. The 
initial moment values result in a mean particle size of 695 
µm, which is reflected in the bed layer NDF as shown in 
Figure 4a. Only a few time steps are selected for Figure 4 
such that a moment set at that time at the corresponding node 
results in a valid NDF. The size range of the NDF are 
trimmed until 2000 µm, instead of full scale up to 8000 µm 
as meagre changes are observed at larger size range. 

At node 662, located at the end of erosion zone, the bed 
load NDF is progressively diminishing in its peak particle 
number as well as the peak number is shifting towards larger 
particle size (Figure 4a). This is reflected in the mean particle 
size presented along with each subplot. This shows that the 
moment value erosion is reflecting the smaller particle 
erosion which leads to NDF skewing more towards the larger 
particle. It should be noted that the chosen erosion rate 
parameters for the moments implicitly favours the erosion of 
smaller particles. The suspended load NDF shows higher 
particle number i.e., ~1500 than the prescribed value which is 
~900 (Figure 4a), which is due to the addition of eroded 
material to suspension. The mean size in suspended NDF is 
remarkably lower than the prescribed value i.e., 695 µm, also 
caused by the addition of eroded smaller size particles to the 
suspension.  
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At node 840, located at the end of the deposition zone, 
the bottom material NDF is gradually gaining the larger 
particle sizes reflected in the increasing number on the 
particles in larger size range (Figure 4b). Also, the NDF of 
the suspended load is gradually skewed toward the smaller 
size in coherence with the changes in bottom material NDF. 
It should be noted that the NDF of the suspended load has a 
mean size much lower than the prescribed value of 695 µm, 
as a portion of heavier particles have already settled in the 
deposition zone before reaching the node 840 (Figure 4b).  

The NDFs of the suspended and bottom material do not 
show significant changes in the larger size range (>2000 µm) 
due to the fact that log-normal KDF is used for 
approximating the NDF. Log-normal distribution by its 
characteristics tend to zero at the larger size range. When 
significant changes at the larger size range is expected, more 
than one subordinate KDF would be required.  

 

 

 

 

 

a) b) 

  

Figure 3. Moment evolution of suspended load and bottom material at two nodes a) 662 (erosion zone) and b) 840 (depostion zone). First, second and third 
row of plots show evolution of M0, M1 and M2 respectively. 
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V. CONCLUSIONS  

In this study, a first attempt is made to include erosion and 
deposition terms in the framework of PBE-MoM. The 
MICROPOL module of the WAQTEL modelling package is 
utilised for implementing the PBE-MoM. The use of the 
EQMOM procedure to model the evolution of the moments 
and subsequently of the NDF are discussed. A procedure has 
been developed to determine the initial moment values as well 
as a post-processing technic for reconstruction of the NDF. In 
spite of the limited knowledge of the parameter values for 
erosion and deposition fluxes in MoM, physically meaningful 
results are obtained. The evolution of the NDF as a result of 
erosion and deposition are discussed and results are justified. 
However, the authors recognise the need for the validation of 
the results against measured data. In the absence of measured 
NDF datasets, the model needs to be first validated against 
concentration of suspended and deposited load. Further it is 
recommended that deposited bottom material moments would 
be transformed into mass and volumetric concentration, which 
can lead to the computation of bed elevation changes using the 
Exner equation. Apart from erosion and deposition, 
microplastics very likely undergo the process of flocculation 
with sediment and subsequent breakage of the flocs. This needs 
to be treated as additional source and sink terms to model the 
microplastic transport in aquatic environment. This would also 

need redefining the NDF such that both sediment and 
microplastic are taken into account. This is possible with 
multivariate NDFs and by employing more than one kernel 
density function to approximate the NDF. The implementation 
of additional source and sink terms would need reconstruction 
of the NDF at every time step and at every computational node. 
This would require efficient integral approximation methods to 
be implemented within the TELEMAC computation 
environment. Considering all the additional and unique 
computational requirements of PBE-MoM in TELEMAC, it is 
recommended to implement a standalone module. 
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Figure 4. NDF evolution at two nodes  a) 662 (erosion zone) and b) 840 (depostion zone) for selected time steps. The mean particle size of the NDF in the 
suspension load and bottom material are denoted as φsus and  φbed . 
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Abstract – A meso-scale TELEMAC-3D model has been 

developed for the Martinique island, including salinity and 

temperature induced stratification effects. A methodology has 

been developed in order to force the 3D flow model with the 

Mercator global model. The TELEMAC-3D flow model results 

have been compared with the Mercator model and 

discrepancies obtained between the two models are analysed.  

Keywords: TELEMAC-3D, Sargassum transport, Mercator. 

I. INTRODUCTION 

The floating Sargassum seaweed has been stranded in a 
massive and almost continuous way along the Caribbean 
coasts for several years. This massive stranding of seaweeds 
impacts the lives of riverine populations. The rapid 
degradation of these seaweeds following stranding events is 
responsible for the emission and dispersion in the atmosphere 
of large amounts of hydrogen sulphide gas (H2S), combined 
with other toxic gases (chlorides, NH3, …)., which is a major 
issue for the living population.  

The Martinique island is particularly impacted, with 
several million tons per year washed onshore, with a negative 
socio-economic impact on tourism, fishing, and health. The 
objective of this project is to examine the feasibility of the 
TELEMAC system to be applied as a forecasting 
management tool to predict the risks of sargassum stranding 
and associated H2S emissions as well as evaluate mitigation 
solutions, like sargassum dam barriers, in order to limit the 
sargassum impact on the coast.  

We present here: 

• an analysis of the processes responsible for the stranding 
of sargassum algae and H2S emission, 

• a TELEMAC-3D meso-scale flow model which has 
been developed for the Martinique island and coupled to 
the global ocean model Mercator,  

• a local scale TELEMAC-2D flow model, including near 
shore processes, which has been used for sargassum 
transport modelling by adapting the existing algae 
module.  

 

II. MET-OCEANIC CONDITIONS 

A. Meteo conditions 

Weather conditions have been downloaded from the 
ERA5 model of ECMWF for the period (2018-2021). This 
provides global wind, waves and atmospheric pressure data 
on a 30 km grid and hourly estimates. This meteorological 
data set has been used to impose the atmospheric forcing in 
the TELEMAC model. 

Local meteorological stations (e.g. Le Vauclin, Fort de 
France, …) can be purchased from Meteo France, so monthly 
meteorological reports were used. 

According to the yearly bulletins emissions from Meteo 
France, two seasons can typically be observed: 

• a dry season during the winter and spring, dominated by 
the fairly constant Eastern wind regime with typical 
mean value of 7m/s (20 to 30 km/h). 

• a humid season during the summer and fall, 
characterized by a diminution of the Alize regime and 
more perturbated storm conditions with hurricane and 
tropical storms. 

B. Tides and Current conditions 

The Martinique island is under the influence of both tides 
and global ocean circulation. 

• The North equatorial Current reaches the Antilles Island 
with a flux globally aligned with the wind circulation 
(Eastern direction).  

• Tides conditions are characterized by a fairly small 
amplitude and mixte semi-diurnal to diurnal signal and 
fairly weak currents (0.1 to 0.3 m/s). 

C. Wave conditions 

Wave data from the reseau CANDHIS have been 
collected and analysed at the North of Martinique (Basse 
Pointe) and southern tip (Ste Lucie).  

Waves come generally from the Est to North-East with a 
significant wave height of less than 2m, with a mean value of 
1.6m for a pic period of 8.5s. 
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Figure 1. Wave distribution at Basse Terre (top Figure) and Ste Lucie 
(bottom Figure) [1] 

III. SARGASSUM TRANSPORT PROCESSES 

A. Sargassum origin 

The Sargasso Sea (or large floating patches of seaweeds) 
was formed as a result of the agglomeration of pelagic 
sargassum species, Sargassum fluitans and S. natans, and 
drifting waste, stabilized in the Atlantic Ocean North of 
Brazil. However, since 2011, a new sargassum sea appeared 
in the subtropical Atlantic. Floating algae mats of large 
dimensions ranging from a few square meters to strips that 
stretches for several kilometers are then observed to be 
transported by surface currents and deposit in massive and 
recurrent event along the shoreline. Sargassum strips are 
schematized on Figure 2 (left). 

B. Satellite observations – video recording 

The geo-referenced tiles produced by the Sentinel (II and 
III) and Modis satellites can be used to give the position and 
the biomass of Sargassum seaweed rafts. Those images will 
be used to initialize the algae mats in the algae transport 
module. An example is shown on Figure 2. 

In addition, video recording of sargassum stranding on 
shore are also available in order to validate the modelling 
approach. 

  
Figure 2. An example of a satelitte image (Sentinel II) and interpreted in 

terms of sargassum rafts positions the 07/07/2022 

C. Statistical analysis of H2S Emissions  

The Eastern coastline of Martinique is particularly 
impacted (Figure 3) and various sites have been identified 
where H2S emissions have been recorded by Madininair. 

A preliminary statistical analysis of H2S emissions and 
modelling has been performed in order to identify the most 
impacted along the Eastern coastline. Figure 4 highlights the 

high variability in the observed H2S emissions (year 2020 
and 1st semester of 2021) and the most impacted area to 
stranding events like the Fregate and Vauclin beaches. 

This statistical analysis has shown that Sargassum 
stranding along the Eastern coastline occurs predominantly 
under southerly current conditions and for moderate wave 
conditions from East. 

 
Figure 3. The Martinique coastline – indicating the zones of interest  [1] 

 
Figure 4. Statistical Analysis of H2S emissions at Fregate and Vauclin 

showing the intermittency of the H2S emissions, highlighting the most risky 
areas like Vauclin and Fregate [1]. 

IV. MARTINIQUE COASTAL FLOW MODEL 

A. Data collection 

The Martinique coastline and bathymetry has been 
downloaded from the SHOM data base. Two sets of 
bathymetry have been combined as summarized in Table I: a 
high resolution LITTO3D bathymetry (resolution 1m) and 
the DEM of the HOMONIM project (resolution 100m). 

The meteorological data has been downloaded from 
Copernicus web site using the ERA5 monthly averaged data 
on single levels from 1979 to present [6]. 

For the boundary conditions, a global large-scale model is 
required to impose the flow, temperature and salinity along 
the offshore boundary of the local model.   

Two global ocean models, the HYCOM model and the 
Mercator model, have been developed including atmospheric 
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forcing and density effects (as well as other bio-chemical 
processes) and assimilation techniques but only the Mercator 
model is maintained at present. So, the Mercator model 
results (including 43 planes in the vertical (50 planes 
maximum)) have been downloaded from the Copernicus [6] 
data base for years 2020 and 2021. 

Table I Summary of data sets 

DATA 

Bathymetry Data 

Data source Spec 
forma

t 

Large scale 
Bathymetry 

2018 (projet 
HOMONIM) 

Dx = 0.001° (100 m) 

Martinique and 
Guadeloupe 

xyz 

Coastal 
Bathymtry 

LITTO3D  
Dx=1 m 

Martinique  
xyz 

Shoreline HISTOLIT  shp 

Meteorologial 

2021 
Copernicus.eu 

 wind (10 m) & atm. 
Pressure 

nc 

Global Ocean 

MERCATOR  
Copernicus.eu 

1/12° Physics 

Analysis and 

Forecast  
nc 

 

B. Computational domain – Mesh generation 

The computational domain includes the whole Martinique 
island with an offshore maritime boundary located at about 
60 km from the shoreline in deep water (1000 to 3000 water 
depth) and forms an ellipsoid shape of 135 kmx100 km. 

The mesh is refined in the nearshore zone along the 
Southern and Eastern coastline (less than 50m) and using a 
coarser mesh size along the western coastline. In areas of 
interest i.e., Vauclin Bay and Simon Bay (Le François), the 
mesh is refined down to less than 10 m.   

The mesh size increases progressively with bathymetry 
up to 2.5 km in the outer maritime boundary. 

 
Figure 5. Glogal mesh [1] 

 
Figure 6. Zoom on the zones of interest (Vauclin Bay, Fregate) [1] 

The final mesh size has been generated using Blue Kenue 
and is shown in Figures 5 and 6. 

 

C. Meteorological forcing 

Three successive steps were necessary to generate an 
atmospheric data file interpolated on the geometry file. We 
used here the v8p3r1 python scripts library: 

• The script “converter.py ecmwf2srf” has been used to 
convert the NetCDF atmospheric data in a slf format. 
The original NetCDF atmospheric data is in latitude 
longitudinal coordinates and covers a domain between 
14 and 16° latitude. It was required to substract -360° to 
the longitudes such that the domain covers the range -
422° t -420° (instead of -62° to -60°). 

• The file has then been transformed in cartesian 
coordinates (UTM 20N) using the script “run_telfile.py 
alter –ll2utm”. 

• The output file was then interpolated on the TELEMAC 
mesh to generate the atmospheric file using the script 
“converter.py generate_atm”. 

 

D. Boundary conditions file 

The TELEMAC-3D coastal flow model is interfaced 

with the Global Ocean 1/12° Mercator model which is a 

reference model for flow predictions offshore Martinique 

(like the MOTHY alert system provided by Meteo France 

and used by DEAL for sargasso alert bulletin emissions [2]).   

The existing python scripts within the TELEMAC 

system were provided for the HYCOM model which is no 

longer maintained and therefore could not be applied for 

recent events (after 2018). Matlab scripts were developed to 

interpolate the Mercator model results on the TELEMAC 

grid. More details can be provided and the scripts made 

available upon request. 

A comparison between TELEMAC and Mercator was 

made at various points along the boundary and shows that 

the Mercator conditions is perfectly satisfied (Figure 7). 

As shown on Figure 8 (bottom figures), the density is 

fairly uniform under 50 m whereas strong gradients are well 

captured by TELEMAC in the surface layer. 
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Figure 7. Comparison between the Mercator model to the TELEMAC flow 

velocity at a boundary point (N°76) on the North Eastern side [1] 

 

 
Figure 8. Comparison between  the Mercator model to the TELEMAC 

salinity and temperature profile at a boundary point (N°76) on the North 
Eastern side [1] 

E. TELEMAC-3D Flow modelling 

The TELEMAC-3D flow model has been applied for a 
number of 15 planes in the vertical, using sigma 
transformation. The mesh resolution is increased at the 
surface in order to capture the near surface gradients (as 
shown on Figure 9). 

 
Figure 9. Vertical mesh variation [1] 

The impact of the thermocline and salinity stratification 
are included by use of a mixing length model including wind 
effects – Queutin N°5 – and applying the Munk and 
Anderson damping function. 

F. TELEMAC-3D and Mercator model comparison 

The TELEMAC model results have been compared to the 
Mercator model at a selected number of points within the 
computational domain. An example of the results after 3 days 
of simulation (starting from an initial uniform velocity and 
density profile). The velocity profile is shown in Figure 10 
where TELEMAC results are in red, and the Mercator model 
shown in blue. The extraction point is located offshore Anse 
du Diamant in water depth of 100 m. In this coastal area, we 
can observe some discrepancies: the Mercator model 
overestimates the near bed gradients in comparison to the 
TELEMAC model (see Figure 11).  

.  

Figure 10. Comparison between the Mercator model (blue) and TELEMAC 
(red) for velocity profiles at a 100 m deep point (offshore anse du Diamant) 

[1]. 

 

 
Figure 11. Comparison between the Mercator model (blue) and TELEMAC 

(red) for temperature and salinity  [1] 

G. Future work 

TELEMAC-3D model results are found to deviate from 
Mercator particularly in the near shore area and the reasons 
for these discrepancies need to be further investigated (better 
resolution in the nearshore region in TELEMAC or some 
other issues). 

 

V. A 2D COASTAL INCLUDING SARGASSUM TRANSPORT 

In addition to the 3D flow model, a TELEMAC-2D tidal 
flow model and a TOMAWAC wave model were developed 
using the same 2D grid. Our objective was: 

• Assess the impact of tides in the nearshore area in 
comparison to the global flow model results. 

• Assess the role of waves and waves induced currents in 
the transport processes.  

• Examine the feasibility of existing 2D algae algorithm to 
represent sargassum transport processes [5]. 

 

Preliminary results show that all existing 2D algae 
transport algorithm give similar results offshore but still need 
to be adapted to account for onshore stranding. 
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VI. CONCLUSIONS - FUTURE WORK 

This is a preliminary feasibility study towards the 
development of a fully predictive 3D model for the stranding 
of sargassum on the shore of Martinique. 

Our interest is now to include near-shore processes and 
implement the existing algae models which have been 
developed in 2D [5] in order to represent the sargassum 
transport from offshore to nearshore following the procedure 
described in previous transport model using the Mercator 
surface velocity field [3]. A summary of the overall 
methodology is summarized in Figure 12. 
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Abstract – Reshaping part of the riverbed is sometimes 

considered as a solution to prevent issues such as risks of 

flooding or reservoir capacity decrease. Searching for the best 

compromise between gains and excavation costs by testing a 

diversity of scenarios can be time consuming, with no insurance 

that the optimum solution is found.  

The search for an optimised shape can however be 

automated using optimisation tools. A shape optimisation 

python module is here developed to facilitate and strengthen 

the determination of the best riverbed shape, for TELEMAC-2D 

studies. It includes the OptimStudy class, which handles the 

whole shape optimisation process, and offers different 

optimisation strategies. 

The OptimStudy class was used to optimise the excavation 

in a reservoir. The new shape of the reservoir was defined 

using 5 parameters: the bank slope, the channel width, and 3 

parameters that define the evolution of the bathymetry in the 

centre of the channel. 

An experimental design (by using optimised Latin 

Hypercube Sample method) was first conducted to explore the 

parametric field. The analysis of the results allowed to 

appreciate the relative influence of the parameters and to 

locate the ranges of the parameters that minimise a cost 

function. This offered the possibility to reduce the complexity 

and the extent of the investigation for the optimisation. The 

results of the experimental design also provided important 

information about the magnitude and variations of the cost 

function in the parametric field, which was used to balance 

their relative importance in the global cost function defined for 

the optimisation.  

An excavation optimisation was then performed using the 

3DVAR algorithm of the ADAO module. This work provided a 

feasible solution to prevent overflow risks while minimising 

excavation costs.  

Keywords: channel shape, optimisation, TELEMAC-2D, PYTHON, 
ADAO. 

I. INTRODUCTION 

Sediment deposits in channels and reservoirs often cause 
water level rise, increasing the risk of flooding and 
overtopping. Removal of some of the sediments by dredging 
in the riverbed is sometimes considered, and a trade-off 

between excavation costs and gains in terms of water 
elevation and/or reservoir capacity must be decided. Because 
of the many parameters determining the excavation shape, 
and the complexity of the cost criteria, searching for the best 
compromise can be time consuming. The number of 
excavation scenarios explored is then limited, and the best 
excavation solution found may be far from the real optimum. 

Fortunately, the search for the optimum excavation shape 
can be automated through shape optimisation algorithms. 
The field of optimisation has developed significantly over the 
last decades, thanks to important developments in 
computational capabilities, data and methods. At EDF R&D, 
shape optimisation has already been used together with 
hydraulic models for calibrating a fish passage [1] and for 
optimising spillways design [2]. 

A shape optimisation python module was developed to 
facilitate and strengthen the determination of the best 
riverbed shape, for TELEMAC-2D studies. The developed 
scripts include the OptimStudy class, which handles the pre-
processing of TELEMAC files, the simulation run, and the cost 
estimation to be used in an optimisation process.  

Section II introduces the developed shape optimisation 
module. The OptimStudy class was used to optimise the 
excavation in a dam reservoir. The results of this example are 
presented in section III. Eventually, section IV highlights 
future directions of development for the shape optimisation 
module. 

II. SHAPE OPTIMISATION MODULE 

A. Shape optimisation principles 

Shape optimisation consists in determining the shape 
parameters that minimise a cost function. This automated 
search implies that the optimised shape can be described by a 
set of parameters, and that it is possible to associate a cost 
(flooding risk, economic cost, difference with observations) 
to any set of parameters. 



28th TELEMAC User Conference Paris-Saclay, France, 18-19 October 2022 

 

272 

 
Figure 1. Overview of the organisation of the processes used for shape optimisation. 

The optimisation process also relies on the communication 
between a test procedure (in blue on Figure 1) and an 
optimisation algorithm (in red on Figure 1). The algorithm 
prescribes the set of parameters to be tested and analyses its 
associated cost. From this analysis, a new set of parameters is 
determined. The test procedure handles pre-processing, 
model simulation and post-processing, computing a cost for 
any tested set of parameters. 

The user controls the shape optimisation by providing 
input parameters (the optimisation parameters themselves, 
their ranges of validity, the files needed to run the TELEMAC-
2D study, etc.), including a stopping criterion. When this 
stopping condition is met, the optimisation process stops and 
returns the optimum solution to the user.  

B. Aims of the developed module 

The developed shape optimisation module aims at 
facilitating the use of shape optimisation for TELEMAC-2D 
studies. A major part of the development concerned the 
excavation shape parameterisation and the handling of pre- 
and post-processing. This was made in a generic way, with 
the perspective of facilitating their use and adaptation to 
other shape optimisation problems in TELEMAC-2D studies. 

The second axis of development concerned the 
organisation of the scripts in a tool that, from a limited 
number of input parameters, manages the whole shape 
optimisation process. The OptimStudy class was created for 
this purpose.  

Moreover, quality standards (such as Python Pep8) were 
followed, and the scripts were organised in such a way that 
future development is facilitated. New test functions, as well 
as new optimisation methods can be included. 

C. Preexisting tools 

• Various python modules and scripts 
already exist for the pre- and post-processing of 
TELEMAC-2D files. The work presented here relies a 
lot on these existing tools: 

• The pre- and post-processing functions developed for the 
shape optimisation module use the TelemacFile class 
from the data-manip module of TELEMAC, and other 
scripts that enable the modification of TELEMAC 
variables (bottom friction, bottom, ...) from contour 
shapefiles.  

• The TelemacCas class, from the execution module of 
TELEMAC, is used to handle the files needed for the 
TELEMAC-2D simulation. 

• A python module has already been developed to study 
channel erosion [3]. Many of these scripts have been 
adapted to enable their use in a more general framework, 
including reservoir excavation. 

• Several optimisation tools have been developed by EDF 
R&D and were integrated to the shape optimisation 
module [4][5]. 

D. Overview of the OptimStudy functionalities 

The OptimStudy class instantiates an optimisation study 
object. This object has specific attributes (e.g. TELEMAC-2D 
steering file, parameters for shape optimisation, optimum 
solution parameters and cost, name of output files etc.). A 
diversity of actions (i.e. methods) can be applied to modify 
these attributes, and are listed below: 

(pre-processing) 

• Modify the value of a TELEMAC-2D variable (bottom 
friction, water depth, ...) in a zone defined by a shape 
contour 

• Modify the value of a TELEMAC-2D parameter in a 
TELEMAC-2D file (steering file, culvert file, ...) 

• Modification of the bathymetry 
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Figure 2. Visualisation of the area where excavation is allowed (orange), 
hydraulic axis for excavation (blue), and area where excavation is applied 

(green). The dam and dyke that close the reservoir are also represented here. 
The parameters taken for this excavation example, also used in Figure 3, 4 

and 5, differ from the application optimum solution. 

(post-processing) 

• Statistical analysis of an experimental design results 
• Cost functions (RMSE, volume of excavation, 

overtopping) 
• Data plotting 

(optimisation process) 

• Running a TELEMAC-2D study 
• Test functions, which can be used both for shape 

optimisation or parameter calibration 
• Experimental design build up and run 
• Parameter calibration 
• Shape optimisation 
• Build up and use of a metamodel for optimisation 

E. Excavation shape parameterisation  

In order to allow its use in a variety of channel shape 
studies, the excavation shape parameterisation was made 
generic. 

The excavation zone is determined from (1) a polygon 
(defined in a geographical shapefile), which defines the area 
where excavation is allowed, (2) the channel hydraulic axis 
(also defined in a geographical shapefile), and (3) a channel 
width parameter, that can be varied by the user (Figure 2).  

The excavation shape also depends on a banks slope 
parameter, and the bottom profile at the channel centre is 
determined from 5 other parameters (Figure 3): 

• The bottom value at the most downstream point; 

• A series of intermediate points whose distances from 
downstream determine the locations of slope 
discontinuities; 

• The values of the bottom slope from downstream to the 
first intermediate point, and then between pairs of 
successive intermediate points must also be provided; 

 
Figure 3. Bottom elevation profiles along the excavation axis (top) and the 
section AB (see Figure 2) of the reservoir (bottom). The calculated (dashed 

line) and applied (plain line) excavation are also plotted in blue. Green 
numbers enable visualisation of the parameters that influence the 

excavation bottom: (1) channel width, (2) banks slope, (3) Position of an 
intermediate point, (4) Length of excavation area, (5) downstream bottom 

elevation, (6) bottom slope in the downstream part of the excavation area (7) 
upstream bottom elevation. 

• The length of the portion of the hydraulic axis where 
excavation is applied; and 

• The bottom elevation value at the most upstream point 
(optional parameter i.e. default is the actual bottom 
elevation value at this point); 
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F. Shape test-function 

The test function used for shape optimisation follows these 
successive actions to associate a cost to any set of shape 
parameters: 

• Determine the shape of the excavation from the shape 
parameters. The excavation zone is divided in several 
zones (Figure 2); 

• Apply excavation to the TELEMAC geometry file (and to 
the previous computation file), gradually from 
downstream to upstream. The TELEMAC field BOTTOM 
is modified where the excavation bathymetry is deeper 
than the actual one (Figure 4);  

• Modify the value of the TELEMAC field BOTTOM 
FRICTION where the bathymetry was modified 
(optional) (Figure 5); 

• Run the TELEMAC simulation (includes modifications of 
the TELEMAC steering file and handling of the TELEMAC 
files required for the simulation); 

• Extract a cost criteria or observation from the results; 
and 

• Combine cost criteria in a global cost value (see an 
example of global cost-function in section III.A.1). 

III. APPLICATION 

A. Presentation of the example case 

As an application, we consider the case of an excavation 
in a reservoir. The scenario is presented in Figure 2: A 
reservoir is closed with a dam downstream. On the right 
bank, a dyke retains water in the reservoir, and is used for 
flood protection. The value of the flow discharge imposed at 
the intake of the reservoir is significant enough to cause 
overtopping on this dyke. The goal of shape optimisation, in 
this case, is to determine the shape of the excavation in the 
reservoir that would prevent from risks of overtopping and 
flooding, while limiting the excavation costs. Two cost 
criteria are therefore defined: the excavation volume (which 
is determinant for excavation costs), and the importance of 
overtopping, estimated as the integral of water depth along 
the dyke.  

For every combination of shape parameters tested during 
the experimental design and the optimisation process, a 
TELEMAC-2D simulation is performed, and results are 
analysed for determining the cost associated with the set of 
parameters.  

 

 
Figure 4. Application of the excavation to the TELEMAC BOTTOM field 

value. Left: initial bottom elevation, right: bottom elevation after the 
excavation was applied. The area where excavation is allowed, the 

excavation axis and the area where excavation is applied are plotted 
respectively in white, light pink and green.  

 
Figure 5. Modification of the TELEMAC BOTTOM FRICTION field value, 
according to effective excavation. Left: initial bottom friction, right: bottom 

friction after the excavation was applied. The area where excavation is 
allowed, the excavation axis and the area where excavation is applied are 

plotted respectively in white, light pink and green.  

The boundary conditions used for these hydraulic 
simulations are (1) constant discharge flow upstream and (2) 
constant water elevation downstream. The initial conditions 
are taken from a previous computation file, which 
corresponds to the case of a steady state regime within the 
reservoir, using the original bathymetry (no excavation), with 
constant flow and constant water elevation set upstream and 
downstream respectively.  

We first chose to use the same entrance flow in this previous 
computation as in the simulations for testing excavation 
shapes. However, because of water receding issues on the 
dyke (see appendix), we preferred to use a low entrance flow 
for the setup of initial conditions, insuring the absence of 
non-physical overtopping. 

B. Excavation shape design 

The contour of the zone where dredging is allowed, and 
the hydraulic axis taken for this study are presented on 
Figure 2. Among the shape parameters that define the 
excavation shape (Figure 3), two are set constant: the 
distance between the most downstream and upstream points 
(i.e. length of the excavation zone) is maximum, and the 
bottom elevation value at the most upstream point is set to 
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the maximum of actual bottom values in the upstream 
reservoir cross section. Using this value for upstream bottom 
elevation prevents from sharp bottom variations at the edges 
of the digging area. 

The five other parameters are varying over a range of 
values defined by lower and upper bounds for each 
parameter: The downstream bottom elevation value is 
bounded by the geometry of the dam, and by the actual 
bottom elevation in the reservoir. The channel width ranges 
from that of the dam to that of the central part of the 
reservoir. The position of the slope discontinuity is set up 
inside the middle third of the hydraulic axis, to lower risks of 
getting torrential conditions in the upstream part of the 
reservoir. With the same flow regime constraints in mind, the 
slope in the downstream part of the reservoir ranges from 0 
to 2%. The banks slope maximum is set up to respect the 
stability slope of wet sand and the minimum for banks slope 
is taken so the defined bottom profile is always reached at the 
excavation zone centre. 

C. Optimisation strategy 

We first conduct an experimental design to explore the 
parametric field. The main goal was to get insights on the 
variations of the two cost criteria over the set of parameters 
and on the relative influences of the shape parameters. 

A mathematical optimisation is then conducted using the 
gradient descent algorithm 3DVAR from ADAO 
(https://pypi.org/project/adao/) [9] to determine an optimal 
excavation solution. 

D. Experimental design 

The experimental design (created using optimised Latin 
Hypercube Sample method [6][7][8]) is composed of 1,000 
parameters combinations. Using linux-bash scripts that allow 
running several TELEMAC-2D simulations on a cluster, the 
1,000 experiments were launched in blocks of 20 
simulations, with a maximum of 4 blocks launched 
simultaneously (limitation due to fair use rules of EDF’s 
supercomputers). Each simulation is run on 36 processors in 
1h30 (with a mesh containing about 300,000 nodes, and for a 
simulated time of 3 hours). Running all the experiments took 
less than one day of computation. 

For each experiment, both the excavation volume and the 
integral of the water depth along the dyke are calculated. The 
correlation coefficients between shape parameters and these 
two cost-criteria highlight which parameters have the greatest 
influence (Table I). The two parameters that have the greatest 
influence on the magnitude of overtopping are the 
downstream bottom elevation and the slope in the 
downstream part of the reservoir. The excavation volume is 
also greatly influenced by these two parameters, and by the 
channel width. 

Table I Correlation coefficients9 of shape parameters with cost criteria. 

 
1  9 The correlation coefficient of two variables is the ratio between 

their covariance and the product of their mean values 

 

 

Cost criteria 
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Channel width 0.134 -0.01 

Banks slope 0.032 -0.074 

Position of slope 

discontinuity -0.007 0.035 

Downstream bottom 

elevation -0.384 0.945 

Downstream bottom 

slope -0.712 0.254 

 

 
Figure 6. Volume of excavation (top) and Integral of water depth along the 

dyke (bottom) cost criteria as functions of the downstream bottom elevation. 
Blue points: initial experimental design, orange points: complementary 

experimental design. Dashed grey line: possible emplacement of the limit 
of the area where solutions exist. 

 

 On Figure 7 both cost criteria are plotted as functions of the 
downstream bottom elevation, for the 1,000 experiments. 
The range of excavation volume values obtained is restricted 
as the downstream bottom elevation increases, which is 
consistent with the way the excavation shape is determined. 
The results also show the strong correlation between 
downstream elevation and overtopping. The field of solutions 
seems to be framed by two limits (grey dashed lines) beyond 
which no solution exists under the given conditions. Besides, 
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the range of downstream bottom elevation values associated 
with solutions with little or no overtopping is very limited. 
This parameter is therefore highly constrained by the 
objective of limiting overtopping. 

Results on cost-criteria evolution as a function of the 4 
other parameters allowed to constrain the downstream slope 
parameter values to the 0 – 1% range. The lesser influence of 
the three other parameters is also confirmed. The ranges of 
values to be used for optimisation can also be slightly 
constrained for these parameters. 

A second experimental design in the restrained 
parametric field was launched and complements the results 
of the first experimental design (orange dots in Figure 6).  

Figure 7 shows the excavation volume for each 
experiment as a function of the overtopping integral. Results 
point out that there exist excavation solutions that greatly 
limit overtopping and are associated with excavation 
volumes of less than 400,000m3. 

E. Optimisation 

1) Cost-function 

 
Figure 7. Overtopping cost criteria vs Excavation volume for every 

experiments of the initial (blue) and complementary (orange) experimental 
designs. The red line indicates the possible emplacement of the Pareto front 

of the best compromises. 

Figure 7 shows that the overtopping criterion ranges from 0 
to about 1,000m2, while the excavation volume ranges up to 
1.4Mm3. 

For this application example, we assume that limiting 
overtopping is a priority over the cost, and that a value of 
1m2 for overtopping is equivalent in terms of (theoretical) 
cost to an excavation volume of 1Mm3. Using such a balance 
of the cost criteria to design the global cost function (1) 
favours solutions with limited overtopping. Among those 
solutions, those with limited excavation volumes are then 
preferred. 

 𝐶𝑜𝑠𝑡 = 𝑆𝑜𝑣𝑒𝑟𝑡𝑜𝑝𝑝𝑖𝑛𝑔𝑐1 + 𝑉𝑒𝑥𝑐𝑎𝑣𝑎𝑡𝑖𝑜𝑛𝑐2  (1) 

with c1 = 1m2, c2 = 106 m3 

The global cost function defined in (1), is used to 
calculate the costs associated with the experimental plan 
solutions. The best solution from the experimental plan is 
associated with a cost of 0.38 (Table II). We expect to 
improve these results by using shape optimisation to find an 
excavation solution associated with an even lower cost. 

Table II Best excavation solutions given by the different optimisation 
strategies. 

Optimisation 
strategy 

Cost (1) 
Excavation 
volume (m3) 

Overtopping 
(m2) 

Experimental 
design 0.378 ~378000 (0)10-7 

3DVAR (case 1) 0.498 ~484000 1.37 10-2 

3DVAR (case 2) 0.357 ~357000 (0)10-3 

GENOP           + 
Metamodel 0.584 ~410 1.73 10-1 

The overtopping cost criteria corresponds to the integral of water depth along the dyke. 

 

2) Optimisation method 
We use the optimisation algorithm 3DVAR, from the 

ADAO module [9]. This algorithm minimises a variational 
function J, which depends on (1) an initial guess on the 
parameters, (2) an observation (or target), and (3) two error 
matrices that represent the trust in the initial guess and in the 
observation. These parameters, and a stopping criterion, are 
provided by the user.  

The 3DVAR algorithm conducts minimisation by a gradient 
descent process. The variations of the cost function in the 
proximity of the current set of parameters are evaluated. 
From this information, the parametric evolution that would 
minimise the cost function is estimated, and a new set of 
parameters is selected. The process goes iteratively, until the 
cost function variations in the proximity of the new set of 
parameters are negligible, or a maximum number of 
iterations was reached. This optimisation process usually 
converges rapidly to an optimum. However, this optimum 
may not be global, but local. 

3) Scenarios 
This algorithm was applied to the example case using two 

different initial guesses. The first initial set of parameters was 
taken within the parametric area for which overtopping is 
minimum, using the experimental plan results on parameters 
influence. The optimisation process is expected to minimise 
the excavation volume, starting from this initial parametric 
combination. The second initial set of parameters was taken 
in the very proximity of the best solution of the experimental 
plan. The optimisation parameters used for these two 
optimisation scenarios are given in Table III. 

Table III Parameters used for optimisation with 3DVAR (ADAO). 
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Parameter Value 

Observation (target) 0 

Error on observation 1e-4 

Error on initial guess 1e3 

Increment for gradient 
calculation 

1e-2 

Stopping criteria 
Cost increment tolerance = 1e-3 

Maximum number of iterations = 20 

 

4) Results 
Figure 8 presents the evolution of the cost function and of 

one of the parameters along with the optimisation process 
(scenario 1). The optimisation process converges rapidly to 
the solution (in about 10 iterations).  

The optimum solutions obtained for both scenarios are 
presented in Table II. The cost obtained for the scenario 2 
optimum solution is 0.36, which is better than the cost of the 
experimental plan best solution. 

The optimum sets of parameters, although corresponding to 
minima of the cost function, are different. This highlights the 
presence of several local optima in the cost function. Because 
of the complexity of the cost function, there is no insurance 
that the optimum solution obtained for scenario 2 is a global 
optimum. 

 
Figure 8. Cost (1) evolution along the optimisation process. 

5) Optimum solution 
The optimum solution obtained for this study is presented 

in Figure 9. Overtopping is almost absent, and only concerns 
the upstream extremity of the dyke. The flow in the reservoir 
concentrates in the channel that was created by the 
excavation. At the dam downstream, the flow was increased 
by 1,000 m3/s due to the excavation.  

The excavation volume associated with this solution 
nears 360,000 m3. This information can be used to estimate 
the economic cost associated with this solution, and compare 
the dredging scenario with other solutions (e.g. dyke 
elevation increase).  

 

 
Figure 9. Map of the water depth (blue color scale) and of the velocity (red 

arrows) for the optimum excavation scenario. The dyke location is 
indicated with the yellow line.  

IV. DISCUSSION 

A. Other optimisation strategies 

1) Genetic algorithm coupled with a metamodel 
The complexity of the cost-function, with several local 

optima, limits the efficiency of using a gradient descent 
algorithm (such as 3DVAR) to find the optimum solution. 
Other optimisation methods exist, including methods that 
follow the evolution of a population and do not require any 
information on the cost-function variations, such as genetic 
algorithms [10]. 

The advantage of the population-based optimisation 
methods is its strong efficiency in finding the global 
optimum of a cost-function. However, they require important 
computation resources.  

A genetic optimisation algorithm (GENOP, developed by 
EDF-R&D and taken from the Scilab optim_ga module) is 
included in the OptimStudy class.  

To limit the needs in terms of computational resources, 
the test function, which here includes a TELEMAC-2D 
simulation, can be replaced by a model of its outputs, i.e. a 
metamodel. This metamodel is built from a series of 
experiments for which both the shape parameters and the 
associated cost are known. It gives an approximation of the 
cost for any set of parameters in the parametric field, and 
requires negligible resources.  

A metamodel for the application case was built by 
Kriging from part of the results of the experimental design 
[11][12]. The remaining experiments were used to test and 
validate the metamodel. This metamodel was then used 
together with a genetic algorithm for the search of the 
optimum solution.  

For the application case presented here, we however did 
not get a better solution using this optimisation strategy. The 
efficiency of this method was indeed limited here by the 
complexity of the cost-function variations, that the 
metamodel did not entirely captured. In particular, the 
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locations of the optima according to the metamodel did not 
match those of the real cost-function. 

These results could be improved by using other cost-
functions, and by improving the metamodel build up 
technique. 

 

2) Multi-objective optimisation 
In this article, we applied shape optimisation using a 

global cost-function that combines the two cost-criteria. On 
Figure 7, a limit beyond which no solution seems to exist is 
visible (highlighted by the dashed red line on Figure 7). This 
limit is the Pareto front of the two cost criteria, i.e. the line 
regrouping the optimum compromises, according to the 
importance given to each criterion (e.g. [5]). Obtaining more 
details on this front would make it easier to arbitrate the 
choice of the solution that should be implemented to limit 
overtopping.  

Multi-objective optimisation techniques exist and enable 
the search for the best compromises taking into account 
several cost-criteria separately (e.g. [5][13]). The Pareto front 
of the best solutions could be determined using such 
techniques, and will be included in future developments of 
the shape optimisation module. 

B. Shape optimisation interest for Telemac-2D studies 

1) Performances 
The experimental design and the shape optimisation using 

the 3DVAR algorithm both gave very good compromises for 
the application case. The best solution from the experimental 
design is close to that obtained from shape optimisation. The 
fact that shape optimisation only slightly improved the 
compromise obtained with the experimental plan is linked 
with two observations: 

• A high number of experiments was used for the 
experimental plan. Moreover, a second experimental 
design was conducted on a restricted area of the 
parametric field, where cost optima were expected. The 
parametric field was therefore well represented, making 
it possible to find a very good compromise even without 
using optimisation algorithm. 

• Results highlighted that the cost-function variations are 
complex, and that several local minima exist. In these 
conditions, the efficiency of gradient descent algorithms 
in searching for the optimum solution is limited. The 
best solution obtained here may therefore not be the real 
optimum scenario. 

For the application presented here, shape optimisation 
initiated from the area where optimum solutions were 
expected, gave worse results than the experimental plan. This 
is again tightly linked with the complex behaviour of the cost 
function and the good precision of the experimental plan. In 
this case, using a high precision experimental design would 
have been an adequate strategy for searching for the best 
excavation scenario. For other shape optimisation problems, 

the best optimisation strategy could be different, especially if 
time and computational resources are constrained. 

2) Time and computational resources 
For the application presented here, only one day was 

necessary to run the 1,000 experiments of the experimental 
design (first set of experiments). This was possible due to 
substantial computational resources available at EDF. With 
limited resources, the time needed would have been much 
more important. Contrarily, the shape optimisation process 
using the 3DVAR algorithm from ADAO, which required 
the sequential run of 120 simulations in several days but used 
much reduced computational resources. 

For future applications, the choice between shape 
optimisation and automated experimental design should 
depend on several criterion: 

• Expected precision on the optimal solution 
• Available time and computational resources 
• A priori knowledge on the cost-criteria variations and 

amplitude over the parametric field 

VI. PERSPECTIVES 

Future development will concern the following 
directions: 

• Improvement of the metamodel building method and 
use. 

• Extension of the current tool to enable multi-objective 
optimisation studies 

• Adaptations for TELEMAC models calibration 
• Adaptation to other shape optimisation problems. 
• Application of the optimisation techniques to other 

modelling tools. 

Last but not least, it should be noted that there are no plans to 
share this module with the community. Nevertheless, it 
would be possible to use this work to propose a generic 
Python Class in TELEMAC to set up this kind of numerical 
study. 
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APPENDIX 

TELEMAC receding procedure issue 

The initial conditions used for hydraulic simulations were 
at first taken from an equivalent hydraulic simulation with 
the actual bottom elevation, at steady state. In these initial 
conditions, overtopping was present all along the dyke. 
During hydraulic simulations with a modified bottom 
elevation, the water levels decreased in the reservoir and 
above the dyke. For some of the experiments, water levels in 
the reservoir at steady state were lower than the dyke 
elevation, even close to the dyke (Figure 10). Water elevation 
however never reached zero over the dyke (the remaining 
water depth was a few mm).  

In order to get rid of the remaining (non-physical) water 
at the top of the dyke, the threshold depth for receding 
procedure was increased from 3 cm to 10 cm, with no 
success. The solution adopted afterwards was to initiate the 
hydraulic simulations with much lower water level 
conditions (corresponding to steady state with a much lower 
entrance flow). 

 

 
Figure 10. Bottom and water elevation along the dyke (left). Top right: zoom on part of the dyke. Bottom right: bottom and water elevations along a cross 

section orthogonal to the dyke. The emplacement of the cross section is indicated in the left panel with the dashed green line. 
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Abstract – The changes in the runoff and alluvial outflow lead 

to changes in the slope, the depth, meandering, the width of the 

riverbed and the vegetation. Being able to predict the changed 

of the river dynamics is of crucial importance for the 

sustainable monitoring, maintenance and operation of rivers. 

We adopt deep learning architectures pipeline consisting of 

GAN, CNN and LSTM to actually generate forecasts for river 

discharge, water level and sediment deposition by using 

historic satellite data of the meteorological features listed 

above, and in-situ measurements for water level, discharge and 

turbidity. To leverage the applicability of the forecasts on the 

river morphology in integrated models, we calibrate 

hydrodynamic models using TELEMAC-2D, and we 

demonstrate how the fusion of a complex EO4AI method and 

geometry mapping produces a solution for a real user need of 

being aware of upcoming changes in the navigable channel of 

the downstream of the Danube. The satellite data are provided 

by ADAM via the NoR service of ESA. 

We provide comparison between the generated 

hydrodynamic models with real and with forecasted river data, 

and analyse them. Finally, we demonstrate a visualisation of 

the forecasted pathway on a GIS component using 

OpenLayers.  

Keywords: hydrodynamic modelling, TELEMAC, deep learning, 
earth observation, AI, forecast, GIS visualisation, navigable 
channel. 

I. INTRODUCTION 

The changes in the runoff and alluvial outflow lead to 
changes in the slope, the depth, meandering, the width of the 
riverbed and the vegetation. The bed load and the suspended 
load can change the morphology of the riverbed as a result of 
high runoff. This has a direct impact on the determination of 
the channel in navigable rivers. That is why it is of great 
importance for assisting the maintenance of the navigable 
rivers to provide with instruments to predict the 
modifications in the river morphology that will potentially 
impact the channel. To address this problem, it is necessary 
to forecast the sediment deposition amounts and the river 
runoff and to determine how they will change the river 
morphology. Predicting sediment deposition potential 
depends on a variety of meteorological and environmental 
factors like turbidity, surface reflectance, precipitations, 
snow cover, soil moisture, vegetation index. Satellite data 
offer rich variety of datasets, supplying this information. 

We adopt deep learning architectures pipeline consisting 
of Generative adversarial networks (GAN), Convolutional 
Neural Networks (CNN) and Long Short Term memory 
(LSTM), further described below, to generate forecasts for 
river discharge, water level and sediment deposition by using 
historic satellite data of the meteorological features listed 
above, and in-situ measurements for water level, discharge 
and turbidity. To leverage the applicability of the forecasts on 
the river morphology in integrated models, we calibrate 
hydrodynamic models using TELEMAC-2D, and we 
demonstrate how the fusion of a complex EO4AI method, a 
method that makes use of earth observation data to train AI 
models, conversely to the usually employed in earth 
observation methods using AI models in order to better 
detect objects or phenomena on earth through earth 
observation – AI4EO10 -  and geometry mapping produces a 
solution for a real user need, such as being alerted of 
upcoming changes in the navigable channel of the 
downstream of the Danube. The structure of the paper is as 
follows: first we present the adopted method, then we 
describe the data that have been used for the experiments to 
demonstrate the method, third we outline the experiments 
and the experiment results, including GIS (Geographical 
Information System) visualization of the forecasted navigable 
channel, finally we discuss related work and conclude. 

II. METHOD 

We address the problem of river dynamics prediction by 
forecasting the river discharge and the sediment deposition 
amounts and then proceed to hydrodynamic modelling with 
TELEMAC-2D by using the forecast data, the river 
bathymetry including sediment sizes. (see Figure 1) 

 

10 Satellite data provide a very rich source of information about the 
earth. However, they are not perfect. That is why a big segment of 

the research dedicated to earth observation is concerned with 
developing AI methods that will improve and maximize the Earth 
observation using satellite data. This field of research is referred to 

with AI4EO. In our approach we are using satellite data of 
meteorological features to train AI methods and obtain predictions 
for their behavior. This field of research is referred to with EO4AI, 

and is in its early stages of development. 

mailto:mariana.damova@mozajka.co
mailto:stanko.stankov@mozajka.co
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Figure 1. Figure 13 Forecast of river dynamics 

For the forecasts we adopt a pipeline of deep learning 
architectures consisting of GAN, CNN and LSTM by using 
historic satellite data of meteorological features, that have 
impact on the river dynamics, such as precipitations and soil 
moisture, and in-situ measurements for the hydraulic input 
feature to be forecasted e.g. water level, discharge and 
turbidity (see Figure 2).  

 

 
Figure 2. Figure 14 Forecast pipeline of NN 

A. Generative adversarial network (GAN) 

A generative adversarial network (GAN) [1] is a type of 
construct in neural network technology that offers a lot of 
potential in the world of artificial intelligence. It is composed 
of two neural networks: a generative network and a 
discriminative network (see Figure 2). The discriminator 
function compares real data with generated sample data 
optimizing the model towards reaching a state of no 
discrepancy. Thus, the one network generates data, e.g. 
models a transform function that takes a variable and 
produces another variable following the target distribution 
and the other network is a discrepancy evaluator that models 
a discrepancy function that returns the probability of a 
generated data to be true. The benefits of adopting GANs are 
that they generate data that looks similar to original data. If a 
GAN is given an image, then it will generate a new version 
of the image which looks similar to the original image. 
Similarly, it can generate different versions of the text, video, 
audio. However, they are much harder to train since it is 
needed to provide different types of data continuously to 
check if it works accurately or not. 

 
Figure 3. Figure 15 Generative adversarial network architecture 

We use GAN to address one specificity of satellite data to 
be inconsistent, e.g. they do not produce harmonized 
timeseries, for example daily data, as no data as being 
provided for some days. But to run neural network 
architecture to generate forecasts using satellite data, we need 
consistent timeseries. So, GAN is the first step of our 
pipeline. It harmonizes the timeseries of the satellite data by 
generating the missing values in the timeseries. 

B. Convolutional neural networks (CNN) 

CNN [2] is a type of artificial neural network used for 
descriptive and generative tasks very often adopted in 
computer vision. The term “convolutional” means 
mathematical function derived by integration from two 
distinct functions. It includes rolling different elements 
together into a coherent whole by multiplying them. CNNs 
are made from neurons with trainable weights where each 
neuron receives input data and takes a weighted sum over 
them and passes it through an activation function returning 
the output (see Figure 4. 

The convolution applies a kernel [19] over the input data, 
performing elementwise multiplication with the part of the 
input that is currently on, after that it sums up the result into a 
single value (see Figure 4). 

 
Figure 4. Figure 16: Convolution 

After the convolutional layer in CNNs a pooling layer is 
applied [4]. This layer is responsible for reducing the size of 
the convoluted feature. It is used to decrease the computation 
power. There are two types of pooling layers – max pooling 
and average pooling. They are used to extract the average 
values or the max values from a kernel (see Figure 5). 
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Figure 5. Figure 17: Pooling layer 

CNN architectures are used for generating forecasts (see 
Figure 6) 

 
Figure 6. Figure 18: Convolutional neural network used for forecasting 

The benefits of adopting CNNs are mainly the high 
accuracy in tasks that require image recognition and the 
weight sharing. The disadvantages of adopting CNNs are the 
need of large datasets to obtain good performance, and long 
training time, that typically requires a specialized hardware 
(GPU) to speed up the training process. 

CNNs are used as a first step in order to optimally 
consume the geopositioned input data, as they are effective 
with geospatial data.  

C. Long Short Term Memory (LSTM) 

LSTM [5] is a type of Recurrent Neural Networks (RNN) 
model [6] to remember each information throughout time, 
which is very helpful in any time series predictor. Recurrent 
Neural Networks (RNN) are designed to recognize sequence 
patterns and stock markets [7] (see Figure 7). 

 
Figure 7. Figure 19: RNN architecture 

Instead of neurons, LSTM networks have memory blocks 
that are connected through layers (see Figure 7). A block has 
components that make it smarter than a classical neuron and 
a memory for recent sequences. A block contains gates that 
manage the block’s state and output. A block operates upon 

an input sequence and each gate within a block uses the 
sigmoid activation units to control whether they are triggered 
or not, making the change of state and addition of 
information flowing through the block conditional. There are 
three types of gates within a unit: 1) Forget Gate: 
conditionally decides what information to throw away from 
the block. 2) Input Gate: conditionally decides which values 
from the input to update the memory state. 3) Output Gate: 
conditionally decides what to output based on input and the 
memory of the block. 

The advantages of using LSTMs can be summarized in 
the following points: 

• They can remember each information throughout time, 
which is very useful for time series predictions 

• Native Support for Sequences. LSTMs are a type of 
recurrent network, and as such are designed to take 
sequence data as input, unlike other models where lag 
observations must be presented as input features. 

• Multivariate Inputs. LSTMs directly support multiple 
parallel input sequences for multivariate inputs, unlike 
other models where multivariate inputs are presented in a 
flat structure. 

• Vector Output. Like other neural networks, LSTMs are 
able to map input data directly to an output vector that 
may represent multiple output time steps. 

D. ConvLSTM 

In the adopted architecture, the forecast model of our 
solution includes both CNNs and LSTMs [8]. Firstly, 
convolutional layers are used for feature extraction on the 
input data and are combined with a LSTM layer allowing the 
architecture to support sequence prediction (see Figure 7). 

 
Figure 8. Figure 20: ConvLSTM architecture 

ConvLSTMs are used when the input is 2D structure such 
as image, or 1D as word, sentence or some other sequential 
input data with the task for classification or forecast. The 
advantages of using ConvLSTM architectures are that they 
achieve high accuracy, they operate with input data in 1D, 
2D or 3D and since they contain both CNN and LSTM layers 
they can look back and forward on 1D.  

E. The open TELEMAC system 

TELEMAC-2D is a well-known and established 
hydrodynamic model solving the shallow water equations. It 
is used to simulate free-surface flows in two dimensions of 
horizontal space. At each point of the mesh, the program 
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calculates the depth of water and the two velocity 
components. It can perform simulations in transient and 
permanent conditions. The algorithms used by TELEMAC-
2D are extremely efficient and are constantly being improved 
in order to incorporate the latest developments made in the 
field of numerical computations. TELEMAC-2D meet the 
specific requirements of each model: specification of initial 
conditions or complex boundary conditions, links up with 
other modelling systems, allow the introduction of new 
functions.  

As shown on Figure 9 we combine the physical model of 
the river bathymetry and sediments with the forecasted water 
data for river discharge and water level, employing the 
Composite Modelling (CM) method that is defined as the 
integrated and balanced use of physical and numerical 
models [9]. It is important to emphasize the novelty of our 
approach to make use of forecast hydraulic input data instead 
of using hydrological formulas in TELEMAC to obtain the 
river dynamics prediction. 

 
Figure 9. Figure 21 Model integration leading to an integrated model11 

III. DATA 

Predicting discharge, water level and sediment deposition 
depends on a variety of meteorological and environmental 
factors such as precipitations, snow cover, soil moisture, 
vegetation index, turbidity, surface reflectance. Satellite data 
offer rich variety of datasets, supplying this information. That 
is why we make use of satellite data to feed our forecast 
models with this kind of information. In addition, we make 
use of in-situ measurements for discharge, water level and 
turbidity for the forecast models, as well as gain size and 
bathymetry for the hydrodynamic modelling.  

The data used for the experiments and the forecasting 
prototype as presented below. 

A. Satellite data 

The satellite data are provided by ADAM 
(http://adamplatform.eu). ADAM allows accessing a large 
variety of multi-year global geospatial collections enabling 
data discovery, visualisation, combination, processing and 
download. It permits to exploit data from global to local 
scale. Table I shows the satellite datasets that are provided 

 

11 Gerritsen, H., Sutherland, J., Deigaard, R., Sumer, B.M., Fortes, 
J, Sierra, J-P and Prepernau, U, (2009). Guidelines for Composite 
Modelling of the Interactions Between Beaches and Structures. 

Final Report, September, 66 pages, (HYDRALAB-III Deliverable 
JRA1.4). 

and made use of in our experiments. The data collections 
have been selected in order to guarantee:  

• - full coverage of the project spatial domain  
• - the best available spatial resolution per time  
• - data availability for at least 10 years.  

Table I Satellite data collections 

Meteorological 

Feature 
Satellite Data Collection 

Temperature MODIS land surface temperature day 

Soil Moisture 
SMOS  

CCI Soil Moisture 

precipitation 

imerg liquid precipitation daily 

imerg liquid precipitation 30 min 

imerg solid precipitation daily 

imerg solid precipitation 30 min 

Snow cover MODIS Snow cover 

Solar irradiance 
MSG Downwelling Shortwave Surface 

Flux 

vegetation index 
MODIS NDVI 

Sentinel 2 NDVI 

Copernicus water 

turbidity  

MSI based 300m (CLMS) 

OLCI based 300m (CLMS) 

MODIS surface 

reflectance 
MODIS based 250m 

 

The core of ADAM is a Data Access System (DAS), a 
software module that manages a large variety of geospatial 
information that feature different data format, geographic / 
geometric and time resolution. It allows accessing, 
visualising, sub-setting, combining, processing, downloading 
all data sources simultaneously. The DAS exposes OGC 
Open Search (CSW-compliant) and Web Coverage Service 
(WCS 2.x) interfaces that allow discovering available 
collections and subset them in any dimension with a single 
query. 

B. In-situ measurements  

As the experimental setting of our work was the 
Danube River, the in-situ measurements were taken from 
measurement points on the Bulgarian segment of the 
Danube. They are outlined below. 

Historic daily measurements for water discharge in 
cm3/s, water levels in m and water temperature in oC are 
provided for the period 2015-2020 by the National 
Agency for Exploration and Maintenance of the Danube 
River from the hydrometric stations Lom (km 743,300), 
Svistov (km 554,300), and Silistra (km 375,500). The 
current daily measurements from 2021 of the same 
categories are being collected from the site of the Agency 
on a daily basis.  
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The turbidity and grain size historic data daily 
sampling from the same hydrometric stations are 
provided for the period 2015-2020 inclusively by The 
National Institute for Meteorology and Hydrology. The 
turbidity [g/l] is being determined via laboratory analysis 
in The National Institute for Meteorology and Hydrology.  

For the purposes of the geometry modelling of the 
Danube River, to address the use case for predicting of the 
navigable channel on the Danube River, the bathymetry 
of the Bulgarian segment of Danube River has been 
provided by the National Agency for Exploration and 
Maintenance of the Danube river.  

 

IV. EXPERIMENTS AND RESULTS 

Experiments have been carried out with different 
ConvLSTM architectures. The best performing one turned 
out to be the one using two convolutional layers. We show 
the results of the generation of missing data with GAN, and 
the ConvLSTM architecture with two convolutional layers. 
Subsequently, we show the results of the river dynamics 
prediction with the adopted method using TELEMAC 2D. 

A. Missing data generation with GAN 

The missing data generation with GAN was carried out 
with daily satellite data timeseries from 2014-2019 and the 
tests were the daily timeseries from 2020. The results are 
shown on Table II. It is evident that the precision of the 
generated missing data is very satisfactory with MinMae 
score close to 0. It is important to point out that the spatial 
resolution for the satellite data in the reported experiments 
was 1.1 km. 

Table II Missing data generation results 

Meteolologial 

feature 
Satellite dataset name MinMae  

Soil moisture 
ESACCI-SOILMOISTURE-L3S-SSMV-

COMBINED_4326_025 
0 

Liquid 

precipitations 
IMERG_DAY_LIQUID_SCALED_4326_01 0,92 

Snow cover MODIS_SNOW_4326_001 0,73 

NDVI MOD13_NDVI_4326_005 0,05 

Solid 

precipitations 
IMERG_DAY_ICE_SCALED_4326_01 0,07 

Reflectance MODIS based ISMoSeDe_reflectance 0,04 

 

B. Forecast with ConvLSTM 

The forecasting experiments were carried out with the 
harmonized satellite data, as described in the previous 
subsection, and with in-situ measurements for discharge, 
water level and turbidity as per the description in section III. 
Table III below shows the annual average deviation in the 
results for discharge, water level and turbidity for the three 
hydrometric posts on the Danube with a model calibrated to 

generate forecast for 7 days ahead. The experiments are 
carried out with daily historic data from 2014-2019 and the 
test is performed on year 2020. 

Table III Forecast performance 

Feature  Deviation 

  Lom Svishtov Silistra 

Turbidity (NTU) 0,01 0,02 0,04 

Discharge 

(cm3/sec) 
224,70 181,70 86,90 

Water level (cm) 26,74 20,40 18,83 

 

Figure 10 shows the performance of the discharge 
forecast compared to real measurements for 30 days ahead 
for the three hydrometric stations on the Danube. 

 
Figure 10. Figure 10 Forecast performance for 30 days ahead 

Here we also notice that the performance is satisfactory. 

C. River dynamics prediction with TELEMAC D 

TELEMAC simulation is performed for the critical areas 
around the hydrometric points Lom, Svishtov and Silistra. 
We have used the bathymetry of the critical areas to draw the 
mesh, in-situ measurements for substrate and the forecasted 
data for discharge and water level, as turbidity was not 
relevant for the type of river segments of interest.  

For  the simulation  a time step value of 10 and Nikuradse 
for the law of bottom friction.  The liquid boundary is 
represented with three parameters – time, free surface and 
discharge measured in s, m and m3/s. The temporal 
resolution of the simulation is one day, represented in 
seconds (0-86400 seconds). We introduce the forecasted 
value for discharge and calculate the free surface from the 
forecasted water levels using the following formula: 

Fs = wl /100 + K 

 



28th TELEMAC User Conference Paris-Saclay, France, 18-19 October 2022 

 

286 

where wl is the forecasted water level and K is the station 
elevation.  

The created output file is shown on Figure 11  

 

Figure 11. Figure 11 Liquid boundary file with forecasted data 

The generated 6 features: riverbed, velocity U, velocity 
V, friction velocity, surface elevation, and water depth are 
produced. Figure 12 shows the predicted riverbed for the 
critical area around Svishtov, and Figure 13 shows the 
comparison between the real and predicted depth for January 
2020 for the critical area around Svishtov for 1, 10, 20 and 30 
days ahead. 

The precision in the prediction of the depths is evident 
from the similarity of the images. It is important to point out 
that we do not observe deterioration of the performance 
results as the prediction period increases to 30 days. 

 
Figure 12. Figure 12  Predicted riverbed of a critical area around Svishtov 

 
Figure 13. Figure 13 Comparison of real vs predicted depth of a critical 

area around Svishtov 

Based on the forecasted data as TELEMAC output we 
proceeded to the generation of the forecasted navigable 

channel by identifying the middle path on the XY axis as 
shown on Figure 14.  

 
Figure 14. Figure 14 Visualization of the forecasted fairway on the critical 

area of Svishtov 

 

V. RELATED WORK 

Hydrodynamic modelling [9] forms the basis for many 
modelling studies, whether sediment transport, morphology, 
waves, water quality and / or ecological changes are being 
investigated. Research is being carried out to improve the 
representation of tides, waves, currents, and surge in coastal 
waters. A variety of coastal models are available, and the 
modelling techniques have become sufficiently mature [10]. 
Composite Modelling (CM) is defined as the integrated and 
balanced use of physical and numerical models [11]. Our 
approach blends the CM method and demonstrates how it can 
be applied to hydrodynamic modelling. 

      River dynamics has been observed and forecasted with 
various mathematical models. They are gaining popularity 
for solving a wide range of natural fluid mechanical 
problems. When it comes to free-flow currents and sediment 
transport processes in open channels, single-dimensional 
(1D) and two-dimensional (2D) digital models are 
widespread. To the best of our knowledge our approach is 
the first to attempt to forecast river dynamics by inserting 
forecasts of hydraulic input into TELEMAC. Moreover, the 
forecasts of the hydraulic input are produced by means of 
using historic satellite data of meteorological features and 
in-situ measurements from given hydrometric stations. This 
constitutes a cutting-edge novel method in the field of 
hydrodynamic modelling. 

 

VI. CONCLUSION AND FUTURE WORK 

We presented a method for predicting river dynamics 
using TELEMAC, AI and Earth observation. It consists of 
producing TELEMAC simulation by using forecasted 
measurements for discharge and water level. For the forecast 
we adopt neural networks pipelines and historic satellite data 
with meteorological information and in-situ measurements. 

The satellite data input to the neural network is 
harmonized in a first processing step also using neural 
networks - GAN. We succeed to obtain very good 
forecasting results that are consequently blended in the 
TELEMAC simulations, based on which we are capable to 
derive hands-on determination and visualization of forecasted 
fairway. We have demonstrated how the fusion of a complex 
EO4AI method and geometry mapping produces a solution 

http://www.coastalwiki.org/wiki/Waves
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for a real user need of being aware of upcoming changes in 
the river fairway of the downstream of the Danube. To the 
best of our knowledge our approach is the first to make use 
of forecast hydraulic input data to produce a hydrodynamic 
simulation with TELEMAC. Our results demonstrate the 
viability and robustness of our method. Our plans are to 
integrate the method in our e-Infrastructure for monitoring 
dams and rivers for sustainable development – ISME-
HYDRO (http://isme-hydro.com). 
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Abstract – A tidal estuary model of the Scheldt is developed 

in TELEMAC-3D. The model is calibrated on bottom 

roughness using an automatic procedure. The Python module 

TELAPY, is online coupled with the Python ADAO library 

from the SALOME platform. The 3D-Variational data 

assimilation algorithm is adopted to improve water level 

predictions along the estuary. The automatic calibration 

routine steers iterative runs, after each of which the bottom 

roughness is updated based on the minimization of a cost 

function. After automatic calibration, the model reproduces the 

hydrodynamics in the Scheldt Estuary accurately. For instance, 

the averaged root-mean-square-error (RMSE) of the water 

level is reduced to 12 cm and the M2 tidal amplitude is 

accurately reproduced. The Scheldt model is also validated for 

stormy period and validated against ADCP transect data. 

Therefore, the Scheldt model is considered as a reliable and 

efficient tool for various applications in the estuary.  

Keywords: Automatic calibration, tidal estuary, TELEMAC-3D, 
Scheldt, ADAO, TELAPY. 

I. INTRODUCTION 

The Scheldt is a tidal estuary situated in the Netherlands 
and Belgium, with a tidal reach up to 160 km upstream from 
the mouth near Vlissingen (The Netherlands). The Scheldt 
estuary has important environmental and commercial values. 
An accurate prediction of the tidal propagation along the 
estuary has numerous applications. Process-based numerical 
models, which include the most important processes and 
parameters for tidal predictions, have widely been adopted 
for this purpose.  

Model calibration is often referred to as finding the 
optimal set of model parameters, which provide an accurate 
description of the system behaviour. It is normally achieved 
by confronting model predictions with measurements 
representing the system. Model calibration is an essential 
modelling step, but manual calibration often requires 
significant time and effort without guarantee of finding the 
optimal solution. Recently, automatic calibration of 
numerical models has shown its capacity in obtaining the 
optimal parameter settings in a fraction of the time needed 
for manual calibration. In the TELEMAC community, 
several studies [1,3,4,5] have shown successful calibration of 
TELEMAC models in both tidal rivers and the North Sea. All 
these studies have shown the potential of automatic model 
calibration in oceanic, estuarine and coastal waters.  

In this study, a TELEMAC-3D hydrodynamic model is 
set up for the Scheldt Estuary. Tidal propagation is typically 
calibrated by adjusting the bottom roughness, which is 
performed in an automated manner in the present study. The 
Python module TELAPY, is coupled online with a Python 
library called ADAO (A module for Data Assimilation and 
Optimization) [2] from the SALOME platform [3]. The 3D-
Variational data assimilation algorithm [6] is adopted to 
perform automatic model calibration. This algorithm 
compares time-series of water levels predicted by the Scheldt 
model to measurement data at 22 stations throughout the 
estuary, leading to a cost function which is subject to 
minimization. Twelve roughness polygons are selected for 
the Scheldt model domain, which is a compromise between 
model accuracy and computational efforts. The automatic 
calibration routine steers iterative runs, after each of which, 
the bottom roughness is updated based on the minimization 
of the cost function. After 75 iterations, an optimal bottom 
roughness field is found, which provides the lowest cost 
function.  

After automatic calibration, the model is further validated 
for a stormy period and validated against ADCP transect 
data, showing that the model reproduces the hydrodynamics 
in the Scheldt Estuary accurately.  

The Scheldt model is a very computationally efficient 
model. With a time step of 30 seconds, a simulation of 28 
days period takes only 6.25 hours of computation time using 
48 computational cores. Therefore, it is a reliable and 
efficient tool for various applications in the estuary, such as 
operational forecasting, sediment transport calculations [7] 
and transportation of macroplastics [8] etc. 

II. ABBREVIATIONS AND CONVENTIONS 

The used abbreviations are summarized in Table I. The 
following conventions are followed in this paper: 

• Times are represented in UTC. 

• The coordinate reference system, used by the model 
and for presentation of the model output is RD 
(Rijksdriehoekscoördinaten), expressed in meters. 

• The vertical reference level used in the model is 
TAW which is 2.35m below NAP. 

• Current directions refer to the direction to which the 
flow is directed: e.g. a current direction of 90°N 
means that the currents are directed towards the East. 

mailto:kai.chu@imdc.be
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• Wind directions refer to the direction the wind is 
coming from: e.g. a wind direction of 90°N means 
that the wind is coming from the East. 

• SI units are used. 

Table I Used abbreviations 

ADAO A module for Data Assimilation and Optimization 

ADCP Acoustic Doppler Current Profiler 

API Application  Program Interface 

HIC Hydrological Information Centre 

HMCZ Hydro Meteo Centrum Zeeland 

iCSM  IMDC Continental shelf Model of the North Sea 

NAP Normaal Amsterdams Peil (Dutch vertical reference level) 

RD Rijksdriehoekscoördinaten (Dutch horizontal system) 

RMAE Relative Mean Absolute Error 

RMSE Root Mean Square Error 

RWS Rijkswaterstaat 

TAW Tweede Algemene Waterpassing (Belgian vertical 
reference level) 

UTC Universal Time Coordinate 

III. MODEL SETUP 

A. Mesh and Bathymetry 

The mesh of the Scheldt model covers the estuary mouth 
and the entire Scheldt River (Figure 1). The mesh resolution 
gradually decreases from ~450 m near the offshore boundary 
to ~3.5 m in the upper river tributaries. The total number of 
computational nodes is 143,872, with 260,595 triangular 
elements in a horizontal plane. To better represent the flow 
patterns, the Scheldt model runs in 3-D mode with 5 vertical 
nodes using sigma coordinates at (0, 0.12, 0.3, 0.6 and 1.0 
from bottom to top). 

The mesh is made such that it is aligned with the flow 
lines of the water movement inside the estuary, e.g. using 
soft-lines along the channel to guide the generation of the 
mesh. In the upstream parts, channel meshes are used to 
structure the triangles of the mesh in such a way that they 
better follow the channel geometry and the flow direction.  

The bathymetric data of 2019 are used, which are 
identical to the data described in [9]. The data is formatted as 
combigrids (combination between LIDAR and Bathy data 
into one consistent dataset). The dataset has a spatial 
resolution of 5 m.  

 
Figure 1. Mesh and bathymetry (m TAW) of the Scheldt model. 

B. Boundary and Initial Condition 

The model contains one open boundary at the mouth of 
the Western Scheldt and eight upstream boundary sections. 
At the downstream boundary, time series of water levels and 
depth-averaged velocities are imposed from the in-house 
iCSM model [10]. Recently, the iCSM was automatically 
calibrated [5] on bottom friction on the platform of 
SALOME-Hydro with three-dimensional variational 
assimilation (3D-Var). The iCSM model accurately 
reproduce the hydrodynamics in the North Sea. For instance, 
the root mean square error (RMSE) of the water levels along 
the Belgian coastal zone is 10 cm. The RMSE of the velocity 
magnitude in the Belgian Coastal Zone (determined form 
stationary velocity measurements) is of the order 0.1 m/s, 
which is considered as top-of-range numerical model 
accuracy. 

The water levels and velocities computed by iCSM are 
interpolated on the open sea boundary nodes of the Scheldt 
model via an in-house boundary nesting tool. For the eight 
upstream boundaries, measured time series of river discharge 
(provided by HIC and RWS) and salinity (set to zero) are 
imposed. 

The initial condition from the models comes from a two-
day spin-up simulation for the water levels and velocities. 
The initial condition for the salinity was obtained from 
spatial interpolation of measurements data from point 
measurements along the Scheldt estuary. 

C. Wind 

Wind measurement data is available at Hansweert with 
time interval of 10 minutes (data source: HMCZ, 
https://waterberichtgeving.rws.nl/water-en-
weer/dataleveringen/ophalen-opgetreden-data). The time 
series of wind measurement at Hansweert of 2019 are used to 
force the Scheldt model. Figure 2 shows the wind rose plot 
for the entire year of 2019. The dominant wind comes from 
the south-west direction with a typical wind speed between 6 
- 12 m/s. 

https://waterberichtgeving.rws.nl/water-en-weer/dataleveringen/ophalen-opgetreden-data
https://waterberichtgeving.rws.nl/water-en-weer/dataleveringen/ophalen-opgetreden-data
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Figure 2. Wind rose for the entire year of 2019 at Hansweert. 

D. Parameter Settings 

The parameter settings of the Scheldt model are summarized 
in Table II.  

Table II Model parameters of the Scheldt model. 

Parameter Description 

Time Step 30 s 

Initial condition two-day spin-up  

Number of vertical nodes 5 

Version TELEMAC v8.1goblinshark 

Salt transport On 

Wind On 

Roughness formula Nikuradse law 

Bed roughness value Space varying roughness field 

Option for the treatment of tidal 
flats  

1: equations solved everywhere with 
correction on tidal flats 

Treatment of negative depths 2: flux control 

Vertical turbulence model 6: GOTM (using K-epsilon model with 
second order closure for the buoyancy 
flux) [11]. 

Horizontal turbulence model  4: Smagorinsky 

Scheme for advection of 
velocities 

1: characteristic method 

Scheme for advection of tracers 13: Leo Postma for tidal flats 

Solver 7: GMRES 

Scheme for diffusion of tracers 0: No diffusion horizontally. Vertical 
diffusion is calculated using the set_dif.f 
subroutine [12]. 

 

 

IV. MODEL CALIBRATION 

A. Modelling Period 

The model calibration period is 29 days from 22/03/2019 
to 20/04/2019, which is a relatively calm period with an 
average wind speed of 4.3 m/s (Figure 3). 

Thanks to the use of improved drying-flooding methods 
[13], the Scheldt model could run with a time step of 30 
seconds which significantly increases the computational 
efficiency. For instance, it takes 6.25 hours for 29 days 
simulation on 48 cores. 

 
Figure 3. Time series of the wind speed at Hansweert. The calibration 

period (22/03 – 20/04/2019) is indicated by red lines.. The stormy period 
used for  the validation (03/03 - 17/03/2019) is indicatedby black lines. 

B. Automatic calibration 

The objective of the automatic calibration is to improve 
water levels along the estuary predicted by the Scheldt 
model. The Python module TELAPY is coupled online to the 
Python ADAO library from the Salome-Hydro platform. The 
3D-Variational data assimilation algorithm is adopted to 
execute the automatic model calibration. This algorithm 
compares time-series of water levels predicted by the Scheldt 
model to measurement data at 22 measurement stations along 
the river Scheldt (Figure 7 and Table III), leading to a cost 
function which is subject to minimization. The automatic 
calibration routine steers iterative runs, after each of which, 
the bottom roughness is updated based on the minimization 
of cost function.  

The automatic model calibration is executed using the 
SALOME platform (https://www.salome-platform.org/), 
which is an open-source tool developed at EDF, which 
provides pre- and post-processing of model simulations, 
supports cascading and coupling of different software tools, 
modules and codes [14]. SALOME is based on an open and 
flexible architecture with reusable components, which can be 
used to construct a computation scheme assembling internal 
module or external codes through specific communication 
protocols [1]. In this study, the Scheldt model developed in 
TELEMAC-3D is coupled using the TelApy and 
dynamically linked to ADAO within SALOME (Figure 4). 

 
Figure 4. The SALOME composition linking TELAPY to ADAO, adopted 

after [1]. 
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The TELAPY is an internally built-in component in the 
open-source TELEMAC system [15]. It is essentially a 
python module which wraps and controls TELEMAC 
simulations through a Fortran API (Application Program 
Interface). The API is used to steer a simulation while 
running a model. The TelApy component has the capability 
to be extended to new types of  TELEMAC simulations 
including high performance computing for the computation 
of uncertainties, other optimization methods and coupling 
[3]. 

ADAO is a Python library (https://pypi.org/project/adao/) 
providing standard and advanced data assimilation and 
optimization algorithms on the SALOME platform [1]. 
ADAO can be easily coupled with other modules or external 
simulation codes, for instance TELEMAC-2D and 
TELEMAC-3D. 

The automatic calibration is based on a 3D-Variational 
data assimilation scheme [6]. This method minimizes a cost 
function J(x) which describes the deviation between a model 
state and an observation as expressed in Eq. (1). The cost 
function is essentially a sum of squared differences between 
the observations and the corresponding model values: 𝐽(𝑥) = (𝑥 − 𝑥𝑏)𝑇𝐵−1(𝑥 − 𝑥𝑏) + (𝑦0 − 𝐻(𝑥))𝑇𝑅−1(𝑦0 − 𝐻(𝑥)) (1)                 

where the vector x represents the parameters to be 
calibrated (bottom roughness in this study), xb represents the 
prior knowledge of x (the background state, e.g. the initial 
guess); y0 is the observation vector (time series of measured 
water levels in this study), 𝐻 is an observation operator 
enabling the passage of the parameter space to the 
observation space (the TELEMAC-3D Scheldt model in this 
study) such that y = 𝐻(x). 𝐵, 𝑅 are the so-called background 
and observation error covariance matrices respectively.  

The first term in the right hand side of Eq. (1) is often 
referred to the ‘penalty term’ introduced by [16], meaning 
that additional cost is added to the cost function when the 
calibrated parameter x drifts away from the background state 
xb. This is useful for fine-tune the calibration, when the 
modeler has high confidence in his initial guess xb. In this 
study, the background error covariance B is set to a very 
large value (108) such that the ‘penalty term’ of the cost 
function is ignored.  

The minimization of the cost function is based on the so-
called constrained Broyden Fletcher Goldfarb Shanno Quasi-
Newton method (c-BFGS-QN). Using this constrained 
optimization method makes it possible to impose boundaries 
during the search process of the model parameters, 
guaranteeing that only physically meaningful values are used. 
A detailed description of the BFGS is given by [1]. Thus, it 
will not be further discussed here. 

As a preparation step for the auto-calibration, twelve 
roughness polygons are selected for the Scheldt model 
domain as shown in Figure 7. The number of polygons in use 
is a compromise between model accuracy and computational 
efforts. The selection of polygons is based on knowledge 
gained from manual calibration experience from the past. For 
instance if modelled water level behaves differently at two 

neighbouring stations with the same roughness values, those 
two stations shall be assigned to two different polygons. The 
bottom roughness in the model is calculated using the 
Nikuradse equation: 

   𝑐𝑑 = ( 𝜅log(30ℎ𝑒𝑘𝑠))2  (2) 

where Cd is the bed drag coefficient [-], h is the  water 
depth [m];  is the Von Kármán constant of 0.41 [-]; e is 
Euler's constant of 2.71828, and ks is the Nikuradse 
roughness value [m]. 

However the Nikuradse value ks has a highly nonlinear 
relation with the drag coefficient Cd (see Eq. 2), meaning that 
the change in the water level as function of the roughness 
behaves differently for high Nikuradse values than for low 
Nikuradse values, and that the physically admissible range of 
Nikuradse values is rather large (it can vary from 0.1 cm to 
10 cm). This will slow down the automatic calibration 
process. Therefore instead of directly calibrating ks, we 
calibrated log10 (ks), see relation in Figure 5. An initial guess 
of 0.03 m of Nikuradse value (log10(ks) = -1.52) is assumed 
for the automatic calibration. Note that although log10(ks) is 
calibrated, the model is still forced with ks during the 
simulation.  

 
Figure 5. Relation between Nikuradse value (ks) and its transformation of 

log10(ks). 

 

V. CALIBRATION RESULTS 

Figure 6 illustrates the evolution of the cost function. 
After 75 iterations, an optimal bottom roughness field is 
found (Figure 7), leading to the lowest cost function.  
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Figure 6. Evolution of mean RMSE during the automatic calibration. 

 
Figure 7. Roughness map showing the  Nikurase values after automatic 

calibration. The 12 polygons in grey define different roughness zones. The 
black dots represent water level measurement stations as indicated in 

Table III. 

Figure 8 shows that the RMSE of the water levels in 
general reduces after the automatic calibration, especially in 
the upstream part of the Scheldt estuary. Figure 9 shows that 
the M2 amplitude is very well reproduced. The full statistics 
of the water levels after the automatic calibration are referred 
to Table III. The average RMSE of the water level in the 
Scheldt estuary is reduced from 18 cm to 12 cm after 
automatic calibration.  

 

Table III Statistics of water level after automatic calibration along the 
estuary (from downstream to upstream). 

Stations 
Bias of the 
water level 

[cm] 

RMSE of 
the water 

level [cm] 

Bias of the 
M2 

Amplitude 

[cm] 

Bias of the 
M2 Phase 

[deg] 

Cadzand 0.5 9.9 -2.1 1.6 

Vlissingen -0.2 8.9 0.2 1.2 

Terneuzen -0.6 8.8 3.0 -1.4 

Overloop 
Hansweert 

-0.7 7.9 2.3 0.3 

Hansweert -1.7 8.2 2.5 -0.4 

Walsoorden -2.9 9.1 1.5 -0.1 

Bath 2.0 10.0 1.1 0.3 

Prosperpolder 4.8 10.7 1.8 -0.4 

Liefkenshoek -1.6 10.3 2.5 -0.7 

Kallosluis 4.2 11.2 1.3 -0.4 

Antwerpen -1.3 10.9 2.0 -0.5 

Hemiksem -1.4 12.7 6.0 -1.6 

Temse -2.7 15.8 8.9 -2.8 

Tielrode -1.5 14.9 8.6 -1.7 

Sint-Amands -1.6 14.0 6.3 -2.1 

Dendermonde 0.6 11.1 -3.5 1.6 

Schoonaarde -3.0 11.9 -3.3 3.5 

Wetteren -6.8 12.7 -1.6 2.2 

Melle -8.7 14.8 -1.5 2.1 

Duffel -2.5 12.5 -6.8 1.3 

Lier Molbrug -3.0 15.0 -7.9 6.1 

Emblem -22.9 30.4 1.3 -2.8 

|Average| 3.4 12.4 3.5 1.6 

 

 

 
Figure 8. RMSE of the water level along the Scheldt before and after 

automatic calibration. 
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Figure 9. M2 amplitude of the Scheldt model after auto-calibration. 

 

 

VI. MODEL VALIDATION 

A. Validation for a stormy period 

The Scheldt model was run for a stormy period from 
03/03/2019 to 17/03/2019. This period contains a maximum 
wind speed of 25 m/s and mean wind speed of 11 m/s 
(Figure 3). 

Figure 10 presents the RMSE of the water level along the 
Scheldt Estuary during this stormy period, compared to the 
RMSE determined from the calibration period. In general, 
the model performance from the estuary mouth to Sint-
Amands is comparable to the performance for calibration 
period (with a RMSE that is 2-3 cm larger). It is noticeable 
that the model performs slightly worse in the upstream part 
for this stormy period (e.g. the RMSE is more than 30 cm at 
Melle), which requires further investigation. It might be due 
to the uncertainties in the river discharge data at Melle, 
and/or the use of stationary wind data at Hansweert, which is 
quite far away from the upstream branches, for the entire 
model domain. It also worthwhile to mention that such a 
deviation is usually a classical diagnostic in data assimilation 
which can be considered as a positive systematic side-effect 
of using data assimilation framework. 

 
Figure 10. Comparison of the RMSE of the water levels along the Scheldt 

between the calibration period and  the validation period. 

B. Validation on ADCP transect data 

The model is also validated against eleven ADCP transect 
data in the Western Scheldt as described in [7]. The 
measured tide during the through tide measurement 
campaigns are used to determine the modelling period using 
the comparable tide analysis [17]. This is a method that 
allows the comparison of model results to measurements, 
which are outside of the simulation period. In this method, 
the water levels that occurred during the through tide 
measurement (ADCP) are compared to the water level 
measurements during the simulation period. Those tidal 
cycles that match best with the tidal cycles during the 
through tide measurement are selected and used for the 
model validation.  

By using a model qualification based on the RMAE 
(Relative-Mean-Absolute Error), which includes the 
accuracy of both the velocity magnitude and direction, the 
comparison can be quantified (Table IV). Table V shows the 
RMSE and RMAE statistics of the simulated velocities 
during the eleven ADCP campaigns. All the eleven different 
transects show a RMAE with the qualification ‘Good’ or 
‘Excellent’. The average RMSE of the flow magnitude is 
16.8 cm/s, which can be considered a good performance 
given that the average tidal peak velocity is 1.5 m/s. In 
general the flow pattern is adequately reproduced by the 
Scheldt model. Figure 11 shows the modelled and measured 
velocity field at Waarde during maximum ebb tide. Both 
flow magnitude and direction are well reproduced by the 
model. 

Due to the lack of data, the Scheldt model is not validated 
for the Sea Scheldt and the Upper Sea Scheldt, which shall 
be further evaluated in the future.   

Table IV Model qualification based on RMAE [18]. 

Model qualification RMAE [-] 

Excellent <0.2 

Good 0.2-0.4 

Reasonable/fair 0.4-0.7 

Poor 0.7-1.0 

Bad >1.0 

Table V RMSE and RMAE of velocities along 11 ADCP transects. The 
campaign names indicate the location and date of the measurement.  

Campaign RMSE 

[cm/s] 

RMAE 

[-] 

R6_GatVanOssenisse_20120509 20.2 0.25 

R6_Middelgat_20120508 21.5 0.35 

Diepe_Put_Hansweert_20170720 21.5 0.22 

Diepe Put Hansweert 20181214 Dwarsraai 18.6 0.28 

Diepe Put Hansweert 20181214 Langsraaien 17.1 0.28 

Diepe Put Hansweert 20181220 Dwarsraai 15.9 0.21 
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Diepe Put Hansweert 20181220 Langsraaien 13.3 0.18 

Waarde_20060323_Neap 12.9 0.25 

Waarde_20060928_Average 11.9 0.24 

R5_SchaarVanWaarde_20130424 15.4 0.30 

R5_Zuidergat_20130425 17.4 0.26 

Average 16.8 0.26 

 

 
Figure 11. Modelled and measured velocity at Waarde during ebb. 

 

VII. CONCLUSION 

In the present study, a TELEMAC-3D hydrodynamic 
model is set up for the Scheldt Estuary. The bed roughness in 
the model is calibrated automatically using the 3D-Varational 
data assimilation algorithm, which compares time-series of 
the water levels from the Scheldt model and measurement 
data at 22 stations throughout the estuary, leading to a cost 
function which is subject to minimization. Twelve roughness 
polygons are selected for the Scheldt model domain. After 75 
iterations, an optimal bed roughness field is found, leading to 
the lowest cost function. Using the bed roughness determined 
by the automatic calibration procedure, the model reproduces 
the hydrodynamics in the Scheldt Estuary accurately, with an 
average RMSE of the water levels of 12 cm.  

The Scheldt model generally shows good predictive skills 
for a stormy period, that was selected for the validation, 
except at the upstream branches of the estuary. The reason 
for this needs further investigation in the future.  

The model is also validated against measured velocity 
along ADCP transects, leading to an averaged RMSE of the 
flow magnitude of 0.16 m/s which is considered a good 
performance given that the average tidal peak velocity is 1.5 
m/s. 
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Abstract – Ensemble data assimilation in flood forecasting 

depends strongly on the density, frequency and statistics of 

errors associated with the observation network. This work 

focuses on the assimilation of 2D flood extent data, expressed in 

terms of wet surface ratio, in addition to the in-situ water level 

data. The objective is to improve the representation of the flood 

plain dynamics with a TELEMAC-2D model and an Ensemble 

Kalman Filter (EnKF). The EnKF control vector is composed 

of friction coefficients and corrective parameters to the input 

forcing. It is augmented with the water level state averaged 

over selected subdomains of the floodplain. This work focuses 

on the 2019 flood event that occurred over the Garonne 

Marmandaise catchment. The merits of assimilating SAR-

derived flood plain data complementary to in-situ water level 

observations are shown in the control parameter and 

observation spaces with 1D and 2D assessment metrics. It was 

also shown that the assimilation of Wet surface Ratio in the 

flood plain complementary to in-situ data in the river bed 

brings significative improvement when a corrective term on 

flood plain hydraulic state is included in the control vector. 

Yet, it has barely no impact in the river bed that is sufficiently 

well described by in-situ data. We highlighted that the 

correction of the hydraulic state in the flood plain significantly 

improved the flood dynamics, especially during the recession. 

This proof-of-concept study paves the way towards near-real-

time flood forecast, making the most of remote sensing-derived 

flood observations. 

Keywords: Flooding, hydraulic modelling, data assimilation, 
dual state-parameter analysis, ensemble Kalman Filter, Remote 
Sensing, Garonne. 

I. INTRODUCTION 

The occurrence and intensity of natural disasters—among 
which flooding is one of the most common and costliest—
has increased over recent decades, especially in the context 
of climate changes. In 2021 alone, the Emergency Event 
Database (EM-DAT) recorded 432 disastrous events related 
to natural hazards worldwide with 223 flood events having 
affected more than 100 million people and accounted for an 
economic loss of 74 billion USD. While hydrology and 
hydraulic numerical models play an essential role in flood 
forecasting, their capabilities remain limited due to 
uncertainties in their input data such rainfall, inflow, 
geometry of the catchment and the river (e.g. topographic 

errors from Digital Elevation Models (DEMs) and 
bathymetric errors) and hydraulic parameters (calibration of 
friction coefficients). Data assimilation is an efficient tool to 
reduce these uncertainties, by combining numerical model 
outputs with various Earth Observations from space or from 
in-situ measurements. The increasing volume of data from 
space missions provide heterogeneous and relevant data, 
such as altimetry (TOPEX/POSEIDON, Jason-1/2/3, 
ENVISAT, SARAL/ ALTIKA, Sentinel-3/6, SWOT), optical 
(Pléïades, Sentinel-2) and radar (Sentinel-1, TerraSAR-X). A 
conventional DA approach stands in the assimilation of water 
surface elevation data, either from in-situ time-series, from 
altimetry or retrieved from Synthetic Aperture Radar (SAR) 
images using river width information with complementary 
DEM data. An updated review from [1] provides the state-of-
the-art on the assimilation of Earth Observation data with 
hydraulic models for the purpose of improved flood 
inundation forecasting.  

 SAR data provides an all-weather global imagery of 
continental waters depicted by low backscatter values 
resulting from the specular reflection of the incident radar 
pulses upon arrival at the water surfaces. While the 
assimilation of SAR-derived water level (WL) information is 
convenient as it deals with a diagnostic variable of the model, 
it depends on the usage of a DEM and thus may suffer from 
the lack of precision of high-resolution topographic data [2-
4]. This constraint can be relaxed with the direct assimilation 
of SAR-derived flood probability maps or flood extent maps. 
Hostache et al. [5] presents the assimilation of SAR-derived 
flood probability maps with a Particle Filter (PF). For that 
matter, a probabilistic flood map is derived from SAR 
backscatter images using a Bayesian approach to assign a 
probability of flooded to its pixels, assuming that the prior 
probabilities for a backscatter value to be flooded or non-
flooded follow two gaussian distributions, as detailed in [6]. 
Cooper et al. [7] proposed an observation operator that 
directly uses backscatter values from SAR images as 
observations in order to bypass the flood edge identification 
or flood probability estimation processes. Similarly to [5, 6], 
this approach also relies on the hypothesis that SAR images 
must yield distinct distributions of wet and dry backscatter 
values, which may not hold for real SAR data. 
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In this work, we propose to take into account the flood 
extent information derived from SAR S1 images, as wet 
surface ratios (WSR). This is the ratio between the number of 
wet pixels within a floodplain subdomain and the total 
number of pixels. An ensemble data assimilation (DA) 
approach to accommodate 2D WSR observations alongside 
in-situ water level time-series within an EnKF framework 
has been implemented on the TELEMAC-2D hydrodynamic 
model set up over the Garonne Marmandaise catchment. A 
dual state-parameter DA strategy is also carried out to reduce 
the uncertainties in friction coefficients, upstream forcing and 
hydraulic state considered as water level averaged over 
selected subdomains of the floodplain. 

II. STUDY AREA AND MODEL 

A. Shallow Water Equations in TELEMAC-2D 

Free-surface hydraulic modelling is principally governed 
by the Shallow Water equations (SWE, also known as Saint-
Venant equations derived from Navier-Stokes Equations), 
which express mass and momentum conservation averaged in 
the vertical dimension. In this work, the hydrodynamic 
numerical model TELEMAC-2D is used to simulate and 
predict the water level (denoted by 𝐻 [m]) and velocity (with 
horizontal components denoted by 𝑢  and 𝑣  [m.s-1]) from 
which flood risks can be assessed. It solves the SWE with an 
explicit first-order time integration scheme, a finite-element 
scheme and an iterative conjugate gradient method. A 
complete description of the underlying theoretical approach 
is provided in [8]. 

The 2D domain is described by a triangular mesh, in 
which each node associates with a topographical height. 
Different parameters are defined, including the friction 
coefficients, using Strickler formulation [9] denoted by 𝐾𝑠 , 
defined uniformly over of a number of segments of the 
riverbed and over the whole floodplain. The mesh is 
constructed with three distinguished mesh types: (i) the 
riverbed with an oriented and fine mesh (max. triangle size 
80 m) which guides the flows; (ii) the floodplain with an 
unstructured and coarse mesh (max. triangle size 150 m); and 
(iii) the dyke systems modelled by guidelines along which 
the mesh is very fine (max. triangle size 40 m). Beside 
topographic and bathymetric data, hydraulic models require a 
time-varying hydrograph of the inflow discharge at the 
upstream boundary, initial conditions, and outflow WL data 
or a rating curve at the downstream boundary. 

B. Study Area and Event 

The study area is the Garonne Marmandaise catchment 
(southwest France) which extends over a 50-km reach of the 
Garonne River between Tonneins and La Réole (Figure 1). 
This catchment has been equipped with infrastructures, and a 
progressively constructed system of dykes and weirs to 
protect the floodplains from flooding events such as the 
historic flood of 1875 and manage submersion and flood 
retention areas. Observing stations operated by the VigiCrue 
network (https://www.vigicrues.gouv.fr/) are located at 
Tonneins, Marmande, and La Réole (indicated as black 
circles).  

A TELEMAC-2D model was developed and calibrated 
by EDF R&D [10] over this catchment, built on a mesh of 
41,000 nodes using bathymetric cross-sectional profiles and 
topographic data [10]. A local rating curve at Tonneins is 
used to translate the observed WLs into a discharge time-
series that is applied over the whole upstream interface (cyan 
arrow), including both river bed and floodplain boundary 
cells. Such a modeling strategy was implemented to allow for 
a cold start of the model with any inflow value. However, it 
prompts an artificial over-flooding of the upstream first 
meander, which remains for a period of time until the water 
returns to the river bed. On the other hand, the downstream 
BC at La Réole is described with a local rating curve built 
from gauge measurements. Over the simulation domain, the 
friction coefficient is defined over seven zones, 𝐾𝑠1 to 𝐾𝑠6  for 

the river bed and 𝐾𝑠0  for the entire floodplain, as illustrated 

in Figure 1 with solid-colored segments of the river bed and 
white region for the floodplain [11, 12]. The description of 
the friction coefficients is highly prone to uncertainties 
related to the zoning assumption, the calibration procedure, 
and the set of calibration events. In the absence of in-situ data 
in every river segment, their a priori values are set based on 
the calibration process from the original design by EDF.  

 
Figure 1. TELEMAC-2D Garonne Marmandaise model and control vector. 

Inset figure magnifies the impacted urban area around Marmande. 

A significant flood event occurred in December 2019 has 
been studied in this research work. In-situ WL measured 
every 15 minutes at Tonneins, Marmande and La Réole from 
VigiCrue observing network are shown in Figure 2. This 
double-peak flood event was observed by eleven Sentinel-1 
(S1) SAR images, provided by the constellation of S1-A and 
S1-B ascending and descending orbits, represented by the 
black vertical dashed lines. There are also two Sentinel-2 
(S2) optical images available, represented by the red vertical 
dashed lines, near the first flood peak at 2019-12-15 12:05 
and 2019-12-17 11:54 thus providing independent data for 
validation, with a cloud cover ratio of 40.6% and 11.3%, 
respectively. In this work, the S1-derived flood extent maps 
are used for the assimilation in combination with the in-situ 
WL observations whereas the S2-derived ones are only used 
for validation. 
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Figure 2. Water level time series at VigiCrue observing stations, and S-1 

and S-2 overpass times. 

III. METHOD 

A. Data Assimilation 

In this work, the WL time-series at the three VigiCrue 
stations (Tonneins, Marmande and La Réole) and the WSR 
computed over the five floodplain zones, are assimilated with 
the EnKF algorithm implemented on the TELEMAC-2D 
Garonne model. This allows for a sequential correction of the 
friction, the inflow discharge, and water level averaged over 
selected subdomains of the floodplain. For full description of 
the performed cycled EnKF, please refer to [13, 14]. 

B. Control Vector 

Table I summarizes the variables included in the control 

vector of the EnKF. The friction coefficients are considered 

as random variables with a gaussian Probability Density 

Function (PDF) with mean and standard deviation estimated 

from the calibration process. The uncertainty in the upstream 

BC is also taken into account. Indeed, the limited number of 

in-situ observations also yields errors in the formulation of 

the rating curve that is used to translate the observed WLs 

into discharge, especially for high flows. Therefore, a 

multiplicative factor 𝜇  applied on the time-dependent 

discharge time-series is considered as a random variable 

with a gaussian PDF centered at 1. 

In addition, in order to account for the evapotranspiration, 
ground infiltration and rainfall processes that are lacking in 
the TELEMAC-2D Garonne model, a state correction is 
implemented in the floodplain. Five subdomains (hereafter 
called zones) delineated in the floodplain beyond the dykes, 
involving a uniform WL correction over each zone, are 
added to the control vector. These state corrections 𝛿𝐻[1:5] are considered as zero-mean gaussian random 

vectors. These zones were determined based on the 
description of the storage areas [10] and the dyke system of 
the catchment. It is worth-noting that the first storage area of 
the model, at the first meander near Tonneins, is excluded in 
this study because of the aforementioned artificial over-
flooding effect. In addition, several storage areas near the 
downstream area are not considered, because these areas are 
not fully observed by S1, and spurious dynamics may be 
caused by the errors in topography near La Réole [10]. Over 
each of the five zones, the WSR between the area of 
observed wet surfaces and the total area of the zone is 
computed. 

Table I Gaussian PDF of uncertain input variables. 

Var-

iables 
Unit 

Calibrated/ 

default value 𝐱𝟎  

Standard 

deviation 𝛔𝐱  

95% 
confidence 

interval 𝐾𝑠0 𝑚1/3𝑠−1 17 0.85 17 ± 1.67 𝐾𝑠1 𝑚1/3𝑠−1 45 2.25 45 ± 4.41 𝐾𝑠2 𝑚1/3𝑠−1 38 1.9 38 ± 3.72 𝐾𝑠3 𝑚1/3𝑠−1 38 1.9 38 ± 3.72 𝐾𝑠4 𝑚1/3𝑠−1 40 2.0 40 ± 3.92 𝐾𝑠5 𝑚1/3𝑠−1 40 2.0 40 ± 3.92 𝐾𝑠6 𝑚1/3𝑠−1 40 2.0 40 ± 3.92 𝜇 - 1 0.06 1 ± 0.12 𝛿𝐻[1:5] 𝑚 0 0.25 0 ± 0.49 

C. Experimental Setup 

One free run (FR) and three DA experiments (IDA, 
IWDA, IHDA) were carried out (Table 1) with different 
configurations regarding the types of observations that are 
assimilated and the active components of the control vector. 
Two types of observations are considered: (i) in-situ WL 
observations at three VigiCrue stations Tonneins, Marmande 
and La Réole every 15 minutes, (ii) WSR measurements on 
the five floodplain zones (corresponding to 𝛿𝐻[1:5] ) at the 

eleven S1 overpass times (Figure 2).  

Table II Summary of the Free Run and DA experiment settings. 

Exp. DA 
Assimilated 

observations 

Nb of 

members 
Control variables 

FR No - 1 - 

IDA Yes In-situ 75 𝐾𝑠0 , 𝐾𝑠[1:6] , 𝜇 

IWDA Yes In-situ and WSR 75 𝐾𝑠0 , 𝐾𝑠[1:6] , 𝜇 

IHDA Yes In-situ and WSR 75 𝐾𝑠0 , 𝐾𝑠[1:6], 𝜇, 𝛿𝐻[1:5] 
D. Results 

In this section, quantitative performance assessments are 
carried out in the control and in the observation spaces by  

(i) comparing the parameters yielded by the different 
DA analysis; 

(ii) comparing the different analyzed WL time-series 
with synthetical or real in-situ observations; 

(iii) comparing the different analyzed WSR with real or 
synthetical WSR observations in the floodplain; 

(iv) evaluating the contingency maps and the overall 
Critical Success Index (CSI) and Cohen's kappa index (𝜅) 
with respect to the observed flood extent maps (S1-derived 
ones that were used to yield WSR, or S2-derived ones only 
used for validation). While CSI is conventionally the most 
widely used metric for this comparison, Cohen’s kappa 
index provides a better overall metric with correctly 
predicted non-flooded pixels also being taken into account. 
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1) Results in the control space 
The analyzed parameters from the different DA 

experiments are shown in Figure 3 where horizontal dashed 
lines stand for the default values 𝐱0  (Table I), blue curves 
for IDA, green curves for IWDA, and red curves for IHDA. 
Vertical lines show the acquisition time of the S1 images, 
providing WSR observations being assimilated in the IWDA 
and IHDA experiments. 

The analyzed values for 𝐾𝑠𝑘  (with 𝑘 ∈ [0,6] ) over the 
flood event are shown on the top panel in Figure 3. The 
analysis for the inflow correction 𝜇 and for 𝛿𝐻𝑘𝑎  with 𝑘 ∈[1,5] (only by IHDA) are shown on panel in Figure 3. The 
bottom panel of Figure 3b displays the upstream forcing for 
referential purposes. First, it should be noted that for all DA 
experiments, the analysis values for the friction coefficients 
in the river bed and the floodplain remain within physical 
ranges. The analysis for IHDA is closer to that of IWDA, 
compared to IDA as they both assimilate in-situ and WSR 
data. The analyses in the 4th friction segment (i.e. 𝐾𝑠4 ), 
which includes the Marmande in-situ station, are relatively 
close for IDA, IWDA and IHDA, showing that the 
assimilation of in-situ WLs at Marmande suffices to account 
for friction errors in this area. For the friction coefficients of 
the 5th and 6th river segments (i.e. 𝐾𝑠5  and 𝐾𝑠6), the analysis 
is quite far from the calibrated values which is most likely 
due to the poor quality of the model topography in the 
downstream part of the domain, as well as the large misfit 
between the in-situ and the simulated WLs at La Réole. The 
analyses on 𝜇  are very similar among IDA, IWDA, and 
IHDA. This suggests that the in-situ WLs observed at 
upstream station Tonneins are enough to constrain the 
multiplicative correction to the inflow and that the use of 
additional data in the floodplain is unnecessary. Concerning 
the 𝛿H parameters controlled by IHDA, the mostly negative 
correction on all 𝛿H  values increase (i.e. more water is 
removed in the corresponding floodplain zones) as the flood 
rises, especially at the flood peak, between the two peaks, 
and during the recess period in order to account for the 
TELEMAC-2D model's limitation in physical process to 
empty the floodplain.  

 

 

 

 
Figure 3. Evolution of controlled parameters for friction, multiplicative 

correction to the inflow, state correction in the floodplain. The last panel 
depicts the forcing inflow at Tonneins. 
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2) Results in the observation space: Water levels at 
observing stations 

Table III Water level RMSE w.r.t. in-situ WL at VigiCrue observing 
stations. Lowest RMSE values are underlined. 

Exp. RMSE [m] 

Tonneins Marmande La Réole 

FR 0.129 0.220 0.318 

IDA 0.060 0.045 0.125 

IWDA 0.064 0.049 0.128 

IHDA 0.064 0.051 0.138 

 

The RMSEs computed over time for the 2019 event for 
the WLs from the FR, IDA, IWDA and IHDA, with respect 
to the observed WLs at Tonneins, Marmande, and La Réole 
are summarized in Table III. For each observing station, the 
lowest RMSE values are underlined, which show the slight 
advantage of IDA which only concerns the assimilation of 
the WLs at these observing stations. Figure 4 depicts the 
WLs simulated by FR (Figure 4a) and IHDA (Figure 4b) 
compared to the in-situ observations, in dashed curves. It is 
shown that all DA experiments succeed in significantly 
reducing the WL errors compared to those of FR. An 
important message is that the addition of WSR data does not 
bring significative improvement (nor does it degrade it) to 
the dynamics in the river bed that is already well described 
by in-situ data assimilation. The three DA experiment bring a 
significative improvement with respect to the Free run in the 
river bed. The reductions in RMSE with respect to FR 
amount to 50%, 77%, and 57%, respectively, at Tonneins, 
Marmande, and La Réole, with close values between IDA, 
IWDA, and IHDA. The RMSEs at Tonneins and Marmande 
remain under 6.5 cm for all DA experiments, whereas it is 
under 14 cm at La Réole.  

 
(a) FR (RMSE: 0.318, 0.129, 0.220) 

 
(b) IHDA (RMSE: 0.138, 0.064, 0.051) 

Figure 4. Simulated WL compared to observations. 

It should be noted that the best DA strategy according to 
in-situ WL RMSE is IDA (although slightly). The additional 
WSR observations in the floodplain (assimilated in IWDA 
and IHDA) leads to a smaller WL improvement from FR at 
observing stations than IDA does. It is highly probable that 
an extended control vector is necessary to account for model 
error in the river bed and in the flood plain. For instance, we 
could consider a finer zoning of friction in the floodplain, the 
addition of lateral tributaries that mainly carry a large volume 

of water for high flows, a more precise description of the 
topography in the floodplain, or an addition of physical 
processes in the SWE solver such as rain and 
evapotranspiration. A preliminary conclusion here is that the 
assimilation of data in the floodplain does not bring any 
significant improvement to the flood dynamics when only 
assessed in the river bed, through 1D metrics defined in the 
river bed.  

3) Results in the observation space: WSR in the 
floodplain 

The performance of the DA strategy is now assessed in 
the observation space of WSR, in the floodplain. The WSR 
in the five floodplain subdomains for the simulated WL in 
FR and the analyzed WL in the three DA experiments with a 
wet threshold of 5 cm are compared to the WSR computed 
from the observed S1-derived flood extent maps. The misfit 
between simulation and observation WSR values (i.e. 
observed WSR - simulated WSR) are shown in Figure 5, 
which allows to assess the performance of the simulation in 
terms of flood extent representation. The color codes for the 
experiments remain the same as in previous figures, i.e., FR 
in orange, IDA in blue, IWDA in green, and IHDA in red. 

 
Figure 5. Errors between truth’s WSR values and simulated WSR values in 

the 5 floodplain zones. 

First, it can be noted that the analyses for IDA and IWDA 
do not bring much improvement in terms of flood extent 
representation with respect to FR. The improvement is much 
more evident for IHDA, as we can see it yields the smallest 
WSR misfits among the experiments. In particular, IHDA 
brings a significant improvement for the subdomains 1, 3, 4 
and 5; whereas the misfits in subdomain 2 have already been 
small for FR, hence the contributions from IHDA are less 
obvious. Compared to IWDA, the assimilation of WSR by 
IHDA with the extended control vector brings an 
improvement in all subdomains, and thus allows the 
floodplain to be efficiently emptied after the flood peak. 
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Figure 6. Contingency maps computed between simulated flood extent (from left to right: FR, IDA, IWDA and IHDA) with respect to S1-derived flood 
extent (row 2, 4 and 5) and S2-derived flood extent (rows 1 and 3). Highest CSI and  scores are underlined. 

T2D Garonne Model Boundary

Contingency Map
Correctly predicted - Non flooded (TN)
Correctly predicted - Flooded (TP)
Underprediction (FN)
Overprediction (FP)

Legend
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A significant overprediction at the 3rd timestep, right 
before the first peak (2019-12-15 07:00), in subdomain 4 and 
5 can be observed. This could stem from the characteristics 
of SAR backscatter which intensifies as the soil moisture 
increases due to rainfalls while the area has not been flooded. 

At later moments during the flood, the correction of the 
hydraulic state in the floodplain for IHDA, during the recess 
of the first peak (between 2019-12-17 and 2019-12-21), 
allows for a better simulation of the second flood peak than 
in FR.  

E. 2D validation with contingency maps, CSI and  indices 

2D validations are carried out by evaluating contingency 
maps comparing TELEMAC-2D water masks with S1-/S2-
derived flood maps at their respective overpass times, and by 
quantitatively assessing the resulting CSI and the  index 
scores. Figure 6 depicts the contingency maps based on the 
comparison of the TELEMAC-2D simulated flood extent 
maps from FR and DA experiments with respect to those 
derived from S1 or S2 images during the 2019 flood event. It 
should be stressed that S2 imagery data are not assimilated, 
they are only used for validation as independent data. The 
associated CSI and the  indices are indicated on each 
contingency map. The contingency maps are shown from top 
to bottom, at satellite overpass time: 

• at the rising limb of the first flood peak observed by S2 
(2019-12-15 12:00),  

• at first flood peak by observed S1 (2019-12-16 19:00),  
• during the first falling limb observed by S2 (2019-12-17 

12:00) and then by S1 (2019-12-17 19:00),  
• before the second flood peak observed by S1 (2019-12-23 

19:00).  

From the first row in Figure 6, IHDA brings some 
improvements with respect to FR, IDA and IWDA before the 
flood peak, with relatively significant overprediction regions 
(red pixels) on subdomain 4 and 5 from all experiments can 
be observed on these first-row figures. It is coherent with the 
remark made on the WSR validation. At the first flood peak 
observed by S1 image (second row in Figure 6), IHDA 
allows better predictions of the flooded pixels (represented 
by dark blue pixels), mostly in subdomain 1. During the first 
flood recess (third and fourth row in Figure 6), the 
improvement brought by IHDA is not as visible as at the 
flood peak (second row). Relatively large amount of 
underprediction (yellow pixels) in the subdomains 1 and 3 
remains significant which suggests a further improvement to 
be made concerning the topography and friction of these 
subdomains. 

The added validation of the S2 image at 2019-12-17 
12:00 (third row) provides an interesting remark. Indeed, the 
observed flood extent detected on this image is more similar 
to the one captured by the S1 image at 2019-12-16 19:00 (17 
hours before) than to the one right afterward at 2019-12-17 
19:00 (5 hours later). Such a non-linear situation, taking into 
account the fact that these three images were acquired in the 
span of 24 hours during the start of the falling limb, shows 

the different tendencies between the in-situ WL and the 
floodplain dynamics. 

 
(a) CSI 

 

(b) Cohen’s  index 

Figure 7. CSI and  scores. 

This emphasizes the complexity of the flood dynamics in 
the floodplain, and advocates for the further addition of the 
S2-derived flood observations in the DA. Such a combination 
of S1 and S2 images is rarely possible due to the 
unavailability of S2 images during a flood event because of 
cloud cover problem. Lastly, the 5th row of Figure 6 shows 
an overall improvement spread out over the five subdomains, 
as the amount of overprediction regions are significantly 
reduced. This is due to the state corrections applied at the 
timesteps between the two flood peaks. Figure 7 depicts the 
CSI (left column) and the  index (right column) yielded by 
FR and DA experiments at all S1 overpass times for the 2019 
event with the same color code used previously. These 
confirm the merits of the DA strategy in IHDA, especially 
for the representation of the floodplain dynamics and during 
flood recess. 

 

IV. CONCLUSIONS AND PERSPECTIVES 

This study presents the merits of assimilating 2D flood 
extent observations derived from remote sensing Sentinel-1 
SAR images with an Ensemble Kalman Filter implemented 
on the 2D hydrodynamics model TELEMAC-2D. The flood 
extent information is expressed in terms of Wet Surface 
Ratio or WSR computed over defined sensitive subdomains 
of the floodplain. The WSR is assimilated jointly with in-situ 
water level observations. The study was carried out over the 
Garonne Marmandaise catchment, focusing on the flooding 
event in 2019. Four experiments were realized; one in free 
run mode and three in DA mode. The control vector gathers 
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friction and forcing correction, and is augmented with 
correction of the hydraulic state in subdomains of the 
floodplains (IHDA experiment) that constitute the innovative 
strategy of this work. All of the DA experiments were 
implemented by a cycled EnKF with an 18-hour assimilation 
window sliding with 6-hour overlapping. The simulation 
results were comprehensively assessed with 1D and 2D 
metrics with respect to assimilated data as well as with 
respect to independent flood extent, derived from Sentinel-2 
optical imagery data. 

The first DA experiment (IDA) involves only in-situ 
observations whereas the second one (IWDA) assimilates 
both in-situ observations and WSR observations derived 
from 2D S1 flood extent maps. These two experiments focus 
on the sequential correction of friction coefficients and 
inflow discharge. The spotlight of the article is the IHDA 
experiment, which not only assimilates both types of 
observations (similar to IWDA), but also handles a dual 
state-parameter estimation within the EnKF, by treating 
inflow discharge and friction coefficients as well as the 
hydraulic state variable in five particular floodplain 
subdomains, representing evapotranspiration and/or ground 
infiltration processes that are unavailable in the TELEMAC-
2D model.  

We have shown that the assimilation of in-situ data in 
IDA significantly improves the simulation in the river bed, 
yet, the dynamics in the floodplain remains incorrect with a 
significant underestimation of the flood. Indeed, the in-situ 
observations located in the river bed, do not provide 
information on the dynamics in the floodplain. The 
assimilation of WSR data in the floodplain, in IWDA, brings 
no significant improvement in the river bed  and no 
significant improvement in the flood plain when only 
upstream forcing and friction coefficients are corrected in the 
river bed.  Indeed, the dynamics of the floodplain is not 
sensitive to model parameters that are accounted for in its 
limited control vector (i.e. river bed friction and discharge). 
In order to allow for the improvement of the dynamics in the 
flood plain, the assimilation of WSR data must be associated 
to the augmentation of the control vector with the hydraulic 
state in the flood plain. More specifically, it was shown that 
the correction of the augmented control vector in IHDA 
allows to better represent the flood peak and to efficiently dry 
out the floodplain during the recess period. From FR to 
IHDA, the RMSE computed with respect to in-situ data in 
the river bed is reduced by up to 77-80% at Marmande, 
whereas the CSI computed with respect to remote-sensing 
flood extent maps is improved by up to 5.27 percentage 
points for this flood event. This study confirms the assertion 
that a densification of the observing network, especially in 
the floodplain, with remote sensing data and advanced DA 
strategy, allows to improve the representation of the 
dynamics of the flow in the floodplains.  

This work relies on the implementation of an advanced 
DA strategy for TELEMAC-2D, especially the development 
of the observation operator dedicated to WSR, as well as the 
definition of the associated augmented control vector. Yet, it 
should be noted that the definition of the subdomains in the 

floodplain over which the hydraulic state is uniformly 
corrected, requires a deep understanding of the dynamics of 
the flood, and is thus not straightforward. This aspect could 
be further investigated, for instance based on a global 
sensitivity analysis with respect to the hydraulic state but also 
to other sources of uncertainty such as topography, especially 
in the downstream area. Indeed, the same dual state-
parameter estimation approach could be applied to correct the 
bathymetry and topography provided that the size of the 
uncertainties is reduced, for instance working with a spatially 
uniform correction or a correction that is only projected onto 
a limited number of principal components of the errors. In 
this perspective, we aim to consider using high- and very-
high-resolution topography as additional inputs to the model. 
The use of other imagery datasets (e.g. Landsat-8 and 
Landsat-9) can also be investigated. In the present work, the 
combination between remote-sensing data with regards to S1 
and S2 data requires further investigation as it seems that the 
improvements made using S1-derived flood extent maps does 
not necessarily lead to an improvement with regards to S2-
derived flood extents. This could stem from the differences 
between the S1 and S2 measurement, and the flood extent 
mapping algorithm. In addition, the identification of S1 or S2 
exclusion maps—which signify the reliability of the detected 
flooded and non-flooded regions—should also be considered 
taking into account the limitations of each data source.  

Lastly, a major perspective of this work stands in the 
potential non-gaussianity of the WSR observations. This 
limitation can amount to a loss of optimality of the EnKF 
which relies on the assumption that the observational error 
follows a gaussian distribution. On-going work, based on a 
rich literature based on a change of variable to transform the 
non-gaussian error into gaussian errors (widely known as 
Gaussian anamorphosis) is ongoing and yields promising 
early results. 
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