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Organic thin film devices are investigated for many diverse appli-

cations, including light emitting diodes, organic photovoltaic

and organic field effect transistors. Modeling of their properties

on the basis of their detailed molecular structure requires gener-

ation of representative morphologies, many of which are amor-

phous. Because time-scales for the formation of the molecular

structure are slow, we have developed a linear-scaling single

molecule deposition protocol which generates morphologies by

simulation of vapor deposition of molecular films. We have

applied this protocol to systems comprising argon, buckminster-

fullerene, N,N-Di(naphthalene-1-yl)-N,N’-diphenyl-benzidine, mer-

tris (8-hydroxy-quinoline)aluminum(III), and phenyl-C61-butyric

acid methyl ester, with and without postdeposition relaxation

of the individually deposited molecules. The proposed single

mole-cule deposition protocol leads to formation of highly

ordered morphologies in argon and buckminsterfullerene

systems when postdeposition relaxation is used to locally anneal

the configura-tion in the vicinity of the newly deposited

molecule. The other systems formed disordered amorphous

morphologies and the postdeposition local relaxation step

has only a small effect on the characteristics of the

disordered morphology in comparison to the materials forming

crystals.

Introduction

Optoelectronic devices based on organic materials may have

unique electrical and optical properties, regarding quantum/

power efficiency or emission/absorption properties, which may

combine with the advantage of low cost manufacture process-

ing.[1,2] Organic light emitting diodes (OLEDs), for example,

typically have a layered structure and can be fabricated

sequentially by vapor deposition or solution processing of

organic charge-transport and emitter materials. The prevalent

morphology of the material layers is an amorphous film of

either small molecules or polymers.[1–3] The disorder in the

morphology and a weak electronic coupling between the mol-

ecules lead to states described by quantum-mechanical wave

functions that are essentially localized on single molecules.[4,5]

Because of this localization, charge transport takes place by

hopping of charge carriers from one molecule to another and

the hopping probabilities depending strongly on the overlap

between molecular orbitals on adjacent sites.[4,5] As a conse-

quence, the charge transport properties of organic semicon-

ductors are extremely sensitive to the morphology of the

material.[6–8]

A crucial quantity describing the quality of the organic semi-

conductors is the mobility of the charge carriers, which is

defined as the average velocity of the charge carriers divided

by the electric field that causes their motion.[5] The mobility in

single-crystal materials can reach the values of order of several

cm2/(V s) at room temperature. In disordered films, the mobil-

ity of the charge carriers is orders of magnitude lower than

those of crystalline materials.[6] Nevertheless, practical applica-

tions of thin-film organic semiconductors often rely on disor-

dered materials to manufacture large-scale and flexible

devices. The strong influence of the morphology on key

properties of organic semiconductors (i.e., the mobility of the

charge carriers) calls for the development of efficient simula-

tion approaches to generate sufficiently large disordered mor-

phologies to permit predictive modeling and optimization of

the properties of organic materials.

There are different approaches to model the solid-state mor-

phology of thin organic films. A common method to simulate

amorphous morphologies is the molecular dynamics (MD)

approach,[9–12] but the simulation time is typically much

shorter than deposition times in experiment. MD simulations

often attempt to circumvent this problem by heating the sys-

tem above the melting temperature.[9–12] After the equilibra-

tion at high temperature, the system is rapidly cooled down

to the target temperature, which may be below the glass tem-

perature for the system in question. Simulations in the nano-

second range correspond to a very high cooling rate, which

might result in trapping the amorphous structure in a local

minimum of the energy landscape. A different approach to

simulate the morphology of organic films is based on Monte

Carlo (MC) methods.[13] In this case, larger individual steps
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help to ameliorate the problem, but the problem of relaxation

on long time-scales remains.

Simulating morphologies with MD- or MC-based methods

requires evaluation of the energy/forces, which requires typi-

cally evaluation of OðN2Þ energy terms for every simulation

step, although this effort can be reduced for very large sam-

ples. To speed up the simulation and permit generation of

larger samples, we investigate a novel scheme that aims to

emulate the process of molecular beam epitaxy, where a few

molecules at a time are deposited, while the majority of the

sample changes little. Implementing this approach results in a

modeling process the computational cost scales only linearly

with the sample size. This scheme consists of two steps: in the

first step, during the deposition of a new molecule, all previ-

ously deposited molecules remain fixed and create a static

effective external potential. As the new molecule influences

the energy landscape in a limited neighborhood once it has

reached the film, the second optional step, permits relaxation

of the molecules in this neighborhood. As only a few mole-

cules are mobile in each of these steps, precomputation of the

effective external potentials speeds up the simulation by

orders of magnitude. However, as we show below, the approx-

imations made in order to obtain this speedup must be care-

fully calibrated to generate morphologies on atomistic scale of

sufficient quality to be subsequently used to extract experi-

mentally relevant information on the system.

To investigate whether such morphologies can be created

by the single molecule deposition scheme and to test the

effect of the additional local relaxation on the quality of the

samples, we applied the method to five different systems:

argon, buckminsterfullerene (C60), N,N-Di(naphthalene-1-yl)-

N,N’-diphenyl-benzidine (a-NPD), tris(8-hydroxy-quinoline)alu-

minum(III) (Alq3), and phenyl-C61-butyric acid methyl ester

(PCBM). We found that the deposition of amorphous samples

for a-NPD, Alq3, and PCBM generated amorphous morpholo-

gies with densities comparable to experimental values and to

MD simulations. The application of local relaxation on these

systems leads to higher densities but no significant change in

the radial distribution function. In contrast, local relaxation has

a significant impact for the deposition of Argon and C60,

resulting in crystalline structures. For Alq3, we additionally

investigated the impact of different simulation and force field

parameters on the density. A postdeposition-relaxation of the

whole sample using MC lead to the expansion of the system,

indicating that the deposition yields conformations which are

more denser than cooled liquids.

Computational Method

MC deposition protocol

As their invention in the 1950s, MC methods have been

applied in many scientific areas including mathematics,

physics, and economy.[14,15] In MC simulations, random

changes are proposed to the last configuration in the Markov

chain and an acceptance criterion is used to extend the chain

commensurate with the underlying thermodynamic ensemble.

With the Metropolis acceptance criterion, moves that lead to

energetically better configurations are always accepted,

whereas moves leading to configurations with higher energy

are accepted with a probability of the Boltzmann-factor.

We generate disordered morphologies using a deposition

protocol that emulates vapor deposition of molecular films.

The protocol consists of two steps: the first, mandatory step is

deposition of a single molecule on a partially formed film

using a basin hopping protocol. The second, optional step

consists of selection of a neighborhood around the previously

deposited molecule and its postdeposition relaxation via an

annealing method.

The algorithm for the single molecule deposition step

includes three nested blocks. In the outer block (Fig. 1a), the

deposition of one new molecule to the existing film is per-

formed. The loop consists of two main steps: deposition of the

molecule and subsequent adjustments of the grid representa-

tions for electrostatic interactions (the details on the electro-

static grid representations are given in Effective potential for

electrostatic interactions section). In the deposition step, a sin-

gle molecule (Fig. 1b) starts from a random initial position

above the surface of the film in the potential of the substrate,

previously deposited molecules and a weak linear potential

toward the surface, which is reduced to zero at a distance of

one time, the size of the molecule above the film. In the simu-

lations reported here, incoming molecules were placed 5 nm

above the top surface of the film. The guiding potential

reduces the time of random diffusion far above the film and

prevents escape from the surface, when the molecule is still

far from the surface and the intermolecular forces are small.

Periodic boundary conditions are applied for the coordinates

parallel to the surface.

On a very rugged potential energy surface, such as those

induced by the roughness of the partially deposited film, simu-

lations can be trapped for long times in metastable conforma-

tions. Such entrapment would result in films with much lower

densities than observed experimentally. To reduce the trapping

of the system in metastable conformations, use a basing hop-

ping approach,[16–18] which comprises several simulated

annealing simulations.[19] Each simulated annealing process

starts at a high temperature TS, where the molecule can easily

traverse the energy barriers separating local minima. The tem-

perature is lowered gradually during the simulation and the

temperature Tn at step n varies geometrically with n as:

Tn TS � cn; c
TE

TS

� �1
N

< 1 (1)

where TE is the end temperature and N is the total number of

steps in simulated annealing run.

The temperatures used for simulated annealing need to be

adapted to the problem at hand. For most simulations per-

formed in this investigation, the initial temperature was set to

1000 K and cooled down to 300 K. The individual rigid body

moves in the simulated-annealing simulation are the standard

MC moves, consisting in equal fractions of rigid-body displace-

ments, drawn from a Gaussian distribution with a standard
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deviation of 0:1 nm, and rigid-body rotations around a ran-

dom axis with an angle drawn from a Gaussian distribution

with a standard deviation of 0:2 p . We found a Gaussian dis-

tribution to be preferable over a uniform random distribution:

it allows for a limited number of larger moves throughout the

simulation to cover a large phase space but also leads to a

large fraction of small moves. Small moves are essential for a

detailed and efficient sampling of the rough energy surface

once the molecule approaches the surface. A good choice for

the Gaussian parameters is essential for the efficiency of the

simulations: small values lead to small changes in the system,

which increases the number of MC steps necessary. Large

moves lead to energetically unfavorable configurations that

are likely to be rejected. This decreases the acceptance rate

and with that increases the number of necessary MC steps.

Deviations of this protocol and criteria for intermolecular

moves are described below where needed. The standard devi-

ation of the Gaussian distribution can be adjusted depending

on the system under consideration. In the Results and Discus-

sion section, we discuss the convergence of the results with

respect to the number of MC steps per basin hopping cycle.

At the end of the annealing cycle, the energy of the confor-

mation is compared with the energy of the conformation of

the previous basin hopping cycle and will be accepted when

the energy of the most recent conformation was lower than

that of the previous cycle. Here, we performed N 10 basin-

hopping cycles. This enables the molecule to hop from one

local minimum to another in the global energy landscape. The

basin hopping approach[16–18] has been widely used as a

straightforward, yet efficient energy optimization method for

many problems,[18,20–22] including cluster optimization.[23–25]

We would like to state at this point that the basing hopping

approach is not equivalent to a standard MC simulation at

zero temperature. The basing hopping is used to jump

between different local minima. In each minima, an MC run is

performed at a finite temperature well above T 0 K leading

to configurations above the absolute optimum.

Interatomic potentials

The interaction between the molecules is described by non-

bonded forces, here represented by electrostatic interaction

and the Lennard-Jones potential as approximation of van der

Waals interaction and Pauli repulsion. The electrostatic interac-

tion energy of a molecule A in the field of a second molecule

B is calculated as a sum of the products of each point charge

with the electrostatic potential at the charge position

UCoulomb

XNA

i

qi U ð~ri Þ (2)

where the electrostatic potential U ð~ri Þ at position ~ri reads

Figure 1. Workflow of the single molecule deposition protocol. (a) After reading in parameters and creating the effective external potentials, molecules are

added one at a time to the structure. (b) The deposition of each molecule, starting at a random position above the structure, consists of several basin

hopping cycles. If one cycle leads to an energetically favorable configuration, this configuration is starting point of the next basin hopping cycle. (c) Each

basing hopping cycle consists of a series of N MC moves (random translations or rotations). Each move is accepted or rejected according to the Metropolis

acceptance criterion. Throughout the cycle the temperature is decreased continuously to allow the molecule to cross barriers in the energy landscape in

the beginning but end at a local minimum. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

wileyonlinelibrary.com


Uð~ri Þ
1

4pee0

XNB

j

qi

rij
(3)

In eqs. (2) and (3), rij j~ri ~rj j is the distance between

atoms i and j, NA and NB are the numbers of atoms in the

molecules A and B, e is the relative permittivity of the material,

and e0 is the vacuum permittivity. At present, we use

standard-nonpolarizable force fields in our calculations, but

polarization can be included by using polarizable force fields.

In order to efficiently account for polarization effects of the

already deposited film, while preserving linear scaling, the

electrostatic grid should then be generated not by performing

the Coulomb sum in eq. (3), but using an efficient external

solver of the Poisson Boltzmann equation, such as APBS

(Adaptive Poisson-Boltzmann Solver). The partial charges can

be computed, for example, by a best fit procedure from quan-

tum mechanical calculations[26] in such a way that the set of

the point partial charges qi reproduces the true electrostatic

potential on a defined surface around the molecule.

The van der Waals interaction and Pauli repulsion between

two molecules is calculated using the Lennard-Jones potential

ULJðrÞ
XNA

i

XNB

j

4eij
rij

rij

� �12

2
rij

rij

� �6
!

(4)

where rij is the distance between atoms i and j, NA and NB are

the numbers of atoms in the molecules A and B, eij is the

potential well depth, and rij is the radial parameter. The

parameters for the interactions between atoms A and B are

obtained from atomic parameters using standard mixing rules.

In contrast to the electrostatic interaction, the Lennard-

Jones Potential is relatively short ranged. This allows us to

introduce a cutoff for the Lennard-Jones potential and only

consider energy contributions of close atoms.

The degrees of freedom were chosen in accordance with

the material characteristics (see Results and Discussion sec-

tion): Alq3, C60 are treated as rigid bodies while for a-NPD and

PCBM rotations around single bonds were considered. In gen-

eral, the computational single-molecule deposition protocol is

not limited to rigid molecules and intramolecular interactions

can be taken into account.

Effective potential for electrostatic interactions

Evaluating energies by direct summation of particle–particle

interaction induces an OðN2Þ step in the energy calculations,

which dominates the computational effort. To reduce the sim-

ulation effort to OðNÞ, we implemented two measures: a cutoff

in the short-ranged Lennard-Jones force field limits the num-

ber of atoms for the energy evaluation and yields a (more or

less) constant contribution to the simulation time (particles

within range are determined by domain decomposition). How-

ever, cutoffs for long-ranged electrostatic interactions often

result in unphysical results. We, therefore, subdivide the sys-

tem into two components: one component can change during

the simulation, whereas the other is kept fixed and yields a

static electrostatic potential. In step 1 of the deposition simu-

lation, the first component contains only the new molecule

being deposited, in step 2, it is enlarged to include the relaxa-

tion neighborhood. We calculate the (static) electrostatic

potential of the fixed molecules on a mesh and use linear

interpolation to calculate the potential for all points in space.

After deposition of a new molecule the electrostatic poten-

tial on the grid points need to be updated. As the Coulomb

potential is additive, updating the mesh is Oð1Þ for each new

molecule, but scales with the number of mesh points. The

time gain using the grid-method depends on the number of

molecules being deposited and the mesh-spacing of the grid.

The error in energy induced by interpolation depends on the

mesh-spacing as well. To determine this error, we simulated

the deposition of a dummy-charge on a surface consisting of

100 Alq3 molecules using one SA-cycle (Simulated-Anneling-

cycle) with 10,000 MC steps and a grid spacing of 0.05 nm.

Retracing the resulting trajectory, we calculated electrostatic

energy after every MC step for both different mesh sizes (grid

spacings) and exact summation of the particle–particle interac-

tions. As for the acceptance of a move only energy differences

DE are taken into account, we calculated DE for each step

and compared values for different grid spacings with the val-

ues obtained without Coulomb-mesh. We then calculate the

relative error DDE in relation to the electrostatic energy,

DDECoulomb, and the total energy, DDEtot, according to

DDECoulomb=tot

DEgrid
total DEnogrid

tot

DEcoulomb=tot

DEgrid
coulomb DEnogrid

coulomb

DEnogrid
coulomb=tot

(5)

The dependence of the relative error (averaged over all

10,000 MC steps) on the grid spacing is shown in Figure 2.

Although the error increases with the mesh spacing, we find

that the error is sufficiently small for grid spacings below 0.1

nm. The use of an electrostatics grid incurs a computational

effort to update the effective external potential after the depo-

sition, which is more than compensated by a time gain in the

energy evaluation of each MC step. By recording simulation

times for the deposition of 30 Alq3 molecules containing 52

atoms each with typical parameters (10 simulated annealing

cycles with 20,000 MC steps per cycle) for both grid method

with a grid-spacing of 0.05 nm and direct evaluation of the

pair interaction, we find an overall speedup of at least one

order of magnitude after deposition of the first 10 molecules.

As the numbers of the calculation steps needed for the inter-

polation between the values on the grid points and of the cal-

culation steps for updating the grid after each deposition are

independent on the number of molecules already in the sys-

tem, the use of an electrostatics grid together with the cutoff

in the Lennard-Jones potential leads to a constant deposition

time.

Local relaxation step

During the deposition of a single molecule, molecules depos-

ited in prior cycles in the film are kept fixed. This approximation
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allows rapid morphology generation but once the new mole-

cule reaches the film it will change the potential of previously

deposited molecules. This problem is most severe for crystalline

materials: As Figure 3 illustrates, the energy landscape of a crys-

tal surface of pentacene leads to an optimal orientation of an

additional molecule, which differs by �608(right) in comparison

to the bulk crystal structure (left). Because the energy of this

conformation is better than the corresponding crystal position,

relaxation to the crystal position can only take place after sev-

eral additional layers have been deposited. To overcome this

problem, we introduce the second step in the deposition proto-

col: after the deposition of a molecule, this molecule and a

selected number of neighbors in the previously deposited film

are allowed to relax during additional simulated annealing

cycles. To this end, we select all molecules within a cutoff dis-

tance r0 from the new molecule, remove them from the effec-

tive external potential and evaluate their interactions explicitly.

Because the vast majority of the molecules in a large sample

still remain inert, the numerical procedure retains its Oð1Þ char-

acter, albeit with a high prefactor. However, the number of MC

moves per additional simulated annealing cycles should grow

with the number of molecules involved into the local relaxation

to allow for equilibration.

Results and Discussion

In this section, we discuss the results of morphology simula-

tions for five different systems of increasing complexity. First,

we focus on comparatively simple systems, which should form

phases with long-range order, which is a particular challenge

for a single molecule deposition method: argon, buckminster-

fullerene (C60). We then investigate some widely used materials

in organic electronics N,N-Di(naphthalene-1-yl)-N,N’-diphenyl-

benzidine (a-NPD), mer-tris(8-hydroxy-quinoline)aluminum(III)

(Alq3) and PCBM.

Argon

At low temperature, the noble gas Argon forms a crystal.[28]

Because interactions between atoms are well described by the

Lennard-Jones potential, we have studied Argon as simplest

test system in order to investigate the effect of the local relax-

ation step (Local relaxation step section) on the deposited

morphology. The Lennard-Jones parameters r 0:34 nm and

e 0:238 kcal/mol are adopted from Ref. [29]. In three simula-

tions, one without local relaxation, and two including local

relaxation with cutoff radii for neighborhoods selection of

r0 0:39 nm and r0 0:77 nm, respectively, we deposited

approximately 6000 atoms into a box of size 8 3 8 nm2 in

each simulation using 10 basin hopping steps with

NMC 2:5 3104 MC steps each. The simulated annealing sim-

ulation starts with the temperature 20,000 K and ends at 10 K,

which lies below the melting point 83.78 K.[30] The cutoff dis-

tances of r0 0:39 nm and r0 0:77 nm correspond approxi-

mately to one and two times the nearest neighbor distance in

the argon crystal.[28]

Figure 2. Error in the Coulomb energy caused by the linear interpolation

between grid points in relation to electrostatics (black) and in relation to

total energy (green). The error was measured by retracing a trajectory con

sisting of 10,000 MC steps for different mesh spacings and calculating the

difference between change of energy with grid method and the change of

energy obtained by direct summation of particle particle interactions.

[Color figure can be viewed in the online issue, which is available at

wileyonlinelibrary.com.]

Figure 3. (a) Orientation of a pentacene molecule in the bulk of the pentacene crystal,[27] (b) orientation of a pentacene molecule at the end of the single

molecule deposition. The configuration found by the single molecule deposition is energetically favorable. |However, #this configuration differs from the

configuration of a molecule in the bulk of the pentacene crystal which becomes energetically favorable only if the molecule is surrounded by other penta

cene molecules. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

wileyonlinelibrary.com
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Due to the attractive surface force field at the bottom of

the box, the first three layers readily form a hexagonal closest

packed structure. To be able to better compare simulations of

deposition with and without local relaxation, these layers were

not taken into account in the evaluation of the resulting mor-

phologies. Figure 4 shows the radial distribution functions gðrÞ
of the three structures as well as gðrÞ of a perfect fcc-crystal in

111-direction. Although deposition without relaxation results

in morphologies with no long-range order, simulations with

additional local relaxation lead to strong peaks in gðrÞ, an

effect which increases with increasing cutoff-radius for neigh-

borhood selection.

To evaluate the effect of the final temperature of the

Simulated Annealing-cycles on the structure, we generated two

additional morphologies using local relaxation with r0 0:77 nm

at temperatures 100 and 150 K and computed the radial distri-

bution functions. The radial distribution function gðrÞ for both

Tf 10 K and Tf 100 K have strong peaks, whereas the structure

generated with Tf 150 K is very disordered. This is commensu-

rate with the fact that the melting point of argon is Tmelt 83:78

K, because acceptance criterion of the basis hopping step indu-

ces a nonequilibrium effect, which corresponds to an effective

lower temperature in the simulation.

Buckminster-Fullerene C60

Next, we examine a system of C60 Buckminsterfullerene mole-

cules, which is still described by Lennard-Jones interactions,

but has a more complex molecular structure. This molecule

was first observed by Robert Curl, Harold Kroto, and Richard

Smalley in 1985.[31] Like Argon, C60 molecules form fcc-crystals

with a length of the unit cell of 1:4 nm.[32] With a sublimation

temperature of Tsubl � 875 K, C60 is a good candidate for test-

ing the deposition protocol.[33] As C60 molecules consist only

of carbon atoms which carry no appreciable partial charges,

only Lennard-Jones interactions are considered (r 0:389 nm

and e 0:06595 kcal/mol).[34]

As a first test, we deposited C60 molecules into a box of

8 3 8 311:3 nm3 using 10 Simulated Annealing-cycles with

23104 steps each, a Lennard-Jones cutoff of 1:5 nm and a

final temperature of 10 K without local relaxation. To evaluate

long-ranged ordering, we applied an Ackland analysis using

the program ovito.[35,36] The results are displayed in Figure 4b.

The first five layers form a fcc-crystal in the 111-direction per-

pendicular to the surface, but this ordering is lost above those

layers and presumably an effect of the surface force field. This

can also be seen in densities: the density of the lower five

layers is q 1:57 g/cm3, whereas we measured a density of

q 1:45 g/cm3 in the upper part of the structure.

Next, we generated two additional structures using simula-

tions with local relaxation with r0 1:07 nm and r0 1:6 nm,

respectively, 10 SA-cycles and an additional 1000 steps per mole-

cule and cycle in the relaxation step. To eliminate the effect of

the surface potential on the evaluation, the lower five layers

were not taken into account for further evaluation of the results.

Figure 4b shows the radial distribution functions gðrÞ in compari-

son with gðrÞ of a perfect fcc-crystal. With the C60 molecules,

local relaxation has the same effect as with argon atoms: choos-

ing r0 large enough, we were able to deposit the molecules into

a crystalline phase. This is confirmed by the Ackland analysis

with the structure generated with r0 1:6 nm. In the inset of Fig-

ure 4b, the inner layers are clearly identified as a fcc-structure.

The density of the structure generated with r0 1:6 nm is

q 1:46 g/cm3, that is, somewhat lower than the density of the

first five crystalline layers of the structure generated without local

relaxation, which may be due to local defects in the structure.

Alq3

Mer-Tris(8-hydroxyquinolinato)aluminium (Alq3), has been stud-

ied as electron-transporting and light emitting material since

Figure 4. (a) Radial distribution functions g(r) of Argon structures created with

out local relaxation (black), using local relaxation with r0 0:39 nm (green) and

r0 0:77 nm (blue) and g(r)of a perfect fcc crystal (dashed). Whereas the struc

ture without relaxation shows no long range order, local relaxation with

r0 0:77 nm produces an ordered structure with peaks near the positions of

those of the perfect crystal. (b) Radial distribution functions of C60 structures

generated with local relaxation using r0 1:07 nm (green) and r0 1:6 nm

(red), of the structure generated without local relaxation (black) and gðrÞ of a

perfect crystal. The structures generated without local relaxation and with

r0 1:07 nm correspond to disordered structures. gðrÞ of the structure gener

ated with r0 1:6 nm shows long range order. Inset: Ackland analysis of the

centers of geometry of C60 structures generated at T 10 K using local relaxa

tion with r0 1.6 nm. Green coloring indicates fcc structures, the red parts at

the edges hexagonal closest packing.
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Tang and VanSlyke reported[37] its use in OLED for the first

time. Recently, possibilities to use Alq3 as a buffer layer in

organic solar cells have been investigated. As a buffer layer,

Alq3 is believed to obstruct the permeation of oxygen and

moisture into the photoactive layer, thus increasing the stabil-

ity and lifetime of the organic solar cells.[38] A layered organic

solar cell with Alq3/Au as cathode showed an efficiency

enhancement by a factor of 60, from 0.01 to 0.60%, compared

to a cell without Alq3.[39]The crystal structure for the mer-

isomer of Alq3 is reported in Ref. [39] and has a density of

1:37 g/cm3. The reported experimental values for the density

of the amorphous phase of Alq3 vary in a range from 1:3[40] to

1:5 g/cm3.[41] The large variation in the density of the amor-

phous films indicates a strong dependency on details of the

sample preparation method.

For Alq3, partial charges (see Interatomic potentials section)

were obtained from an electrostatic potential fit[26] for a single

molecule. The electronic structure was computed with density

functional theory as implemented in TURBOMOLE[42] using a

def2-TZVP basis set[43] and B3LYP functional[44] in the molecu-

lar geometry from the crystal structure. Mol2 files of the

geometry including partial charges of Alq3 and the following

molecules are printed in the supporting information. For

Lennard-Jones interactions, we used parameters from the all-

atom Dreiding force field[45] and from the OPLS (Optimized

Potential for Liquid Simulations) force field.[46] To compare the

impact of different Lennard-Jones-parameters on the deposi-

tion, we calculated the densities of Alq3 structures generated

with Dreiding and OPLS force field for different numbers of

MC moves per basin hopping cycle. The results are shown in

Figure 5. We find that the OPLS force field gives higher den-

sities (1.22 g/cm3) than the Dreiding force field (1.15 g/cm3).

For both force fields, densities stay approximately the same

when more than 20,000 MC steps are used per molecule

deposition.

In order to get a better estimate of the quality of the struc-

tures generated using the single molecule deposition, we

relaxed structures deposited without local relaxation and with

local relaxation using r0 1.5 nm at constant temperature

(300 K) using 2 3 106 MC steps. We recorded the density

throughout the simulation. The results are displayed in the

inlay of Figure 6a. The densities were decreasing, not increas-

ing, for both samples throughout the simulation. Thus, the sin-

gle molecule deposition is producing closer packed structures

than MC methods applied to the whole sample. This indicated

that the deposition protocol used here can generate samples

with very high densities for the force field used.

To compare structures obtained with the single molecule

deposition protocol, with those obtained from MD, the most

widely used method today, we simulated 300 Alq3 molecules

for 4.2 ns using the GROMACS MD package[47] with general

amber force field (GAFF) dihedral force fields, but, as in the

deposited structures, Dreiding LJ (Lennard-Jones) and the par-

tial charges as described above. The initial configuration was

generated by the single molecule deposition using only 500

steps per simulated annealing cycle. This structure was far

from being converged and contained many low-density pock-

ets. We used a Berendsen barostat[48] with p 1 atm, T

300 K, and a time step of Dt 0:5 fs. The radial distribu-

tion functions of the structures generated with the deposition

protocol with and without local relaxation and with different

dielectric constants is compared to the radial distribution of

the MD (structure in Fig. 6a).

The reason for the somewhat tighter packing in the MD

simulation stems from the presence of intramolecular degrees

of freedom that were neglected in the single molecule deposi-

tion protocol. We have analyzed the change of the angles a, b,

and c between the three flaps of the Alq3 molecules in the

MD run as bending of the side groups allows the molecules to

come closer to each other. For a molecular geometry opti-

mized at the DFT (Density Functional Theory) level, these

angles are: a 0 93.56�, b 0 167.16�, c0 94.50�. The mean

value of the same angles for all molecules extracted from the

MD deviate strongly from these values and show a wide distri-

bution: a 124.67� 6 17.48�, b 124.00� 6 22.72� c
102.35� 6 16.20� The general amber force field (GAFF) force

field appears to permit very strong distortion in all angles

which permits closer local packing. We note that the MD simu-

lations take considerably longer: MD, using 16 cores on stand-

ard Intel Nehalem 2.8-Ghz processors produces trajectories

with a length of only 0.11 ns per day for a system containing

350 molecules, whereas the MC-based deposition protocol

produces morphologies consisting of about 300 molecules per

day using only a single core. In future work, it is nevertheless

necessary to incorporate the more complex intramolecular

degrees of freedom (bending, bon-stretching) into the single

molecule deposition protocol. Until this method is available

morphologies generated with the single molecule deposition

protocol should be postrelaxed in short MD simulations, which

will not change the relative orientation of molecules but

locally relax the structure.

As Alq3 is a prototypical and widely studied example for dis-

ordered organic materials of practical relevance, it is

Figure 5. Alq3 density versus number of MC steps per basing hopping

cycle for OPLS (green) and Dreiding (black) force field. More than 20,000

steps yield a constant density which is lower that the literature value of

1.3 g/cm3. [Color figure can be viewed in the online issue, which is avail

able at wileyonlinelibrary.com.]

wileyonlinelibrary.com


interesting to analyze the computational cost of our protocol

for this example. There is a competition between the compu-

tational efficiency and the accuracy of the relaxation-

approximation on the arrangement of the molecules. Whether

it is necessary to include the local relaxation can be examined

by comparing the results of small or middle size test simula-

tion, with and without the local relaxation. If there is no signif-

icant effect of the local relaxation step on the characteristic

properties of the structure, then the local relaxation can be

switched off in the production large size samples. In order to

estimate the additional costs induced by the local relaxation,

we recorded the deposition times for a sample of 60 mole-

cules using different cutoff radii. For the cutoff radius r0 1:1

nm using 2000 moves per molecule results in an acceptable

doubling of the computational effort.

a-NPD

Another widely used material in production of OLEDs is a-NPD

(N,N-Di(naphthalene-1-yl)-N,N’-diphenyl-benzidine). Because a-

NPD has internal degrees of freedom (seven dihedral angles

that are not part of aromatic rings), we increased the number

of MC steps to 40,000 for each deposition cycle. The end tem-

perature of the simulated annealing was 300 K. We generated

models with and without local relaxation and additionally per-

formed MD simulations with 290 a-NPD molecules

(Dt 0:5 fs, 1 atm, 300 K) for 10 ns starting from a struc-

ture obtained by a single-molecule deposition process with

very short cycles, creating a morphology far from converged

state. The Lennard-Jones (LJ) parameters were taken from the

OPLS force field, the partial charges taken from quantum

chemical calculations using TURBOMOLE with a def-2-TZVP

basis set and the B3LYP functional by means of electrostatic

potential fit.

The radial distribution functions of the deposited structures

generated with and without local relaxation with the radial

distribution function of a structure obtained by MD (10 ns)

using the same force field parameters are shown in Figure 6b.

The nearest neighbor peaks of the deposited structure are

stronger than the peak of the MD structure, indicating an

insufficient simulation time for the MD run. The MD run gener-

ated a trajectory of 0.387 ns/day resulting in a total simulation

time of approximately 1 month. The local relaxation leads to a

slightly stronger second peak in the radial distribution

function.

PCBM

PCBM (the fullerene derivative [6,6]-phenyl-C61-butyric acid

methyl ester) is used in organic photovoltaic and forms crystal-

line structures. We deposited PCBM with and without local

relaxation using 50,000 MC steps/cycle for the deposition and

5000 MC steps/molecule and cycle for the local relaxation. The

Lennard-Jones parameters for the carbon atoms in the fuller-

ene were taken from the same force field used for the C60-

buckyballs above,[34] the parameters for the side chain atoms

were again taken from the OPLS force field. The partial

charges were obtained by the same TURBOMOLE calculations

Figure 6. (a) Radial distribution functions of Alq3 structures generated with

singe molecule deposition with and without local relaxation and two differ

ent dielectric constants (consisting of approximately 500 molecules each)

and with a 5 ns MD run of 350 molecules. The deposited molecules were

treated as rigid bodies, whereas the molecules in the MD simulations had

internal degrees of freedom as parameterized by the general amber force

field (GAFF) force field. (b) Radial distribution functions of a NPD structures

generated with MD (10 ns, 295 molecules) and structures deposited with

our protocol, generated with and without local relaxation. The local relaxa

tion steps leads to appearance of a secondary peak in g(r). (c) Radial distri

bution functions of PCBM structures, deposited with our protocol and

generated with MD (5 ns). The nearest neighbor peak is at the same dis

tance for both methods with little impact of local relaxation on the

morphologies.
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as with the other molecules. We compared the resulting struc-

tures with a structure generated by a 10-ns MD run (0.67 ns/

day using 16 cores with 2.8 GHz each) with the same settings

as used for a-NPD.

The radial distribution functions for the different single-

molecule deposition runs (with and without local relaxation)

as well as the MD run are displayed in Figure 6c. The choice of

the local relaxation radius seems to have no visible effect on

the radial distribution functions. The nearest neighbor peak is

at roughly the same position for both the MD simulation and

the structures generated by single-molecule deposition.

Summary and Conclusions

Quantitative multiscale modeling of organic semiconductor

devices on the basis of their molecular constituents requires

efficient computational methods for the simulation of mor-

phologies of small molecule thin films on atomistic scale. The

morphology of the organic film has a tremendous impact on

their electronic structure and transport properties, as local

disorder in energy is one key property of these systems.

Models for large morphologies consisting of many thousands

of molecules are necessary in order to obtain sufficient statis-

tics for the characteristic properties (e.g., in site energies) of

the material. Here, we have developed and applied a novel,

linear-scaling protocol to generate morphologies using read-

ily accessible computational resources. This computational

protocol mimics the physical process of vapor deposition as

used in production of OLEDs. We applied the method to five

different systems: argon, buckminsterfullerene (C60) as exam-

ples for systems with long range order, N,N-Di(naphthalene-1-

yl)-N,N’-diphenyl-benzidine (a-NPD), mer-tris(8-hydroxy-quino-

line)aluminum(III) (Alq3), and PCBM as examples for typical

disordered organic thin film materials. We found that the

deposition of amorphous samples for a-NPD, Alq3, and PCBM

generated amorphous morphologies that compare well with

experimental densities and MD simulations. The application

of local relaxation on these systems leads to higher densities

but no significant change in the radial distribution function.

It was interesting to note that postrelaxation of the amor-

phous samples with either MC or MD tended to decrease

rather than increase their packing density. This observation

could be explained by recent experimental evidence regard-

ing vapor deposition protocols for molecular structures: it

appears that configurations of amorphous structures gener-

ated by vapor deposition are more stable than the configura-

tions obtained by cooling liquids,[49] because molecules

deposited on a surface can explore a much larger conforma-

tion space than a particle supercritical solid phase. In contrast

to the amorphous systems local relaxation showed a signifi-

cant impact for the deposition of Argon and C60, resulting in

more ordered structures, but the protocol as a whole is well

suited to model morphologies with long-range order. Future

work needs to concentrate on improved treatment of intra-

molecular degrees of freedom and the development of effi-

cient protocols to generate accurate force fields for organic

molecules that are not well represented by standard force

fields. In addition, the protocol is easy to adapt to model 
organic–organic and organic–inorganic interfaces provided 
that suitable force fields are available. It can also be applied 
to treat doped organic layers and guest–host systems, which 
are of significant importance in applications in organic 
electronics.
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