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ABSTRACT: It is an outstanding challenge to model the
electronic properties of organic amorphous materials utilized in
organic electronics. Computation of the charge carrier mobility is
a challenging problem as it requires integration of morphological
and electronic degrees of freedom in a coherent methodology and
depends strongly on the distribution of polaron energies in the
system. Here we represent a QM/QM model to compute the
polaron energies combining density functional methods for molecules in the vicinity of the polaron with computationally efficient
density functional based tight binding methods in the rest of the environment. For seven widely used amorphous organic
semiconductor materials, we show that the calculations are accelerated up to 1 order of magnitude without any loss in accuracy.
Considering that the quantum chemical step is the efficiency bottleneck of a workflow to model the carrier mobility, these results
are an important step toward accurate and efficient disordered organic semiconductors simulations, a prerequisite for accelerated
materials screening and consequent component optimization in the organic electronics industry.

■ INTRODUCTION

Driven by both technological and fundamental interests,
disordered small molecule based organic semiconductor
materials have been in focus of scientific research1−3 and
technological developments for many decades. Today these
materials find applications in organic light emitting diodes
(OLED) for both displays and lighting, organic photovoltaics
(OPV), organic field effect transistors (OFET), etc., and have
already been deployed in television sets, portable elec
tronics,4−7 and other devices of increasing complexity. Other
applications, such as lightning or organic photovoltaics have not
yet reached the level of competitiveness required for market
entry. To further optimize these materials, development of
reliable, predictive, and fast modeling methodologies to
quantitatively simulate the electronic processes in the materials
would be very helpful. In order to be predictive such methods
need to elevate information on the molecular level via
multiscale simulation workflows to the macroscopic scale,
which may lead to better performing materials. There has been
a plethora of different approaches, both (semi)analytical8−11

and numerical,12−14 to predict macroscopic quantities, such as
intrinsic charge mobility, but to date no reliable modeling
methodology covering a wide range of different materials has
been developed.15

In many small molecule based materials, i.e. in the weak
intermolecular coupling regime, the charge carrier mobility is
well described by a polaron hopping model, where localized
charges hop from one molecule in the system to the next. In the
high temperature limit, an individual hopping process is
usually12,14,16 described as thermally activated transport in
terms of Marcus theory:17,18
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The dominant quantity, determining the Marcus hopping
rate between two molecules is their Gibbs free energy
difference ΔGif. This can be approximated to the on site
energy difference ΔEif of the molecules if entropic effects can
be neglected which is the case in condensed phase materials.
Two other contributions are the reorganization energy λ and
the electronic coupling Jif between the molecules. The
expression is crucial as it couples the microscopic degrees of
freedom (energy disorder, hoping matrix elements) with the
macroscopic degrees of freedom (temperature, external fields,
etc.). To compute the relevant quantities from first principles
both a realistic morphology and accurate electronic structure
calculations need to be employed. Solving the transport
problem either with kinetic Monte Carlo approaches9 or
(semi)analytically10 will then lead to an estimate of charge
carrier mobilities.
In most models the main factor determining the charge

carrier mobility is the width of the distribution of site energies,
the energy disorder σ. In analytic models the dependence of the
carrier mobility on the energy disorder is in general quadratic in
the exponent.9,19−21 The dependence on reorganization energy
λ is weaker as it in general enters the exponent in linear fashion,
but it is still stronger than the influence of hopping matrix
elements J which enter the expression as a prefactor with
quadratic rather than exponential dependence. However, one



should not forget that hopping matrix elements depend
exponentially on the intermolecular distance and as such
introduce an exponential contribution as far as the
intermolecular distances are concerned. But, details of micro
scopic and morphology dependent characteristics e.g. molecular
orientation and local environment have a very nontrivial impact
on the hopping matrix element distribution, making it, in
general, more complex than a simple distance dependent
exponential function.
Investigation of lattice models with a Gaussian disorder

distribution9,11,22 typically leads to a dependence of the
mobility on the width of the distribution σ and the inverse
temperature as

βσμ ∝ −Cexp( ( ) )2
(2)

The factor C in the exponent in eq 2 depends on the details
of the model used and the proximity of the percolation limit
where current travels only through a single filament in the
sample and on the degree of correlation in the disorder
distribution sample and its topology. For a range of models C
varies between the effective medium value of 0.25,23 to roughly
0.44 for the percolation limit in the simple cubic lattice11 and
can reach values up to 0.69.24 Given the strong dependence of
the mobility on σ the calculation of the energetic disorder on a
high level of accuracy is crucial for the prediction of charge
carrier mobilities.
In the past the width of the energy disorder distribution was

often estimated by fitting to experimental data assuming a
particular model,9,25 but this approach, as relying on fitting
procedures, has obviously limited predictability. For this reason
many groups have started to develop methods to explicitly
calculate the energy differences between molecules on different
level of theory.14,15,26−28 From a microscopic perspective both
intramolecular effects, i.e. distortions of the molecule induced
by its environment, and polarization effects from the
surrounding medium contribute to energy differences between
different sites. In order to account for both effects we have
developed a multiscale methodology, where we start with
morphology generation for a sufficiently large sample of
molecules using force field based methods29 with a subsequent
quantum mechanical,28 density functional based30−33 method
for modeling polarons embedded in a disordered medium. This
quantum mechanical computation of the polaron energy by the

quantum patch method is by far the most numerically intensive
step, comprising almost 200 000 DFT calculations on individual
molecules in order to converge the relevant materials
parameters, per studied system. Using state of the art computa
tional hardware, computing the disorder parameter for one
charge species in a given system, can easily consume hundreds
of thousands of CPU hours. For this reason the quantum patch
step in its current form constitutes the computational
bottleneck toward efficient in silico materials screening.
In this work, we investigate the possibility to combine fast

semiempirical DFTB34−36 calculations with the previously
investigated quantum patch28 method to test the trade off
between the speed and the accuracy and to explore the
parametric space in search for the optimal approach by defining
a number of cutoff shells and comparing the new combined
approach with the full DFT30 benchmark.
The paper is organized as follows: We first briefly explain the

multiscale workflow and the steps (methods) therein. Then we
investigate in detail the influence of various partitioning regions
and cutoff radii in the quantum patch step. Afterward, we
present the results of calculations of energetic disorder for these
different methods and their impact on charge mobilities,
compared to both the reference calculation (full DFT level as in
ref 28).

■ METHODS
The multiscale workflow, see Figure 1, illustrates the steps that
have to be performed in order to accurately interconnect the
microscopic and macroscopic properties. The focus in this work
is on the details in the energetic disorder calculations, but for
completeness, we briefly go through the other steps first.
The amorphous morphologies were generated by mimicking

rapid quenching of a liquid into an amorphous state at a
temperature below the glass transition temperature of the
material, a procedure that has previously been applied for the
preparation of amorphous structures of OLED materials.37−39

The molecular dynamics simulations were carried out using
GROMACS6 program29 using the general AMBER force field
(GAFF)40 with AM1 BCC partial charges41,42 with periodic
boundary conditions containing 300 molecules. The samples
were periodically extended in order to generate sufficiently
large morphologies for the polarization cutoffs. The central part
of this extended morphologies contains several hundred pairs,

Figure 1. Schematic representation of the workflow: In a, the general workflow starting with morphology generation followed by quantum
mechanical (QM) microscopic analysis and finishing by feeding the parameters obtained in QM step into the mobility expression. In b, details of the
quantum patch protocol are being displayed. The most important component is the self consistency loop over each molecule imbedded in partial
charges of the environment performed until the partial charges of each molecule are converged with the single molecule total energy as convergence
criterion.



which is sufficient for the reliable extraction of statistic
quantities such as the energy disorder.
The recently proposed quantum patch method28 is a

parameter free protocol to calculate the electronic structure
parameters in amorphous small molecules materials. In this
method polarization contributions of the environment on the
polaron energy which account for a significant fraction of the
energetic disorder are taken into account in a self consistent
quantum embedding scheme. Because the entire sample is
partitioned into sets of coupled molecules, the algorithm scales
linearly with the number of hopping sites in the system. For
each polaron the charge distribution within a neighbor shell of
about 25 Å including about 100 molecules around the charged
molecules needs to be equilibrated. In addition, the polarizing
effect of the molecules within a cutoff radius of 60 Å including
up to 3000 sites are taken into account in a static way. The self
consistent evaluation of the first shell is performed according to
Figure 2.28

The partitioning of the system in a self consistent and a static
shell of molecules is motivated by the fact that the size of the
induced polarization contribution diminishes with distance and
that we are primarily interested on second order effect of the
feedback of the induced polarization distribution on the central
site. In the original quantum patch method the entire self
consistent shell was treated on the same level of accuracy as the
charged molecule. As we are primarily interested in the energy
of the latter, it may be possible to reduce the computational
cost of the quantum patch approach by using more
approximate methods on the former.
Here we therefore combine fast semiempirical DFTB34

calculations for the neighbor shell and the second, unpolarized
shell of molecules with the accurate DFT calculations for the
charged central site into an de facto QM/QM approach. We
note that in the quantum patch method the molecules interact
with the environment in the QM shell via induced charges
where the charge−dipole interaction is the leading contribu
tion. If the molecular dipoles coming from DFTB are

comparable to their DFT counterparts, replacement of
expensive DFT at least for some parts of the system is plausible.
In order to investigate the interoperability and robustness of

DFTB34 and DFT combination in the quantum patch
algorithm,28 we split the molecular morphology in a number
of regions as shown in Figure 3. We then compare this to the

performance of the quantum patch method where explicit
additional charges (“polaron model”) are included. The first
approximation to the polaron model is the treatment of the
molecules in area iv and iii with the faster semiempirical
DFTB2 method (see Table 1). This will be referred to as the
“hybrid large” method. The next approximation is the
replacement of the DFT calculations in region ii with DFTB
calculations (the “hybrid small”). In this case, all molecules
except the charged molecule will be treated with DFTB. A full
DFTB treatment of even the charge carrying sites completes
the comparison of the calculations with explicit polarons
(“semi empirical”). Simulations within the simpler (much
faster, but less precise) approach where the whole system is
equilibrated without explicit additional charges (“polarization
model”) are performed within both the full DFT and the full
DFTB approach in all regions i, ii, and iii as depicted in Figure
3b.
Energy disorder is calculated in the manner presented below.

It contains all electronic contributions to disorder in the
system, including polarization of the environment, the
response, which is assumed to occur instantaneously. The
reorganization energy λ, on the other hand, contains slow ionic
relaxations. For the polaron method, a number of about 80
charged sites is explicitly calculated leading to a number of
about 400 pairs and energy differences. The total energy
differences of charged and uncharged equilibrated sites are used
for the calculation of energetic disorder with the following
equation.

∑σ =
−

Δ − Δ
N

E E
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Figure 2. Schematic description of the algorithm used for the
evaluation of the self consistent region around a charged molecule. In
the first step, vacuum partial charges for each molecule in this region
are calculated (row I). An additional charge is assigned to the central
molecule. Partial charges of this as well as of the neighboring
molecules within a cutoff distance of 25 Å are self consistently re
evaluated using a cloud of point charges that are iteratively improved
until convergence in total energy of the charged molecule is reached,28

where the charge cloud self consistency cycle is represented by the
changing cloud color from red to green (rows II to IV).

Figure 3. (a) Cutoff scheme for the full hybrid quantum patch method
including explicit polarons. The colored regions are treated in a self
consistent way and contain about 100 molecules. Region i: charged
molecule. Region ii: next nearest neighbor molecules within a cutoff
distance of 12 Å. Region iii: neighbors within a distance of 25 Å.
Region iv: unpolarized molecules within a cutoff distance of 60 Å
(∼3000 molecules). (b) Cutoff scheme for the polarized quantum
patch method where the system is equilibrated without explicit
additional charges. Region ii: molecules within a 25 Å cutoff distance
around the central part i of the morphology. Each molecule in regions i
and ii is treated in a self consistent way.28 The energy disorder is only
extracted in the central region i to avoid edge effects at the border
between polarized and unpolarized regions. Region iii corresponds to
region iv in method a.



In the polarization method, only the energies of the frontier
HOMO and LUMO orbitals are used. Here, eq 4 is used.

∑σ =
−
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The details of the procedure were presented in ref 28.
All DFT calculations were performed using TURBOMOLE

package30 with the hybrid B3 LYP functional43 and a def2
SV(P) basis set.44 The DFTB calculations were completed with
the DFTB2 version34 from the DFTB suite of models45 using
the mio parameter set.34

■ RESULTS AND DISCUSSION
In order to test the validity of the QM/QM quantum patch
protocols to compute the carrier mobility in organic semi
conductors, we tested five different quantum patch protocols as
defined in Table 1 in Methods. For each protocol, we have
calculated the energy disorder parameters28 for seven widely

studied materials, namely tris(8 hydroxyquinolinato)aluminum
(Alq3), N,N′ bis(1 naphthyl) N,N′ diphenyl 1,1′ biphenyl 4,4′
diamine (α NPD), 1,1 bis(4,4′ diethylaminophenyl) 4,4 di
phenyl 1,3,butadinene (DEPB), N4,N4′ di(biphenyl 3 yl)
N4,N4′ diphenylbiphenyl 4,4′ diamine (mBPD), N1,N4 di
(naphthalen 1 yl) N1,N4 diphenylbenzene 1,4 diamine
(NNP), N,N′ bis [9,9 dimethyl 2 fluorenyl] N,N′ diphenyl
9,9 dimethylfluorene 2,7 diamine (pFFA), and N,N′ diphenyl
N,N′ bis(3 methylphenylene) 1,1′ diphenyl 4,4′ diamine
(TPD) (see Figure 4). These materials cover a wide range of
zero field hole mobilities, ranging from 1.2 × 10−10 cm2/(V s)
for Alq3

46−50 to 7.6 × 10−4 cm2/(V s) for pFFA.51

The results of the various protocols are shown in Figure 5.
The “full QM” calculations serve as the reference calculations.
The “QM one shell only” uses only one neighbor shell of
polarized molecules in the environment and all the deviations,
more precisely the obvious overestimate, can be attributed to
finite size of the polarizable shell. Full equilibration of the
medium cannot take place resulting in too large energy

Table 1. Applicability of the Formulation of our QM/QM Approach, i.e. the Hybrid DFT/Semi empirical Quantum Patch
Method Is Tested with the Following Five Partitioning Schemes for a Number of Systemsa

full QM QM one shell only hybrid large hybrid small semiempirical

Charged molecule self-consistent DFT DFT DFT DFT DFTB
12 Å environment DFT DFT DFT DFTB DFTB
25 Å environment DFT DFTB DFTB DFTB
60 Å environment static DFT DFTB DFTB DFTB

aFor the definition of the methods, see the text.

Figure 4. Chemical formulas of the seven organic molecules investigated here. (a) Alq3,
46−50 (b) α NPD,46,50 (c) DEPB,52 (d) mBPD,53,54 (e)

NNP,55 (f) pFFA,51 and (g)TPD.46,49,52,56,57 In the references, charge carrier mobilities were measured.

Figure 5. Energy disorder parameters for (a) holes and (b) electrons of the materials test set comprising seven different materials. The used methods
are fully described in the text. In order to reproduce the results of the full QM reference method, the hybrid large method is found to be most
appropriate.



differences and, thus, too strong energy disorder. Therefore, we
introduce the “hybrid large” method, where the first
coordination shells of molecules around the charged centers
are calculated in DFT as well as the charged molecule itself.
This method leads to very accurate energy disorder parameters
for all materials in the set, while providing almost an order of
magnitude CPU time cost reduction compared to the full QM
method (see Figure 7). In the “hybrid small” quantum patch
method only the charged molecules are treated on DFT level.
The neighboring self consistently evaluated and polarized
molecules along with the static molecules are all calculated in
DFTB. The energy disorder calculated with this method is in
almost all of the cases fairly close to the results from the “full
QM” method with the deviations varying between −10% and
+10% for Alq3 (electrons) and NNP (holes), respectively. But,
as charge carrier mobility is very sensitive to changes in energy
disorder (μ ∝ exp(−c(βσ)2),9,19−21 this will still produce
considerable errors in the mobility predictions and therefore is
not robust enough for a systematic predictive method with
ambitions of performing in silico screening of novel organic
semiconductors.
Finally, the “full semi empirical” calculations, systematically

underestimate the energy disorder for holes, while yielding
results, which are within 6% of the “full QM” results for
electrons for alpha NPD, mBPD, and NNP. One possible
explanation could be the minimal basis set deployed within the
DFTB method, which leads to underpolarization.58 This
implies, again, that the energies of the charged states of
molecules cannot be predicted reliably with exclusive use of
semiempirical methods within quantum patch algorithm. As an
example, the deviation of energy differences between DFT and
DFTB for 300 Alq3 pairs is ±0.142 eV for positively charged
molecules and ±0.108 eV for negatively charged molecules
leading to large discrepancies between “full QM” and “semi
empirical” energy disorder. All numbers are provided in Table
2.
In order to compare the results from the polaron method

with a faster equilibration method, we introduced the
polarization quantum patch method, based on neutral sample
equilibration without explicit additional charges. The results for
this method are shown in Table 3. The purely semiempirical
method as implemented in quantum patch algorithm is
producing deviations when compared to the full QM, which
vary between +12% for α NPD electron disorder and −30% for
TPD hole disorder. The inherent requirements of this method
do not allow for a large CPU timesaving and speed up by
splitting the system into DFT and DFTB parts as was achieved

in the polaron method. For this reason, no hybrid approaches
were pursued within the polarization approach.
To put our results in the right context we have illustrated the

extreme sensitivity of the charge carrier mobility on positive or
negative deviations in the energy disorder in the model shown
in Figure 6. The exponential dependence of the mobility on the
energy disorder strength results in tremendous changes in the
charge carrier mobility even for rather small errors in the
energy disorder.
We compared the computational requirements of the

different protocols; the results are shown in Figure 7. One
DFT calculation of a charged molecules takes 15 min of CPU
time on a 2.6 GHz Intel Xeon processor E5 2670 (Sandy
Bridge) including pre and postprocessing of a charged
molecule where a B3 LYP43/SV(P)44 level of theory was used
as implemented in TURBOMOLE30 and 6 min for an
uncharged molecule on the same level of theory. The
corresponding calculations within DFTB take on average 4 s
per molecule. We typically use seven self consistency steps in
the quantum patch method, 100 charged centers, each of them
surrounded by 100 molecules which are self consistently re
evaluated in each iteration cycle. For the hybrid large method,
12 of these 100 molecules are treated with DFT and the rest in
DFTB. For simplification, any additional preparation steps and
precalculations of the system along with any dimer calculations
for the electronic couplings were not taken into account. The
full QM method in this calculation needs 14 210 CPU h. The
hybrid large method gives the most accurate results, as it

Table 2. Comparison of the Energy Disorder Parameters for the Polaron II Method Performed on the DFT Level (Full QM as
well as QM One Shell Only), Hybrids of DFT and DFTB Approaches (Hybrid Small and Hybrid Large), and DFTB (Semi
empirical)

Energy Disorder σ (eV)

holes electrons

full QM QM one shell only hybrid large hybrid small
semi-

empirical full QM QM one shell only
hybrid
large

hybrid
small

semi-
empirical

Alq3 0.240 0.258 0.247 0.246 0.191 0.220 0.236 0.223 0.197 0.185
α-NPD 0.155 0.198 0.156 0.149 0.090 0.099 0.120 0.093 0.091 0.094
mBPD 0.133 0.156 0.143 0.142 0.119 0.140 0.159 0.143 0.151 0.150
DEPB 0.126 0.142 0.130 0.131 0.069 0.105 0.113 0.096 0.101 0.099
NNP 0.152 0.167 0.161 0.167 0.108 0.104 0.121 0.098 0.094 0.102
pFFA 0.123 0.141 0.122 0.130 0.083 0.102 0.133 0.097 0.096 0.091
TPD 0.142 0.159 0.135 0.133 0.082 0.157 0.177 0.161 0.147 0.108

Table 3. Comparison of the Energy Disorder Parameters for
the Polarization Method Performed on the DFT Level of
Theory (Full QM) and DFTB (Semi empirical)a

energy disorder σ (eV)

full QM semi-empirical

holes electrons holes electrons

Alq3 0.224 0.239 0.212 0.204
α-NPD 0.144 0.111 0.107 0.125
mBPD 0.130 0.131 0.140 0.140
DEPB 0.109 0.120 0.083 0.128
NNP 0.135 0.112 0.138 0.116
pFFA 0.112 0.102 0.089 0.109
TPD 0.129 0.157 0.093 0.155

aDeviations of up to 30% in energy disorder depending on the used
calculation methods along with no simple way to “hybridize” the
polarization approach with obvious CPU time savings made usage of
DFTB within this approach unfavorable.



reduces the full QM effort to 15.2% or 2167 CPU h. The
hybrid small method reduces the computational effort to 3.6%
or 506 CPU h, whereas the full semiempirical method requires
only 156 h (1.1% of the full DFT CPU time). As a comparison,
the last column shows the computational effort for the
polarization quantum patch method (explained above). In
order to calculate the energy disorder from total energies rather
than orbital energies, the total energies of uncharged molecules
in equilibrated environment are needed as reference values (for
details, see ref 28). The most accurate hybrid large Polaron
approach is less than factor two more expensive than the
affordable (but not as precise) Polarization model, which clearly
brings the Polaron approach on the map of methods, which are
readily available for in silico materials prescreening.
To better understand where, why, and how the “hybridizing”

of the quantum patch method works, we did a direct
comparison between DFT and DFTB calculations for a few
relevant quantities. Namely, for neutral Alq3 molecules in
vacuum we obtained typical dipole moments of d = 4.9 ± 0.9
D, while the dipole moments in DFTB of the same set of
molecules were 4.2 ± 0.8 D, which is comparable. For the
positively charged Alq3 molecules in vacuum the center of
charge differs by only 0.36 ± 0.17 Å between DFT and DFTB,
indicating method independent electronic structure, as different
orbital structure in Alq3 would almost certainly move the

charge center to another ligand, resulting in differences of
several angstroms at the very least. Further, the total energy
difference between the neighboring molecules (dimers), as
displayed in eq 3 is the main information used by the quantum
patch method to obtain the energy disorder of a morphology.
Thus, this difference is expected to be independent of the
calculation method, or the difference of the total energy
differences within each molecular dimer, coming from the
calculation method (δΔEcalc.method), is expected to be very small.
However, for positively charged Alq3 molecules, this difference
is ±0.43 eV clearly indicating that while DFTB seems to
capture relevant physics of the charge density very well, there
are discrepancies in the evaluation of the dimer energy
differences. As our primary interest is the reproduction of the
full DFT results, these observations justify the “onion” type
model, where a number of radial cutoffs for DFT (especially the
inner part where the total energies are relevant) and DFTB
(focusing on the outer shell where the dominating interaction is
between the central charge monopole and the local charge
dipole) is respectively used.

■ CONCLUSIONS

We have recently developed a fully self consistent QM
embedding approach to compute environmental effects on
polarons and other species in small molecule based organic
semiconductors. This first principle approach has the advantage
of being independent of force fields and therefore empirical
parametrization. The method is highly parallelizable and does
not need DFT calculations containing large parts of the
morphology at once due to the reduction to single interacting
molecules. This partitioning of the morphology further allows
for the potential employment of different (MP2, CC2, etc.)
computation methods for the central molecule. The electro
static interaction between molecules is always mapped to the
interaction with an external electrostatic potential represented
by partial charges of the respective molecule. Therefore, the
model does not contain constraints that must be extrapolated
to zero.
However, to yield statistically meaningful results the

quantum patch method must be applied to large samples,
resulting in large computational costs. In this investigation we
have presented a QM/QM quantum patch method as a viable
extension of the original quantum patch method. Fast
semiempirical density functional theory based tight binding

Figure 6. (a) Exponential dependence of the charge carrier mobility on energy disorder for C = 1/2 and C = 1/4 (see eq 2). As an example, disorder
strengths for two specific materials are shown in the plot. (b) Positive and negative shifts up to ±30% of the energy disorder, the largest deviation
between DFT and DFTB, lead to changes in charge carrier mobility (μDFTB/μDFT presented on the y axis) of between 5 and 10 orders of magnitude,
depending on the prefactor C. The changes grow larger as eq 2 becomes more sensitive for the larger C parameter 1/2 (dashed lines) and for larger
energy disorder σ (circles).

Figure 7. Comparison of the computational effort for the presented
methods. The most accurate method (see Figure 5) “hybrid large” is
reducing the computational cost by over 80% (almost an order of
magnitude) without any significant loss of precision.



calculations are combined with density functional methods and
compared to the previous results. We find an optimal choice of
parameters, where the calculations are accelerated by up to 1
order of magnitude without any significant change in the final
computed energy disorder parameters for seven different
materials. Accelerating the time limiting quantum chemical
step of our multiscale workflow may enable more accurate and
efficient disordered organic semiconductors simulations on
readily available computational hardware. Development of such
methods is a significant step toward precise, efficient, and
robust in silico materials screening. The applicability of the
method is by no means limited to the charge carrier mobilities
presented here but may be also used for studies of exciton
diffusion lengths, charge transfers in guest−host systems, etc.
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