
SIMON TERNES 

SCHRIFTEN DES INSTITUTS FÜR MIKROSTRUKTURTECHNIK  

AM KARLSRUHER INSTITUT FÜR TECHNOLOGIE (KIT)

Band 46

In Situ Characterization and Modelling  
of Drying Dynamics for Scalable Printing  
of Hybrid Perovskite Photovoltaics





Simon Ternes 

In Situ Characterization and Modelling  
of Drying Dynamics for Scalable Printing  
of Hybrid Perovskite Photovoltaics



Eine Übersicht aller bisher in dieser Schriftenreihe  
erschienenen Bände finden Sie am Ende des Buchs.

Schriften des Instituts für Mikrostrukturtechnik 
am Karlsruher Institut für Technologie (KIT) 
Band 46

Hrsg. Institut für Mikrostrukturtechnik



In Situ Characterization and Modelling  
of Drying Dynamics for Scalable Printing  
of Hybrid Perovskite Photovoltaics

by 
Simon Ternes



Print on Demand 2023 – Gedruckt auf FSC-zertifiziertem Papier

ISSN	 1869-5183
ISBN	 978-3-7315-1255-4 
DOI	 10.5445/KSP/1000152603

This document – excluding parts marked otherwise, the cover, pictures and graphs –  
is licensed under a Creative Commons Attribution 4.0 International License
(CC BY 4.0): https://creativecommons.org/licenses/by/4.0/deed.en

The cover page is licensed under a Creative Commons
Attribution-No Derivatives 4.0 International License (CC BY-ND 4.0):
https://creativecommons.org/licenses/by-nd/4.0/deed.en

Impressum

Karlsruher Institut für Technologie (KIT)  
KIT Scientific Publishing 
Straße am Forum 2 
D-76131 Karlsruhe

KIT Scientific Publishing is a registered trademark  
of Karlsruhe Institute of Technology.  
Reprint using the book cover is not allowed. 

www.ksp.kit.edu

Karlsruher Institut für Technologie
Institut für Mikrostrukturtechnik

In Situ Characterization and Modelling of Drying Dynamics  
for Scalable Printing of Hybrid Perovskite Photovoltaics

Zur Erlangung des akademischen Grades eines Doktors der Ingenieur-
wissenschaften von der KIT-Fakultät für Elektrotechnik und Informa- 
tionstechnik des Karlsruher Instituts für Technologie (KIT) genehmigte 
Dissertation 

von Simon Ternes, M.Sc. 

Tag der mündlichen Prüfung: 4. Juli 2022
Hauptreferent: Tenure-Track-Professor Dr. Ulrich W. Paetzold
Korreferent: Prof. Dr. Wilhelm Schabel







Abstract

Hybrid perovskites are a promising material class for next-generation pho-
tovoltaic (PV) modules. Due to the exceptional optoelectronic properties of
polycrystalline perovksite thin-�lms and the possibility of solution-processing
these �lms, signi�cant progress has been achieved since the emergence of
perovskite PV in 2005. At the release date of this work, champion power
conversion e�ciencies (PCEs) surpass 25% in perovksite solar cells and 20% in
(small-scale) perovskite PV modules. Furthermore, by tuning the bandgap of
hybrid perovskites as a function of their chemical composition, wide-bandgap
perovskite devices combined with silicon in a so-called tandem con�guration
exceeding a PCE of 30% could be demonstrated. However, for the success-
ful commercialization of the technology, several challenges must still be
addressed. The stability of perovskite devices needs to be increased to the in-
dustry standard of 30 years of operation, the PCEs of perovskite-incorporating
tandem devices need to surpass around 33% to justify the additional architec-
tural complexity with the associated costs and the device areas need to be
scaled up to market-relevant sizes of square metres. The focus of this work
lies on the last challenge – in particular on the transfer of perovskite solution
processes from spin coating to linear deposition techniques like blade coating.
In a second priority, this work covers the replacement of potentially toxic
solvents with green alternatives that are of minor concern for workers and
the environment.

The speci�c methodology used in this work is the fundamental analysis
of drying dynamics by extensive in situ characterization, on the one side,
and modelling of the involved dynamics backed by precise measurements of
heat and mass transfer, on the other side. First, the drying dynamics of two
typical perovskite precursor solutions are compared – methylammonium lead
iodide (MAPI) dissolved in N,N-dimethylformamide (DMF) as well as caesium,
formamidinium and methylammonium lead iodide bromide, called triple
cation perovskite (TCP), dissolved in a mixture of DMF and dimethylsulfoxide
(DMSO). The drying dynamics as measured by in situ interferometry in a
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Abstract

laminar air �ow channel are in accordance with a simple, analytical drying
model – assuming the dynamics are fully controlled by convection in the gas
phase and concentration gradients within the solution �lm can be neglected.
Numerical simulation shows a convergence with the analytical model if the
analogous mass transfer Biot number remains smaller than 103, which is
satis�ed in all presented experiments – under the assumption that the drying
process is e�ectively controlled by the di�usion coe�cient of the remaining
solution when the crystal phase precipitates. However, in the case of the TCP
precursor, the assumption of an additional drying regime with a signi�cantly
reduced solvent activity is necessary (𝛾DMSO = 0.05), which is attributed to
the formation of an intermediate solute-solvent phase. Second, in accordance
with a qualitative investigation of LaMer’s model for crystal growth and
nucleation, a criterion for processing homogeneous polycrystalline perovskite
thin-�lms with high surface coverage is identi�ed: A threshold of mass/heat
transfer coe�cients must be exceeded exactly at the critical concentration for
nucleation. This threshold di�ers signi�cantly for MAPI and TCP, which is
due to the reduced solvent activity in the TCP solution �lm before the onset
of the crystallization (𝛼 > 500Wm−2K−1 for TCP and 𝛼 > 25Wm−2K−1

for MAPI). For the determination of these thresholds, the laminar air �ow
with well-de�ned heat and mass transfer is compared to a focussed slot-
jet of high-pressure gas. The local heat transfer coe�cient of the slot-jet is
measured accurately by recording a thermochromic liquid crystal coatingwith
a commercial camera and �tting the resulting data to empirical correlations of
the Nusselt number for a variety of di�erent jet parameters. With the above-
described criterion at hand, not only blade coated MAPI perovskite solar cells
with the same PCE as spin coated devices (PCE>15%) can be fabricated in
the laminar air �ow by choosing a su�ciently high air �ow velocity. With
the same concept, the coating windows of MAPI and TCP �lms that are
dynamically moved under the narrow slot-jet are determined, enabling the
processing of decently e�cient perovskite solar cells (PCE>15%). Consistently,
an extensive coating test with varying web speed and air velocity con�rms
that the coating windows predicted by the model are indeed in correlation
with the morphology of experimentally fabricated perovskite thin-�lms as
characterized by large-area Whitelight Interferometry.

To advance the capabilities of in situ characterization, the newly designed In
situMultichannel Imaging technique is described in this work. The technique
combines the advantage of imaging large areas quickly and obtaining not
only re�ectance but also photoluminescence intensity and emission wave-
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length images quasi-simultaneously. Using this novel technique, defects in
the evolving thin-�lm morphology can be localized and classi�ed quickly.
The classi�cation is achieved by comparing the di�erent imaging channels
of the technique. Furthermore, the evolution of the optical properties of per-
ovskite solution �lms during drying and crystallization can be measured. We
demonstrate that the so-recorded transients for MAPI solution �lms are not
only in accordance with state-of-the art literature knowledge but also enable
the distinction between favourable and detrimental thin-�lm morphologies
as produced by di�erent processing parameters.

Besides the analysis of drying dynamics in the laminar air �ow and a slot jet
of high-pressure gas, this work covers a possible up-scaling of anti-solvent
immersion – a process called ‘anti-solvent quenching’ – with commercial
airbrush guns. Furthermore, the di�erence between the one-step deposition
process – where the perovskite is deposited from a solution containing all
components – and the two-step process – where a layer of lead iodide is
deposited independently, which is subsequently immersed with a solution of
the (organic) cations in Isopropanol – is discussed. While the one-step process
is performed with the conventional solvent mixture – DMF and DMSO – and a
green solvent mixture – DMSO and Ethylene Glycol Monobutyl Ether (EGBE),
the two-step process is directly transferred to blade coating using solely the
latter green solvent mixture. In a �nal analysis, all processing and respective
quenching methods are compared. It is shown that the anti-solvent process,
despite occasionally yielding performant devices, is problematic to control
both in terms of reproducibility and scalability. Additionally, the introduction
of green solvents to this process leads to a PCE o�set that cannot be corrected
by extensive optimization. In the two-step process, devices where the �rst
layer is blade coated and the second layer is spin coated do not fall signi�cantly
behind fully spin coated devices in terms of PCE. However, a decrease in PCE
and reproducibility is still noticeable when the second step is performed by
blade coating, as well. The process of one-step deposition combined with
dynamic slot-jet drying, supported by the modelling concepts mentioned
above, is most promising for industrial fabrication. The reasons are that
the complexity of the drying setup is manageable, that the process can be
exactly predicted from the provided models and that the results show a high
reproducibility (however still without the use of green solvents). To achieve
good results, a �ne-tuning of the web speed and the gas output velocity is
needed, which is fully determined by the drying models. In summary, the
comparison of di�erent processing methods demonstrates the fundamental
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advantages of dynamic drying combined with a narrow slot dryer. In addition,
the in situ characterization techniques and the modelling concepts could be
used in future works to optimize the perovskite deposition early-on in the
fabrication process – possibly using automated optimization systems – in
order to maintain a good quality of perovskite PV on large areas. On top
of that, the design of drying and coating machines without the need for
extensive testing campaigns becomes possible.
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Zusammenfassung

Hybride Perowskite sind eine vielversprechende Materialklasse für die nächs-
te Generation von Photovoltaikmodulen. Aufgrund der außergewöhnlich
guten optoelektronischen Eigenschaften von polykristallinen Perowskitdünn-
schichten und der Möglichkeit diese Schichten nass abzuscheiden konnten
große Fortschritte seit dem Beginn der Entwicklung von Perowskitphoto-
voltaik im Jahre 2005 erzielt werden. Zur Zeit der Fertigstellung dieser Ar-
beit erreichen Perowskitsolarzellen bereits Wirkungsgrade über 25% und
(Mini-)Perowskitmodule erreichen Wirkungsgrade über 20%. Darüber hinaus
können aufgrund der Durchstimmbarkeit der Bandlücke als Funktion der
chemischen Zusammensetzung des Perowskits Solarzellen mit breitem Ban-
dabstand gefertigt werden, die mit Silizium kombiniert Wirkungsgrade über
30% in der sogenannten Tandem-Kon�guration erreichen. Dennoch gibt es
noch einige Herausforderungen, die gemeistert werden müssen, um die neue
Technologie erfolgreich zu kommerzialisieren. Die Stabilität von Perowskit-
photovoltaik muss verbessert werden, sodass die industrieüblichen 30 Jahre
Betriebszeit möglich werden, der Wirkungsgrad von Perowskit-enthaltenden
Tandemsolarzellen muss etwa 33% betragen, um die zusätzliche Komplexität
der Architektur und die damit verbundenen Kosten zu rechtfertigen und
die aktive Fläche der Module muss auf marktrelevante Größen von Qua-
dratmetern hochskaliert werden. Diese Arbeit behandelt hauptsächlich die
letztgenannte Herausforderung, das heißt insbesondere den Prozesstransfer
von der Rotationsbeschichtung („spin coating“) zu linearen Beschichtungs-
techniken wie dem Rakelverfahren („blade coating“). In zweiter Priorität
handelt diese Arbeit von dem Ersatz potentiell toxischer Lösemittel durch
grüne Alternativen, die nahezu unbedenklich für den Menschen und die
Umwelt sind.

Die spezi�sche Methodik dieser Arbeit ist die grundlegende Analyse von
Trocknungsprozessen durch umfassende In-Situ-Charakterisierung auf der
einen Seite und die Modellierung der zugehörigen Dynamik gestützt durch
präzise Messung des Sto�/Wärmetransportes auf der anderen Seite. Zunächst
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Zusammenfassung

wird die Trocknungsdynamik von zwei typischen Perowskit-Ausgangslösung-
en verglichen – Methylammonium-Bleiiodid (MAPI) gelöst in N,N-Dimethyl-
formamid (DMF) sowie Cäsium-, Formamidinium- und Methylammonium-
Bleiiodid-bromid, das sogenannte Dreifachkationenperowskit (TCP), gelöst in
DMF und Dimethylsulfoxid (DMSO). Die Trocknungsdynamiken, gemessen
durch in-situ Interferometrie in einem laminaren Strömungskanal, stimmen
mit den Vorhersagen eines einfachen, analytischen Trocknungsmodells über-
ein, das auf den Annahmen basiert, die Trocknung sei vollständig kontrolliert
durch den Sto�transport in der Gasphase und Konzentrationsgradienten in
der Lösung seien vernachlässigbar. Eine numerische Simulation konvergiert
mit den analytischen Gleichungen, sofern die analoge Biot-Zahl für Sto�trans-
port kleiner 103 bleibt, was in allen hierin beschriebenen Experimenten erfüllt
ist – unter der Annahme, dass beim Ausfällen der Kristallphase die verbleiben-
de Trocknung durch den Di�usionskoe�zienten der verbleibenden Lösung
bestimmt wird. Im Falle der TCP-Lösung ist jedoch die Hypothese eines zu-
sätzlichen Trocknungsbereiches mit deutlich reduzierter Lösemittelaktivität
notwendig (𝛾DMSO = 0,05), was mit der Bildung einer Zwischenphase aus
Lösemittel- und Perowskitkomponenten erklärt werden kann. Als nächs-
ter Schritt wird aus einer qualitativen Betrachtung des LaMer-Modells für
Kristallwachstum und -nukleation ein Kriterium für die Herstellung homoge-
ner, polykristalliner Perowskitdünnschichten mit hoher Flächenabdeckung
hergeleitet. Das Kriterium besagt, dass ein bestimmter Schwellwert des Wär-
me/Sto�transportkoe�zienten genau dann überschritten werden muss, wenn
die Lösung die kritische Konzentration für die Nukleation der Kristalle er-
reicht. Dieser Schwellwert unterscheidet sich für MAPI und TCP signi�kant,
was durch die reduzierte Lösemittelaktivität im TCP Lösemittel�lm vor dem
Einsetzen der Kristallisation zustande kommt (𝛼 > 500Wm−2K−1 für TCP
und 𝛼 > 25Wm−2K−1 für MAPI). Zur Bestimmung dieser Schwellwerte wird
eine Laminarströmungmit wohl de�niertem Sto�- undWärmeübertrag vergli-
chen mit einer Strömung von Druckluft durch einen schmalen Schlitz, deren
lokaler Wärmeübertragskoe�zient durch die Aufnahme einer thermochro-
men Kristallschicht mit einer handelsüblichen Kamera und Fitten der resultie-
renden Daten an empirische Korrelationen der Nußeltzahl für eine Vielzahl
an Düsenparametern bestimmt wird. Mithilfe des oben genannten Kriteriums
können nicht nur gerakelte MAPI Solarzellen im laminaren Luftstrom durch
eine angemessene Strömungsgeschwindigkeit hergestellt werden, deren Wir-
kungsgrad denen von rotationsbeschichteten Zellen entspricht (>15%). Mit
dem gleichen Modell können die Prozessfenster für MAPI und TCP Filme be-
stimmt werden, die dynamisch unter den Hochdruck-Schlitztrockner fahren,
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sodass die Herstellung von Solarzellenmit respektablemWirkungsgrad (>15%)
möglich wird. Eine umfangreicher Beschichtungstest mit variierender Band-
und Luftgeschwindigkeit bestätigt in konsistenter Weise, dass die durch das
Modell vorhergesagten Porzessfenster mit den mit Weißlichtinterferometrie
vermessenen Morphologien experimentell gefertigter Perowskitdünnschich-
ten korrelieren.

Um den Umfang der In-Situ-Charakterisierung zu erweitern, wird zusätz-
lich die neu entwickelte In-Situ-Multikanal Bildgebung (IMI) in dieser Arbeit
beschrieben. Diese Messtechnik kombiniert die Vorteile von schneller Bild-
gebung auf großen Flächen mit der Fähigkeit, nahezu gleichzeitig re�ektive
Bilder und Bilder der Photolumineszenzintensität und -emissionswellenlänge
aufzunehmen. Durch Verwendung dieser innovativen Messtechnik können
Defektstellen in der Dünnschichtmorphologie schnell lokalisiert und klas-
si�ziert werden. Hierbei wird die Klassi�zierung durch den Vergleich der
unterschiedlichen Bildkanäle durchgeführt. Darüber hinaus kann IMI zur
Aufnahme und Analyse von Transienten der optischen Eigenschaften der
trocknenden und kristallisierenden Dünnschichten eingesetzt werden. Beim
Trocknen von MAPI Dünnschichten zeigt sich, dass diese Transienten nicht
nur den Vorhersagen aktueller Forschung entsprechen, sondern auch die
Unterscheidung vorteilhafter und unvorteilhafter Dünnschichtmorphologien
ermöglichen, die infolge unterschiedlicher Prozessparameter entstehen.

Neben der Analyse der Trocknungsdynamiken von Perowskitlösungsschich-
ten in Laminar- und Schlitzströmung, enthält diese Arbeit die Beschreibung
möglicher Hochskalierungskonzepte mit Anti-Lösemittel Exposition – ein
Prozess, der in der Literatur als „Anti-Solvent Quenching“ bekannt ist – durch
handelsübliche Air-Brush Pistolen. Zusätzlich wird der Unterschied zwischen
dem Einschritt-Prozess, in dem das Perowskit von einer alle Komponenten
enthaltenden Lösung abgeschieden wird, und dem Zweischritt-Prozess er-
läutert, in dem zunächst eine Schicht von Bleiiodid aufgetragen wird, die
anschließend der (organischen) Kationen-Lösung (basierend auf Isopropanol)
ausgesetzt wird. Während der Einschritt-Prozess sowohl mit der konven-
tionellen Lösemittelformulierung aus DMF und DMSO als auch mit grünen
Lösemitteln, einer Mischung aus DMSO und Ethylenglycolmonobutylether
(EGBE), durchgeführt wird, erfolgt der Zweischrittprozess ausschließlich mit
den oben genannten grünen Lösemitteln direkt beim Transfer zum Rakelver-
fahren. In einer Analyse am Ende der Arbeit werden schließlich alle oben
aufgeführten Prozesse basierend auf den jeweiligen Quenching-Methoden
verglichen. Es stellt sich heraus, dass der Anti-Lösemittelprozess trotz ver-
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einzelter Erfolge bei der Herstellung e�zienter Solarzellen in Hinsicht der
Reproduzierbarkeit und der Skalierbarkeit Mängel aufweist. Darüber hinaus
führt der Einsatz grüner Lösemittel beim Anti-Lösemittelprozess zu einem
signi�kanten Einbruch des Wirkungsgrades, der auch durch langwierige Op-
timierung nicht ausgeglichen werden kann. Im Vergleich hierzu fällt der Wir-
kungsgrad von Solarzellen, deren Absorber durch Rakeln der ersten Schicht
und darau�olgende Rotationsbeschichtung der Kationenlösung hergestellt
wurden, kaum hinter komplett rotationsbeschichteten Zellen zurück. Bisher
sind die Verluste desWirkungsgrades und der Reproduzierbarkeit jedoch noch
höher, wenn die zweite Schicht ebenfalls durch Rakelbeschichtung appliziert
wird. Allen voran ist der Einschritt-Prozess basierend auf der dynamischen
Trocknung mit der Schlitzströmung, gestützt durch die vorher beschriebene
Modellierung, die vielversprechendste Variante für die zukünftige industrielle
Fertigung. Die Gründe hierfür sind die beschränkte Komplexität der nötigen
Fertigungsstrecke, die Vorhersehbarkeit der Ergebnisse durch die beschriebe-
nen Modelle und die gleichzeitige hohe Reproduzierbarkeit der Ergebnisse
(jedoch bisher ohne den Einsatz grüner Lösemittel). Um mit diesem Pro-
zess gute Resultate zu erzielen, ist das Fine-Tuning der Bandgeschwindigkeit
zur Gasgeschwindigkeit von großer Bedeutung, was durch die Trocknungs-
modelle vollständig vorhergesagt wird. Zusammenfassend lässt sich also
sagen, dass der Vergleich verschiedener Prozessierungsmethoden in dieser
Arbeit die grundsätzlichen Vorteile der dynamischen Trocknung durch einen
schmalen Schlitztrockner demonstriert. Darüber hinaus können die In-Situ-
Charakterisierungsmethoden sowie Modellierungskonzepte dieser Arbeit in
Zukunft dafür verwendet werden, die Perowskitabscheidung zu einem frühen
Zeitpunkt im Herstellungsprozess zu optimieren – möglicherweise unter Ver-
wendung automatisierter Optimierungstechnik – und somit eine hohe Quali-
tät der Perowskitphotovoltaik auf großen Flächen sicherzustellen. Zusätzlich
wird die Auslegung großer Beschichtungs- und Trocknungsmaschinen mit
den bereitgestellten Modellen ohne große Pilot-Kampagnen möglich.
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Part I.

Introduction





1. Motivation

Climate change is one of the greatest challenges of the 21st century [1].
The reason is that the global average temperature, determining the total
amount of thermal energy in our atmosphere, impacts nearly all spheres of
human, animal and plant life[2]. It is a consensus within the meteorological
research community that the increase of the global average temperature
as compared to pre-industrial times is human-induced and originates from
the emission of green-house gases, among which carbon dioxide (CO2) as
produced by the combustion of fossil fuels is the biggest contributor[3]. The
Intergovernmental Panel on Climate Change (IPCC) recently released the
second part of its Sixth Assessment Report covering Impacts, Adaptation and
Vulnerability related to climate change[4]. It highlights the interdependence
of the global average temperature and the associated risks for life on our
planet, listing �ve major Reasons For Concern (RFC):

• RFC1: Dangers for unique and threatened systems (human or ecologi-
cal) that are geographically constrained by climate-related conditions
(for example coral reefs, the arctic, glaciers etcetera)

• RFC2: Extreme weather events that pose high risks to human heath,
livelihoods and biodiversity hotspots (for example heatwaves, heavy
rain, droughts and wild�res, �ooding)

• RFC3: Distribution of impacts – risks that a�ect particular groups due
to their exposure or vulnerability (for example populations of islands
or deserts)

• RFC4: Global aggregate impacts, that is global socio-ecological im-
pacts (for examplemonetary damage, species lost, lives a�ected, etcetera)

• RFC5: Large-scale singular events that happen abruptly and are some-
times irreversible (for example ice sheet disintegration or thermohaline
circulation slowing)
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According to the IPCC report, RFC1 and RFC2 are already observable due to
the global warming that started with the industrial revolution until the present
day. In contrast, the impact of RFC3-RFC5 is still moderate to undetectable.
However, this will de�nitely change within the next ten years – potentially
threatening entire biospheres and civilizations. The likelihood of these risks
depends directly on the relative global temperature rise as compared to pre-
industrial standards. Therefore, the IPCC de�ned the 1.5◦C-goal as a desirable
scenario in which the worst risks could be mitigated and, most importantly,
the process of further global warming could be limited [5].

In order to predict possible scenarios of the future evolution of the global
average temperature, complex climate models are applied taking into account
the green house gas emissions as a result of human behaviour (see Figure
1.1).

Figure 1.1.:Global average temperature time series (11-year running average) as mea-
sured historically (black line) and predicted from climate models (coloured lines)
starting from the present until the year 2100 for di�erent socio-economic pathways
(SSP1-SSP5). Thick lines are the mean values and the shaded area represents the
±1.64𝜎 interval generated from an ensemble of di�erent computations. (reproduced
with permission from Tebaldi et al. [6]: Figure 1a licensed under CC BY 4.0 [7])
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The predicted temperature evolution depends on the so-called shared socio-
economic Pathway (SSP) scenarios which are a complex prediction of human
society in terms of global population, global Gross Domestic Product (GDP),
land use, energy production and consumption as well as the resulting emitted
greenhouse gases which cause the increase in global surface temperature[8].
Consistently, as shown in Figure 1.1, the predicted global average temperature
strongly depends on the kind of SSP scenario. Here, wewill shortly summarize
the main assumptions for the �rst three of these[9]:

• SSP1 sustainability – taking the green road
The economy decouples partially from material and energy resources.
Social acceptance of renewable energy production is high and renew-
able technologies develop faster than conventional ones.

• SSP2 middle-of-the-road
Global energy demand will continue to grow with the same rate as to-
day. The social acceptance of technologies and energy sources does not
change signi�cantly and the transformation of the energy production
continues.

• SSP3 rivalry – a rocky road
There is a fast increase in human population, but economic progress
and environmental awareness stagnates for large parts of this popula-
tion. Energy production is only slowly modernized and domestic coal
and biomass is preferred to global energy trade.

Figure 1.2 shows the assumptions for the development of the global energy
production that were made in the scenarios SSP1, SSP2 and SSP3 (technically,
each SSP scenario has a subcategory designated by the assumed maximum
radiative forcing

[
Wm−2] in the atmosphere as induced by di�erences in the

assumed technological development. Here, we selected SSP1-2.6, SSP2-4.5
and the SSP3 baseline as plausible scenarios, while others can be found in [9].
The baseline assumes no use of carbon capture and storage nor novel nuclear
technologies.). We �nd that one of the major di�erences between scenarios
SSP1, SSP2 and SSP3 is the growth of the renewable energy sector (other
technologies such as carbon capture and storage, nuclear energy concepts
and the total energy consumption also play a vital role.). Renewable energies
have the advantage of (close-to) zero net emission of additional greenhouse
gases. A very promising renewable energy source is solar power, and in
particular photovoltaics (PV), taking a large share of the energy production in
the scenarios SSP1 and SSP2. The International Energy Agency (IEA) predicts
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Figure 1.2.:Assumptions for the partition and development of global primary energy
use until the year 2100 in the shared socio-economic pathways SSP1-2.6 and SSP2-4.5
and SSP3-Baseline in comparison[10]. The second number indicates the assumed
radiative forcing in

[
Wm−2] in the atmosphere and depends on the technological

innovation. While in the 2.6Wm−2 case, bioenergy with carbon capture and storage
(BECCS) is assumed to show a strong increase, in the 4.5Wm−2 case, novel nuclear
energy concepts as well as coal with carbon capture and storage (w/ CCS) are assumed
to play a major role in future energy production. In the baseline case, neither of these
novel technologies is assumed to have an impact in the future and today’s technologies
are assumed to prevail. (reproduced with permission from Bauer et al. [9]: Figure 5a
used under CC BY 4.0 [7], cropped in extracts and rearranged)

that the global renewable energy capacity will rise by 2026 to over 4.8 TW
(which is over 60% of 2020’s global electricity generation capacity) with PV
providing more than half of this capacity[11]. It has to be noted that IEA
prognoses on renewable energy growth are commonly very conservative[12].
Indeed, considering that the global cumulative PV capacity has most likely
surpassed 1 TW recently and that the newly installed PV capacity in 2022
will probably exceed 200GW, the IEA prognosis on PV growth appears realis-
tic[13]. A key �gure for PV is the total price per watt of generated power, that
is its ‘levelized cost of electricity’ (LCOE) measured over the whole operation
lifetime including costs for installation, operation and maintenance, land use,
electronics and scrubbing as well as an estimate of the annual discount rate
of the investment. The development of the LCOE in�uences, in relation to
the prices of other energy sources, how fast global PV capacity will grow
in the future[14] (in addition to the decisions of policy makers and the de-
velopment of electric grid as well as energy storage technologies needed to
manage decentralized and volatile energy production[15]). The reason is that
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a technological transition on global scales most likely requires the combined
e�ort of green policies (CO2 prices, subsidies, investments,...) and economic
incentives such as a promised return of investment for PV systems matching
(at least) the global economic growth. In state-of-the-art PV systems, the
so-called ‘balance of system costs’ (price of inverting electronics, batteries,
mounting, etcetera) already surpass the module prices themselves[16]. There-
fore, further lowering of the LCOE of PV is most-e�ectively achieved by
increasing the power conversion e�ciency (PCE) – or more precisely the
energy yield[17]) – of commercially available PV modules instead of further
reducing their fabrication costs. For this reason, the development of novel
PV technologies is of utmost importance. In particular, technologies beyond
the market-dominating mono-crystalline silicon PV will become increasingly
important in the future. The reason is that mono-crystalline silicon PV is
predicted to reach is physical e�ciency limit around 2030 [16]. The hybrid
perovskite PV covered in this work could provide a contribution to a next
generation of commercial PV modules overcoming these limitations (as will
be detailed later).

In conclusion, it is crucial to make global e�orts to maintain the global
surface warming – in the ideal case staying in the scenario SSP1 (that is
SSP1-1.9 or SSP1-2.6). In this way, a maximum global temperature increase of
1.5◦C − 2◦C as compared to pre-industrial times could be maintained, instead
of an uncontrolled heating with devastating impacts on all species of life
according to the scenario SSP3-7.0. A decisive factor for the likelihood of the
di�erent scenarios are the methods of primary energy production. The rate of
innovation of PV as compared to other technologies could be a key indicator
for a achieving the 1.5◦C-goal – in particular in situations where regulative
measures are insu�cient and the cost-e�ectiveness of technologies is the
decisive factor. Hybrid perovskite PV is a very promising candidate for a new
generation of PV modules, surpassing the physical e�ciency limitations of
mono-crystalline PV (if combined with another semiconductor as detailed
below).
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2. Structure, grammar, and
contributions

In order to increase readability and outline the general connection of the
covered topics, the sections of this work are structured in a logical rather than
a chronological succession. That is to say that the content is not ordered by
the release date of the main publications (which is a very common convention
in cumulative PhD theses), but by the logical connections of di�erent aspects
contained in these publications. To still provide the reader with the ability
to quickly recognize if a certain section reviews one or multiple previous
publications, footnotes with the symbols ★, †, ‡ are added to the respective
section headlines (these footnotes are just for convenience, proper reference
is provided independently at each statement where it is necessary). Following
this convention, sections that are uniquely appearing in this thesis (covering
literature knowledge, background information or so-far unpublished results)
are not marked with a respective footnote.

The concrete structure is the following. After this introduction, the second
part ’Fundamentals and Methods’, covers all necessary background knowledge
from literature on the topic of hybrid perovskites and thin �lm solar cells
as well as the set of standard experimental methods that were used in the
fabrication and characterization of perovskite solar cells. The third part ’Re-
sults and Discussion’ covers three main sections of results that were achieved
during the work in this thesis. First, a gas phase controlled drying model is
introduced and adapted to perovskite precursors, deriving novel analytical
equations. The so-obtained quantitative predictions of drying dynamics are
compared to interferometric measurements recorded in a well-de�ned lami-
nar air �ow environment. In a similar way, state-of-the-art crystallization
models are applied to perovskite thin-�lms resulting in a qualitative simu-
lation of the polycrystalline morphology evolution that is correlated with
experimentally fabricated thin-�lm morphologies. In succession, the develop-
ment of extended characterization techniques for the scaling of drying and
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crystallization processes is discussed. A special emphasis is put on the newly
developed In situ Multichannel Imaging, which is designed to assess the per-
ovskite thin-�lms in real-time and on large areas early on in the formation of
the material. In the next chapter, we list all investigated perovskite processing
methods ordered according to the method used for drying/quenching the
precursor (that is laminar air �ow, anti-solvent or slot-jet) and, in subordinate
hierarchy, according to the type of the original process and precursor (one
step methylammonium lead iodide, one step triple cation, two step double
cation). Each of these sections is written in the mindset of, �rst, showing
the e�ect of the optimization of process parameters on the thin-�lm mor-
phology as well as device performances and, second, determining how these
empirical �ndings can be explained by the earlier derived knowledge about
the drying and crystallization dynamics of the respective precursor. In this
context, special emphasis is put on the formulation of a coating window, that
is a parameter space in which industrial coating can be performed in the
future. Finally, all investigated processes are compared in terms of device
performances and their prospects and limitations for an industrial fabrication
line (section 8.4).

Before we come to the contributions to the results described in this work,
a short note on English grammar is necessary. In the whole manuscript,
the pronoun ’we’ is used as the substantive performing actions and thought
processes. This can, in some parts of this work, be interpreted as a tribute
to the fact that most of the presented �ndings are a product of constructive
team work between students, PhD candidates, principal investigators and
the author, as detailed below. However, to maintain consistency in grammar,
the pronoun ’we’ is also used in sections or statements that were conceived
solely by the author himself. In these phrases, ’we’ is either used to designate
the imaginary, didactic team of the reader and the author (’We can write
equation... as ...’, ’Let us focus on... ’, ’We can safely assume that...’ [synonym:
’you’]) or it is simply a synonym of an imaginary group of people who would
come to the same conclusion (’We note that...’, ’We usually set ...’,’We assume
that...’, [synonym: ’one’ or ’the author’]). This deliberate choice of consistent
grammar was preferred to the use of the rather narrative or autobiographic
than scienti�c pronouns ’I’ and ’you’ as well as excessive use of the passive
voice.

Let us now come to the contributions. Nowadays, signi�cant progress of
science and technology is nearly impossible without productive team work. It
is therefore not only necessary but also a sign of the reliability and solidity of
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scienti�c results to highlight the work of all those who contributed, reviewed
and tested these hard earned results. To give proper credit to all these people,
we will apply the ‘CRediT’ taxonomy for the main publications [18]. Other
contributions are given by student theses that were supervised by the author,
occasionally in cooperation with colleagues. These will be listed after the
main publications. At this point, it must be stated that the formal authorship
of this thesis as associated with the task of writing, editing, graphics design
and structuring is solely attributed to the author and remains untouched by
these contributions.

Firstly, ‘Drying Dynamics of Solution-Processed Perovskite Thin-Film Pho-
tovoltaics: In Situ Characterization, Modeling, and Process Control’ was
published in Advanced Energy Materials in 2019 with the authors Simon
Ternes (S.T), Tobias Börnhorst (B.T.), Jonas A. Schwenzer (J.A.S), Ihteaz M. Hos-
sain (I.M.H), Tobias Abzieher (T.A.), Waldemar Mehlmann (W.M.), Uli Lemmer
(U.L.), Philip Scharfer (P.S.), Wilhelm Schabel (W.S.), Bryce S. Richards (B.S.R.),
Ulrich W. Paetzold. (U.W.P) [19]. In addition to the citation mark, sections
containing content of this publication will be marked with a ★-symbol and
a corresponding footnote, for convenience. It should to be noted that the
work is succession of Benjamin Schmidt-Hansberg’s (B.S.H.) work on organic
photovoltaics to whom the authors are grateful, in particular. The ‘CRediT’
is given in the following table:

Term Authors Details

Concept S.T., T.B., P.S.,
W.S., B.S.R &
U.W.P

conceptualization of �ow channel
setup by B.S.H. under supervision of
W.S. and P.S., adjustment to hybrid
perovskite deposition by S.T. and oth-
ers

Methodology S.T., T.B., W.S.,
P.S. & U.W.P

development of drying models and
experimental procedures to test
these.

Software S.T., P.S., W.S. LabView software for data acquisi-
tion by B.S.H, P.S. andW.S., data anal-
ysis and processing by S.T..
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Term Authors Details

Validation S.T., T.A., T.B.
& W.M.

AFM/SEM top view measurements
by S.T., SEM cross section measure-
ments by T.A., Drying experiments
and interpretation by S.T., T.B. and
W.M.

Formal
Analysis

S.T. Evaluation of interferometric data,
�tting of drying rates and/or drying
models to data

Investigation S.T., J.A.S.,
I.M.H., B.S.R &
U.W.P

Development of solar cell stack, fab-
rication and testing.

Resources J.A.S., I.M.H. Supply with spin-coated reference
cells, fabrication processes and ma-
terials

Data Curation S.T. Creating of ’database’ of drying ex-
periments

Writing—
Draft

S.T. -

Writing—
Review

T.B.,U.L., B.S.R,
P.S. & U.W.P

-

Visualization S.T., B.S.R &
U.W.P

Original plots by S.T., revised by B.S.R
and U.W.P

Supervision U.L.,P.S., W.S.,
B.S.R & U.W.P

-

Project Ad-
ministration

U.L., P.S., W.S.,
B.S.R & U.W.P

-

Funding
Acquisition

U.L., P.S., W.S.,
B.S.R & U.W.P

-

Second, ‘Correlative In Situ Multichannel Imaging for Large-Area Monitor-
ing of Morphology Formation in Solution-Processed Perovskite Layers’ was
published in Solar RRL in 2021 with the authors Simon Ternes (S.T.), Felix
Laufer (F.L.), Philip Scharfer (P.S.), Wilhelm Schabel (W.S.), Bryce S. Richards
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(B.S.R.), Ian A. Howard (I.A.H.) and Ulrich W. Paetzold (U.W.P.) [20]. In addition
to the citation mark, sections containing content of this publication will be
marked with a †-symbol and a corresponding footnote, for convenience. It
is important to note that S.T. and F.L. contributed equally to the work. The
‘CRediT’ is given in the following table:

Term Authors Details

Concept S.T.& I.A.H conceptualization of IMI setup
Methodology S.T., F.L., I.A.H.

& U.W.P
application of IMI on the drying
channel at di�erent drying param-
eters

Software S.T., F.L. camera operation, data post-
processing

Validation S.T., F.L. comparison with spectral one-point
probe PL setup by F.L., comparison
with literature by S.T.

Formal
Analysis

S.T., F.L. Data evaluation and interpretation

Investigation S.T., F.L. Conducting of IMI experiments by
F.L and S.T., chemical engineering of
devices by S.T..

Resources I.A.H., P.S. &
W.S.

Supply with components for elec-
tronics, mounting and operation

Data Curation S.T., F.L. Creating of ’database’ and detection
of trends by F.L. and S.T. , defect anal-
ysis by S.T.

Writing—
Draft

S.T. -

Writing—
Review

F.L., B.S.R,
I.A.H. & U.W.P

-

Visualization S.T.,F.L., B.S.R,
I.A.H. & U.W.P

Original plots by S.T. & F.L., revised
by B.S.R, I.A.H. & U.W.P

Supervision P.S., W.S.,
B.S.R, I.A.H. &
U.W.P

-
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Term Authors Details

Project Ad-
ministration

P.S., W.S.,
B.S.R, I.A.H. &
U.W.P

-

Funding
Acquisition

P.S., W.S.,
B.S.R, I.A.H. &
U.W.P

-

The last publication "Drying and Coating of Perovskite Thin-Films: How to
Control the Thin-Film Morphology in Scalable Dynamic Coating Systems"
was published in ACS Applied Materials & Interfaces in 2022 with the authors
Simon Ternes (S.T.), Jonas Mohacsi (J.M.), Nico Lüdtke (N.L.), Hoang Minh Pham
(H.M.P), Meriç Arslan (M.A.), Philip Scharfer (P.S.), Wilhelm Schabel (W.S.),
Bryce S. Richards (B.S.R.), Ulrich W. Paetzold (U.W.P.) [21]. In addition to the
citation mark, sections containing content of this publication will be marked
with a ‡-symbol and a corresponding footnote, for convenience. The ‘CRediT’
is given in the following table:

Term Authors Details

Concept S.T. conceptualization of coating setup
and modelling

Methodology S.T., J.M., N.L.,
H.M.P.

operation of high-pressure slot-
nozzle and dynamic coating by S.T.,
N.L. & H.M.P., TLC measurements by
S.T. & J.M.

Software S.T., J.M., N.L.,
M.A. & ,
H.M.P., P.S. &
W.S.

motor operation by N.L., M.A. &
H.M.P., TLC evaluation by J.M., P.S.
& W.S., data analysis and drying sim-
ulation by S.T.

Validation S.T., J.M., N.L.,
H.M.P. and
M.A.

experiments of static and dynamic
gas quenching by N.L., H.M.P& M.A.,
validation of heat transfer coe�-
cients by S.T., J.M. and validation of
drying models by S.T.
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Term Authors Details

Formal
Analysis

S.T. Data evaluation, simulation of dry-
ing dynamics and interpretation

Investigation S.T., N.L., M.A.
& , H.M.P.

Investigation of perovskite morphol-
ogy evolution under di�erent mass
transfer conditions

Resources S.T., J.M., P.S.
& W.S.

air nozzle and TLC setup by J.M., P.S.
& W.S., integration and adjustments
by S.T.

Data Curation S.T. Simulation and modelling
Writing—
Draft

S.T. -

Writing—
Review

J.M., B.S.R, &
U.W.P

-

Visualization S.T., B.S.R, &
U.W.P

Original plots by S.T. , revised by
B.S.R & U.W.P

Supervision P.S., W.S.,
B.S.R, & U.W.P

-

Project Ad-
ministration

P.S., W.S.,
B.S.R& U.W.P

-

Funding
Acquisition

P.S., W.S.,
B.S.R & U.W.P

-

Besides the main publications, this work reviews results of multiple Bach-
elor’s and Master’s theses, some of which were supervised with the help
of the colleagues Tobias Börnhorst and Fabian Schackmar, which will be
indicated accordingly. During the supervision of a student, the most common
distribution of tasks is that the supervisors will conceptualize a methodol-
ogy and goal, give suggestions for the respective, subsequent experiment
and give concise guidelines how to interpret the data. The student conducts
the experiments, evaluates the data with the given method and gives their
opinion on possible issues and solutions. However, there are also cases where
students develop unexpected ideas and perform self-designed experiments
beyond the framework given by the supervisor, which can lead to unexpected
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solutions of problems. These cases of excellent, independent research will
be indicated in the list below. This work reviews (partially) content of the
following theses:

• Bachelor’s thesis ofWaldemar Mehlmann on the topic "Optimization of
the deposition and crystallization of a perovskite solution �lm in a �ow
channel." co-supervised with Tobias Börnhorst. This work contributed
to the �rst drying experiments of MAPI in the laminar air �ow channel
as detailed in section 8.1.1.

• Bachelor’s thesis of Louis Kressibuch on the topic "Optimization of the
deposition and crystallization of a triple cation perovskite solution
�lm in a �ow channel" co-supervised with Tobias Börnhorst. This work
contributed to the basis of the optimization of the anti-solvent spray
quenching of one-step triple cation perovskite detailed in section 8.2.

• Master’s thesis of Virajini Palakonda on "Green solvent Engineering of
Triple Cation Solar Cells" continuing Mr. Kressibuch’s work by solely
using green solvents in the precursor.

• Master’s thesis of Kristina Geistert with the topic "Investigation of
solvent systems with non-hazardous volatile components for blade
coating of homogenous lead iodide layers for perovskite solar cells."
co-supervised together Fabian Schackmar. This work laid the basis for
the section 8.1.2 detailing on the two-step green solvent deposition
of PbI2 in the laminar air �ow. Remarkably, Ms. Geistert optimized
the parameter space of surfactants, solvent concentrations and coating
parameters very independently.

• Master’s thesis of Vashu Kamboj continuing Ms. Geistert’s work with
the topic "Scalable sheet-to-sheet-coating of double cation perovskite
solar cells based on green solvent systems." Her work was the basis for
the process transfer of the second step, that is the deposition of the
cations, by blade coating.

• Master’s thesis of Felix Laufer on the topic "Large-area luminescence
imaging of perovskite photovoltaics for in situ characterization" which
laid the basis the IMI technique and the second publication (see †
symbol for the chapters concerned by this). Mr. Laufer worked in an
excellent independent way continuously pushing the capabilities of
the system and the depth of image post-processing beyond the initial
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expectations during his work time (he is therefore shared �rst author
of the publication as detailed above).

• Bachelor’s thesis of Huang Minh Pham on the topic "Design and Op-
timization of an air knife for the drying of a triple cation perovskite
precursor �lm.". This work laid the basis for the (static) quenching of
triple cation perovskite with a narrow jet of high-pressure air (section
8.3.). Remarkably, Mr. Pham overcame a fundamental problem of this
method by his idea to use very narrow slot-widths very close to the
drying thin-�lm.

• Bachelor’s thesis of Meriç Arslan on the topic "Fabrication of Blade
Coated Triple Cation Perovskite Solar Cells by Gas Quenching With a
Slot-Die Nozzle" continuing the work of Mr. Pham to produce the �rst
functional, dynamically quenched triple cation solar cells.

• Master’s thesis of Nico Lüdke on the topic "Optimization of scalable
slot-nozzle drying of perovskite solar cells" �nalizing the application
of the dynamic gas quenching method. It must be noted that Mr. Lüdke
worked with high experimental precision and meticulousness to �nd
the optimum parameters and �ll the necessary parameter space for
the �nal comparison of the drying model and experiment. His results
were the foundation of the third publication [21].

Additionally, the author had the honour to supervise students whose work is
not detailed on herein (Teresa Dagenbach, Alexander Diercks [co-supervised
with Tobias Börnhorst], Malte Haupt, Aynur Demir, Roja Thatichetty Sud-
hakumar & Ryan Schork [co-supervised with Fabian Schackmar]). This is
however not correlated in any sense to their performance (which was mostly
excellent) but rather to the conceptual focus of this thesis. Nevertheless, their
work was pivotal to frame the �nal path that this work has taken, which was
not predictable at that time.

Finally, the author wants to give credit to the inspiring and fundamental
literature sources that are frequently referenced throughout this work:

1. VDI Heat Atlas[22] published by the chemical engineering branch of
the German Engineers Society (VDI-GVC).

2. ’Fundamentals of Heat and Mass Transfer sixth edition’ by F. P. Incor-
pera, D. P. DeWitt, T. L. Bergman, and A. S. Lavine [23]
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3. ’Crystal Growth for Beginners. Fundamentals of Nucleation, Crystal
Growth and Epitaxy, Third Edition’ by Ivan V. Markov [24].

4. "Physics of Solar Cells From Basic Principles to Advanced Concepts"
by Peter Würfel and Uli Würfel [25]

5. "Perovskite Solar Cells on the Way to Their Radiative E�ciency Limit
– Insights Into a Success Story of High Open-Circuit Voltage and Low
Recombination" by Wolfgang Tress [26].
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Fundamentals andmethods





3. Hybrid perovskite photovoltaics

3.1. Background, state-of-the-art, and challenges

Hybrid perovskite optoelectronics have attracted signi�cant research interest
in the last 15 years[27, 28, 29]. The term perovskite originates from the
characteristic, ionic crystal structure with stoichiometry ABX3, which is well-
known in crystallography[30]. The positions of ions in the crystal can be
described by a (cubic) unit cell whose face centred positions are occupied by
the X-anions, while the A and B sites are occupied by the singly charged A-
and the doubly charged B-cation at the body centred and corner positions,
respectively (see Figure 3.1). Tomake the formation of the perovskite structure
possible, the ions must ful�l size-ratio constraints, as schematically indicated
by the size of the spheres in Figure 3.1. In a nutshell, the X-anion must
be around 1.3 times the size of the B-cation, while the A-cation must be
around 1.5 times the size of the X-anion (more details can be found in the
�gure caption). Therefore, the cations A and B are often distinguished by the
attributes ’big-’ and ’small cation’, respectively.

The term ’hybrid’ is used to indicate that organic cation molecules, such as
Methylammonium, CH3NH+

3 , and Formamidinium, CH(NH2)+2 , (with occa-
sional use of Cs+) occupy the A-site, while the B-site is occupied by metallic
anions like Pb2+, Sn2+, Ge2+, and the X-site by halogens like iodide, bromide
or chloride. In an alternative de�nition of the perovskite crystal structure,
eight hexagons spanned by the X-anions with the B-cation in their centre (see
shaded hexagon Figure 3.1) surround every large A cation. This description
is often preferred in hybrid perovskites because the hexagonal units are more
rigid than their bounds with the large (organic) cations, such that crystal
phase transitions can be described by mutual displacement and rotation of
these hexagons[31, 32]. Furthermore, these hexagons appear similarly in
PbI2 or PbBr2 solutions, which are common precursors of hybrid perovskites.
In that sense, the formation of the perovskite can be seen as an assembly
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A: CH3NH+
3 , CH(NH2)+2 , Cs+,...

B: Pb2+, Sn2+, Ge2+,...

X: I−, Br−, Cl−

Figure 3.1.:Cubic perovskite unit cell with the stoichiometry ABX3. The structure is
possible if the radii of the composite ions, 𝑅A, 𝑅B and𝑅X, satisfy 0.81 < 𝑡 ≤ 1.11, where
𝑡 is the Goldschmidt factor de�ned as𝑅A+𝑅X = 𝑡

√
2(𝑅B+𝑅x) and 0.44 < 𝑅B/𝑅X < 0.90

[28]. This implies that the A species must be bigger than the other ions. Alternative
to the shown (cubic) unit cell, the structure can be described by the positions (and
rotations) of BX6 octahedra (grey shaded polygon) that surround the A cations (only
one shown here).

between these hexagons and the large (organic) cations[33, 34]. The di�erent
large cations and halide anions (as well as the metal cations) in the perovskite
crystal structure can be mixed in di�erent molar ratios to modify the prop-
erties of the perovskite (such as the absorption onset, stability, crystal mor-
phology etcetera). In this work, we will investigate three hybrid perovskite
systems, in particular: Methylammonium lead iodide (MAPI) with the stoi-
chiometryMAPbI3 dissolved in N,N-Dimethylformamide (DMF), Triple cation
perovskite (TCP) with the stoichiometry Cs0.1 (FA0.83FA0.17)0.9Pb(I0.83Br0.17)3
(in most cases) dissolved in a 4:1 volume ration of DMF and Dimethylsulfoxide
(DMSO) and double cation perovskite (DCP), with a two-step processing of
PbI2 and cations in separate solutions of DMSO with 10% (volume) Ethylene
glycol monobutyl ether (EGBE) and Isopropanol respectively. (Historically,
MAPI was the �rst system investigated intensively for optoelectronic appli-
cations because of its simple stoichiometry. Subsequently, the research focus
transitioned to the more complex multi-cation perovskites because of their
increased stability.)

Although hybrid perovskites were investigated for optoelectronic applica-
tions already 25 years ago[35], it was from 2006 on, that the exceptional
optoelectronic properties of hybrid perovskite thin-�lms were (re-)discovered
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when applying it as a sensitizer in combination with a nanoporous TiO2
electrode[36]. Remarkably, these optoelectronic properties, as listed below,
are preserved even when the thin-�lms are characterized by a polycrystalline
morphology[37]. Hybrid perovskite thin-�lms have the following advanta-
geous properties:

• A strong absorption over the optical wavelength range whose onset is
as sharp as in direct semiconductors[38].

• Exciton binding energies on the order of 𝑘𝑇R ≈ 25meV such that
excitons dissociate to free excited charge carriers at room temperature,
𝑇R ≈ 293 K [39].

• Comparatively long excited charge carrier lifetimes (30 𝜇s and 2.7ms in
polycrystalline and single crystals respectively) and di�usion lengths
(23 𝜇m and 650 𝜇m in �lms and crystals respectively)[40] due to a high
tolerance toward intrinsic defects[41, 42].

• Tunability of the bandgap over a wide range of energies from 1.2 eV
to almost 2.4 eV by compositional engineering[43].

• Abundance of the perovskite precursor materials (which is not nec-
essarily true for other functional layers in a device stack)[44, 45] and
low-energy consumption during production [46, 47].

• Possibility of solution processing on �exible substrates[29] (thermal
co-evaporation is another popular fabrication route [48]).

After the discovery of these properties, a fast growing community formed,
researching perovskite �lms for a multitude of optoelectronic applications
such as x-ray detectors[49, 50], light emitting diodes[51, 52], lasers[53, 54] and
photovoltaics (PV). This work focusses on perovskite PV (which encompasses
perovskite solar cells [PSCs] and modules consisting of multiple, electrically
connected PSCs[55]). The perovskite PV community was very successful in
increasing the power conversion e�ciency (PCE) of PSCs rapidly over the
last 10 years, which is commonly brought forward as a principal argument
to invest in research on perovskite PV. The chart of champion solar cells,
which is continuously updated by the National Renewable Energy Laboratory
(NREL) in the United States[56] ,partially re-plotted in Figure 3.2, illuminates
that the certi�ed, record PSCs reach PCEs beyond those of concurrent thin
�lm technologies like Copper indium gallium selenide (CIGS) and Cadmium
telluride (CdTe). Furthermore, record PSCs are almost on the same level with
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3. Hybrid perovskite photovoltaics

the most established PV technology, mono-crystalline silicon (Si), which has
been under development for almost half a century. Although this achievement
seems very remarkable, we have to take into account that perovskite PV
pro�ted strongly from the scienti�c advancements in PV research (that is
models, analytical methods and deposition tools) that were developed for
concurrent technologies before, in particular for organic PV. Additionally, the
possibility of solution processing inherently increases the rate of technological
increments as compared to technologies that rely on crystallization from a
vapour or melt.
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Figure 3.2.: Power conversion e�ciencies of champion solar cells over date of certi�ca-
tion. The data is adapted from the NREL chart [56]

It is crucial to stress that the record PCEs depicted in Figure 3.2 represent
small-scale (≈ 1 cm2) champion solar cells, which were fabricated and mea-
sured under optimal conditions in the laboratory. Although a view on Figure
3.2 can be used to judge the ’potential’ of a certain technology as a converter
of solar irradiation power to electrical power, it provides merely an idealized
comparison of technologies which is, �rst of all, an academic concern. Figure
3.2 alone is insu�cient to answer the question if a commercial application of
a technology will become economically feasible or sensible. An answer to this
much more general question depends not only on many more technological
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parameters (device stability, module architecture, scalability, light manage-
ment, production complexity, etcetera) but also on many socio-economical
factors (material and energy prices, labour cost, demand, legislation and in-
centives, etcetera). The main focus of the following paragraphs will lie on
the comparison of di�erent perovskite PV applications among themselves
and with other technologies from a purely technological point of view. How-
ever, even if economy is very hard to predict, possible real-life applications
should be mentioned in a work covering a topic of electrical engineering.
Therefore, we will give a short overview of the business ideas developed by
popular (start-up) companies in the perovskite PV community before the
technology-focussed discussion. We also note which properties of hybrid
perovskite would become important in which application. The main business
concepts are:

• Cost-e�ective thin-�lm photovoltaics: The company Microquanta
plans to enter the PV market soon by making cost-e�ective perovskite
thin-�lm photovoltaics, already having a 5GW-capacity pilot line
operational[57]. By the end of 2019, they demonstrated a 14.2% e�cient
module with an area of 20 × 80 cm2 [58] (their state-of-the-art solar
modules are probably exceeding this value). Recently, they claimed
a record of a PCE of 21.4% on a small active area[59] (the exact area
is not speci�ed, but the last record was set on 20 cm2). Likewise, GCL
New Energy works on a 100MW-capacity pilot line with the goal to
produce 18% e�cient modules and to reduce the price of production
cost by 70% as compared to crystalline silicon PV[57]. Other big
players in this �eld are Panasonic and Toshiba, demonstrating record
modules PCEs of 15.1% on 703 cm2 in 2019 and 17.3% on >800 cm2 in
2020, respectively[60]. The properties of hyrbid perovskites which are
exploited in this application is the cost-e�ectiveness of the precursor
materials, the low-energy production, the layer thickness smaller 1 𝜇m
and, potentially, the cost reduction by large-scale solution processing.
In this context, it is worth mentioning that cost-e�ectiveness is not
only an economic advantage but also an ecological one if the energy
payback times with respect to silicon PV can be reduced[47].

• Tandem photovoltaics: Two-terminal tandems are proposed as an
e�ective way to enter the PV market by the companies Oxford PV
and Swift solar[61, 62]. Their argument for using this more complex
architecture is that PCE will be come more and more important in the
future to reduce the cost per watt[61]. The reason is that module prices
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are already below the added cost of installation and electronics such as
inverters and/or transformers[16]. Oxford PV has demonstrated some
of the champion PCEs for two-terminal perovskite-silicon tandems
shown in Figure 3.2. However, it must be noted that these are all small-
area devices ( around 1 cm2) and the company has, so far, not published
any data on the PCEs of their 15.6 × 15.6 cm2 modules. Their goal is
to reach above 30% in PCE for these wafer-sized modules that could
be installed in a grid forming a large panel later. In 2019, some of the
founders of Swift Solar demonstrated PCEs of 23% and 21.3% in small
scale rigid and �exible perovskite-perovskite tandem respectively[63].
Their main argument for using the all-perovskite architecture is a
reduction in weight that could enable new integrated PV [62] (see next
application). The property that is exploited in perovskite tandem PV
is the bandgap tunability of hybrid perovskites via their chemical com-
position, which is used to make wide-bandgap (≈ 1.7 eV) devices[64]
(while the bandgap of crystalline silicon is �xed at around 1.1 eV).

• Flexible and lightweight photovoltaics: Saul technologies and
Swift Solar propose that �exible and lightweight perovskite foils could
be used in many appliances[65, 66].. These are aesthetic PV foils on
rooftops, solar blinds or windows and integrated PV on vehicles or
devices that are battery-powered and use the PV to recharge these
batteries (partially) by using the surface area on the appliance The
property that is most important in this context is the strong absorption
of hybrid perovskites enabling comparatively thin absorber layers
(<1 𝜇m) as well as �exibility of many perovskite stacks.

Despite the existence of the above business plans and company investments,
so far, no hybrid perovskite PV is available on the market to the knowledge
of the author. Evidently, for the large-area PV applications, it is partially due
to the fact that the capacity for industrial fabrication is still being established.
However, there are some fundamental challenges in the �eld that still need
to be addressed before production can be started with manageable risk:

• Further increase in PCEs to above 30% or even 33% of perovskite
incorporating devices

• Increase of stability of perovskite PV to around 30 years

• Scale-up to market relevant sizes of m2

• Management of toxicity due to lead incorporation or solvent systems
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This thesis mainly focusses on the challenge of up-scaling and, in second
priorety, on the replacement of toxic solvents in perovskite precursors, that
is the toxicity. Before getting into these main topics, we will detail the other
two challenges in a short paragraph each.

Since the emergence of commercially available PV around the year 1980, the
PV module price in € per watt has roughly followed a learning rate of 25%. In
detail, an increase in the cumulative production capacity in GW by a factor of
two has lead to a decrease in the module price in € per watt by 25% [16]. This
learning rate can only be continued if module PCEs keep increasing by about
0.6% absolute per year. With the physical limit of silicon modules around 29%
and the current PCEs of commercial silicon modules at around 23% [16], a
new technology beyond single-junction, mono-crystalline silicon PV must
start taking over the main market share by 2030. This new technology could
be, for a example, a two-junction tandem module incorporating at least one
perovskite absorber. When planning the production of these novel modules,
it must be taken into account that PCE is a moving target. Therefore, it
would be bene�cial if the new generation is ahead of the current commercial
module PCE by at least �ve years (or more) such that the scale-up of industrial
production for meeting global demand is feasible in that time. Depending
on the time of market entry, a PCE of at least 30% is therefore desirable for
research modules. In some research projects, even 33% is de�ned as a goal[67],
which is possible according to simulations[68]. Even if the NREL e�ciency
chart looks promising with respect to achieving the 30% goal, it must be
noted again that the active areas of these devices are yet far from commercial
standards, as will be detailed after the next paragraph.

As stated above, we will detail shortly on the topic of stability, as well. First
of all, with suitable architecture and encapsulation, perovskite modules can
maintain 95% of their PCE for 1000 h even in harsh conditions of 85◦C and 85%
humidity[69]. In 2020, Microquanta was the �rst company to claim having
passed this damp heat test for 3000 h without any loss in performance (along
with a degradation of less than 2% for 100 kWh of UV irradiation), which
are equivalent to 3 times and 6.5 times the IEC standards for silicon PV[70].
These results are however to be seen with caution because the standards were
de�ned for silicon PV and already commercialized thin-�lm technologies[71].
It is hard to judge if these tests are suitable for perovskite PV until the �rst
�eld application has been tested for 30 years (which is two times longer than
the time perovskite PV has been researched). However, even if the stability
of 30 years was not entirely met (the current record is 10,000h [72] or a little
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longer than one year) a commercialization might still be possible if the pro�t
due to a higher PCE outweighs the sacri�ce of a shorter lifetime (and thus
replacing/refurbishing the modules earlier) because the important �gure is
the total cost of generated energy (for a module of a given size) as an average
over these 30 years and not the absolute operation time of the module itself.

Let us now come to the principal challenge addressed in this work - the
scaling of perovskite PV to market-relevant sizes. Within the perovskite
PV community, the NREL chart of record solar cells (Figure 3.2) is shown
more frequently than the NREL chart of record module PCEs[60]. The reason
is probably that on the module-scale, perovskite PV still falls behind most
concurrent technologies. Figure 3.3 shows the last 12 years of this NREL
module chart for the same technologies as in Figure 3.2 along with some
recent PCE-data from press releases of di�erent companies and research
institutes, which have not (yet) completed the process of certi�cation needed
to include them in the o�cial chart. We �nd that only two uncerti�edmodules
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Figure 3.3.: PCEs of record modules over date of certi�cation/date of press release.
The data is adapted from the NREL module chart [60]. Recent yet uncerti�ed results
released by companies and research institutes were added to illuminate the state-of-
the-art: Microquanta (1), KIT (2), Toshiba (3), NREL (4) [73, 74, 75, 60, 76]

28



3.1. Background, state-of-the-art, and challenges

101 102 103 104

Area [cm2]

5.0

7.5

10.0

12.5

15.0

17.5

20.0

22.5

25.0

PC
E
[%
]

1

1

2
2

3

4

5
5

5
5

Si
CdTe
CIGS

Perovskite
Perovskite (uncert.)

Figure 3.4.: Same data as in Figure 3.3, however PCEs are now plotted over module
aperture area. Recent yet uncerti�ed results released by companies and research
institutes were added to illuminate the state-of-the-art: Microquanta (1), KIT (2),
Toshiba (3), NREL (4) [73, 74, 75, 60, 76]

fabricated byMicroquanta and NREL are on a similar PCE-level as the state-of-
the-art of CdTe and CIGS modules. However, comparing module PCEs is only
fair, when the aperture area is taken into account. When plotting the very
same module PCEs over their area in Figure 3.4, it becomes evident that the
state-of-the-art of all concurrent technologies is still above hybrid perovskite
PV. The scaling loss, that is the drop in PCE with increasing device area, is
much higher in perovskite PV than in the other technologies, which makes
up-scaling a major challenge that must be solved before perovskite PV can
join the competition. One could argue that areas of 103 cm2 could be enough
to make a large module that is comprised of many wafer-size sub-modules.
However, this also introduces an upscaling loss and it remains to be shown
that the total module built in that way can reach the same PCE like CdTe
or CIGS where modules at the m2-scale are already commercially available.
Afterall, Figure 3.4 illuminates the still apparent technological dominance of
mono-crystalline silicon because it achieves highest PCE on the m2-scale (at
a low production cost). This scale-comparison is a main reason (combined
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with economical factors) why silicon PV is still dominating the market over
thin-�lm technologies.

As a last topic, we want to address the toxicity. It is argued that the incor-
poration of lead in the perovskite thin-�lms in the form of water soluble
lead salts might be problematic[77] (and tin salts being discussed as even
more toxic, which rules out tin based perovskites as a viable alternative).
However, e�ective lead recycling, device encapsulation and containment
strategies were demonstrated[78, 79, 80]. Nevertheless, it is undeniable that
lead incorporation will always cause a certain risk, such that the question is
not purely a technological but also a legislative one. Societies must assess
if the remaining risk and amount of possible intoxication of soil, ground
water, animal life or the consumers is to be justi�able for the possible merit
of boosting photovoltaics technology further in PCE to prevent the risks
associated with climate change. For large-scale production however, the
toxicity of the used solvent systems might become an issue for the workers
or the environment, as well[81]. Of course, this problem depends on the
grade of automation, the e�ectiveness of fume collecting ventilators and
the organization of the work space. The most commonly used solvent in
perovskite solution processing, N,N-Dimethylformamide (DMF), is listed as a
CMR-chemical due to its toxicity on unborn children and its mutagen impact
on liver cells[82, 83] and the threshold for work places is limited to 15mgm−3

in Germany or 10mgm−3 in the United States[84]. This is de�nitely a very
low threshold given that in the spin coating of one cm2-sized substrate about
30mg liquid DMF is used (A similar argument holds for the nowadays less
used solvent N-Methyl-2-pyrrolidone [NMP] with a threshold of 82mgm−3

in Germany [85]). In recent reports, DMF was replaced by the more volatile
Methylglycol or 2-Methoxyethanol (2-ME) [86]. However, this solvent is also
very toxic to reproduction in both men and women and was therefore almost
fully replaced in industry [87]. The maximum threshold for work places lies
at 3.2mgm−3 in Germany[84]. It would be a great relief for the perovskite
community if these toxic solvents could be replaced in production entirely
by green alternatives, which are (close-to) non-toxic. The reason is that, for a
future industrial fabrication on the m2-scale, fully gas-sealed systems such
as gloveboxes would be very expensive and that every ventilation system
or automated coating system can fail and will need hands-on repairs (not
speaking of the e�orts to ensure safe and environmentally friendly transport,
handling and disposal of huge amounts of these solvents). Unfortunately, if
we compare the average PCEs of a large number of publications (as given by
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the open-access perovskite database [88]), it becomes clear that the majority
of works used either DMF, NMP or 2-Me (see Figure 3.5). Further, the average
published PCEs of works avoiding the use of these toxic solvents are not only
signi�cantly lower but also seem to stagnate in PCE over last three years
(compare datapoints in Figures 3.5a and 3.5b as well as solid and dashed trend
line in Figure3.5b, which are obtained from polynomial �ts). This shows that
there is still a great potential in �nding ways around toxic precursor solvents,
while maintaining the PCE, which is a second focus of this work.
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Figure 3.5.:Data from the perovskite open access-database[88] ordered by the usage of
solvents. Each black point represents the average of the PCEs asmeasured by backward
JV of one publication. The solid red lines are a �t of a third order polynomial to the
respective data, while the dashed line in (b) is a copy of the solid line from (a) for
better comparison of the two trends.

3.2. Large-scale solution processing and chemical
dynamics

Solution processing is a popular route for fabricating perovskite solar cells[29].
The most common solution processing method is spin coating, where a drop
of solution is cast onto a substrate that is rotated rapidly[89]. Due to the
centrifugal forces the solution is sheered over the substrate forming a thin
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solution �lm that dries homogeneously. The advantages of spin coating are its
constant smoothing of the �lm surface during drying and the fast repetition
rate of individual samples. The disadvantages are scalability issues due to the
growing stress on the substrate with the distance from the rotation centre
and the growing irregularity of coating due to the radial dependence of the
involved forces as well as the high solution wastage[90]. (Besides, due to the
complex entanglement between sheer/viscous forces, surface tension, cen-
trifugal forces and solvent evaporation, it is very challenging to isolate drying
dynamics from sheering dynamics, which makes it not a good candidate for
modelling of the drying dynamics as described in this work.)

Drying/Quenching AnnealingCoating

Figure 3.6.: Schematic of a typical production line for solution-processes perovskite
PV with slot-die coating, gas jet drying and annealing. The dashed lines indicate a
rigid glass substrate, while the solid lines indicate a �exible substrate (=Roll-to-Roll
coating).

As a conclusion, spin coating is not a viable method for making perovskite
photovoltaics on an industrial scale (which is greater 100 cm2 as we discussed
above). Instead, linear coating as shown in Figure 3.6 would be desirable.
Such machine typically includes the following processing steps:

• Coating:
The solution is coated on a linearly moving substrate (which could be
a �exible foil or a rigid glass substrate as indicated by the dashed lines)
by slot-die coating, spray coating, screen printing, inkjet printing,
etcetera.

• Drying/Quenching:
The substrate is driven under a big drying machine to extract the
solvent, for example by nozzles of high-pressure air. Technically, this is
a drying process, but the perovskite community typically uses the term
‘quenching’ (which the process of driving a solution �lm quickly into
supersaturation such that homogeneous nucleation is induced). Such
quenching step is optionally combined with anti-solvent immersion
or infra-red pulses.
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• Annealing:
Finally, the substrate is driven in an annealing chamber of elevated
temperature (around 100◦C) or is irradiated by infra-red light. This
step is important to remove defects from the crystal structure, re-
crystallize polycrystalline thin �lm to a certain desired micro-structure
and remove potential residuals.

These principal processing steps are in accordance with a variety of reports
on pilot lines for perovskite solution processing[29]. (In general, the same
principal steps exist as well in smaller scale batch-to-batch fabrication lines or
even spin coating processes.) Similar solution printing concepts were already
proposed for organic electronics before[91] and could potentially accomplish
high-throughput fabrication in a cost-e�ective way. However, perovskite
solution processing has a principal di�erence in the formation dynamics.
In organic electronics, the solution contains (mixtures of) polymer chains
that form an amorphous network upon drying[92]. In this case, di�erent
structural properties arise from di�erent phase segregation dynamics and/or
mixture and order parameters of the polymer network[93, 94]. In perovskite
solution �lms however, a di�erent process dominates the morphology for-
mation starting at a certain concentration of solute and continuing until all
solvent has evaporated – the nucleation of crystal grains and their growth
(re-crystallization can happen also afterwards during annealing). Figure 3.7
shows a schematic of the perovskite formation stages. These are:

1. Liquid �lm formation: Formation of a liquid solution �lm with a
de�ned surface on the substrate

2. Drying: Evaporation of solvent from the solution �lm and di�usion
of solvent to the �lm surface

3. Crystallization: Nucleation of crystal grains from the solution and
growth of these grains

4. Recrystallization: Reforming and re�ning of the polycrystalline
morphology as well as healing of defects

Figure 3.7 further shows the main parameters that a�ect each formation
stage and demonstrates that the formation stages can be mapped to the pro-
cessing steps discussed earlier. It is crucial to note that this mapping is to
be interpreted as the approximative relation ‘occurs around the same time’
rather than a unique one-to-one map. The exact onset of formation stages
may vary with the chosen perovskite solution process and it is even possible
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Figure 3.7.:Conceptual depiction of the processing steps and formation stages involved
in hybrid perovskite solution processing along with the parameters impacting these
stages. The arrows (X→Y) under the pictograms are to be understood as ’X depends
on Y’.

that formation stages overlap temporarily or happen at the same time. Let
us now analyse the parameters a�ecting the formation stages. The liquid
�lm formation is controlled by the coating parameters (these are the speed,
blade gap and solution volume for blade coating but di�er for other coating
methods), the viscosity of the solution, its surface tension and its surface
energy on the substrate. In turn, the latter parameters depend on the solvents
(and additives) employed, on the solute chemicals and the texture and surface
treatment of the substrate. The main parameters a�ecting the drying stage
are the applied temperature and the convection over the solution �lm, that
is the air �ow geometry. Beyond these, the initial wet �lm thickness of the
previously formed wet �lm, the vapour pressures of the solvents, the di�u-
sion coe�cients of these solvents in the solute, as well as, possible changes
in solvent activity due to solvent-solute interaction can impact the drying
dynamics (these considerations refer to the ‘drying stage’ designating the
physical process of evaporation of solvent from a thin-�lm, as de�ned in item
2. above, and not to the ‘drying/quenching process’ which is the action that an
operator initiates to supersaturate the perovskite solution as detailed earlier).
Nucleation and crystal growth are in�uenced by the �nal state and rate of
drying, by the present temperature and convection during the process, by
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the precursor chemicals chosen as well as the substrate surface (in particular,
in case of heterogeneous nucleation). Evidently, in case anti-solvents and/or
infrared radiation are used during the quenching, the crystallization dynam-
ics will be heavily impacted by the quenching method beyond the above
parameters. We note that in some of the publications of this work, nucleation
and crystal growth are listed as separate formation stages[19, 20]. This is
conceptually sensible but not temporally because they usually happen at the
same time as we will show in section 6.2.4 on LaMer’s model, which is why
we combined them here into one step. The recrystallization happens after the
initial crystal growth and nucleation are completed, in particular when the
temperature is increased for annealing. This may involve the coalescence of
crystal-grains[95], morphological transformations[96], Ostwald ripening[97]
and healing of defects[98]. These processes are in�uenced by the annealing
time and temperature as well as the morphological state at the beginning of
the annealing process.

3.3. Research goal and questions

Given the complexity of the perovskite morphology formation explained
in the last section, it is not astonishing that up-scaling these dynamics is a
major challenge. The scaling losses mainly originate from the inability to
produce homogeneous thin-�lms without coating defects[99]. This problem
of scaling solution processing is what this work tries to tackle in a fundamental
way. In detail, the main goal is to provide the research community with a
fundamental analysis of the involved drying and crystallization processes
and thereby o�er a versatile toolbox of in situ characterization methods as
well as modelling concepts. In practice, engineers conceptualizing large-scale
perovskite printing should obtain concrete design guidelines and profound
knowledge for the interrelation of experimental parameters from this work.
Of course, in a technology driven �eld such as perovskite PV, testing ranges of
solvents, precursor components and processing methods is also necessary to
commit relevant results to the �eld. However, the topic of this thesis is less the
optimization of the PCE of perovskite solar cells but more the question how
accurate analysis and modelling of the fundamental perovskite formation
dynamics can help with the process transfer from spin coating to linear
deposition techniques. If possible, the emergence of coating windows (these
are parameter ranges, where the fabrication is successful) is investigated
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3. Hybrid perovskite photovoltaics

in great detail. Special emphasis is laid on the scalability and generality
of the so-obtained insights such that they can later be applied in a variety
of fabrication lines. In fact, most methods and models are so general that
they can be applied to the general problem of depositing any homogeneous,
polycrystalline layer from a thin solution �lm. In more detail, this work
attempts answering the following research questions.

1. Drying dynamics: How to model and measure the drying dynamics
of perovskite solutions �lms

2. Crystal growth and nucleation: How to optimize crystal growth and
nucleation simultaneously in solution processed perovskite thin-�lms

3. Advanced in situ characterization: How to monitor crystallization
dynamics in real-time during large-scale perovskite solution printing

4. Device performance: How di�erent drying and quenching methods
in�uence the achievable PCE, yield and repeatability in perovskite
solar cells processed by blade coating

5. Green solvents: How the measures discussed above change when
toxic solvents are replaced by green alternatives

This work is dedicated to answer these questions in a detailed way. We will
refer to the respective questions in the beginning and end of each chapter in
the Results and Discussion, part III, to guide the reader through this work.
Finally, in the conclusion, we will assess to which extent the questions could
be answered and what further questions could be part of future research.

36



4. Solar cells

4.1. Charge carrier dynamics in solid statematerials

In a solid state material, the electromagnetic potentials of its unit cells (which
are made up of atoms, ions or molecules) merge in a way that a continuum of
quantum mechanical states forms (in contrast to the discrete states available
in a single unit). These continuous states are grouped in the so-called bands
with index 𝑛, which are de�ned by a dispersion relation between energy 𝜀𝑛
and momentum ®𝑘 [100, p.353-355] (as we will see later, these bands are energy
regions of high state density, while between them there are gaps of very low
state density). Accordingly, the dynamics of electrons in these bands are
comparable to a con�ned, electron gas in vacuum. In a semi-classical model
they behave as particles with the e�ective mass tensor [100, p.372-373]

[(𝑚∗)−1]𝑛𝑗𝑘 =
1
ℏ2
𝜕2𝜀𝑛 (®𝑘)
𝜕𝑘 𝑗 𝜕𝑘𝑘

, (4.1)

where ℏ is the reduced Planck constant and the equation of motion

𝑑®𝑣𝑛
𝑑𝑡

= [(𝑚∗)−1]𝑛 ®𝐹, (4.2)

where ®𝑣𝑛 is the velocity of the electron in the band 𝑛. Consequently, if an
electric �eld, ®𝐸, is applied to the material, we would get an acceleration of
electrons 𝑎𝑛 = 𝑑 ®𝑣𝑛

𝑑𝑡 = 𝑒 [(𝑚∗)−1]𝑛 ®𝐸. It is important to note that 𝜀𝑛 (®𝑘) is in
general a periodic function, which also lets [(𝑚∗)−1]𝑛𝑗𝑘 oscillate with ®𝑘 . This
oscillation leads to a vanishing net current in completely �lled bands because
for every electron moving with ®𝑣𝑛 (®𝑘) we can �nd a symmetric electron
moving with −®𝑣𝑛 (−®𝑘) [100, p.377]. Only in partially �lled bands this is
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4. Solar cells

no longer the case such that non-vanishing, net currents can �ow. In the
following, we assume that at least one partially �lled band, 𝑛, is available
at the present temperature, in which we �nd a signi�cant density of charge
carriers, 𝑛𝑖,𝑛

[
cm−3] (that is to say we are not dealing with an insulator). The

index 𝑖 is added to designate the charge carrier species. These charge carriers
can be electrons in almost empty bands or, in almost completely �lled bands,
one usually treats electron vacancies, or commonly called ’holes’, as positive
charge carriers with polarity 1. Hence, the polarities 𝑧𝑖 = −1 (electrons) and
𝑧𝑖 = 1 (holes) are possible.

Charge carriers in a (classically conducting) material are only accelerated for
a certain range, which is statistically equal to their mean free path, until they
scatter with other electrons or lattice vibrations in the material. Continuing
with the case of the external electric �eld, we can calculate the mean velocity
< 𝑣𝑖,𝑛 > that a charge carrier accelerated with 𝑎𝑖,𝑛 reaches until it is scattered.
For this calculation we assume that the probability that an electron is not
scattered is 𝑝 (𝑡) = exp

(−𝑡/𝜏𝑖,𝑛 ) with a characteristic decay time 𝜏𝑖,𝑛 . We
obtain

< 𝑣𝑖,𝑛 >=

∞∫
0

𝑎𝑖,𝑛𝑝 (𝑡)𝑑𝑡 =
∞∫

0

𝑧𝑖𝑒𝐸

𝑚∗
𝑖,𝑛

exp(−𝑡/𝜏𝑖,𝑛)𝑑𝑡 = 𝑧𝑖𝑒

𝑚∗
𝑖,𝑛

𝜏𝑖,𝑛𝐸 ≡ 𝑧𝑖𝜇𝑖,𝑛𝐸,

(4.3)

where 𝐸 is the amount of the electric �eld vector,𝑚∗
𝑖,𝑛 is the average e�ective

mass of the charge carriers and 𝜇𝑖,𝑛 = 𝑒𝜏𝑖,𝑛/𝑚∗
𝑖,𝑛 is de�ned as the charge

carrier mobility
[
cm2 V−1s−1

]
and we get the so-called drift current (or �eld

current) as

𝑗𝑖,𝑛,�eld = 𝑧𝑖𝑒𝑛𝑖,𝑛 < 𝑣𝑖,𝑛 >= 𝑒𝑛𝑖,𝑛𝜇𝑖,𝑛𝐸 ≡ 𝜎𝑖,𝑛𝐸 (4.4)
[
Am−2] , where 𝜎𝑖,𝑛 is the conductivity [

Ω−1m−1] (for constant 𝜎𝑖,𝑛 the above
relation becomes Ohm’s law.) [25, p. 107]. It is important to remember that
due to 𝑧2𝑖 = 1 the �eld current has always the same polarity independent
of the charge carrier polarity and that the above expression for 𝑗𝑖,𝑛,�eld is
only for one species of charge carriers, 𝑖 , in one band, 𝑛. We will see later
that in semiconductors we have in general bipolar conduction of holes in
the valence and electrons in the conduction band; so we must add-up two
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4.1. Charge carrier dynamics in solid state materials

expressions of the type above. Further, we must account for the fact that
(spatially varying) �elds can be produced by all the internal charged species
in a material (these are electrons, holes, rigid atom cores and, in particular
in hybrid perovskites, mobile ions or ion vacancies as detailed in section
4.6). So, we must technically replace 𝐸 with the total �eld, 𝐸tot = −∇𝜙net + 𝐸,
containing also the net contribution of the electromagnetic potentials of
these internal charges, −∇𝜙net (which vanishes everywhere in a completely
neutral homogeneous material, but not in a pn-junction, for example, as we
will see below). It is important to keep in mind that ∇𝜙net is, �rst of all, a
mathematical contribution and can in most cases not be directly measured
with a voltmeter.

In the case where charge carriers accumulate in a certain region, Equation 4.4
does not describe the full physics (which is the reason why ∇𝜙net does not
correspond to themeasured �eld over a semiconductor in general). The reason
is that, thermodynamically, the charge carriers will always try to maximize
their entropy (that is to say distribute as homogeneously as possible in a
material). This implies that if an inhomogeneous distribution of 𝑛𝑖,𝑛 is present,
a di�usion current from regions of high 𝑛𝑖,𝑛 to regions of low 𝑛𝑖,𝑛 according
to Fick’s law will arise. Such di�usion current can be written as

𝑗𝑖,𝑛,di� = −𝑧𝑖𝑒𝐷𝑖,𝑛∇𝑛𝑖,𝑛, (4.5)

where 𝐷𝑖,𝑛
[
m2 s−1

]
is the di�usion coe�cient of the charge carriers [25, p.

108]. We note that, because each charge carrier combines the properties of
its position and its charge, statistical mechanics yields the Einstein-Relation
[25, p. 108], which interrelates the di�usion coe�cient, 𝐷𝑖,𝑛 , and the charge
carrier mobility, 𝜇𝑖,𝑛 , as

𝜇𝑖,𝑛
𝐷𝑖,𝑛

=
𝑒

𝑘𝑇
. (4.6)

Whenever the (electrical) energy of charge carriers is discussed, it is handy
to express the total current, 𝑗𝑖,𝑛,tot = 𝑗𝑖,𝑛,di� + 𝑗𝑖,𝑛,�eld, in terms of the gradient
of the so called electrochemical potential [25, p. 109] as

𝑗𝑖,𝑛,tot = −𝜎𝑖,𝑛
𝑧𝑖𝑒

∇𝜂𝑖,𝑛 (4.7)
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with

𝜂𝑖,𝑛 = 𝑘𝑇 ln(𝑛𝑖,𝑛/𝑁𝑖,𝑛) + 𝑧𝑖𝑒𝜙tot, (4.8)

where 𝑘𝑇 ln(𝑛𝑖,𝑛/𝑁𝑖,𝑛) is chemical potential of the species (the constant 𝑁𝑖,𝑛
does not alter the equations of motion, but by convention, it equals the
e�ective density of states, 𝑁C or 𝑁V introduced later), and 𝜙tot is the total
electrical potential present in the material factoring in all internal �elds, such
that 𝐸tot = −∇𝜙tot. We note that in a bipolar conductor (as for example an
illuminated semiconductor where one band is partially �lled with electrons
and one band is partially �lled with holes) [25, p. 109], we need to write

𝑗bi,n,tot =
𝜎e,𝑛
𝑒

∇𝜂e,𝑛 −
𝜎h,𝑛
𝑒

∇𝜂h,𝑛 . (4.9)

We note that, in general, the electron and hole current are not equal in
magnitude (neither are the respective di�usion and drift currents, which is a
common misconception). It can be shown that this [25, p. 109] expression can
be written in terms of the Quasi Fermi levels, 𝜀FV and 𝜀FC we will introduce
in section 4.3 as

𝑗bi,n,tot =
𝜎e,𝑛
𝑒

∇𝜀FC + 𝜎h,𝑛
𝑒

∇𝜀FV, (4.10)

which is identical to Equation 4.9 except for the sign change in the hole
current.

4.2. Thermodynamic distribution of charge carriers

The thermodynamic distribution of electrons in a solid state material is given
by a minimization of their free energy 𝐹 = 𝐸−𝑇𝑆 , where 𝐸 is their total energy
and 𝑆 is the entropy of the system, while the Pauli principle for fermions
must be ful�lled. This implies that, in thermodynamic equilibrium with the
environment temperature 𝑇 , electrons �ll energetic states according to the
so-called Fermi-Dirac distribution [25, p. 43]
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4.2. Thermodynamic distribution of charge carriers

𝑓e (𝜀e) = 1
exp [(𝜀e − 𝜀F) /𝑘𝑇 ] + 1 , (4.11)

where 𝜀F is the Fermi level, that is the highest energy which would be occupied,
hypothetically, at 𝑇 = 0 K. It can be shown that 𝜀F = 𝜂e = −𝜂h in the dark [25,
p. 59-63]. Further, the number of electrons per volume, 𝑑𝑛, occupying states
with the energy 𝜀e is given as

𝑑𝑛(𝜀e) = 𝐷e (𝜀e) 𝑓e (𝜀e)𝑑𝜀e, (4.12)

where 𝐷e (𝜀e) is the density of available states at this energy [25, p. 42]. This
density is fully determined by the band structure and can be computed as

𝐷e (𝜀e) = 2
(2𝜋)3

∫
𝑆𝜀e

𝑑𝑆𝜀

| ®∇𝜀 (®𝑘) |
, (4.13)

where the integration is carried out on the surface in momentum space where
𝜀 (®𝑘) = 𝜀e [100, p.352]. We note that𝐷e represents the whole band structure. It
varies from regions of very high density of states, the actual band, to regions
of almost no density, the spaces between bands. Materials can be classi�ed
according to the relative position of the Fermi-Level in the band structure.
In metals and semi-metals, 𝜀F lies within a band, that is in region of high
𝐷e producing a partially �lled band with many charge carriers potentially
available for electric currents. In insulators and semiconductors 𝜀F lies in a
region of low 𝐷e. The lowest partially �lled band is then referred to as the
valence band with index 𝑉 , while the subsequent band with higher energy
is referred to as the conduction band with index 𝐶 . The energy di�erence
between the lower edge of the conduction band and the upper edge of the
valence band, is called the bandgap, 𝜀G. By convention, we call a material
a semiconducting, if its bandgap is on the order of 0.5 eV to 3 eV, which in
turn speci�es a maximum and a minimum of the charge carrier density in the
valence and conduction band at room temperature [100, p. 469]. The density
of electrons in the conduction band (in the dark) can be calculated as

𝑛0e =

∞∫
𝜀C

𝐷𝑒 (𝜀e) 𝑓e (𝜀e)𝑑𝜀e ≈ 𝑁C exp
(
−𝜀C − 𝜀F

𝑘𝑇

)
, (4.14)
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where 𝑁C = 2(2𝜋𝑚∗
e,C𝑘𝑇 /ℎ2)3/2 is the e�ective density of states of the con-

duction band and 𝜀C is the energy of the lower conduction band edge [25,
p. 48]. Analogously, we can de�ne the density of unoccupied states in the
valence band, the holes, (in the dark) by

𝑛0h =

𝜀V∫
−∞

𝐷e (𝜀e) [1 − 𝑓e (𝜀e)]𝑑𝜀e ≈ 𝑁V exp
(
−𝜀F − 𝜀V

𝑘𝑇

)
(4.15)

with 𝑁V = 2(2𝜋𝑚∗
h,V𝑘𝑇 /ℎ2)3/2 and 𝜀V as the energy of the upper valence band

edge. From this, we can calculate the intrinsic density of charge carriers, 𝑛0i ,
(in the dark) [25, p. 49] as

𝑛0i =
√︃
𝑛0e𝑛

0
h =

√︁
𝑁C𝑁V exp

(
− 𝜀G
2𝑘𝑇

)
. (4.16)

We note that for a doped semiconductor, we can arti�cially set 𝑛0e ≈ 𝑛𝐷
(n-doped) or 𝑛0h ≈ 𝑛A (p-doped) where 𝑛D and 𝑛A are concentrations of p and
n-dopants respectively. The Fermi level then shifts according to the Equations
4.14 and 4.15, while 𝜀G remains approximately unchanged [25, p. 55-56].

4.3. Absorption and emission of light in
semiconductors

Let us now come to the absorption of light in the semiconductor, which can
be described by the Lambert-Beer law

𝑗𝛾 (𝑥) = 𝑗𝛾 (0) exp(−𝛼𝑥), (4.17)

where the absorption coe�cient, 𝛼 , is proportional to the combined density
of states at the band edge, 𝐷comb (ℎ𝜈) [25, p. 66]. For direct semiconductors,
we have approximately

𝐷comb ∝ (ℎ𝜈 − 𝜀G) (1/2) (4.18)
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if ℎ𝜈 is close to the 𝜀G [25, p. 66]. It was shown that hybrid perovskites
behave like direct semiconductors [101]. Accordingly, as visible in Figure 4.1,
Equation 4.18 is approximately ful�lled.
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Figure 4.1.:Absorbance (negative logarithm of transmission) of MAPI as measured by
UV-VIS spectroscopy, along with close to bandedge approximation for direct semicon-
ductors (Equation 4.18) and calculated emitted photon �ux by radiative recombination
according to Equation 4.22 (with assumption Δ𝜂 = 1.32 eV). The left side of the peak
is noisy because the absorption measurements hits its noise limit there. (The the
so-called Urbach-tail is where the measured absorbance deviates from Equation 4.18
at around 1.63 eV.)

From the viewpoint of quantum mechanics, when photons of frequency 𝜈
impinge on a semiconducting material, they can be absorbed in a process
called the ’photovoltaic e�ect’. In this process, they transfer all their energy,
ℎ𝜈 , to an electron in the valence band which is then lifted to the conduction
band if ℎ𝜈 > 𝜀G. If however ℎ𝜈 < 𝜀G there is no available state for the
electron to go in an ideal semiconductor and therefore the material appears
transparent to photons with these energies. (In a real semiconductor a certain
density of sub-bandpap states is always available de�ning the sub-bandgap
absorption. ) The excess energy, ℎ𝜈 − 𝜀G, of the absorbed photons is converted
to heat shortly (10−12𝑠) after the absorption by electron-electron as well as
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electron-phonon scattering in the conduction and/or the valence band – a
process called thermalization [25, p. 57-58]. Afterwards, the electrons occupy
a state close to the conduction band edge, while the holes occupy a state
close to the valence band edge. These excited states can be semi-stable and
have lifetimes from nanoseconds to microseconds depending on the available
recombination pathways, which will be detailed later.

In conclusion, a present �ux of photons onto a semiconductor leads to an
accumulation of additional electrons in the conduction band and holes in the
valence band. To describe the quasi static distribution of these species, two
so-called Quasi Fermi distributions with the shifted Fermi energies 𝜀FC and
𝜀FV are introduced. It can be shown that (thanks to the de�nition of 𝜂𝑖 ) these
are equivalent to the chemical potentials of the electrons and holes 𝜂e and
−𝜂h respectively (which are not equal in magnitude any more as in the case
of the semiconductor in the dark) [25, p. 59-63]. The e�ective densities of
charge carriers under irradiation then become

𝑛e ≈ 𝑁C exp
(
−𝜀C − 𝜀FC

𝑘𝑇

)
, (4.19)

𝑛h ≈ 𝑁V exp
(
−𝜀FV − 𝜀V

𝑘𝑇

)
(4.20)

and the intrinsic carrier density becomes

𝑛i =
√
𝑛e𝑛h =

√︁
𝑁C𝑁V exp

( 𝜀G
2𝑘𝑇

)
exp

( 𝜀FC − 𝜀FV
2𝑘𝑇

)
= 𝑛0i exp

(
Δ𝜂

2𝑘𝑇

)
, (4.21)

where Δ𝜂 = 𝜀FC − 𝜀FV is called Quasi Fermi level splitting [25, p. 58]. Because
Δ𝜂 determines the potential energy di�erence between electrons and holes,
it plays a major role in the conversion of chemical to electrical power in solar
cells, as we will show later.

If absorption of photons is possible due to the photoelectric e�ect, time in-
variance of energy and momentum conservation implies that the temporally
reversed process must be allowed, as well, which is called radiative recombi-
nation. We can calculate the �ux of emitted photons 𝑑 𝑗𝛾,em (𝐸) per photon
energy 𝐸 = ℎ𝜈 as
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4.3. Absorption and emission of light in semiconductors

𝑑 𝑗𝛾,em (𝐸)
𝑑𝐸

=
Ω

4𝜋3ℏ3𝑐20

𝑎(𝐸)𝐸2
exp( [𝐸 − Δ𝜂]/𝑘𝑇 ) − 1 ≡ 𝑎(𝐸)𝜙𝐵𝐵 (𝐸 − Δ𝜂) (4.22)

[
#photons s−1cm−2 (eV)−1] , where𝑎(𝐸) = 𝑎(ℎ𝜈) = [1−𝑟 (𝜈)] [1−exp(−𝛼 (𝜈)𝑑)]
is the so-called absorptance, 𝑑 is the thickness of the �lm, 𝑟 (𝜈) its re�ectivity,
Ω is the detection angle and 𝑐0 is the speed of light in vacuum [25, p.99].
The function 𝜙BB (𝐸) is the black body radiation spectrum as introduced by
Planck [26, p.3]. Figure 4.1 depicts a luminescence spectrum as calculated
from Equation 4.22 based on the absorbency data plotted as the solid black
line.

It is crucial to note that this radiative ’loss’ is an unavoidable consequence
of the inverse photovoltaic e�ect, (limiting the theoretical power conversion
e�ciency of an in�nite junction solar cell illuminated with fully concentrated
light to about 86% which is only slightly above the e�ciency of an ideal
Carnot heat engine connected to a black absorber of 85% [25, p.102]). In an
ideal semiconductor, this radiative recombination pathway would be the only
available one for excited charge carriers to decay to their initial state (neglect-
ing Auger recombination that is a highly charge-carrier-density dependent
three-particle process and is not relevant under non-concentrated sunlight
conditions for hybrid perovskites[26, p.7]). However, as we will detail in
the following section, substantial non-radiative pathways are available in
a real semiconductor (the most common of which are Shockley-Read-Hall
recombination at defect sites and surface recombination [25, p.75-85]). These
pathways decrease the lifetime, 𝜏 (𝑛), of the excited charge carriers [26, p.5]
as

1
𝜏 (𝑛) =

1
𝜏rad (𝑛)

+ 1
𝜏non−rad

+ 1
𝜏non−rad2

+ . . . . (4.23)

This equation hints to the fact that the more non-radiative recombination
is suppressed as compared to radiative recombination, the more the charge-
carrier lifetime approaches its ideal value, 𝜏 (𝑛) = 𝜏rad (𝑛). This is re�ected in
the so-called Internal quantum e�ciency of luminescence [26, p.5]

IQE =
𝜏 (𝑛)
𝜏rad (𝑛)

. (4.24)
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Equation 4.24 highlights the importance of photoluminescence measurements,
where the semiconductor is excited by a monochromatic, high-intensity light
source of known intensity and wavelength. In an ideal case, where all param-
eters are known, this allows for the determination of the external quantum
e�ciency EQEPL. Although it may be complex to determine the relation be-
tween EQEPL and IQE [102], relative comparability can still yield information
about di�erences in the IQE assuming light propagation in two samples is
roughly identical. The same is true even if no proper EQEPL measurement
is performed but just a PL intensity response at constant excitation is mea-
sured. In a nutshell, highly luminescent materials are a good candidate for
solar cell production. However, in a solar cell stack, also the properties of
the charge extraction layers and contacts as well as the external bias can
in�uence the magnitude of the photoluminescence response [103, 104]. Ac-
counting for all these in�uences imposes a principal challenge for interpreting
(photo)luminescence measurements.

4.4. Power generation in ideal solar cells

A solar cell is a device that makes use of the chemical energy of excited charge
carriers created by the photovoltaic e�ect and converts it into electrical energy.
For this purpose, the electrons and holes created by the incident photons
need to separate and must be extracted at two di�erent electrodes, which are
typically metals or transparent conductive oxides (TCOs). Shortly after the
absorption of a photon, the created electron and hole can form a so-called
exciton due to their electromagnetic attraction. However, these electron-hole
pairs are separated by temperature (that is to say phonon-exciton interactions)
in hybrid perovskites [39] such that the electrons and holes can move freely
in the conduction and valence band, respectively. for a successful, monopolar
extraction of these charge carriers at di�erent electrodes, these electrodes –
or, more precisely, the junctions leading to the electrodes – need to be charge
selective. This is to say these junctions need to act as ‘membranes’ that have
a high conductivity only for one type of excited charge carriers. In classical
silicon solar cells, charge sensitivity is achieved by a pn-junction close to
one of the electrodes. However, in thin-�lm photovoltaics, it is a popular
approach to sandwich the absorber between an n-type and a p-type material.
These are also referred to as electron transport layer (ETL) and hole transport
layer (HTL) [25, p.129-131]. The energy diagram of such a device (in the
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4.4. Power generation in ideal solar cells

dark) is depicted in Figure 4.2a. The x-axis shows the material stack from one
electrode𝑀1, the ETL (n-type), the absorber (intrinsic or i), the HTL (p-type)
to the second electrode𝑀2. The y-axis shows the energy of the valence band
edge, 𝜀V, Fermi-level 𝜀G and the conduction band edge 𝜀C followed by the
electrostatic potential of free charge carriers separated from the conduction
band edge by the work function 𝜒𝑒 . The grey shaded area can be seen as the
band, while the white area is the bandgap/vacuum.
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Figure 4.2.:Energy diagrams of sandwich structure of a thin-�lm solar cell. In the dark
(a), the charge carrier redistribution leads to a constant Fermi-level over all the device.
In the illuminated device (b), Fermi-level splitting is present by the accumulation of
electrons in the conduction band and holes in the valence band. Due to Fermi-level
splitting, a (chemical) potential di�erence is present at the electrodes, which is the
terminal voltage. Non-radiative recombination and the load resistance then determine
how much this potential di�erence rises (The maximum value is the Fermilevel-
splitting.)

Let us now fundamentally explain the charge carrier conduction over the
individual junctions in the device stack in the dark (see Figure 4.2a). When
two semiconducting materials are in contact, the charge carriers redistribute
in the vicinity of the junction until a constant Fermi level is reached (see
Fermi level in Figure 4.2a). In detail, when a p- and an n-doped material
come into contact, some of the electrons that were in the n-material before
�ow into the p-material to occupy some of the available energy states in
the p-material, thereby increasing their total entropy and decreasing their
mean total mean free energy 𝐹 = 𝐸 − 𝑆𝑇 (in bipolar systems this implies

47



4. Solar cells

that electrons �ow from n to p in the conduction band and holes �ow from
p to n in the valence band). In the case of an n-i or p-i junction (as in
the thin-�lm device stack we will detail shorty), the involved mechanisms
are essentially the same, since the i-material appears relatively p-doped to
the n-material and vice versa. (The only di�erence is the band alignment
between the conduction and valence bands, which are usually chosen in a
way to maximize the conductivity over the conduction bands and minimize
conductivity over valence bands the in the n-i con�guration and vice versa for
p-i con�guration.) Because charge carrier redistribution in a neutral material
comes at the expense of the potential energy of separating the electrons
from the rigid positive atom cores (which is essential an increase in 𝐸), an
equilibrium state at minimum free energy 𝐹 = 𝐸 − 𝑆𝑇 reached, in which
no further redistribution happens. In a pn-contact, a �nite region of low
charge carrier density forms as result – the depletion region. (While an
n-material conducts mainly in the conduction band and a p-material in the
valence band, in the depletion region, both charge carrier densities are low
because they di�use along the gradient of their respective concentration
according to Equation 4.5 away from the depletion region, leading to a low
total conductivity.) In n-i or p-i junctions, a similar redistribution happens,
but the intrinsic material has less electrons/holes that can redistribute such
that the depletion region is charged less and must therefore be wider due
to charge conservation. In the n-i-p or p-i-n con�guration, the depletion
region can extend over the whole intrinsic semiconductor (this is the case in
typical silicon p-i-n diodes with an intrinsic layer thickness of 10 𝜇m to 100 𝜇m
[105]). It is crucial to note that for every material junction, depending on the
relative alignment of conduction and valence bands (and other e�ects as band
bending, tunnelling or polarization which we will omit herein for simplicity),
the hole and electron mobilities over the junction and in the materials might
di�er. This e�ect leads to di�erences in their respective conductivity over the
junction as described by Equation 4.4, which achieves the required charge
carrier selectivity.

In this context, an important side note has to be made on the proper de�nition
of �elds and voltages (that is potential di�erences) in a device stack because
this topic is prone to misconception in literature. As stated above, it is often
argued that the separation of charge carriers from atom cores leads to the
build-up of an ‘internal �eld’ or ‘built-in �eld’, −∇𝜙 , over a semiconductor
junction or even a full device. However, this internal �eld is not associated
with a measurable potential di�erence (that is an energy di�erence) neither
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4.4. Power generation in ideal solar cells

over the junction nor the electrodes, which is a common misconception. In
contrast, when calculating the real, net �eld over a junction or device, we
need to use the gradient of the electrochemical potential ∇𝜂𝑖/𝑒 as in Equation
4.7 for electrons and holes, respectively. Consistently, after the contacting,
both species of charge carriers follow any real �elds ∇𝜂tot until ∇𝜂tot = 0
(in other words a constant Fermi level is reached), which is what we would
intuitively expect to happen in any non-insulating material (mathematically,
the internal �eld is accounted for in the electrical potential in Equation 4.9, but
only the total electrochemical potential determines the equations of motion
and therefore any measurable potential di�erences). The above argument
implies that the internal �eld alone cannot be a relevant parameter for any
dynamic process, in particular not for separating electron-hole pairs or free
charge carriers (which is another common misconception), because a single
charge carrier moving through the device would not ‘see’ this mathematical
�eld contribution but only the total electrochemical potential (therefore, as
stated before, the ETL and HTL junction act as a ‘membrane’ rather than an
‘energy barrier’). If the term ‘internal �eld’ is used correctly, it is a �gure
of merit for the amount of charge redistribution over a junction or device,
which is actually a measurable quantity [106, 107, 108] . However, this is
a very delicate argument that can be misleading. This is why we always
mean ∇𝜂tot/𝑒 or Δ𝜂tot/𝑒 (and not −∇𝜙) when we talk about �elds or voltage
in the following. We note that such real �eld can exist in the device, if an
external source constantly provides energy to keep it up as for example given
by external electromagnetic �elds (which is sunlight in case of a solar cell) or
heat sources.

Upon illumination, Fermi level splitting is present in the absorber as explained
in the last section. This implies that the electrochemical potentials at the
contacts no longer equilibrate such that the voltage (𝜀FC − 𝜀FV) /𝑒 = Δ𝜂/𝑒 is
present at the terminals (see Figure 4.2b). As stated earlier, the precondition
for this voltage are di�erent conductivities of holes and electrons over the
respective ELT and HTL junctions. Otherwise the generated electrons and
holes would ‘use’ the intermediate energy state of the electrodes to recombine.
Once the excited charge carriers are separated according to their polarity and
reach the terminals, they can be used in an external circuit �owing from the
anode to the cathode along the technical current direction. This current �ow
will lower the concentrations of electrons in the conduction band and holes
in the valence band, thus lower 𝜀FC at the anode and raise 𝜀FV at the cathode,
thereby decreasing the voltage present at the terminals. At short circuit
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Figure 4.3.: Ideal solar cell JV-curve with a marking of the 𝐽SC, 𝑉OC and MPP points as
well as a grey shaded rectangle indicating the maximum power (and a dashed-lined
transparent rectangle indicating the product of𝑉OC and 𝐽SC as used in the calculation
of the FF).

conditions, 𝜀FV and 𝜀FC align at the terminals just as in the dark case (whereas
the Quasi Fermi level splitting is still present in the absorber). Contrarily, at
open circuit conditions, the voltage Δ𝜂/𝑒 at the terminals is at a maximum.
However, certain non-radiative (surface) recombination mechanisms at the
terminals can still lower the voltage at the electrodes with respect to the
the Fermi level Splitting in the absorber, which we will address in the next
section.

Interestingly, the current over a pn-junction in the dark is not dominated by its
transport resistance but by the e�ective resistance induced via recombination
and generation of electrons and holes in the depletion region[25, p.138-142].
Under illumination, we have to consider that additional excited charge carriers
are created in the semiconductor (that is, not only within the depletion region)
which contribute to the total current. When calculating the radiative charge
carrier generation and recombination rates, 𝐺 and 𝑅, of a homogeneously
illuminated pn-junction (or a structure shown in Figure 4.2b), the continuity

50



4.4. Power generation in ideal solar cells

equation, ∇ · ®𝑗 = 𝐺 − 𝑅, can be rewritten to yield the ideal current density-
voltage characteristics of an illuminated pn-junction [25, p.138-142],

𝐽Q = 𝐽S

[
exp

(
𝑒𝑉

𝑘𝑇

)
− 1

]
+ 𝐽SC, (4.25)

plotted in Figure 4.3 where𝑉 is the terminal voltage, 𝐽S is the dark saturation
current of the diode and

𝐽SC = −𝑒
∞∫

0

𝑎(𝜈)𝑑 𝑗𝛾,in (𝜈) (4.26)

is the so-called short circuit current density obtained by integrating over
the absorptance, 𝑎(𝜈), multiplied with the incident solar irradiation element,
𝑑 𝑗𝛾,in (𝜈) (see 𝐽SC point in Figure 4.3). We note that the typically used reference
spectrum is the solar spectrum after the transition through 1.5 times the
thickness (or mass) of the atmosphere (AM1.5). With this data at hand, the
above equation can be used to calculate the idealized 𝐽SC under the assumption
that 𝑎(𝜈) = 1 for all ℎ𝜈 > 𝜀G and 𝑎(𝜈) = 0 otherwise, yielding 26.3mA cm−2

for the bandgap of MAPI of 1.58 eV. It is important to be aware that the
spectra of solar simulators di�er from the ideal AM1.5 reference, such that
the 𝐽SC must be corrected by the so-called spectral mismatch factor via the
external quantum e�ciency [109]. (In this work, we will not conduct this
correction, which impacts the exact values of PCE values. Since this work is
however not about exact absolute device PCEs, but more about comparing
di�erent processing method, it is not a major drawback).

Setting 𝑗𝑄 = 0 yields the open circuit voltage [25, p.143] (see 𝑉OC point in
Figure 4.3) as

𝑉OC =
𝑘𝑇

𝑒
ln

(
1 − 𝐽SC

𝐽S

)
. (4.27)

Since 𝐽SC > 𝐽S at solar irradiation, it becomes evident that the 𝐽SC and 𝐽Q must
have opposite signs for the 𝑉OC to be well-de�ned. The power per irradiated
area, 𝐽𝑄 ·𝑉 , of the solar cell can be maximized from equation 4.25 yielding
the maximum-power point voltage,
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𝑉MP = 𝑉OC − 𝑘𝑇

𝑒
ln

(
1 + 𝑒𝑉MP

𝑘𝑇

)
≈ 𝑉OC − 𝑘𝑇

𝑒
ln

(
1 + 𝑒𝑉OC

𝑘𝑇

)
, (4.28)

and the corresponding maximum power point current density, 𝐽MP = 𝐽Q (𝑉MP)
(see maximum power point drawn in Figure 4.3) [25, p.171-174]. With the
𝑀𝑃𝑃 , we can calculate the Fill Factor

FF =
JMPVMP
JSCVSC

≈ eVOC/kT − ln (1 + eVOC/kT)
1 + eVOC/kT , (4.29)

which is the ratio of the maximum power rectangle (see grey area in Figure
4.3) and the rectangle enclosed by the 𝐽SC and the 𝑉OC (see grey dashed line
in Figure 4.3). We will see in the next section that an ideal MAPI perovskite
solar cell has a 𝑉OC of around 1.3V (which is determined by the bandgap
energy subtracted the radiative recombination losses). With this value, we
obtain an FF of 90% at room temperature. The power conversion e�ciency [25,
p.174] is de�ned as

PCE =
JMPVMP

∞∫
0
h𝜈 dj𝛾,in (𝜈)

=
FF · VOC · JSC

Pin
, (4.30)

which holds also for non-ideal solar cells where Equations 4.29 and do 4.28
not necessarily hold any more. 𝑃in ≈ 100mWcm−2 is the average global
irradiation power incident on the Earth’s surface after the sunlight passed
through the atmosphere (for the standardized AM1.5 spectrum of a solar
simulator this value might di�er). The optimum PCE of a solar cell with
one absorber material and no solar light concentration can be determined
to be around 33% at 𝜀G = 1.34 eV (Shockley-Queisser-Limit) [25, p.174-175].
The reasons are that, �rst, due to thermalization a photon of ℎ𝜈 > 𝜀G can
maximally contribute the energy 𝜀G to the extractable power and, second, all
photons with ℎ𝜈 < 𝜀G cannot be absorbed. It must however be noted that
this maximum is quite broad around for 1 eV < 𝜀G < 1.5 eV, which makes
hybrid perovskites with a tunable bandgap from 1.2 eV to over 2 eV (most
studies use perovskite compositions with bandgaps close the MAPI bandgap
of 1.58 eV ) a good candidate for photovoltaics. In fact, the PCE of the ideal
solar cell shown in Figure 4.3 is at 31.5%, which is very close to the Shockley
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Queisser limit of 32% at this bandgap, showing that the assumptions made
above were consistent.

4.5. Power generation in real solar cells

As stated above, the current-voltage characteristics introduced in the last
section (and in particular the equations for the FF and 𝑉OC (4.29 and 4.28)
are based on the assumption that the only available recombination mecha-
nism in the solar cell is radiative recombination. In a real solar cell however,
non-radiative recombination reduces the Fermi-level splitting and thereby
the 𝑉OC and FF. The amount of non-radiative recombination (as compared to
radiative recombination) can be gauged by determining the external quan-
tum e�ciency, EQEEL, that is the number of externally emitted photons per
injected electron, as measured by electroluminescense – the luminescence
emitted under forward electrical bias of the solar cell. It can be related to the
internal quantum e�ciency approximately as

EQEEL =
IQE · 𝜂OC

1 − IQE · (1 − 𝜂OC) , (4.31)

where 𝜂OC is the outcoupling e�ciency determining howmany of the emitted
photons can escape before being absorbed by parasitic absorption in the layers
sandwiching the absorber [26, p. 13]. With this, it can be shown that

𝑒𝑉OC = 𝜀G − 𝑘𝑇 𝑁C𝑁V
𝑛ℎ𝑛𝑒

≈ 𝜀G − 𝑒Δ𝑉OC,rad − 𝑘𝑇 ln EQE−1EL, (4.32)

where Δ𝑉OC,rad ≈ 0.27 V such that 𝜀G/𝑒−0.27 eV is the purely radiation limited
𝑉OC [26, p.14]. The above equation implies that the higher the luminescence
of a forward-biased solar cell, the higher its achievable PCE. We note that,
by convention, 𝑒𝑉OC/𝜀G is calculated as an important �gure to estimate the
relative magnitude of the 𝑉OC. It is crucial to keep in mind that the radiative
limit, calculated as above, retains this value to a maximum of about 83% for
hybrid perovskites even before non-radiative losses are considered.

Additional to the non-radiative recombination, we have to consider possible
shunt passes, introducing a shunt resistance 𝑅parallel < ∞ and possible series
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Figure 4.4.:Equivalent circuit of a thin �lm solar cell with a series resistance 𝑅series > 0,
a shunt resistance 𝑅parallel < ∞ and a second path of recombination diode with ideality
factor 𝑛.

resistances over the contacts leading to 𝑅series > 0. This yields a model
equivalent circuit shown in Figure 4.4, whose current �ow is described by

𝐼 = 𝐼𝑆1

[
exp

(
𝑒 (𝑉 − 𝐼𝑄𝑅𝑆 )

𝑘𝑇

)
− 1

]
+ 𝐼𝑆2

[
exp

(
𝑒 (𝑉 − 𝐼𝑄𝑅𝑆 )

𝑛𝑘𝑇

)
− 1

]
+ 𝐼𝑆𝐶 + 𝑉 − 𝐼𝑄𝑅𝑆

𝑅𝑝
, (4.33)

where 𝑛 is the so-called ideality factor of non-radiative recombination and we
use the abbreviated notation 𝑅s and 𝑅p for the series and parallel resistance,
respectively [25, p. 183-185]. For Shockley-Read-Hall recombination limited
by bipolar conduction, the ideality factor takes the value 𝑛 = 2. For Auger
recombination it becomes 𝑛 = 2/3 [110].
We will now analyse the e�ect of the di�erent parameters on simulated
JV-curves according to Equation 4.33 (see Figure 4.5). First of all, we start
with a variation of the number of impurities available for non-radiative
recombination that is an increase in 𝐼S2 in exponential steps (see Fig. 4.5a).
We �nd that if 𝐼S2 is low enough it does not in�uence the JV-curve because
Equation 4.33 is dominated by the leading factor 𝐼S1. However, if 𝐼S2 exceeds
a certain order of magnitude, it makes the �rst term almost immediately
irrelevant and the altered slope through the changed ideality factor (here
𝑛 = 2) becomes evident. Furthermore, the 𝑉OC reduces in linear steps as 𝐼S2
increases exponentially, while the 𝐽SC remains unchanged (so does the FF
once 𝐼S2 has passed the threshold). This is consistent with Equation 4.32.

54



4.5. Power generation in real solar cells

0 1
Voltage V [V]

−20

−10

0

Cu
rr
en
tJ

[m
A
/c
m

2 ]

−10

−8

−6

lo
g 1

0
( 𝐼 𝑆𝑐,

2/𝑚
𝐴
)

(a) JV-curves for di�erent non-recombination
currents

0 1
Voltage V [V]

−20

−10

0

Cu
rr
en
tJ

[m
A
/c
m

2 ]

0.00

0.02

0.04

0.06

0.08

𝑅
𝑠
in

Ω

(b) JV-curves for di�erent series resistances 𝑅𝑠

0 1
Voltage V [V]

−20

−10

0

Cu
rr
en
tJ

[m
A
/c
m

2 ]

2

4

6

8

10

𝑅
𝑝
in
𝑘
Ω

(c) JV-curves for di�erent shunt resistances 𝑅𝑝
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Figure 4.5.:Variation of di�erent parameters during the simulation of IV curves based
on Eq 4.33

If we increase the series resistance 𝑅s in linear steps, we see that the slope
of the JV-curve at the 𝑉OC decreases, leaving the 𝑉OC and the 𝐽SC (until very
extreme values) unchanged, while lowering the FF. This is consistent with
intuition when keeping in mind that an ohmic resistance in series draws
electrical power only when it is available which is not the case at the 𝐽SC
and 𝑉OC (see Figure 4.5b). If a parallel resistance 𝑅p < ∞ is added, a slope
will be introduced at the 𝐽SC, leaving the 𝐽SC unchanged, while reducing the
𝑉OC slightly (at �rst) and the FF signi�cantly. In this case, it is clear that the
higher the voltage, the more current will �ow over the shunt, reducing the
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Figure 4.6.: Fit of the simulated JV-curves contained in Equation 4.33 to a measured
JV-curve (red with 𝑛 = 2) and (black with 𝑛 = 3.15). Values 𝑛 > 2 do not correspond
a model of physical recombination dynamics, but rather show that the equivalent
circuit shown in Figure 4.4 is insu�cient to explain the charge carrier dynamics in
perovskite solar cells.

terminal current and thereby the usable power that the terminals can provide
(see Figure 4.5c). Figure 4.5d shows a variation of the ideality factor from 1 to
higher values, showing that it a�ects mainly the FF (it also increases the 𝑉OC
but this is not a real trend since an increase in non-radiative recombination
is most-likely accompanied by a signi�cant increase in 𝐼S2 reversing the 𝑉OC
trend). Values above 𝑛 = 2 (that would also decrease the 𝑉OC) cannot be iden-
ti�ed with a physical charge carrier recombination process (see explanation
above). We have included them here just because they would occur when
�tting Equation 4.33 to the JV-curves measured within this work at 1 sun, as
detailed below.

Figure 4.6 shows the measured JV-curve of one of the best triple cation per-
ovskite solar cells that were fabricated during the work on this thesis by
dynamic gas quenching (processing and architecture will be introduced in
sections 5.1, 5.3 and 8.3). We note that with the physically sensible ideality
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factor for Shockley-Read-Hall recombination 𝑛 = 2 we �nd ourselves unable
to reproduce the measured shape by adjusting 𝑅p, 𝑅S and 𝐼S2. Only by choos-
ing 𝑛 = 3.15 we can reproduce the measured data, which clearly cannot be
identi�ed with any physical charge carrier recombination process (To poten-
tially obtain the physical ideality factor, 𝑛, a proper measurement at varying
light intensity can be conducted [108].). This is a clear indication that the
model introduced above is incomplete. A more detailed modelling framework
is beyond the scope of this thesis. We want however like to refer to a quite
recent publication of Uwe Rau and Thomas Kirchartz on the combination of
resistive and kinetic models for the accurate simulation of hybrid perovskite
solar cell JV-curves [111]. It is also possible that ion drifts and accumulation
play role in the deviation of the JV-curve from the above model as detailed in
the next section.

4.6. Hysteresis in perovskite solar cells

Another important phenomenon that causes a deviation of the JV-characteristics
measured in perovskite solar cells from the model derived above is the hys-
teresis e�ect. Phenomenologically, hysteresis describes the discrepancy of
JV-curves depending on the direction of the scan – in detail if the scan starts
at reverse or forward bias and progresses toward forward or reverse bias,
respectively. In the MAPI solar cells covered in this thesis, hysteresis is pro-
nounced, while the multi-cation perovskites exhibit less hysteresis (compare
Figures 4.7a and 4.7b). However, certain groups reported MAPI solar cells
without hysteresis by interface modi�cation at the ETL [112, 113]. This shows
that hysteresis is a perovskite-dependent but also an interface dependent phe-
nomenon. Consistently, the perovskite research community has come to the
consensus that the hysteresis is mainly caused by the accumulation of mobile
ions at the device interfaces potentially altering the charge conduction over
these interfaces [114, 113]. This accumulation is the results of ion drifts from
the bulk perovskite to the interface when the device is biased. A common
addition to the equivalent circuit for modelling this ion drift is depicted in
Figure 4.8.

The ion drift is represented by an additional diode and the accumulation
on the interface by an additional capacitor. Since the ion drift di�usion
coe�cients are much smaller than the di�usion coe�cients of the electrons

57



4. Solar cells

0.0 0.5 1.0
Voltage V [V]

−20

−10

0

10

Cu
rr
en
tD

en
s.
J[
m
A
/c
m

2 ]

PCE 19.5% (15.7%)
FF 77.8% (64.8%)
VO𝐶 1.13 V (1.1 V)
JS𝐶 22.1mA/cm2

(a)
MAPI solar cell fabricated in the laminar air
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backward and forward scans.
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TCP solar cell fabricated in dynamic gas
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Figure 4.7.:Comparison of JV-curves in backward (solid line) and forward JV-scans
(dashed line) of best MAPI and TCP solar cells fabricated during the work on this
thesis with a scan speed of 1 V s−1.
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Figure 4.8.:Addition to the equivalent circuit shown in Figure 4.4 modelling the ion
drift in the device.

and holes in the device, two resistors are employed – one for the bulk di�usion,
𝑅bulk, and one for the transport away from the interface once the bias in
reversed 𝑅i,acc. As a result, when forward bias is supplied �rst, the capacitor
is slowly charging during the scan decreasing the available current, while
in reverse bias, the diode blocks the charging process such that full current
is available at the terminals. To eliminate the e�ect of hysteresis, constant
voltage measurements will be conducted for the best devices in this work.
During this measurement, the device is constantly biased in one direction
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such that the capacitor equivalent circuit comes to an equilibrium state, no
longer drawing current from the rest circuit. Of course, it is still possible that
this equilibrium accumulation of ions changes the charge transfer over the
junction. However, a constant bias is much closer to a real-life application
of the solar cell, whereas a rapid JV-scan has only the purpose of quickly
determining the approximate PCE of the device.
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5.1. Hybrid perovskite solution processes*†‡

In this section, we describe the fabrication processes of the perovskite ab-
sorber layer, which were chosen as a reference for the up-scaling (and toxic
solvent replacement) e�orts explained in more detail chapter 8 according to
the respective process. The fabrication of the other functional layers was
unaltered (except for the spin coating parameters for di�erent substrate sizes
as described in section 5.3) and will be described in the end of the section. The
perovskite reference processes rely on the spin coating method on a substrate
size of 16 × 16mm2. We will use them with following designation:

• MAPbI3 (MAPI) one-step process[19, 20]:
PbCl2:3MAI and Pb(CH3COO)2· 3H2O:3MAI were mixed in a molar
ratio of 1:4 and dissolved in DMF with a concentration of 1.05M [115].
(1M is de�ned as 1mmol of solute per 1ml of solvent.) The solutions
are mixed in separate vials and then one is added to the other, just
before the spin coating process. The spin coating is run at 3000 rpm
for 30 s and then the sample is left for 9min of natural drying until the
annealing process is started at 110◦C for 10min [116]. For the blade
coating precursor, the concentration is lowered to 0.75M [19].

• Double cation (DCP) two-step process: The original recipe as developed
by Jiang et al. [117] uses DMF as a solvent with an addition of 5% (vol-
ume) of DMSO for the deposition of the PbI2 at a concentration of 1.3M

∗Section reviews Advanced Energy Materials 9 (2019) p. 1901581 by S.T., B.T., J.A.S, I.M.H.,
T.A., W.M., U.L., P.S., W.S., B.S.R. and U.W.P [19]

†Section reviews Solar RRL 6 (2021) p. 2100353 by S.T., F.L., P.S., W.S., B.S.R., I.A.H. and
U.W.P. [20]

‡Section reviews ACS Applied Materials & Interfaces (2022) 14, 9, p. 11300–11312 by S.T.,
J.M., N.L., H.M.P, M.A., P.S., W.S., B.S.R and U.W.P. [21]

61
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(For the green solvent recipe, this solvent mixture is replaced by DMSO
with 10% [volume] of ethylene glycol monobutyl ether [EGBE]). The
surfactants (Alpha-LP: L-𝛼-Lecithin, DDAB: Didodecyldimethylammo-
niumbromide, HD-TMAB: Hexadecyltrimethylammonium bromide)
are respectively dissolved in a 0.5mgml−1 stock solution in DMSO
and then 5 volume % of this solution is used instead of the pure DMSO.
The PbI2 layers are spin coated at 1500 rpm for 30 s and annealed for
1min at 70◦C. For the second step, a solution of FAI:MABr:MACl
dissolved in Isopropanol (60mg : 6mg : 6mg in 1ml) is spin coated
at 1500 rpm for 30 s and annealed at 150◦C for 15min in ambient air.
For the blade coating, the PbI2 concentration is optimized to be 1M
and the concentration of the cations is decreased by a factor of two
(60mg : 6mg : 6mg in 2ml). The �nal perovskite has the stoichiome-
try (FAPbI3)1−x (MAPbBr3)x where 𝑥 ≈ 0.03 [118].

• Triple cation (TCP) one-step process[21]:
PbI2 (1.1M) is mixed with FAI (1M), PbBr2 (0.2M), MABr (0.2M) in
DMF and DMSO (v:v ratio 4:1) [119]. Subsequently, 89 𝜇l of CsI (1.5M)
dissolved in DMSO are added. For the green solvent precursor, DMF
and DMSO are replaced by DMSO and 5% (volume) of EGBE. The
perovskite composition is Cs0.1 (FA0.83FA0.17)0.9Pb(I0.83Br0.17)3. The
spin coating is conducted by a �rst step at 1000 rpm for 10 s and a
second step at 6000 rpm for 20 s. 10 s before the end of the second step,
100 𝜇l of Chlorobenzene is poured onto the still spinning substrate in
a time of about 2 s. The blade coating is performed with the very same
perovskite solution.

Besides the perovskite solution processes, we also process the ETL and HTL
interlayers. For these we make the following dispersion and solution:

• Dispersion of SnO2 nanoparticles:
The nano-particle colloidal dispersion was purchased from Alfa Aeser
(15%) and is diluted to 2% with deionized water. The spin coating is
then performed at 4000 rpm for 30 s in ambient air and the samples are
annealed at 250◦C [19] for 1 h. (For the spin coating on larger substrates
the spin coating parameters are varied as described in section 5.3)

• Spiro OMeTAD-solution:
80mg of Spiro OMeTAD purchased from Luminescence Technology is
dissolved in 1ml of Chlorobenzene and dopedwith 28.5 𝜇l ml−1 of 4-tert
butylpyridine andwith 17.5 𝜇l of Lithium bis[tri�uoromethanesulfonyl]
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imide from a stock solution of 520mgml−1 in Acetonitrile [120]. The
spin coating is performed at 4000 rpm for 30 s in an inert N2 environ-
ment. The spiro-coated substrates are doped with oxygen for about
12 − 15 h at 30% humidity.

5.2. Blade coating of hybrid perovskite thin-films*†‡

Blade coating is a common trial fabrication method for scaling solution pro-
cessing. The method involves a blade with exactly de�ned height, ℎ0, that
is dragged or pushed over a substrate with velocity 𝑣 . In this process, the
solution, deposited before the blade, is dragged with the blade leaving behind
a liquid �lm of de�ned thickness controlled by the above parameters and
the sheer forces in the solution (see Figure 5.1). According to rheology, the
deposited �lm has the wet �lm thickness [121].

ℎ∞ ≈ ℎ0/2, (5.1)

𝑣
ℎ0ℎ∞

Figure 5.1.: Schematic of blade coating process with the blade coating speed, 𝑣 , (some-
times called web speed) and the blade gap, ℎ0.
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However, there are other reports stating that, at high enough velocities, the
thickness of a dry phospholipid �lm,ℎ, follows the relationℎ∞ ∝ 𝑣0.76 [122]. In
our experiments, we obtain values much lower thanℎ0/2. (The total volume of
solution per substrate area used is less and the interferometry measurements
introduced in section 7.1 suggest smaller wet �lm thicknesses). The reason
for this could be that we are indeed in a regime where ℎ∞ ∝ 𝑣0.76 or similar
holds. Other possible reasons are that Equation 5.1 describes a long-term
static case, which is not reached yet with the substrate sizes we use, or that
we simply do not use enough solution for Equation 5.1 to be valid. Afterall,
we conclude that a quantitative determination of the wet �lm thickness just
from rheological parameters is challenging. It is crucial to note that wet �lm
thicknesses much smaller ℎ0/2 are favourable for the fabrication of hybrid
perovskite absorbers. The reason is that for a concentration of 1.3M and a
targeted �nal perovskite �lm thickness of 0.8 𝜇m, we need to deposit a wet
�lm thickness of 4.8 𝜇m as calculated by 0.8 𝜇m

[
1 + 𝜌p/1.3M

]
(lowering the

perovskite concentration too much is usually not a useful mitigation strategy
because it enhances drying related inhomogeneities and subsequently causes
an inhomogeneous nucleation). Using a blade gap of 10 𝜇m would however
not be feasible due to the tolerances of the substrate, the surface holding
the substrate and the blade sliding over the same surface (instead, we use
100 𝜇m − 200 𝜇m in our experiments).

In conclusion, because we cannot calculate the wet �lm thickness from rhe-
ological parameters, we always estimate it from measuring the dry �lm
thickness, 𝑑p, using the relation[21]

𝑑0 ≈ 𝑑p
[
1 + 𝜌p/𝑚̃p

]
(5.2)

where 𝑚̃p is the molar mass of perovskite per solvent and 𝜌p is the molar
mass of the perovskite as calculated from the size of the unit cell [31].

Lastly, let us shortly motivate why blade coating is chosen as the principal
deposition technique in this work. Blade coating is the ideal pre-experiment to
establish pre-metered slot-die coating, in which new solution is continuously
supplied through a small slot [121]. As compared to blade coating, this has
the advantage that stabilized coating is possible on arbitrary substrate lengths
that is to say even in roll-to-roll coating machines where kilometres of �exible
substrates can be coated (‘stabilized’ means in this context that a video of
the coating process would show a constant image). From a practical point
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of view, slot-die coating is more challenging to use on a small substrates
because a long run-in length is needed until coating and solution supply rate
equilibrate, achieving stabilized coating. Furthermore, the technique has a
comparatively high ‘dead volume’, that is an amount of solution on the order
of ml needs to be supplied just to �ll the feed-in pipes and the nozzle before
reaching the substrate. In blade coating, this is not the case. For the average
substrate size of 6 × 3 cm2 used in this thesis, the amount of solution was on
the order of 20 𝜇l [19], which is less than is needed in spin coating for a square
substrate of the size 16 × 16mm2. This advantage makes blade coating the
ideal candidate for trial experiments bridging the gap between spin coating
and slot-die coating.

5.3. Fabrication and characterization of solar
cells*†‡

For all the devices covered in this thesis, the n-i-p architecture is chosen.
The devices are fabricated in the following way [19, 20, 21]: An indium
tin oxide (ITO)-coated pre-patterned substrate (64 × 64mm2) is spin coated
with the aqueous SnO2 nano-particle dispersion for forming the ETL layer
(details about the dispersion were provided in section 5.1) using 2000 rpm
and 30 s (see step 1 in Figure 5.2) and annealed at 250◦C for 60min thereafter.
Then, the substrate is broken in two 32 × 64mm2 parts and the perovskite
absorber layer is deposited by blade coating with the respective solution
process (see step 2 in Figure 5.2; details follow in chapter 8; for the spin
coating as described in section 5.1 the substrates are broken in 16 small
16×16mm2 samples.). Subsequently, each such substrate part is broken again
into 8 smaller 16 × 16mm2 patches and these are spin coated with a Spiro-
OMeTAD layer (see step 3 in Figure 5.2 and details in section 5.1). Finally, Au
is thermally evaporated to complete the device stack. Each substrate contains
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four pixels of the size of roughly 0.1 cm2 (see schematic of the device stack in
Figure 5.3).

1.
2.

3.

T

4.

Figure 5.2.: Schematic of perovskite device fabrication in four steps: SnO2 nano-
particle spin coating (1), blade coating of perovskite thin-�lm (2), spin coating of
Spiro OMeTAD (3) and thermal evaporation of Au back contacts (4). Pre-patterned
substrates are pre-cut on the bottom side before the �rst step such that they can be
easily broken for the respective next step.

This fabrication process and device architecture are chosen for multiple rea-
sons. First of all, the spin coating of SnO2 nano-particles and Spiro OMeTAD
solution is a fast and already precisely optimized solution process. Second,
residual PbI2 as produced by the two-step process (details follow in section
8.1.2) works as an n-type conductor [123]. Because residual PbI2 is preferen-
tially present at the bottom contact as the cation solution is deposited from
the top, this contact must be an ETL for the respective devices to work. Third,
because the work on this thesis started with this architecture, the fabrication
process was kept unaltered for the comparability of all di�erently fabricated
perovskite layers. This has, of course, an impact on the maximum achievable
PCE, but the advantage is that di�erences in the JV-parameters can be traced
back to di�erences in the perovskite with almost absolute certainty. (This
will be covered in more detail in the analysis of device performances, section
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8.4). Trial experiments show however that other architectures are mostly
compatible with the methods explained herein, which is beyond the scope of
this work.

The devices are characterized by a standard AAA class solar simulator (New-
port Oriel Sol3A or Wavelabs Solar Metrology Systems Sinus-70) under an
AM1.5G spectrum by JV-sweeps with 1V s−1 [19]. Evidently, the impact of
hysteresis needs to be considered when performing such an analysis. For
this reason, we always provide backward and forward scans as well as JV-
parameter values for both (in some plots in the analysis of device perfor-
mances, section 8.4, the average of the backward and forward values will
be used). Furthermore, measurements under constant voltage of the best
solar cells are performed because this simulates better a real application
and is less a�ected by hysteresis as explained in section 4.6. As detailed
above, the emphasis of this work is rather on comparing the PCEs between
di�erent perovskite deposition methods than on the optimization of devices
toward highest, absolute PCE. Therefore, the quick measurement of a large
number of small devices and their comparison is preferred to a very exact
characterization of individual devices.

glass

perovskite

SnO2

Spiro-OMeTAD

Au

ITOITO

Figure 5.3.:Magni�ed device stack on a 16 × 16mm2 substrate. The layer thicknesses
are not to scale (For the real layer thickness see Figure 5.5 in the next section).

One might ask the question why the device active area is not increased
during this work, especially with regard to the topic of up-scaling perovskite
solution printing. One part of the answer is that multiple probing of the
laterally distributed device performance is preferred to an up-scaled large-
area performance, which we would expect to perform, in the ideal case, as
an average over all small device performances, and in the worst case, as the
weakest of these devices, thereby potentially removing valuable statistical
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information. Another part is that, as we will see in chapter 8, although there
are individual substrates with almost �aw-less morphology on the lateral
area, their appearance is still a statistical outlier. It would have therefore
needed many tries to make a large area device, which is valuable work time
that was invested instead in the the question if drying and crystallization can
be analysed and understood with the goal to avoid the statistical variation
in the �rst place (which is necessary for industrial scale fabrication in the
future). In future works, when the lateral device homogeneity as well as
the reproducibility of these absorbers is su�cient, larger devices can be
fabricated.

5.4. Ex situ thin-film imaging and scanning*†‡

Scanning or imaging methods are crucial to determine homogeneity and
morphology of processed perovskite absorber thin-�lms. ‘Ex situ’ refers
in this context to techniques that are applied after the annealing process,
that is after the fabrication of perovskite thin-�lms is completed. Because
these methods are a well-known standard in the research community, we
do not explain their working principle in great detail. Instead, we focus on
the question which pieces of information can be acquired by the respective
method and give a typical example of a decisive measurement, which was
used to analyse perovskite drying and crystallization in this thesis.

• Optical microscopy
is a fast and very common imaging technique. Because thewavelengths
of visible light range from about 380 nm to 750 nm, the resolution
of smallest structures is also of that order of magnitude (Rayleigh
criterion). This implies that typical perovskite grain sizes (≈ 10 nm −
100 nm) and the layer thicknesses (≈ 500 nm − 1000 nm) are mostly
below the resolution limit of optical microscopy[19, 21]. However,
in case macroscopic crystalline structures such as ribbons, dendrites
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or cracks form in a thin-�lm, these can be detected easily by optical
microscopy. The ideal perovskite �lm does not have any of these
features detectable by optical microscopy (with few exceptions such
as textures that can help light in-coupling [124].). The microscope
image in Figure 5.4 shows the transition from a growth-dominated
to a nucleation-dominated morphology[21] as will be explained in
detail in section 8.3. While the dendrites of crystallites forming on
the substrate (which are detrimental for the device performance) are
clearly visible, the perovskite �lm with many very small nuclei (as
used in e�cient perovskite solar cells) appears transparent under the
microscope (bottom of the picture). To access structures below the
resolution limit of optical microscopy, other microscopic methods
explained in the following two bullet points need to be used.

1mm

Figure 5.4.:Optical microscope picture of a TCP thin-�lm fabricated by dynamic coating
under a slot nozzle (details follow in section 8.3). The transparent area is a perfectly
nucleation-dominated perovskite morphology, while the dendrite structures form due
to early heterogeneous nucleation at the substrate surface under non-ideal conditions.

• Scanning electron microscopy (SEM)
is a microscopic technique where an electron beam is scanned over
the probe and backscattered electrons are detected [125] (these can be
primary backscattered electrons of the beam or secondary electrons
ejected from the investigated material). SEM enables the resolution of
structures with down to 1 nm due to the small de-Brogly wavelength
of the electron at the used energies of several keV. In the commonly
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used secondary electron channel, SEM is very surface sensitive (several
nano-meters) because the secondary electrons are emitted from a small
interaction volume. When operated laterally over the perovskite �lm
surface, SEM can resolve the micro-structure of the polycrystalline
perovksite thin-�lm morphology (some examples follow in section
8.1.1.). However, it can also be used to study the vertical morphology
of a solar cell that was sliced or broken[19] as visible in Figure 5.5. Due
to the di�erent interaction cross-sections of di�erent materials, the
individual layers of the device stack can be distinguished by contrast
and their vertical pro�le can be analysed. It has to be noted that, for
a better conductivity, 5 nm of Au was sputtered on the stack before
the measurement. So, the di�erence in contrast could also originate
from di�erent gold adhesion on the materials (high conductivities of
the investigated specimen are crucial to prevent charging/degradation
of the material which would impact the measurement).

Au
Spiro-OMeTAD

SnO2 nano-particels

MAPI perovskite

ITO
Glass

50
0n

m

500 nm

Figure 5.5.:Cross section of a MAPI perovskite solar cell fabricated within the work
on the �rst publication [19]. The di�erence in scattered intensity (or cross section)
indicates the di�erent materials building up the device stack.

• Atomic force microscopy (AFM) or scanning force microscopy (SFM)
is amicroscopy techniquewhere a cantileverwith a sharp tip is scanned
over a probe, while the cantilever vibrates with certain vibrational
amplitude and frequency (in the most commonly used operation mode).
The atomic forces close to the vibrating tip, impact the vibration fre-
quency and/or amplitude, which are measured by a laser re�ected
from the back of the cantilever on a photo detector. The image is
then created as a function on the cantilever position which is scanned
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5.4. Ex situ thin-�lm imaging and scanning

over the surface in back and forth movements using piezo-crystals.
AFM reaches resolutions below 1 nm and can reach down to the size
of individual atoms [126]. In the work on this thesis, it was used to
investigate the polycrystalline morphology of perovskite thin-�lms[19,
21]. As compared to SEM, it has the advantage that it also yields
height (and thereby roughness) information which can be handy when
comparing di�erent samples. Its disadvantage are the comparatively
long acquisition times. An often used variation of AFM is pro�lometry
(usually performed by a Bruker Dektak XT system [127] for example
in section 8.1.2). In this case, the tip is in direct contact with the sample
and scanned just along one line reading the force on the tip with an
Inertia Sensor. This is a fast and easy method to determine �lm thick-
nesses (as di�erence between a reference surface and the �lm surface)
and (1D) �lm roughness. Figure 5.6 shows an AFM measurement of a
nucleation-dominated triple cation thin �lm (details follow in 8.3). It
is visible that the micro-grain structure is overlaid by a wavy macro-
structure. This wave-structure is often observed in rapidly quenched
triple cation perovskites and is attributed to the release of stress[128].
It is further reported to improve the light in-coupling into these layers
and enhance overall absorption [124].
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Figure 5.6.:Morphology of a nucleation-dominated triple cation perovskite �lm as
measured by AFM. The morphology is an overlay of two structures: A rougher wave
structure, which is reported to be caused by internal stress upon quenching [129], and
a �ne structure, which are the crystalline grains (that would not be visible in optical
microscopy).

• Whitelight interferometry (WLI)
is a pro�lometric technique just as AFM. However, the pro�le of the
investigated sample is imaged by a Michelson-Morley interferometer
whose one arm is �xed and the other one is given by the re�ected
light from the surface. The whole interferometer is driven up and
down while imaging the interference fringes on a 2D camera sensor.
From these 2D interference image series, the height at each measure-
ment point (that is pixel on the camera) can be estimated [130, 131].
The advantages of WLI are the exceptionally fast acquisition times, in
particular with large-area �eld of view systems like the Isravision net-
GAGE3D used in this thesis [132]. Figure 5.7 shows a typical sample as
characterized with WLI for the second publication [20]. The magni�ed
image extracts show typical morphological features that can appear
during perovskite solution processing. (They will be correlated with
device performances in section 7.2). This image can be acquired in less
than 5 s, which is at least two order of magnitudes faster than AFM
measurements. The disadvantage is however a comparably poor lateral
resolution. As a consequence, roughness values will di�er signi�cantly
from AFM measurements.

72



5.4. Ex situ thin-�lm imaging and scanning

0 𝜇m
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Figure 5.7.:Whitelight Interferometer measurement as conducted for the correlation
with IMI data (details follow in section 7.2) [20]. Di�erent morphological defects be-
come apparent in the perovskite �lm morphology (the bright stripes are the patterned
ITO on glass). The borders of the sample were swiped to remove the perovskite. This
frame is used for levelling and removing drifts in the data and can also be used to
estimate the thickness of the �lm. Reproduced with permission from [20].
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6. Modelling and simulation

This chapter presents modelling toolkits motivated by standard literature
on drying and crystallization processes[22, 24] and subsequently adapted to
hybrid perovskite precursor solutions (a detailed list of the involved quantities
and an order of magnitude estimation of their typical values can be found in
the appendix in section A4). The convergence of the model predictions with
the experiments is tested by interferometric measurements of drying dynam-
ics in the laminar air �ow as well as AFM images of polycrystalline perovskite
�lms produced with di�erent drying speeds (details on interferometry follow
in section 7.1 and AFM was introduced in section 5.4). As the �rst main
result, a gas phase controlled drying model is obtained that quantitatively
reproduces the drying of MAPI and TCP solution �lms for Bian.

𝑑
up to 103

(which will be demonstrated in section A1.5). As the second result, a qualita-
tive simulation of crystal nucleation and growth in a perovskite solution is
presented. The two resulting models can be connected yielding a criterion
for successful drying/quenching of homogeneous perovskite thin-�lms. This
can be seen as an answer to research questions 1. and 2. as introduced in
section 3.3.

6.1. Description of perovskite solution film drying
dynamics

6.1.1. Mass transfer and phase boundary equations

Drying is a mass transfer process in which a volatile component evaporates
from a liquid, a solid or a mixture of compounds. In this work, we will focus
on the drying process of solutions, that is a mixture of a solvent and solute —
assumed to be homogeneous on the molecular scale. The drying of a liquid
solution �lm can be described by three sub-processes:
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1. The di�usion of the liquid solvent inside of the �lm to the �lm surface

2. The phase transition from liquid to gaseous solvent

3. The transport of gaseous solvent away from the �lm surface by gas-gas
di�usion and convection

Figure 6.1 shows the involved, physical quantities. We will explain in the
following the fundamental laws governing these sub-processes.

The transport of liquid solvent to the surface is described by Fick’s �rst law
of di�usion [133]. It reads

𝑗𝑖p = −𝐷𝑉𝑖
𝜕𝑐𝑉𝑖
𝜕𝑧
, (6.1)

where 𝑗𝑖p is the molar �ux of solvent molecules
[
molm−2s−1

]
in the solute

material p (which stands traditionally for polymer but can be understood
as perovksite herein ), 𝐷𝑉𝑖 is the di�usion coe�cient or di�usivity

[
m2 s−1

]
and 𝑐𝑉𝑖 is the concentration of the liquid solvent

[
molm−3] in the �lm. (The

’V’ stands for the fact that 𝑐𝑉1 and 𝐷𝑉𝑖 are measured in reference to a volume
element in Cartesian coordinates [134]). It is crucial to note that Equation
6.1 holds true at every position 𝑧 in the �lm, such that 𝑗𝑖p (𝑧) describes the
local net �ux from 𝑧 − 𝑑𝑧 to 𝑧 + 𝑑𝑧. At this point, it is necessary to make

𝑦𝑖,∞

𝑦𝑖,ph 𝑥𝑖,ph

𝑧

𝑦𝑖
𝑥𝑖

2.
1.

3.

𝑑 (𝑡)

Figure 6.1.:Depiction of a drying thin-�lm with an indication of the sub-processes
1-3, the molar ratio of liquid solvent in the �lm 𝑥𝑖 (dotted line) and the molar ratio of
gaseous solvent over the �lm surface 𝑦𝑖 (solid line). The values on the surface, that is
the phase boundary, are indexed by ph and the [asymptotic] value of 𝑦𝑖 in the drying
gas is indexed by∞.
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6.1. Description of perovskite solution �lm drying dynamics

a short side note on the de�nition and order of magnitude of the di�usion
coe�cients covered in this work. The reader should keep in mind that instead
of using the notation 𝐷𝑉𝑖 , we would technically have to write 𝐷𝑉𝑖p to express
that the di�usion coe�cient depends on both the solvent 𝑖 and the solute
𝑝 . However, in literature the �rst notation is preferred for convenience.
Analogously, in a two-solvent solution, the simpler notation 𝐷𝑉𝑖 𝑗 is preferred
to 𝐷𝑉𝑖p𝑗 (or similar). In such a two-solvent system, 𝐷𝑉𝑖𝑖 denotes the di�usion of
solvent 𝑖 within itself in the solute 𝑝 , which is sometimes called self di�usion
coe�cient whereas 𝐷𝑉𝑖 𝑗 is called interdi�usion coe�cient (in general 𝐷𝑉𝑖 𝑗 ≠ 𝐷𝑉𝑗𝑖
for mixtures of unequal amounts) [135]. In dilute, ionic aqueous solutions the
di�usivity of water, 𝐷𝑉𝑖 , is on the order of 10−9 m2 s−1 [136]. For perovskite
solutions, there is no extensive data on di�usion coe�cients available (to
the knowledge of the author). However, since the initial molar fraction of
perovskite unit cells to solvent in most solutions is about 3%, a sensible
estimation is given by the self-di�usion coe�cient of the pure solvent (or
the interdi�usion coe�cient of the pure solvent mixture). Typical values are
1.4 · 10−9 m2 s−1, 6.6 · 10−10 m2 s−1 and 1.0 · 10−9 m2 s−1 for DMF, DMSO and
DMF:DMSO (volume ratio 4:1) respectively [22, p. Da28-Da29] (the empirical
correlations for the estimation of these values and additional information on
the concentration dependence of the di�usion coe�cient can be found in the
section A1.1). Further, Tan et al. determined an expression for the di�usion
coe�cient of DMSO in a (nearly) dry MAPI perovskite �lm as a function
of the temperature, yielding 10−26 m2 s−1 at room temperature [137] (details
in section A1.1). This comparison of extreme values demonstrates that the
di�usion coe�cient is not only temperature-dependent but, in most cases,
strongly concentration-dependent and solute phase-dependent (it changes
over 17 orders of magnitude from the solution to the readily crystallized
�lm!). For this reason, Equation 6.1 is often solved numerically in literature
(analytical solutions are mostly available for constant di�usion coe�cients
only [135]).

It is important to note that in all subsequent sections of this work (in particu-
lar for the gas-phase controlled drying model derived in section 6.1.5), we
will completely avoid solving Equation 6.1 by assuming that concentration
gradients inside the �lm can be neglected at all times. This assumption is
equivalent to the hypothesis that the �lm thickness is so thin that di�usion
inside the �lm is, at all times, fast enough to mix the individual components.
It is understandable that an educated reader might strongly question this
hypothesis given the exceptionally low di�usion coe�cient in the crystallized
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perovskite measured by Tan et al.. However, as we will see in section 6.2,
the nucleation process naturally segregates the crystalline phase from the
remaining solution by creating many small crystalline nuclei. For this reason,
the e�ective di�usion coe�cient limiting the drying dynamics will not be
the one of the crystal phase but the one of the remaining solution surround-
ing the nucleated crystals (unless a crystalline crust completely covers the
�lm surface or we investigate very small amounts of residual solvent in the
crystal). Further, we will see that the solvent concentration of this remaining
solution approaches an equilibrium until the end of the crystallization process.
Nevertheless, the author is aware that the hypothesis of a vanishing concen-
tration gradient is strong. Therefore, a detailed analysis of the validity of this
hypothesis will follow in section 6.1.5 (more precisely, we will investigate the
two individual hypotheses of a negligible concentration gradient between the
solvents DMF and DMSO as well as the solute with the solvent). Furthermore,
the interested reader will �nd a description and application of the numerical
toolkits for solving Equation 6.1 in the appendix (section A1) to investigate
the contrary case of di�usion-limited drying in perovskite solution �lms. This
model based on di�usion-limited drying could become increasingly important
for thicker solution �lms (with the �lm thickness increases the probability
that a capping layer of crystallized perovskite forms of on the �lm surface
during the drying process e�ectively trapping the solvent in the bulk solution
due to the low di�usion coe�cient of the crystal).

Now, let us focus on the second sub-process, which is the liquid-gas phase
transition. Raoult’s law states that

𝑦𝑖,ph𝜙𝑝,𝑖𝑝 = 𝑥𝑖,ph𝛾𝑖𝑝
∗
𝑖 , (6.2)

where 𝑦𝑖,ph is the molar ratio of gaseous solvent 𝑖 just above the �lm surface[
molmol−1

]
, 𝑥𝑖,ph is the molar ratio of liquid solvent 𝑖 just below the �lm

surface
[
molmol−1

]
, 𝑝 is the pressure of the gas phase [Pa], 𝑝∗𝑖 is the vapour

pressure of the solvent [Pa], 𝜙𝑝,𝑖 is the fugacity coe�cient [no unit] and 𝛾𝑖
is the activity [no unit] [138]. While 𝜙𝑝,𝑖 accounts for deviations of the gas
phase from the ideal gas law,𝛾𝑖 expresses the chemical interaction between the
solvent and the solute, altering the e�ective vapour pressure over the solution.
For simplicity, we will assume an ideal gas in the following (𝜙𝑝,𝑖 = 1). In works
of Schabel et al. covering sorption and di�usion in solvent-polymer mixtures,
it was assumed that the activity can be described with a modi�ed Flory-
Huggins and free volume solution theory[139]. In the perovskite precursor
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6.1. Description of perovskite solution �lm drying dynamics

solution, which is essentially an ion-solvent mixture, we make the simple
assumption of constant activity. While an ideal mixture (𝛾𝑖 = 1) is assumed in
most cases, we will see that in the TCP precursor solution, the hypothesis of
a drying regime of reduced solvent activity is needed, which is likely caused
by the formation of a semi-stable intermediate solute-solvent phase with a
substantially lowered vapour pressure[140]. The reason for the deliberately
simple working hypothesis of constant solvent activity is, �rst, that to the
knowledge of the author no fundamental theory on the activity of perovskite
precursor solutions is available and, second, that the experimental evidence
a�ected by the error of the interferometric measurement technique does not
encourage introducing more model parameters (details follow in sections
7.1, 6.1.6 and 6.1.7). A similar consideration applies to the question of the
interaction between the solvents DMF and DMSO, where the interferometry
measurements of the pure mixture did not show any evidence for a deviation
from the ideal mixture (𝛾𝑖 = 1) within its error of measurement. Indeed, this is
consistent with literature suggesting that large deviations from 𝛾𝑖 = 1 in the
gas phase equilibrium of DMF:DMSO mixtures are not to be expected[141].

Now, we come to the last process, the transport of gaseous solvent away from
the surface, which is governed by a Fick-type di�usion equation just as the
�rst sub-process:

𝑗𝑖g = −𝛿𝑖g𝜌g 𝜕𝑦𝑖
𝜕𝑧
, (6.3)

where 𝑗𝑖g is the molar �ux of gaseous solvent
[
molm−2s−1

]
, 𝛿𝑖g is the di�usiv-

ity of the gaseous solvent 𝑖 in the drying gas g
[
m2 s−1

]
, and 𝜌𝑔 is the gaseous

molar density of the solvent determined by the ideal gas law
[
molm−3] . (We

assume that the di�usion of gaseous solvent 𝑖 into another gaseous solvent 𝑗
can be neglected because the concentration of solvents above the �lm is very
low – the ratio of DMF in the drying gas is typically smaller 1% as estimated
in section A4). In contrast to the di�usion in the liquid �lm, convection is a
non-negligible process in the gas phase. In fact, in most applications forced
convection (rather than natural convection) is an important method used to
control the drying rate [93] (There are reports about convection cells possibly
initiated by Marangoni convection inside of liquid perovskite precursor �lms
at higher temperatures[142]. However, we use moderate temperatures for
drying and therefore assume no convection inside of the liquid �lms.). Com-
monly, the e�ect of forced convection is approximated by boundary layer
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correlations rather than exactly calculated from �ow-di�usion equations (see
following section).

6.1.2. Boundary layers and transfer coe�icients

By convention, the region in which the molar ratio of gaseous solvent on
the �lm surface, 𝑦𝑖,ph, decreases to the molar ratio of solvent in the ambient
gas, 𝑦𝑖,∞, de�nes the so-called concentration boundary layer, which is fully
characterized by its thickness Δ𝑆C (called concentration boundary layer thick-
ness). We note that, in �uid dynamics, the term ‘boundary layer’ is more
often used to describe the hydrodynamic boundary layer, enclosed by the
velocity �eld gradient from 𝑣 = 0 on the surface to 𝑣 = 𝑣0 in the surrounding
air stream [143] (see Figure 6.2). In fact, the two quantities are, in most cases,
interrelated by the approximate relation Δ𝑆hydr/Δ𝑆C = Sc1/3 where Sc is the
Schmidt number as de�ned in the next section [144]. Similarly, the thermal
boundary layer, de�ned by the distance from the temperature of the surface
𝑇ph to the temperature of the ambient gas 𝑇∞ is proportional to the concen-
tration boundary layer (see again Figure 6.2). This is a special implication of
the general concept of the mass and heat transfer analogy [22, p. Bc 1- Bc 3],
as explained later.

Assuming we know Δ𝑆𝐶 , the mass transfer coe�cient is de�ned as

𝛽𝑖g = 𝛿𝑖g/Δ𝑆𝐶 (6.4)

in units of
[
ms−1

]
. With this de�nition, we can approximate the total �ux

of solvent molecules away from the �lm surface, 𝑗𝑖g
[
molm−2s−1

]
, by the

average di�erence quotient as

𝑗𝑖g = 𝛽𝑖g𝜌g
(
𝑦𝑖,ph − 𝑦𝑖,∞

)
. (6.5)

This ‘linear approach’ is valid if the concentration of gaseous solvent in the
gas above the �lm is low enough [22, p. A19]. Indeed, the ratio of DMF in
the drying gas is typically smaller 1% for our experimental parameters as
estimated in section A4. If this was not the case, for example if a very volatile
solvent, very high temperature or a low ambient pressure was used, we would
have to use the so called ‘logarithmic approach’ or ‘Stefan-Ansatz’ (see [22, p.
A19] for more detail).
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The heat transfer coe�cient 𝛼
[
Wm−2K−1] can be de�ned analogously to the

mass transfer coe�cient for convective cooling of a plate resulting in the rate
equation

¤𝑞 = 𝛼 (𝑇ph −𝑇∞), (6.6)

where 𝑇ph is the temperature of the plate surface, 𝑇∞ is the temperature of
the ambient gas and ¤𝑞 [

Wm−2] is the heat �ux out of the surface (see again
Figure 6.2). It is crucial to note that the transfer coe�cients can vary in time
(in addition to spatial variations) whenever the convective air stream over the
surface changes. However, this still does not change the fact that the Lewis
mass and heat transfer analogy,

𝛼 (𝑡) ∝ 𝛽𝑖g (𝑡), (6.7)

holds at all times and positions (explicit formulation follows in the next
section) [22, p. Bc 1- Bc 3]. To avoid misunderstanding, it is crucial to
mention that there are situations where either heat or mass transfer can
be neglected such that we do not need to consider both transfer processes
simultaneously. For instance, in an isothermal environment, heat transfer
can be neglected (if the evaporative cooling is balanced by heat conduction
through the substrate). Analogously, if an inert material plate is heated and
subsequently cooled, only heat transfer (and no mass transfer) is apparent
because no molecules evaporate from the plate (there are even intermediate
cases where the boundary layers are not proportional any more because the
�lm is ‘half-dry’ and the onset of the concentration boundary layer shifts
with time [93]).

In conclusion, the mass and heat transfer analogy should be seen as a resem-
blance and not as a fundamental law. In one expressive sentence, the analogy
could be written as

The transfer of heat into an air �ow �eld progressively increasing the
temperature of the air along the �ow direction is analogous to the
transfer of mass into the same air �ow �eld progressively increasing
the saturation of the air with solvent vapour along the �ow direction.
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Figure 6.2.: Schematic of hydrodynamic, thermal and concentration boundary layer
thickness over a drying liquid thin-�lm (the absolute heights of the boundary layers
are not to scale).

A convenient consequence of this analogy is that the experimenters only need
to measure one of the transfer coe�cients to determine the other. In this work,
we describe the measurement of 𝛼 (𝑥) by thermochromic liquid crystal (TLC)
measurements and 𝛽 (𝑥) by interferometry measurements (compare sections
7.1 and 7.3). However, we will see that the unique TLC measurement of 𝛼
developed by Cavadini et al.[145] is more accurate than the rather indirect
measurement of 𝛽 via drying rates by interferometry. Additionally, the TLC
measurement o�ers a two-dimensional, high spatial resolution, while the
interferometry technique only probes one point.

6.1.3. Dimensionless numbers

In engineering, dimensionless number are used to express the fact that many
�uid dynamic e�ects do not depend on the absolute value of dimensions but
rather on the ratio of certain dimensions[22, p. Bc 1- Bc 3]. By convention,
air �ows around certain objects are characterized using the dimensionless
Reynolds number, Re𝑥 , de�ned as

Re𝑥 =
𝑢0 · 𝑥
𝜈

, (6.8)

where 𝑢0 is the gas velocity
[
ms−1

]
, 𝑥 is a characteristic length [m] and 𝜈

is the kinematic viscosity
[
m2 s−1

]
. Problems involving the di�usion of one

species 𝑖 into another 𝑗 are characterized by the Schmidt number
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Sc = 𝜈

𝛿𝑖 𝑗
, (6.9)

where 𝛿𝑖 𝑗 is the inter-di�usion coe�cient of 𝑖 in 𝑗 . As detailed above, we
will usually set 𝑗 = g to indicate that we are interested in the di�usion of
a species 𝑖 into the drying gas. Further, the Sherwood number, Sh𝑥 , used in
problems involving a mass transfer with coe�cient 𝛽𝑖𝑔 is a function of the
two numbers introduced above. It is de�ned as

Sh𝑥 =
𝛽𝑖g · 𝑥
𝛿𝑖g

= 𝑓 (Sc, Rex) (6.10)

and measures the ratio of convective mass transfer to di�usive mass transfer.
Analogously, for heat conduction, we can de�ne the Nusselt number

Nu𝑥 =
𝛼 · 𝑥
𝑘

= 𝑓 (Pr, Rex) , (6.11)

where 𝑘 is the thermal conductivity [Wm−1K−1] and Pr = 𝜈/𝑘 is the Prantl
number. As stated above, there is an analogy between mass and heat transfer.
In practice, we can translate the equations of heat to mass transfer (or vice
versa) simply by exchanging Nu ↔ Sh and Pr ↔ Sc [23, p.374-376]. This can
be written as Lewis’law in an explicit form

𝛼 = 𝜌g · 𝑐p · Le1−𝑛 · 𝛽𝑖g, (6.12)

where the Lewis number is de�ned as Le = Pr/Sc, 𝑐p is the isobaric heat
capacity (not a concentration) of the gas mixture and 𝑛 is the exponent used
in the correlations to express turbulent (𝑛 = 0.42) or laminar �ow (𝑛 = 0.33)
[23, p.374-376]. In order to gauge the ratio of evaporation to di�usion in a
drying thin-�lm the Biot-Number for mass transfer is commonly de�ned as

Bi𝑑 =
𝛽𝑖g𝑑

𝐷𝑉𝑖
, (6.13)

85



6. Modelling and simulation

with the �lm thickness 𝑑 [23, p.374]. We will show in the following that
this de�nition used in traditional literature is not ideal. According to the
heat/mass transfer analogy, the Biot number for mass transfer should be
a useful �gure of merit to estimate whether a concentration gradient will
build up in the �lm due to the evaporation of species 𝑖 on the �lm surface.
In heat transfer calculations, a Biot number smaller 0.1 implies that heat
conduction through the �lm so fast that temperature gradients inside of the
�lm can be neglected[23, p.260-261]. However, mass transfer is distinct from
heat transfer in one particular aspect: This is the phase transition at the �lm
surface as described by Equation 6.2 and visible in Figure 6.1 as the discrete
di�erence between 𝑥𝑖,ph and 𝑦𝑖,ph. Let us demonstrate in a quick estimation
which implication this phase transition has regarding the formation of a
concentration gradient. We start by assuming a stable concentration gradient
in the �lm. In this case, the �ux of solvent out of the �lm due to evaporation
must approximately equal the �ux of solvent from the bulk to the �lm surface.
We further assume, for simplicity, that a single solvent is used in the solution
�lm and that we have at the �lm surface 𝑥i,ph ≈ 𝑥p,ph = 0.5, while we have in
the bulk solution 𝑥i,bulk ≈ 1 due to the di�usive limitation. Writing this down,
we get for an unloaded ambient gas

𝐷𝑉𝑖 · ¯̃𝜌𝑙
𝑥𝑖,bulk − 𝑥𝑖,ph

𝛿𝑠
≈ 𝛽𝑖,g𝜌𝑔

𝛾𝑖𝑝
∗
i

𝑝
𝑥𝑖,ph, (6.14)

where ¯̃𝜌l ≈ (1.5 · 𝜌i,l + 0.5 · 𝜌p)/2 is the (approximate) average molar density
of the liquid solution in the concentration gradient region. For the example
of an ideal mixture (𝛾𝑖 = 1) of DMF with a solute material, this yields 𝐷𝑉𝑖 ≤
𝛿𝑠𝛽𝑖,g · 10−3 and accordingly Bi𝛿s > 103, which is a much higher threshold
than in the case of heat transport.

To re-establish the analogy between heat and mass transfer, Buss et al. mod-
i�ed the de�nition of the Biot number for mass transfer to account for the
liquid-gas phase transition[146]

Bian.𝑑 = Bi𝑑
𝜌𝑔
¯̃𝜌𝑙

𝛾𝑖𝑝
∗
i

𝑝
. (6.15)

This is a particular representation of the analogous mass transfer Biot number
introduced by Parti et al.[147]. Indeed, when using this adjustment, concen-
tration gradients can be neglected if Bian.

𝑑
< 0.1, in analogy to heat transfer.
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However, it is important to keep in mind that this modi�ed Biot number is
strongly dependent on the choice of solvent (Bi𝑑 , of course, also depends on
the solvent, but not that strongly because mostly 𝐷𝑉𝑖 ≈ 𝐷𝑉𝑗 and 𝛽𝑖g ≈ 𝛽 𝑗g).
Further, it is not intuitively clear how this de�nition should be adjusted for
multi-solvent systems. As a conservative estimation, it is sensible using the
solvent with highest vapour pressure in Bian.

𝑑
to judgewhether a concentration

gradient can build up in the �lm (which is DMF in this work).

For our typical experimental parameters, we obtain Bi𝑑 on the order of 100 −
103 or Bian.

𝑑
on the order of 10−4 − 10−1 (with 𝐷𝑖 on the order of 10−9 m2 s−1)

depending on the �lm thickness and the apparentmass transfer coe�cient (see
section A4 for typical experimental parameters). This estimation justi�es the
hypothesis of negligible concentration gradients between solute and solvent
(it is true that, occasionally, Bian.

𝑑
can exceed 0.1, but this just for a very short

time, directly under the nozzle centre as will be shown in the next sections).
Fortunately, will show in the appendix in sectionA1.5 by numerical simulation
that the hypothesis of negligible concentration gradients converges with
the exact solution of Equation 6.1 for Bian.

𝑑
up to 103. This constraint is

de�nitely satis�ed under the assumption that the di�usion coe�cients remain
on the order of 10−9 m2 s−1, which is plausible given that the crystal phase
segregates from the remaining solution upon nucleation. However, assuming
the di�usion coe�cient measured by Tan et al. (10−26 m2 s−1 ) would apply
to the whole �lm at the end of the drying process, Bian.

𝑑
would exceed 103

by several orders of magnitude. This could become a problem in case a
capping layer of crystallized perovskite forms on the �lm surface, trapping
the remaining solvent inside. Modelling and simulation concepts that can be
used in such a case will also be investigated in the appendix in section A1.
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6.1.4. Empirical correlations for mass and heat transfer in
di�erent air flows*†‡

Empirical correlations are used in di�erent situations involving typically used
air �ow geometries. In this work, we use mainly two geometries: a laminar
air �ow over a �at plate and an (oblique impinging) slot-jet. Drying in the
laminar air �ow is a good reference process for studying the drying dynamics
of thin-�lms in a controlled environment of convective mass transfer that
is nearly constant over a large area (see Figure 6.3). The mass transfer still
varies because, as stated earlier, the air saturates with solvent as it travels
over the substrate. This is re�ected in the Sherwood number correlation

Sh𝑥 =
0.332 · Sc1/3 · Re1/2𝑥[
1 − (𝑥0/𝑥)3/4

]1/3 , (6.16)

where 𝑥0 designates the starting point of the concentration boundary layer
where Shx→x0 → ∞ (this is not a physically sensible value, however the
integral over the correlation starting from 𝑥0 is �nite such that the average
amount of evaporating solvent for any given area can be accurately calculated)
[148]. It is worth mentioning that 𝑥0 can depend on time as the drying front
moves over the substrate. In all three journal articles that were published
during the work on this thesis[19, 20, 21], this laminar �ow geometry is
used as an important reference, while in situ characterization is performed
simultaneously to study the drying and crystallization dynamics (details
follow in chapters 7 and 8).

While the laminar air �ow is highly interesting for an academic investigation
of drying processes, industry almost exclusively uses slot or round jets for
convective drying, since these require no channel to achieve laminar �ow
[149].

∗Section reviews Advanced Energy Materials 9 (2019) p. 1901581 by S.T., B.T., J.A.S, I.M.H.,
T.A., W.M., U.L., P.S., W.S., B.S.R. and U.W.P [19]

†Section reviews Solar RRL 6 (2021) p. 2100353 by S.T., F.L., P.S., W.S., B.S.R., I.A.H. and
U.W.P. [20]

‡Section reviews ACS Applied Materials & Interfaces (2022) 14, 9, p. 11300–11312 by S.T.,
J.M., N.L., H.M.P, M.A., P.S., W.S., B.S.R and U.W.P. [21]
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Figure 6.3.:Mass transfer coe�cient, 𝛽 , and boundary layer thickness, Δ𝑆 , for a laminar
�ow with speed 𝑢 over a �at surface.
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Figure 6.4.:Mass transfer coe�cient, 𝛽 , and boundary layer thickness, Δ𝑆 , and stagna-
tion point 𝑥0 for a perpendicularly impinging slot jet of high-pressure gas.

In contrast to laminar air �ow geometries, linear slot-jets are characterized
by a highly non-uniform mass transfer[21] (see Figure 6.4). This sounds like a
disadvantage at �rst, but we will see in section 8.3 that the exceptionally high
mass transfer just below a slot-jet is needed for some perovskite precursors to
produce a nucleation-dominated morphology (details about the crystallization
follow in section 6.2). Accordingly, in many state-of-the-art publications
on the upscaling of perovskite solution printing, (titled) slot-jets are used
to induce crystallization [86, 150, 151]. Martin describes the (integrated)
Sherwood number in a single slot-jet as

Sh =
1.53 · Re𝑚

𝑥/𝐷 + ℎ/𝐷 + 1.39Sc
0.42, (6.17)

𝑚 = 0.695 − 1
𝑥/𝐷 + (ℎ/𝐷)1.33 + 3.06

, (6.18)
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which is valid under the condition that

2 ≤ |𝑥/𝐷 | ≤ 25, (6.19)
2 ≤ ℎ/𝐷 ≤ 10, (6.20)

3000 ≤ Re𝐷 ≤ 90, 000, (6.21)

where 𝑥 is the distance from, 𝑥0, the stagnation point, ℎ is the height of the
nozzle over the sample, and 𝐷 = 2𝐵 is the hydrodynamic width of the slot
[152] (see symbols in Figure 6.4). In our application, we have ℎ/𝐷 = 2.5 and
1500 ≤ ReD ≤ 6000 meaning that we exceed the lower boundary for the
validity of the correlation due to the small slot widths 𝐵 = 0.3mm (details
about the parameters follow in section 8.3). Further, we di�erentiate the
expression (𝑑Sh/𝑑𝑥) and apply a cubic interpolation in the centre region
under the nozzle (|𝑥/𝐷 | ≤ 2) to bridge the de�nition gap. The so-obtained
values for 𝛽DMSO (𝑥) (and 𝛼 (𝑥)) are plotted in Figure 6.5a against a typical local
heat transfer TLC measurement (experimental details follow in section 7.3).
This plot shows that the correlation (red solid line) does not reproduce the
data very accurately. This is due to the fact that the correlation was derived
for describing the integrated heat and mass transfer, which is relevant when
driving the material to be dried or cooled under the jet. It was however not
designed to describe the local mass transfer under the nozzle centre of very
narrow jets at high Reynolds numbers, which is also re�ected the exceeding
of its domain of de�nition. The question arises whether other correlations
found in literature perform better at reproducing the data. The correlation
formulated by Hofmann et al. (equations can be found in [153]) has the
advantage that it approximates better the data in intermediate distance to the
nozzle centre, but is less accurate in the prediction of the peak mass transfer
in the centre. As mentioned earlier, an accurate modelling of the centre region
is important for some perovskite precursors, which is why the Hofmann et
al. is not well-suited for this case.

Chin/Agarwal describe the mass transfer from an oblique impinging slot jet
with the formula

Sh = a · Sc1/3 · Re𝛼B · (h/B)𝛾 (6.22)

at the stagnation point (−1 < 𝑥/𝐵 < 1) and
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6.1. Description of perovskite solution �lm drying dynamics

Shx = a · Sc1/3 · Re𝛼B · (x/B)𝛽 · (h/B)𝛾 (6.23)

in the laminar-boundary layer (1 < |𝑥/𝐵 | < 4) and wall-jet regimes (8 <
|𝑥/𝐵 |)[154]. The exponents 𝑎, 𝛼, 𝛽 and 𝛾 are parametrized as polynomials
of the impinging angle 𝜃 (for details see [154]). As in the earlier case, the
�ow transition regime 4 < |𝑥/𝐵 | < 8 has to be interpolated because the
correlation is not de�ned for this regime. When plotting the Chin/Agarwal
correlation it does not yield a better accordance with the data than the other
correlations (see again Figure 6.5a). Particularly in the o�-centre regions, it
systematically overestimates the apparent mass transfer. However, due to the
explicit de�nition of the laminar-boundary layer and the stagnation point,
the correlation shows a more precise estimation for the region of high mass
transfer in the nozzle centre than the other two correlations. Because none
of the correlations reproduces the data accurately, we re-�t the correlations
globally to 15 such TLC measurements[21], leaving the numerical parameters
open and varying the nozzle height, ℎ, and the output air velocity 𝑢0 (for the
Chin/Agarwal correlation we removed the stagnation point to avoid over-
�tting, more details follow in section 7.3). The result can be seen in Figure
6.5b. Evidently, both the Martin and the Hofmann et al. correlation still do
not reproduce the experimental data accurately in the centre region. The
re-�tted Chin/Agarwal correlation is not only more accurate in the centre
region but also in the o�-centre region (it still does not perfectly reproduce
the two data points in the centre, but these also have a high uncertainty
due to the measurements principle as described in section 7.3). Furthermore,
neither Martin nor Hofmann et al. provide a method to consider tilted air �ow
geometries, while a corresponding parametrization of the tilting angle exists
in the Chin/Agarwal correlation, as mentioned above. For these reasons,
we will use the re-�tted Chin/Agarwal correlation for the prediction of the
local mass transfer in all future models (the re-�tting comprises in this case
additional 27 TLC measurements at the tilting angles 82.5◦,75◦ and 67.5◦).
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(a) Predicted local heat transfer coe�cient, 𝛼 , and local mass transfer coe�cient 𝛽 (for
DMSO) calculated from correlations by Martin, Hofmann et al. and Chin/Agarwal with
typical local heat transfer measurement
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(b) The same plot as above but with (globally) re-�tted parameters of the correlations by
Martin, Hofmann et al. and Chin/Agarwal

Figure 6.5.:Comparison of empirical correlations for the prediction of heat/mass trans-
fer before and after re-�tting for a perpendicularly mounted slot-nozzle. The parame-
ters are 𝑢0 = 79m s−1, ℎ = 3mm and 𝐵 = 0.3mm.
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6.1. Description of perovskite solution �lm drying dynamics

6.1.5. Gas phase controlled drying at su�iciently low Biot
numbers*‡

Let us now derive a simple gas phase controlled drying model for perovskite
precursor solution �lms[19, 21]. First of all, we assume an isothermal envi-
ronment at temperature, 𝑇 , where evaporative cooling is balanced directly
by heat transfer through the substrate due to the small �lm thickness (that
is to say we can neglect heat transfer and only consider mass transfer). Fur-
thermore, as stated earlier, we will make the assumption that the di�usion
inside of the solution thin-�lm removes the concentration gradient caused
by the evaporation quickly at all times. This is equivalent to stating that
all components in the �lm remain mixed at all times, that is 𝑐𝑉𝑖 and 𝑥𝑖 are
constant along the vertical axis, 𝑧. Therefore, we can write the molar fraction
of solvent on the �lm surface (as well as everywhere else) as

𝑥1,ph = 𝑥1,tot ≈ 𝑁1
𝑁1 + 𝑁p

, (6.24)

where 𝑁1 total number of molecules [mol] of solvent 1 and the 𝑁p is total
number of perovskite unit cells [mol] in the �lm. Using Raoult’s law (Equation
6.2), the linear approach of drying (Equation 6.5) and the ideal gas law 𝑝 =
𝜌𝑔𝑅𝑇 , we write 𝑗1g as −𝑑𝑁 /(𝑑𝑡𝛿𝐴) and get

dN1
dt = −𝛿𝐴 𝑝

∗
1

𝑅𝑇
𝛽1𝑔 (𝑡) · 𝑁1

𝑁p + 𝑁1
(6.25)

,

where 𝛿𝐴 is a small area element in which 𝛽1𝑔 is constant. In perovskite
precursor solutions, we often have a mixture of two (or more) di�erent
solvents, 1 and 2 (details follow in section 5.1). In this case, we obtain a
system of coupled di�erential equations. To simplify the problem, we can
make use of the fact that the mass transfer coe�cients at the same time and
place are proportional (this is a consequence of the heat and mass transfer
analogy discussed earlier). This proportionality allows us to de�ne a constant

∗Section reviews Advanced Energy Materials 9 (2019) p. 1901581 by S.T., B.T., J.A.S, I.M.H.,
T.A., W.M., U.L., P.S., W.S., B.S.R. and U.W.P [19]

‡Section reviews ACS Applied Materials & Interfaces (2022) 14, 9, p. 11300–11312 by S.T.,
J.M., N.L., H.M.P, M.A., P.S., W.S., B.S.R and U.W.P. [21]
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𝐾12 such that 𝑝∗1𝛽1g (𝑡) = 𝐾12𝑝
∗
2𝛽2g (𝑡) is true at all times. Furthermore, we

assume that solvent-solvent inter-di�usion in the gas phase can be neglected
due to the low concentrations of solvent molecules in the drying gas, as
mentioned earlier. In total, we get

dN1
dt = −𝛿𝐴 𝑝

∗
1

𝑅𝑇
𝛽1𝑔 (𝑡) · 𝑁1

𝑁p + 𝑁1 + 𝑁2
,

dN2
dt = − 𝛿𝐴

𝐾12

𝑝∗1
𝑅𝑇

𝛽1𝑔 (𝑡) · 𝑁2
𝑁p + 𝑁1 + 𝑁2

. (6.26)

This system of equations can be solved analytically[21], yielding

𝑁p ln(𝑁1) + 𝑁1 + 𝐾12𝑁2 = 𝐶 − 𝛿𝐴 𝑝
∗
1

𝑅𝑇

∫ 𝑡

0
𝛽1𝑔 (𝑡 ′)𝑑𝑡 ′, (6.27)

where

𝑁2 = 𝐷 (𝑁1)1/𝐾12 . (6.28)

The free constants𝐶 and 𝐷 are chosen such that the initial conditions 𝑁1 (𝑡 =
0) and 𝑁2 (𝑡 = 0) are ful�lled. Equation 6.27 can be solved e�ciently by
numerical root �nding[21]. Once 𝑁1 (𝑡) is known, we simply get 𝑁2 using
Equation 6.28. The total thickness of the �lm can then be calculated as

𝑑 = 𝑑p + 𝑑1 + 𝑑2 =
𝑁p

𝜌p𝛿𝐴
+ 𝑁1
𝜌1,l𝛿𝐴

+ 𝑁2
𝜌2,l𝛿𝐴

, (6.29)

where 𝜌p is the molar density of the perovskite, and 𝜌𝑖,l is the respective
molar density of the liquid solvent. We note that Equations 6.26 can easily
be extended to add one more solvent. However, a solution must then be
calculated by a time-stepping algorithm since an analytical solution is chal-
lenging. Inversely, if we want to get back to a one-solvent system, we simply
set (𝑁2 = 0 always). Equations 6.27 - 6.29 can then be written as

𝑑 (𝑡) = 𝑑p + 𝑑𝑠 ·𝑊
(
exp

[
− 𝑝∗1
𝑑𝑠𝜌1𝑅𝑇

∫ 𝑡

0
𝛽1g (𝑡 ′)𝑑𝑡 ′ +𝐶 ′

] )
, (6.30)
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where 𝐶 ′ = 𝐶/𝑁pvk − ln(𝑁pvk), 𝑑𝑠 = 𝑑p𝜌p/𝜌𝑖,𝑙 and𝑊 is the Lambert W-
function satisfying 𝑧 =𝑊 (𝑧𝑒𝑧) for all (complex) numbers z. We note that for
large enough 𝑥 = 𝑧𝑒𝑧 , we have 𝑥 ≈ 𝑒𝑧 . Therefore, in the beginning of the
drying process Equation 6.30 can be nicely approximated by𝑊 (𝑥) ≈ ln(𝑥)
yielding

𝑑 (𝑡) ≈ 𝑑0 − 𝑟1
∫ 𝑡

0
𝛽1g (𝑡 ′)𝑑𝑡 ′, (6.31)

where 𝑑0 = 𝑑p +𝐶 ′ · 𝑑𝑠 was assumed to be the thickness of �lm at 𝑡 = 0 and
𝑟1 = 𝑝∗1/𝜌1,l𝑅𝑇 . However, for small 𝑥 just before the �lm is dry, we will have
𝑥 ≈ 𝑧, implying𝑊 (𝑥) ≈ 𝑥 and therefore

𝑑 (𝑡) ≈ 𝑑p + 𝑑𝑠 exp
[
− 𝑟1
𝑑𝑠

∫ 𝑡

0
𝛽1g (𝑡 ′)𝑑𝑡 ′ +𝐶 ′

]
. (6.32)

We now want to discuss di�erent cases for time dependencies of 𝛽12 (𝑡) and
thus the integral in the above Equations. In case of a constant mass transfer
coe�cient, that we have (in approximation) in the laminar air �ow, we get
simply

∫ 𝑡

0
𝛽1𝑔 (𝑡 ′)𝑑𝑡 ′ = 𝛽1𝑔 · 𝑡 . (6.33)

Inserting this into Equation 6.30 yields Eq (4) from the �rst publication [19].
Figure 6.6 shows a plot of Equation 6.27 (and Equations 6.28 and 6.29) under
these constant mass transfer conditions for a perovskite precursor �lm with
di�erent DMF and DMSO ratios, but the same wet �lm and dry �lm ratios.
Evidently, for the common mixture of DMF:DMSO in the volume ratio 4:1,
the drying rate in the beginning is almost the same as in the case of pure
DMF, while in the end of the drying process, the drying dynamics are almost
only governed by the DMSO, meaning that all DMF has evaporated.

For the one-solvent precursors, the asymptotic case of Equation 6.31 leads,
in combination with Equation 6.33, to a linear thickness decrease in the
beginning of the drying process (see black and yellow lines in Figure 6.6). For
a pure �lm of one solvent (without solute), we would further have 𝑑𝑠 → 0
everywhere and this linear decrease would continue until all solvent have
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Figure 6.6.: Drying dynamics of a 5.8 𝜇m perovskite precursor �lm with di�erent
DMF:DMSO ratios according to Equation 6.27. The case of pure DMF or DMSO is a
representation of Equation 6.30. For the calculation a dry �lm of 1.3 𝜇m was assumed.

evaporated (in the real laminar air �ow drying, we still have to factor in
possible changes in the mass transfer coe�cient, once the concentration
boundary layer onset, 𝑥0, shifts with the drying front over the substrate,
which speeds up the drying process slightly in the end. For more detail see
reports by Schmidt-Hansberg et al. [93] and the example of pure DMF will
in the next section in Figure 6.7). As we see in Figure 6.6, at low solvent
concentrations, Equation 6.32 will become valid, exponentially decreasing
the drying rate before the dry �lm is reached (At high enough concentrations,
this e�ect is much stronger than the acceleration due to the movement of the
drying front, which is why we neglected the drying front movement in the
following).

In case of a roll-to-roll coating machine moving with a constant web speed,
𝑣 , under an air nozzle with the position dependent, constant mass transfer
𝛽1𝑔 (𝑥) we would obtain
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6.1. Description of perovskite solution �lm drying dynamics

∫ 𝑡

0
𝛽1𝑔 (𝑡 ′)𝑑𝑡 ′ = 1

𝑣

∫ 𝐿

𝐿0

𝛽1𝑔 (𝑥)𝑑𝑥 ≡ 𝐵(𝐿, 𝐿0)
𝑣

, (6.34)

where 𝐵(𝐿, 𝐿0) is the mass transfer coe�cient integrated along the coating
web from the position of the coater, 𝐿0 to the end of the web 𝐿. We note that, of
course, in the beginning of the coating process, when the web accelerates, this
equation does not hold any more. Furthermore, in an unstable drying process,
the concentration boundary layer can shift because fully dried parts of the
�lm do not release any more solvent molecules. Therefore, the relations above
only apply for ‘stabilized coating and coating’, meaning that the concentration
boundary layer onset is stable.

Finally, we can ask the question how low the Biot number must be for the
model to still remain accurate. As mentioned earlier, the initial hypothesis of
negligible concentration gradients in the �lm can be decomposed into two
individual hypotheses for a two-solvent TCP solution. The �rst hypothesis is
that the solvents DMF and DMSO remain mixed during the drying process
(evidently, in a one-solvent solution, such as the MAPI solution, this hypoth-
esis is not needed). To investigate the validity of the hypothesis, we start by
assuming the contrary for a 4:1 volume-to-volume ratio of DMF to DMSO as
used in the TCP precursor solution (see again section 5.1 for details). In this
case, the ratio of the solvents on the �lm surface would be fully controlled by
the equilibrium of the evaporative �uxes of the individual solvent molecules
out of the surface and the di�usive �ux of solvent molecules from the bulk to
the surface. The bulk solution (assumed to be much thicker than the surface
di�usion gradient) would remain with the initial solvent ratio for a long time.
It can be shown that, with these assumptions (in a pure DMF:DMSO �lm
without solute), the molar DMF ratio on the �lm surface, 𝑥DMF,ph, would fall
down to 0.12 (as opposed to 0.78 in the bulk) and that the concentration
gradient would require Bian.

𝑑
greater 1 (the detailed calculation can be found

in the appendix in section A1.3). The second hypothesis, which is the absence
of a concentration gradient of the solute and the solvent, is false only if the
Bian.
𝑑

is signi�cantly greater 0.1 as already discussed in section 6.1.3. In the
same section we already stated that, for our typical experimental parame-
ters, we obtain Bian.

𝑑
on the order of 10−4 − 10−1 (with 𝐷𝑖 on the order of

10−9 m2 s−1) depending on the �lm thickness and the apparent mass transfer
coe�cient (see section A4 for typical experimental parameters). It must be
noted that values greater 10−1 are possible under the nozzle centre (mostly
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where 𝛽 > 1m s−1), but these values are only apparent for very short times,
leaving the �lm not enough time to form a di�usion gradient.

Beyond the above estimation, a numerical investigation considering only
self-di�usion in a DMSO:DMF solution with solute (just as in TCP) shows,
that for �lms with Bian.

𝑑
smaller or equal 103, the deviations from the gas

phase controlled drying model are non-signi�cantly small (see section A1.5
for more details). The reason for the di�erence in the order of magnitude of
Bian.
𝑑

from the above estimations is, most likely, that the estimations already
assume the existence of an equilibrium state concentration gradient. In
reality, this state however needs a certain time to form. In other words, the
components in the �lm need a certain time for the evaporation and di�usion
to the reach the equilibrium state. If the drying process �nishes faster than
this equilibration time, the hypothesis of negligible concentration gradients
(and with it the analytical model) still describes the reality well enough. In
this context, it is important to remember that, as we showed above, at the
end of the drying process, the drying rate decreases exponentially as the
total molar ratio of solvent decreases (even in the case of fully gas phased
controlled drying). This exponential decrease of the �ux of solvent out of
the �lm gives the di�usion more time to equilibrate the evaporation at the
�lm surface. Furthermore, independent of the simulation, it is noteworthy
that, as we will show in section 6.2.4, the onset of the nucleation process will
segregate the crystal grains from the remaining solution, thereby increasing
the solvent concentration at the �lm surface again (unless crystallization
forms a covering �lm on the surface rather than only loosely connected
crystal grains). This mechanism counteracts the trapping of solvent inside of
the �lm due to di�usion limitations and makes the resemblance of the model
to the real perovskite solution drying more likely.

6.1.6. Drying of a one-solvent methylammonium lead iodide
solution*

For the case of methylammonium lead iodide, MAPI, a special solution of
di�erent lead salts is used (explained later in section 5.1 in detail) [19]. In this
solution, there are several components which evaporate before the MAPI is

∗Section reviews Advanced Energy Materials 9 (2019) p. 1901581 by S.T., B.T., J.A.S, I.M.H.,
T.A., W.M., U.L., P.S., W.S., B.S.R. and U.W.P [19]
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readily crystallized. These are excessive MAI, Cl2 and (CH3COO)2 · 3H2O
(possibly also as as MACl or MACH3COO) contained in the lead salts. There-
fore, it is unclear whether these volatile components in�uence the drying
dynamics. Further, it is proposed in literature that intermediate phases could
alter the drying dynamics by binding the solvent in the �lm caused by solute-
solvent interactions[155, 156]. The main solvent used is DMF. With the
help of interferometry (discussed later in section 7.1), we measure the actual
thickness evolution of pure DMF as well as di�erent MAPI precursors in the
laminar air �ow with (almost) constant mass transfer coe�cient. The results
are depicted in Figure 6.7.

0 2 4 6 8 10 12 14
Time 𝑡 [s]

0

1

2

3

Th
ic
kn

es
s𝑑

[𝜇
m
]

pure DMF
PbI2 : MAI
PbCl2 : 3MAI / PbAc2 : 3MAI
pure solvent drying
perovskite solution drying

Figure 6.7.:Drying dynamics of di�erent MAPI precursors (all dissolved in pure DMF)
as measured by interferometry (blue dots for optimized precursor described in section
5.1 and dark red dots for classical stoichiometric precursor) along with the same
measurement for a pure DMF �lm (black dots). The solid lines represent the drying
dynamics according to Equation 6.30 (yellow line) and the dynamics with moving
drying front according to Schmidt-Hansberg et al. [93] (dark green line). The drying
dynamics of the di�erent perovskite precursor solutions do not show any signi�cant
deviation.

We �nd that, indeed, a pure DMF �lm follows the model that was proposed
by Schmidt-Hansberg et al. before (black dots and green solid line) [93],
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which includes the moving of the drying front as explained above. However,
at the end of the drying process the dynamics of the perovskite solutions
deviate signi�cantly from the pure solvent �lm, which was to be expected
as the drying transitions from Equation 6.31 at high solvent contents to
Equation 6.32 at low solvent contents. To check this correspondence between
the experimental data and the model, we �t Equation 6.30 to the drying
dynamics of the MAPI precursors (the only free parameter is the initial wet
�lm thickness). The result is also depicted in Figure 6.7 (orange line). (This
experiment was repeated in more than 25 measurements at a variety of
di�erent drying parameters, which are the laminar air �ow velocity and the
temperature.) As a result, we �nd no signi�cant deviation of the thickness
evolution from Equation 6.30 just as shown in Figure 6.7. (For estimating the
accuracy of the �t, the weighted sums of squared residuals 𝜒2 are calculated
for di�erent parameters, resulting in an average around 1). This observation
is further underlined by the fact that a classical MAPI precursor, where PbI2
and MAI are mixed with a 1:1 stoichiometry does not show a deviation
from the investigated precursor (compare blue dots and dark red dots in
Figure 6.7.). We conclude that neither solute-solvent interaction nor the
retarded evaporation of residuals is observable within the errors of the used
interferometric technique. This does however not imply that these do not
exist, but rather that the e�ects are negligible for the drying dynamics with
the error of the measurement (see section 7.1 for details). In the next section,
we will show that this may not be true for di�erent perovskite precursor
systems.

6.1.7. Drying of a two-solvent triple cation perovskite solution‡

The drying dynamics of the triple cation precursor are investigated in the
third main publication [21]. The major di�erence to the MAPI precursor
discussed in the last section is that a 4:1 volume mixture of DMF and DMSO
is used for this precursor system (and a mixture of cations as detailed in
section 5.1). Therefore, we use Equation 6.27 for �tting the precursor drying
dynamics. When comparing the predicted thickness dynamics against the

‡Section reviews ACS Applied Materials & Interfaces (2022) 14, 9, p. 11300–11312 by S.T.,
J.M., N.L., H.M.P, M.A., P.S., W.S., B.S.R and U.W.P. [21]
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Figure 6.8.: Interferometric data of the drying rate of a DMSO:DMF triple cation per-
ovskite precursor along with the analytical model described by Equation 6.27. At the
end of the drying process, the measurement deviates from the prediction, which we
suspect to be caused by an intermediate phase reducing the vapour pressure of the
remaining solvent. The slope is estimated by a linear �t (blue line).

interferometry measurement in the laminar air �ow, we �nd a signi�cant
deviation of the prediction (see Figure 6.8).

We suspect that the deviation between the model assuming ideal mixture (𝛾𝑖 =
1) is caused by the formation of an intermediate phase. Thermodynamically,
this could be described by a reduction in the activity, 𝛾𝑖 , and thus the e�ective
vapour pressure of the solvent over the thin-�lm. As mentioned before,
for polymer-solvent systems extensive theory exists on how the activity of
solvents over solution �lms reduces with the solvent concentration [139].
However, for hybrid perovskite systems no such relation is available to the
knowledge of the author. The simplest assumption is that the activity is just
a constant 𝛾𝑖 < 1. This adjustment modi�es the pre-factor in the integral in
Equation 6.27. To simplify further, we assume that the bound solvent behaves
like a single species (which is most likely DMSO as discussed above). From
these assumptions, we get the empirical equation
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𝑑 (𝑡) = 𝑑0,crit. − 𝑚ref
𝛽ref

𝑡∫
𝑡0,crit.

𝛽 (𝑡)𝑑𝑡 . (6.35)

This equation is, in e�ect, a representation of Equation 6.31, which is a good
enough approximation given that we only have a small number of data points
in this region. In the laminar air �ow, we would expect a linear thickness
decrease as the integration becomes 𝛽1𝑔 ·𝑡 , as explained above. Accordingly, we
can �t a linear function to the data, estimating the constant,𝑚ref , by the slope
of the �t (see blue line in Figure 6.8). In the publication, we perform this �t
for 15 such measurements and determine < 𝑚ref/𝛽ref >= (2.81 ± 0.03) · 10−7.
We note that, with this value at hand, Equation 6.35 can also be used in
dynamic coating with an inhomogeneous 𝛽 (𝑥) in combination with Equation
6.34, later. It is possible to calculate the associated vapour pressure, which is
about 10 Pa, corresponding to an activity of 0.05 for DMSO and 0.007 for DMF
(in other words, the vapour pressure of the suspected intermediate phase is
below 1% of the vapour pressure of DMF at our experimental parameters, see
section A4 for parameter values).

We note that an alternative hypothesis to explain the deviation of the data
from the gas phase controlled drying is the formation of a di�usion lim-
ited drying regime. This hypothesis will be discussed further in section 8.3.
However, we can already state that a di�usion limitation in the end of the
drying process is not very likely. First of all, this is due to the fact that, in
our experiments, we mostly have Bian.

𝑑
of 10−4 − 10−1. We estimated earlier

that the hypothesis of negligible concentration gradients is approximately
valid in this regime (see last section and typical experimental parameters
in section A4) and we will show in the appendix that simulations con�rm
a good approximation up to Bian.

𝑑
of about 103 (see section A1.5). Beyond

these considerations, we will determine a critical mass transfer coe�cient
for the perovskite morphology formation in section 8.3. If a di�usion limited
drying was the case, we would however expect the drying and crystallization
process to be (nearly) independent on the convection over the �lm. Lastly,
we will also show in section A1.5 that even simulations with concentration
dependent di�usion coe�cient fail to reproduce the particular shape of the
measured drying dynamics.
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6.2. Description of crystallization dynamics in
drying perovskite solution films

6.2.1. Basic concepts of crystallization from solution

Crystallization is a thermodynamic transition from one phase – vapour, gel,
melt or solute – into the crystalline phase, a solid state with a highly ordered
micro-structure. In this work, we focus on crystallization from a solution
– a mixture of a solvent and a solute material that is homogeneous on the
molecular scale (or the solute complexes are at least not bigger than a small
number of molecules) [24, 157]. Due to the stoichiometry of hybrid perovskite
(details were explained in section 5.1), all solutions treated later have di�erent
solute molecules and ions present at the same time. However, assuming these
are always perfectly mixed, we simplify our models in this chapter to one
species of solute particles. We designate the mass of these ‘solute particles’
per unit volume of solution

[
kgm−3] as the concentration 𝑐𝑉p and the number

of ‘solute particles’ per unit volume
[
molm−3] as the molar concentration

𝑐𝑉p .

If 𝑐𝑉p exceeds a certain value, the so-called critical concentration, 𝑐𝑉p,c, the solu-
tion will no longer be homogeneous, but solid state material precipitates as
crystalline grains [24, p.115-116]. The forming of these grains encompasses
the separate processes of heterogeneous and homogeneous nucleation as well as
crystal growth, which we will treat in detail in the following sections. When-
ever we use the term crystallization, we refer to both of these processes (it is
discussed in recent literature that also the agglomeration that is coalescence
of existing clusters should be seen as important process during crystalliza-
tion[158]). Further, we de�ne the concentration, at which a continuously
stirred solution in contact with a powder of arbitrarily shaped crystal grains
neither grows in solute mass due to dissolution nor diminishes in solute
mass due to crystal growth, as the equilibrium concentration 𝑐𝑉p,0 (all powder
particles are assumed to be larger than the critical nucleus size) [24, p.6]. It is
important to be aware that 𝑐𝑉p,c can be signi�cantly higher than 𝑐𝑉p,0 because
the nucleation of crystal seeds is limited by the surface-energy of the forming
grains [24, p.82-83], as explained in the next section.

Let us now assume, we drive a system with a homogeneous solution from
an initial concentration below 𝑐𝑉p,c to a new concentration, 𝑐𝑉p > 𝑐𝑉p,c. We
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6. Modelling and simulation

expect that there is a net force as created by the particle-particle interactions
favouring the agglomeration of particles such that the crystalline phase is
formed. In thermodynamics, this driving force is represented by a di�erence
in the chemical potentials, Δ𝜇, between the solute phase and the crystalline
phase (the chemical potential is de�ned as the energy required or obtained
when one particle is added to the respective phase). This chemical potential
di�erence is de�ned as the supersaturation [24, p.4-6]

Δ𝜇 = 𝜇cryst. − 𝜇solute = 𝑘𝑇 ln
(
𝑐𝑉p

𝑐𝑉p,0

)
= 𝑘𝑇 ln

(
𝑐𝑉p

𝑐𝑉p,0

)
, (6.36)

where 𝜇cryst. is the chemical potential of the crystalline phase, 𝜇solute is the
chemical potential of the solute phase, 𝑘 is the Boltzmann constant and
𝑇 is the absolute temperature. (Depending on the concentration, 𝑐𝑉p , the
supersaturation can be negative or positive, thus favouring dissolution or
crystallization. As stated above, we assume herein that 𝑐𝑉p > 𝑐𝑉p,c, implying
Δ𝜇 > 0.). In certain literature, we �nd the term supersaturation [24, p.197]
alternatively de�ned as

𝜎 =
1
𝑘𝑇

Δ𝜇 = ln
(
𝑐𝑉p

𝑐𝑉p,0

)
. (6.37)

Herein, we will use the term supersaturation synonymously for both quanti-
ties and distinguish in text and formulas by using the respective symbol 𝜎 or
Δ𝜇.

6.2.2. Nucleation dynamics

Nucleation is the precipitation of at least one nucleus (or multiple nuclei)
of 𝑛 particles (or 𝑛𝑖 particles for each nucleus 𝑖) in crystalline phase from
the solution [24, p.77-79]. We distinguish between homogeneous nucleation,
which describes the formation of nuclei of the pure solute phase, and het-
erogeneous nucleation, which designates the formation of nuclei on top of
the surface of another material or a phase boundary, which are typically the
substrate and �lm surfaces in thin-�lm processing (it is however also possible
that suspended or dissolved impurities in the solution act as heterogeneous
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6.2. Description of crystallization dynamics in drying perovskite solution �lms

nucleation centres, thus providing a critical mechanism for perovskite mor-
phology formation). For now, we focus on homogeneous nucleation and
later discuss how the equations need to be modi�ed in case of heterogeneous
nucleation.

There are two important quantities involved in formation of each nucleus –
�rst, the supersaturation, Δ𝜇, as de�ned above, second, the surface energy of
all the crystal facets of the nucleus. The latter can be calculated by the sum
of all surface energy densities, 𝑓𝑖 , multiplied with the respective area, 𝐴𝑖 , of
the crystal facet. The energy that is needed for the formation of a nucleus of
𝑛 particles is then written as a di�erence of Gibbs free energy [24, p.84],

Δ𝐺 =
∑︁
𝑖

𝑓𝑖𝐴𝑖 − 𝑛Δ𝜇. (6.38)

For a low number of particles, 𝑛, the surface energy term is commonly larger
than the supersaturation term. However, as the particle number increases, the
ratio of surface area to volume decreases such that a maximum value, Δ𝐺∗, is
reached at the so-called critical nucleus size, 𝑛∗. Consequently, all nuclei with
𝑛 < 𝑛∗ will tend to decrease in size, while all nuclei 𝑛 > 𝑛∗ will start growing
as they follow the gradient to lowest energy. In other words, Δ𝐺∗ is the energy
barrier that needs to be overcome for nucleation to take place [24, p.82-83].
This is the thermodynamic energy balance of classical nucleation theory
(CNT), which is the only theory presented herein for the sake of simplicity.
However, recent advances in nucleation theory show that random �uctuations
alone are insu�cient for describing nucleation in most real-world material
systems[159]. In fact, the popular CNT assumption of nucleation by random
�uctuations leads to a systematic overestimation of critical nucleus sizes.
In many material systems, the much smaller ‘kinetically e�ective nucleus’
(KEN) as de�ned by only several molecular agglomeration processes governs
nucleation instead[160]. Accordingly, it was demonstrated that substantial
non-classical nucleation pathways exist in these material systems, whichmust
be computed by considering the detailed molecular mechanisms involved in
the formation of nuclei[161] (the high potential for misinterpretation of data
arises from the fact that typical in situ characterization used for measuring
nucleation rates have a detection limit of smallest particle size. Therefore,
measurements of nucleation rates start only with ‘�rst observable clusters’,
which may be signi�cantly larger than elementary nuclei[160]).
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For a large number of particles, each occupying the volume 𝑣𝑝 , we can ap-
proximate the form of the nucleus as a sphere with radius, 𝑟 . The number of
particles is then given as 𝑛 ≈ 4

3𝜋𝑟
3/𝑣𝑝 and the area of the nucleus is𝐴 ≈ 4𝜋𝑟 2.

We de�ne the average surface energy density, 𝑓 , such that
∑
𝑖 𝑓𝑖𝐴𝑖 = 𝑓 𝐴 and

get [24, p.83]

Δ𝐺∗ ≈ 16𝜋
3

𝑓 3𝑣2𝑝

Δ𝜇2
(6.39)

at the critical radius 𝑟 ∗ = 2𝑓 𝑣𝑝/Δ𝜇 and the critical nucleus size [24, p.91]

𝑛∗ = 2Δ𝐺∗/Δ𝜇. (6.40)

In case of heterogeneous nucleation, the critical nucleus size decreases be-
cause the surface energy density between the crystalline material and the
substrate surface is lower than at least one 𝑓𝑖 (if this inequality was not true,
heterogeneous nucleation would be very unlikely because the bulk nucleation
would cost less energy). Consequently, the energy barrier for heterogeneous
nucleation, Δ𝐺∗

het, is lowered as compared to the one for homogeneous nucle-
ation Δ𝐺∗

hom — proportional to the ratio of the volumes of the nucleus on the
substrate, 𝑉 ∗, and the free �oating nucleus, 𝑉0 as shown in Figure 6.9. This
adjustment yields the equation [24, p.90]

Δ𝐺∗
het = Δ𝐺∗

hom · 𝑉
∗

𝑉0
. (6.41)

This equation clearly demonstrates that solution impurities and/or the sub-
strate surface can have a signi�cant impact on nucleation dynamics by de-
creasing the e�ective critical nucleus size and thus the energy barrier for
nucleation. This issue becomes increasingly important for solutions involv-
ing multiple, potentially impure precursor chemicals such as the perovksite
solutions analysed in this work. The reason is that the space of possible chem-
ical mechanics increases with the solution complexity opening up multiple
nucleation pathways that all compete for lowest energy usage. Due to this rea-
soning, it is very probable that the nucleation in these solutions is governed by
heterogeneous nucleation e�ects (at this point, the question arises of how the
terms ‘heterogeneous’ and ‘homogeneous’ are de�ned properly. If impurities
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are considered part of the solution or possibly the suspension, it is tempting
to identify nucleation involving these impurities as ‘homogeneous’ because
one commonly associates ‘heterogeneous’ with nucleation on surfaces or
phase boundaries. These issues can only be resolved by acknowledging that
nucleation truly consists of [multiple combinations of] elementary mecha-
nisms of agglomeration. An accurate description of nucleation, including a
de�nition of the terms ‘heterogeneous’ and ‘homogeneous’, must therefore
start from an accurate analysis of these elementary mechanisms and classify
them according to the involvement of ‘foreign’ species as demonstrated for
example by Handwerk et al.[162, 163], which is however beyond the scope of
this work).

V0

V∗substrate

Figure 6.9.:A free �oating nucleus with volume 𝑉0 as formed by homogeneous nu-
cleation and a smaller nucleus with volume 𝑉 ∗ forming on the substrate surface by
heterogeneous nucleation.

The rate of nucleation, 𝐽0, is the number of nuclei forming in the solution
per volume and per time [ cm−3s−1]. In this work, we treat only stabilized
nucleation rates, 𝐽0. The real nucleation rate may however lag behind a
change in supersaturation due to the time that the nuclei need to form from
random �uctuations [24, p.143-154].

We can write the equilibrium nucleation rate [24, p.114] as

𝐽0 = 𝜔
∗Γ𝑁 ∗, (6.42)

where 𝜔∗ is the frequency of attachment of particles [ s−1], Γ is the Zeldovich
factor [no unit] and 𝑁 ∗ is the equilibrium concentration of critical nuclei [
cm−3]. These can be found in literature:

• The Zeldovich factor [24, p.113] is given as
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Γ =

(
Δ𝐺∗

3𝜋𝑘𝑇𝑛∗2

)1/2
. (6.43)

• The equilibrium concentration of critical nuclei [24, p.113]

𝑁 ∗ = 𝑐𝑉p 𝑁𝐴 exp
(
−Δ𝐺∗

𝑘𝑇

)
, (6.44)

where 𝑁𝐴 is Avogadro’s number.

• For nucleation from solution, the frequency factor [24, p.118] is given
as

𝜔∗ = 4𝜋𝑟 ∗2𝑐𝑉p 𝜈𝜆 exp
(
−Δ𝑈

𝑘𝑇

)
, (6.45)

where 𝜈 is another frequency factor
[
s−1

]
, 𝜆 is the mean free path

of the particles [cm] and Δ𝑈 is the energy barrier of desolvation as
caused by the interaction between solvent and solute.

In conclusion, because the exponential terms have the largest contribution,
we �nd the approximate dependency [24, p.119]

𝐽0 ∝ exp
(
−𝐾/𝜎

2 + Δ𝑈

𝑘𝑇

)
, (6.46)

where 𝐾 is a constant depending on the surface energy of the crystal grains.
When we plot this relation (see black curve in Figure 6.10), we �nd that the
nucleation rate is very close to zero until a certain threshold of supersatu-
ration, 𝜎c, is reached (as marked by the intersection of the dashed blue line
with the x-axis). This threshold is the critical supersaturation that de�nes the
critical concentration 𝑐𝑉p,c = 𝑐𝑉p,0 exp (𝜎c).

6.2.3. Crystal growth dynamics

The rate of step advance [cm/s] of a crystal face growing by spirals in a
solution [24, p.229] is given as
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Figure 6.10.:Nucleation and growth rates according to Equations 6.46 (black solid line)
and 6.48 (dark red dashed line). In the case of Equations 6.48 di�erent proportionality
constants are plotted. The critical supersaturation, 𝜎𝑐 , is obtained from a linear �t to
the initial rise in nucleation rate (dashed blue line).

𝑅face =
𝐷p,surf .𝑐

𝑉
p,0𝑣𝑝

𝑑

𝜎2

𝜎ch
ln

[
𝑑

𝜋𝑎

𝜎ch
𝜎

sinh
(
𝜎

𝜎ch

)]−1
, (6.47)

where 𝜎ch a characteristic supersaturation (≠ 𝜎𝑐 ), 𝑎 is the height of one growth
step, 𝑑 is the stagnant boundary layer thickness over the growing crystal
facet and 𝐷p,surf . is the di�usion coe�cient of solute particles on the crystal
facet. Hence, for low supersaturation 𝜎 ≈ 𝜎ch, we have [24, p.230]

𝑅face ∝ 𝜎2

𝜎ch
(6.48)

and for high supersaturation 𝜎 � 𝜎ch

𝑅face ∝ 𝜎. (6.49)
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Although used in some works on perovskite crystallization [164, 165, 166], it
is crucial to note that the above relations are only true under the assumption,
that it is very unlikely that new (2D)-nucleation occurs on the growing surface.
If the supersaturation is high enough, this will no longer hold and 2D nuclei
will form on the growing facet, potentially accelerating the growth [24, p.231-
237]. Since the 2D-nucleation rate is proportional to exp [−𝐾/𝑘𝑇𝜎 − Δ𝑈 /𝑘𝑇 ],
we can then have for example

𝑅face,layer ∝ 𝜎 (1/2) · exp
(
−𝐾mono/𝜎 + Δ𝑈

𝑘𝑇

)
(6.50)

for mono-nuclear layer-by-layer growth [24, p.233] or

𝑅face,poly ∝ 𝜎 (5/6) · exp
(
−𝐾poly/𝜎2 + Δ𝑈

𝑘𝑇

)
(6.51)

for poly-nuclear layer-by-layer growth [24, p.231-237]. As a side note, we
want to mention that many works [164, 165, 167] use a relation from Burton-
Cabrera-Frank (BCF) theory (�rst introduced by Li et al. [168]) to determine
the number of grains per unit area [1/cm2] as given by

< 𝑛 >= 1.1
(
𝐽0
𝑅

)1/2
. (6.52)

It is often argued that, at high 𝜎 , the exponential relation in 𝐽0 will dominate
over the quadratic term in Equation 6.48, which would explain the signi�-
cantly higher grain density in perovskite thin-�lms that were rapidly dried
(driving the supersaturation up quickly). However, this argument is question-
able given that the proportionality constants in Equations 6.48 and 6.46 are
not known. Therefore, a comparison of magnitudes can produce arbitrary
results as we show in Figure 6.10 by plotting 𝑅face with di�erent pre-factors.
Besides, there is no certainty as to which of the growth mechanism takes place
in dependence on the environmental parameters. To complete the picture
further, we must consider that, during a drying process, the concentration and
thus the supersaturation are not constant. This questions whether Equation
6.52, even if it was quanti�able, would determine the correct value for the
grain size measured in the resulting polycrystalline thin-�lm. Concluding,
Equation 6.52 could, in the optimal case, only determine the average size of
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currently nucleating crystals and a more general, dynamic model is needed to
predict the �nal grain size distribution as will be treated in the next section.

6.2.4. Predicting grain size distributions with LaMer’s model‡

LaMer’s model[169], introduced by Prof. Victor LaMer in 1950, is still widely
cited to explain the precipitation of (close-to) mono-disperse particles from a
supersaturated solution. Likewise, in perovskite research, it is often cited to
explain how the crystal grain formation depends on the temporal evolution
of the supersaturation[142, 170, 72, 165]. However, this practice must be
seen with caution considering recent reviews by Whitehead et al.[159, 160].
They elaborate that LaMer’s pioneering work is mostly ‘inappropriately-cited’
because it is often applied in its ‘words-only form’ to explain ‘burst nucleation’,
while the original model is actually a growth-model and ‘burst nucleation’ is
merely an assumption of themodel rather than a consequence [158]. Arguably,
considering the title of this section, we have to take a standpoint on this issue.
The mathematical model we are going to elaborate herein is not identical to
LaMer’s original model, but a re�ned version according to the interpretations
of Sugimoto et al.[171] and Chu et al.[172]. In that sense, nucleation is not any
more assumed instantaneous (or ‘burst’) from the start (we rather assume a
stabilized nucleation rate 𝐽0 as a function of the current supersaturation, which
is most likely incorrect, but good enough for our qualitative line of arguments).
One could still argue that there is not enough experimental evidence for
using this model and that models based on disprove-hardened two to four
step molecular mechanisms should be preferred[159, 160]. However, at the
state of this work, the author did not �nd enough evidence in literature
to decide on a concrete mechanism (which may change in the future) and
neither quantitative measurements of crystal growth nor nucleation rates are
performed in this work. In this sphere of missing evidence, the (modi�ed)
LaMer model can be applied in a qualitative explanatory sense until disproved
by quantitative measurements in the future.

According to LaMer’s model as interpreted by Chu et al. [172], the solute con-
centration increase upon a nucleation is given by the simple rate equation

‡Section reviews ACS Applied Materials & Interfaces (2022) 14, 9, p. 11300–11312 by S.T.,
J.M., N.L., H.M.P, M.A., P.S., W.S., B.S.R and U.W.P. [21]
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𝑑𝑐𝑉p

𝑑𝑡
= 𝑄0 − 𝑒1𝑛∗ 𝐽0 − 𝑒2𝑅𝑝𝑇 , (6.53)

where we added 𝑒1 = 𝑁 −1
𝐴 and 𝑒2 = 𝜌1/3p 𝑁 −2/3

𝐴 to translate the equation to
molar concentrations and harmonize the units, 𝑄0 is the rate of the increase
of the concentration of perovskite due to drying

[
molm−3s−1

]
, 𝐽0 is the

equilibrium rate of nucleation
[
m−3s−1

]
(as introduced in section 6.2.2), 𝑛∗

is the critical nucleus size [no unit], 𝑅 is the rate of crystal face advance[
ms−1

]
(as introduced in the last section) and 𝑝𝑇 is the number of already

existing nuclei per volume
[
m−3] . Evidently, the number of existing nuclei

must increase with the nucleation rate [172] as

𝑑𝑝𝑇
𝑑𝑡

= 𝐽0. (6.54)

We assume further that the 𝑛𝑖 = 𝐽0𝑑𝑡 new grains that nucleate at time 𝑡𝑖
within the time span 𝑑𝑡 per volume are of critical nucleus size, 𝑛∗, and grow
with time as

𝑑𝑟 (𝑛𝑖 )
𝑑𝑡

= 𝑅face, (6.55)

where 𝑟 (𝑛𝑖 ) is the radius of these nuclei (to be precise, this should change
the last term in Equation 6.53 to 𝑒 ′2𝑅Σ𝑖𝐴(𝑛𝑖 )𝑛𝑖 or similar because the material
used for crystal growth should increase with the areas of the existing nuclei,
but we assumed for simplicity that the number of nuclei is very high and the
nuclei are very small. We further note that state-of-the-art models of crystal
growth of dispersions often come to the contrary conclusion that smaller
nuclei grow faster than bigger ones[160]). As a last step, we need to specify
𝑄0, which we calculate from the �lm thickness evolution 𝑑 (𝑡) determined as
described before in section 6.1.5 (this is an approximation because a change
in solute concentration also changes the concentration of solvent on the �lm
surface, directly impacting the drying dynamics. However, since we assume
that, in the ideal case, nucleation and crystal growth are induced very rapidly,
the approximation is valid for our modelling concept.). We obtain 𝑄0 by the
mean change in the concentration of solute molecules as
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𝑄0 =
d
d𝑡

(𝑛p
𝑑

)
= −𝑛p

𝑑2
· d𝑑d𝑡 , (6.56)

where 𝑛𝑝 = 𝑐𝑉𝑝 𝑑
���
𝑡=0

is the number of solute particles per unit area
[
mol cm−2] .

With all the above background information at hand, Equation 6.53 can be
solved numerically using Euler steps (we assume for simplicity a constant
thickness change d𝑑/d𝑡 and that the nucleation density is given by Equation
6.46 and the crystal growth rate by Equation 6.48).

As a result we obtain a qualitative model of the temporal evolution of 𝑐𝑉p and 𝐽0
in Figure 6.11 (the simulation cannot be quantitative because the quantitative
nucleation and growth rates, as well as the critical supersaturation are not
known). It is apparent that a higher drying rate leads to a narrower, higher
peak in concentration/supersaturation and thus nucleation rate than a lower
drying rate. Hence, the faster the �lm drying, the faster the concentration
falls o� and converges toward 𝑐𝑉p,0 (or a supersaturation, 𝜎 , of 1), leaving
the existing nuclei less time to grow. Figure 6.12 shows the corresponding
simulated crystal grain size distributions. As a result, we �nd that a faster
drying leads to a narrower grain size distribution with smaller grains than at
lower drying rates.

Figure 6.13 shows AFM images of TCP thin-�lms as obtained by di�erent
drying rates[21] (details follow in section 8.3 and details on the perovskite
follow in section 5.1). In Figure 6.13a, we �nd a morphology where individual
nuclei grew to crystal domains with a diameter of almost 10 𝜇m as produced
by a relatively slowly dried perovskite solution �lm. Because the crystal
growth depletes solute from the solution, the domains leave large spaces be-
tween them. In the following, we will call this morphology growth-dominated
because the crystal growth mainly in�uences where the material will agglom-
erate and the nucleation density is low. In contrast, Figure 6.13b shows a
morphology where the nucleation density is very high as produced by rapid
drying of the same precursor solution. As a result, the examined area is
densely packed by small nuclei, leaving the growth less time to in�uence the
morphology, which is why we will call the morphology nucleation-dominated.
We conclude that the predictions of LaMer’s model are in line with the exper-
imental observation that faster dried perovskite thin-�lms will have a higher
grain density (details follow in section 8.1 and 8.3). (We use the term ‘grain’
synonymously with the crystalline domains that can be spotted in AFM and
SEM, even if this de�nition is known to be problematic [173]. However, it
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6. Modelling and simulation

is still plausible that the formation of these domains follows LaMer’s model
even if one domain can contain multiple pure crystalline grains.).

At the end of this section, it has to be stressed again that the outcome of
LaMer’s model depends heavily on the (currently unknown) dependencies of
nucleation and crystal growth on the supersaturation - probably a�ected by
heterogeneous nucleation due to impurities. However, even when leaving
aside these issues in addition to the above-mentioned problems with inap-
propriate citation and sparse quantitative evidence, LaMer’s model is still a
strong simpli�cation. The reason is that locations of grains are not considered
and the model represents only an average balance over the whole reaction
volume instead. This description might be appropriate for the case of a stirred
solution volume, which the model was developed for. However, in a drying so-
lution �lm covered in this work, we do not expect the growing nuclei to move
laterally by a signi�cant amount and their positions might be crucial for the
resulting morphology. The reason is that, as we showed before, each nucleus
depletes the solute concentration in a halo around them, which is partially
equilibrated by di�usion of solute from the surrounding solution [24, 165,
p.161]. Furthermore, the nuclei might have preferential directions of growth,
potentially as a function of their (heterogeneous) nucleation mechanism [24,
p.14-32]. All these e�ects can produce characteristic shapes andmorphologies,
which are not included in the simple balance equation model derived above.
More detailed treatments can be found, for example, in the works of Liu et al.
[164] and Michels et al. [174]. In this work, we consider only the qualitative
trend that di�erent grain size distributions are the result of di�erent drying
rates as demonstrated above. For this purpose, LaMer’s model yields enough
detail, given that a more detailed prediction would require accurate in situ
characterization to test these predictions, rather than just the distinction of
ex situ SEM, AFM, photographs and/or WLI measurements as we use in our
studies (see chapter 5 for more details). Once, more detailed nucleation and
growth kinetics are determined, the modelling concepts introduced in this
section can be re�ned in the future, which will most likely narrow down the
number of possible models.
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Figure 6.11.: Simulation of solute concentration 𝑐𝑉p , or exponential of supersaturation
exp (𝜎) and nucleation rate, 𝐽0, according to Equations 6.53 - 6.55 for di�erent drying
rates, that is mass transfer coe�cients, as represented by the constants 𝑄0, 𝑄0/4 abd
𝑄0/10. The units are not quantitative.
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Figure 6.12.:Histogram of simulated grain size distribution for scenarios in Figure 6.11.
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6.3. Final assessment of drying and crystallization
models for hybrid perovskites

It is crucial to note that there is never a perfectly accurate, ‘true’ model. Only
comparative falsi�cation, that is the distinction between more and less suit-
able models, is within the reach of experimental science[175]. In this spirit,
we can classify the models/equations according to their logical rigidity, on the
one side, and empirical prediction power on the other side. While we derived
some models from logically solid principles (that is deductively), they do not
(yet) enable the prediction of relevant experimental results, mostly because
important parameters are unknown, we do not have the necessary character-
ization tools to test them or the resulting dynamics are too complicated to
calculate. Examples for this kind of models are the equations of crystal growth
and nucleation rates. In this case, it is not sensible to provide more detailed
theories beyond the standard ones, here classical nucleation and �uctuation
theory, because there is no way of distinguishing from quantitative data
which model applies. Instead, we used hypothetical parameters or simpli�ed
numerical models to enable at least a qualitative idea of the involved dynamics
in extreme cases, as for example nucleation-dominated or growth-dominated
areas. Other models derived herein may be subject to controversy because
only motivated by empirical observation (that is inductively) and not (yet) by
logical foundation, but predict quantitative, experimental data astonishingly
well. Therefore, they are very useful working hypotheses that however need
further testing. These are for example the Chin/Agarwal correlation that
was used for �tting the mass transfer and/or the reduction of the vapour
pressure due to suspected intermediate phases resulting in Equation 6.35. The
optimal case, which are models that are derived from fundamental principles
and enable high empirical prediction power are, of course, what we aim for.
The fewer degrees of freedom a model has, while still consistent with the
experiment, the higher is its prediction power. This makes the models simpler
and easier to falsify, which is a scienti�c advantage[175]. In this context,
the reduction of free parameters by making suitable approximations is very
important, such as the hypothesis of negligible concentration gradients we
apply in section 6.1.5. Furthermore, the reduction of free parameters mostly
simpli�es calculations. For example, simpli�ed di�erential equations that
can be solved analytically are, if still consistent with the measured data, pref-
erential equations that only have numerical solutions. Equations 6.27 and
6.28 modelling the drying dynamics in a two-solvent �lm are a good example
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6. Modelling and simulation

of a such a simpli�ed model based on fundamental principles that still has
a high predictive power and essentially no free parameters, except the ini-
tial concentration of molecules 𝑁1 and 𝑁2. Of course, as mentioned above,
this model lasts on the very strong assumption of negligible concentration
gradients of all components at all times. However, it is still astonishingly
successful as we showed in Figures 6.7 and 6.8, which can be explained by
the fact that Bian.

𝑑
used in our experiments are (most of the time) below 0.1

hindering the formation of di�usion gradients inside of the �lm. In the case of
higher Bian.

𝑑
, we have to use solvers for partial di�erential equations. This will

be elaborated in the appendix for readers who are interested in a more rigor-
ous treatment (see section A1.2), yielding the result that the hypothesis of
negligible concentration gradients is a good approximation even until Bian.

𝑑
of

103 (The simulation further shows that the observed drying dynamics cannot
be reproduced by �lm limited drying even with a concentration-dependent
di�usion coe�cient). Another possibility to extend the capability of the
model would be the addition of another solvent. In this case, the di�erential
equations would need to be solved by a time-stepping algorithm, which is a
standard numerical method. We did not include any further information in
this thesis for keeping it concise, but further information can be found for
example in [176].

Let us now recapitulate quickly the content of this chapter. An easy-to-
use modelling framework is provided for the quantitative description of the
drying dynamics of perovskite precursor solutions with up to two solvents
and temporally or spatially varying mass transfer coe�cient. The model is
well de�ned if the mass transfer coe�cient (or heat transfer coe�cient) is
known (and Bian.

𝑑
is below 103). For the TCP solution, the model needs an

additional measurement of the reduced activity and onset thickness of the
intermediate phase drying regime. In the future, model extensions for more
solvents or other quenching methods (beyond gas quenching) are imaginable.
This is the answer to research question 1 (see section 3.3). What concerns
the crystallization, LaMer’s model combined with fundamental equations
of nucleation and crystal growth provides a qualitative way of predicting
the crystal grain size distribution. It is however very likely that LaMer’s
model will be replaced in the future by a disprove-hardened, more detailed
mechanistic model consistent with dynamic measurements of crystal growth
and nucleation. This could also allow a more detailed understanding of the
impact of other process parameters, as for example the temperature. We
conclude that we answered research question 2 (see section 3.3), as well.
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techniques for perovskite
solution printing

In order to assess whether the drying or crystallization models discussed in
the last chapter are accurate, characterization techniques are needed. Herein,
we distinguish between ex situ techniques that are applied after the annealing
process of the readily crystallized perovskite �lms and in situ techniques
that are applied during the drying or the crystallization process. We note
that both are equally important and should be seen as complementary rather
than contradictory. In chapter 5, we already described the ex situ microscopic
techniques used in this work. Here, we will discuss the adoption of one-
point in situ interferometry to perovskite solutions, which was originally
developed for a previous work on organic PV by Schmidt-Hansberg et al. [93].
Furthermore, wewill discuss the design of in situmultichannel imaging, which
addresses the question whether in situ characterization can be extended to
record large areas and to have the capability of (spectral) photoluminescence
measurements at the same time. Additionally, the adapting of thermochromic
liquid crystal measurements to very narrow slots and �tting of mass transfer
correlations to thesemeasurements is discussed (the corresponding setup used
was designed by Cavadini et al. to determine the localized heat-transfer of
large-area nozzle arrays[145]). The gathered analytical measurement methods
discussed in this chapter are an answer to research question 3 (see section
3.3).
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7.1. In situ interferometry* ‡

Interferometry relies on the e�ect of thin-�lm interference. In the con�gura-
tion used in this work, the re�ected light of �ve consecutive points (along
the air �ow direction in the drying channel discussed later in section 8.1)
is probed by �ve red laser diodes (660 nm) and respective photodiodes (see
Figure 7.1) [19, 21, 93]. As the monochromatic light impinges on a thin-�lm
under a certain angle 𝛼 , it splits into two partial light waves. One light wave
is directly re�ected on the top �lm surface. The other passes through the �lm,
is re�ected on the bottom surface and then leaves the �lm, being di�racted
in the same direction as the �rst wave (see Figure 7.1). As a result, the two
light waves superpose with the geometric optical path di�erence

Δ(𝑑, 𝑛𝑓 ) = 2𝑑
√︃
𝑛2
𝑓
− sin𝛼2, (7.1)

where 𝑑 is the �lm thickness and 𝑛𝑓 is the refractive index of the �lm. The
re�ected light waves interfere constructively if Δ =𝑚𝜆 and destructively if
Δ = (2𝑚 + 1)𝜆/2, where𝑚 is an integer (see typical interference signal in
Figure 7.2).

𝑑 (𝑡)

𝛼

𝑛𝑓 (𝑡)

Figure 7.1.: Schematic of the re�ectometric setup used on top of the drying channel
described later in Figure 8.1. Five lasers probe the re�ection on the thin-�lm in �ve
positions along the air �ow direction and the re�ected light intensities are measured
by respective photodiodes. Each laser beam is split into two partial light beams that
superpose again on the photodiode.

∗Section reviews Advanced Energy Materials 9 (2019) p. 1901581 by S.T., B.T., J.A.S, I.M.H.,
T.A., W.M., U.L., P.S., W.S., B.S.R. and U.W.P [19]

‡Section reviews ACS Applied Materials & Interfaces (2022) 14, 9, p. 11300–11312 by S.T.,
J.M., N.L., H.M.P, M.A., P.S., W.S., B.S.R and U.W.P. [21]
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7.1. In situ interferometry

It follows that, in a drying �lm of solvent with refractive index 𝑛𝑖 where 𝑑
varies from 𝑑 = 𝑑0 to 𝑑 = 0, we will see 𝑛 = int [Δ(𝑑0, 𝑛𝑖 )/𝜆] full (and 2𝑛
peak-to-peak) oscillations, where ‘int []’ is the integer function that cuts o�
the decimal part of the number (instead of rounding). If we now introduce a
solute, the drying process will stop at a certain thin-�lm thickness 𝑑𝑝 where
the �lm consists entirely of solid (details were explained in the analytical
drying model in section 6.1.5). Furthermore, we will have in this state 𝑛𝑓 = 𝑛𝑝 .
Hence, the process stops at the o�set Δ(𝑑𝑝 , 𝑛𝑝 ) of optical path di�erence. We
note that, in this case, we cannot simply calculate the number of oscillations
as above because the refractive index of the �lm, 𝑛𝑓 , will change with the
thickness as the �lm dries. Schmidt-Hansberg et al. have used a very simple
interpolation formula to estimate the evolution of the refractive index, 𝑛𝑓
[177]. They set

𝑛𝑓 = 𝜙𝑝𝑛𝑝 + 𝜙𝑖𝑛𝑖 =
𝑑𝑝

𝑑
𝑛𝑝 +

(
1 − 𝑑𝑝

𝑑

)
𝑛𝑖 . (7.2)

where 𝜙𝑝 and 𝜙𝑖 are the volume fractions of the solute and the solvent re-
spectively. Inserting this into Equation 7.1, we obtain a quadratic equation
in 𝑑 that can be solved (not shown here, see [177]). We count the extrema
(peak-to-peak) backwards in time from the dry �lm (see Figure 7.2), set
Δ = Δ(𝑑𝑝 , 𝑛𝑝 ) + 𝑛𝜆/2 (which is called backtracking algorithm) and insert
this into the quadratic equation. We then plot the obtained thicknesses 𝑑𝑛
against the time signatures of the extrema 𝑡𝑛 (that is the positions of the
maxima visible in Figure 7.2) and obtain the drying curves treated earlier in
Figures 6.7 and 6.8. We note that Equation 7.2 was not tested experimentally.
However, the refractive index of perovskite at the laser wavelength, being
2.48 [178], and 1.43 of the DMF (or 1.47 of DMSO), limit the possible error
on the measurement of 𝑑 [179]. (This is not enough to yield any signi�cant
deviations from the thickness evolution used for validating the drying models
in Figures 6.7 and 6.8.)

As a last remark, we want to elaborate the case, where we use mixtures of the
two solvents DMF and DMSO with the interferometry technique. The above
described calculation method becomes more di�cult in this case, because the
molar mixing ratio of DMF to DMSO would need to be known at any point
in time to calculate the resulting refractive index in the �lm. This could be
done by starting from the wet �lm as calculated from the concentration of
the solution (which is an alternative to starting from the dry �lm thickness)
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Figure 7.2.:Typical interference signal as measured by a single interferometer (solid
black line) on a drying MAPI solution thin-�lm [19]. The red and green diamonds
mark the positions of the respective interference maxima and minima. The di�erent
perovskite formation stages can be distinguished from the signal shape. Before the
coating, the signal is just the re�ection on the substrate, then the drying thin-�lm
causes the oscillations as explained in the main text and �nally the crystallization
decreases the re�ected light as more and more light is getting absorbed by the forming
perovskite and reaches a semi-stable �nal state of (pre-annealed) MAPI.

with a known DMF:DMSO ratio and then, at the next data point, assume
the ratio of evaporated DMF to DMSO is proportional to the ratio of vapour
pressures and mass transfer coe�cients. However, as stated above, the true
di�erence in refractive index from DMSO to DMF is 0.05, implying that the
error introduced by simply using the mean refractive index of the two solvents
(as weighted with the initial volume ratio of solvents) is below the accuracy
of the measurement technique.
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7.2. In situmultichannel imaging†

In situ multichannel imaging (IMI) is a novel characterization technique that
was developed in close cooperation with Felix Laufer[20]. The need to develop
a new in situ technique became evident regarding two design limits of the
interferometry setup (see last section). First, laser interferometry only resolves
the drying process at �ve distinct points on the sample. Instead, a large-area
detection would be suitable to monitor industrial scale fabrication. Second,
after the onset of the crystallization process (as shown before in Figure 7.2),
the interferometry cannot extract any further information (except changes
in the re�ectivity of the �lm surface at the probed wavelength). Instead,
a method that is able to assess thin-�lm transformation after nucleation is
preferable. With the goal in mind to create a highly-scalable, facile and easy-
to-use technique compatible with industrial fabrication, we designed IMI
according to the following principles:

• A large-area detection window

• High spatial resolution

• The capability to monitor re�ectance, PL intensity and emission wave-
length (that is three di�erent channels)

• Fast acquisition times

• Non-invasiveness

The resulting system is depicted in Figure 7.3 (and is part of the second
publication [20]). A scienti�c camera purchased from Thorlabs (CS2100M
Quantalux) is mounted on a rack (compatible with the laminar �ow channel
discussed later in section 8.1) over a high power LED ring (HPR2-100BL) used
for excitation. Under the camera, a quickly rotating �lter wheel is mounted
that is synchronized with the camera by an arduino UNO REV3 equipped with
both a stepper motor driver board ( MOTOR SHIELD REV3) and a thorlabs
trigger board (TSI- IOBOB2). The �lter wheel is loaded with di�erent �lters.
These are:

1. A neutral density �lter consisting of two rotatable polarisers

†Section reviews Solar RRL 6 (2021) p. 2100353 by S.T., F.L., P.S., W.S., B.S.R., I.A.H. and
U.W.P. [20]
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2. A longpass �lter at a wavelength around the centre emission wave-
length of the PL (780 nm in the publication)

3. A second longpass �lter that is slightly o�-centre but still within the
Full Width Half Maximum (FWHM)-range of the PL (760 nm in the
publication)

4. A shortpass �lter at a wavelength around the centre emission wave-
length of the PL combined with another longpass �lter to block the
excitation light. (775 nm, combined with a 660 nm long pass in the
publication)

LP1
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Sample
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Figure 7.3.: Schematic of the IMI system. A high power LED ring excites the sample.
The PL response / re�ected light is recorded through a respective �lter with a camera.
The spinning �lter wheel is synchronized with the camera trigger such that the next
image is taken through the successive �lter until the measurement is stopped (see
section A2 for a photograph of the setup mounted on the laminar drying channel).

The images taken by the camera are sorted in di�erent folders corresponding
to the �lter they were taken through. These folders are then used for the
further image processing with Python. Four images at a speci�c time make up
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7.2. In situ multichannel imaging

a complete image set. From such an image set we can calculate the following
‘channelled’ images:

• The re�ectance channel by simply choosing the ND images. These can
optionally be normalized by a reference image of the substrate before
the coating was applied.

• The PL intensity channel by simply adding up the images of the �rst
longpass �lter and the shortpass �lter. These do, in approximation,
yield the full PL intensity.

• The central emission wavelength channel by using all three images
taken through the bandpass �lters according to the method introduced
by Chen et al. [180]. The longpass �ltered images are divided by the
short pass �lter image, yielding images of two ratios. These ratios are
then searched for every pixel in two lookup tables with the dimen-
sions FWHM and centre emission wavelength, 𝜆0. The look-up tables
are generated by calculating the ratios 𝐼2/𝐼4 and 𝐼2/𝐼4. The intensities
are predicted using a simple Gaussian PL emission model, transmis-
sion measurements of the respective �lter(s), 𝑇𝑖,�lters (𝜆), as well as the
cameras lenses, 𝑇lens, and the spectral response of the detector 𝑅det (𝜆)
according to the formula

𝐼𝑖 = 𝐴×
∫

Gaussian𝜆0,FWHM (𝜆) ×𝑅det (𝜆) ×𝑇lens ×𝑇𝑖,�lters (𝜆)𝑑𝜆 (7.3)

where 𝐴 is a calibration factor that can account for systematic o�sets
in the measurements (see [20] or [180] for details).

We note that the IMI technique is not restricted to the coating method. It
could be used with slot-die coating, spray coating or inkjet printing. The only
constraint is a free view on the drying thin-�lm from a minimal distance of
around 5 cm. The setup is fully scalable and cost-e�cient such that it could
be replicated several times in an industrial production line to monitor large
areas. Some transients of re�ectance, PL intensity and emission wavelength
acquired by IMI during MAPI fabrication will be described in section 8.1.1. For
now, we just want to point out that the results are consistent with knowledge
obtained by other works on in situ characterization [181, 182, 183].
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Figure 7.4.:Exemplary image set of the three channels of IMI during the drying of a
blade coated MAPI �lm in the drying channel (𝑇 = 40◦C, 𝑣 = 2m s−1). The rectangles
magnify extracts of the image where the active areas of the solar cells are situated
later. The colours and line styles indicate which performance the respective solar cell
exhibits later. These PCEs mostly correlate with active areas where IMI can detect a
corresponding morphological defect. Reproduced with permission from [20].
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Due to the large-area detection of IMI, it can be used to localize morphological
defects (see Figure 7.4). These defects can be classi�ed according to their
occurrence in either channel [20]. Pinholes/dust (see magni�ed rectangle in
the top right of each image) are visible in all three channels, semiconductor
quality/subsurface defects are only visible in the PL channels (see magni�ed
rectangles in the bottom right) but not in the re�ection channel. The same
is true for thickness/roughness variations (see magni�ed rectangles in the
bottom left), which are indicated by slight variations in PL intensity and PL
emission wavelength. It can be demonstrated that the defect classes correlate
with the performance of PSCs incorporating the absorber layers with the
respective defect (see Figure 7.5). The small rectangles in Figure 7.4 indicate
the PCE of the respective device that was built incorporating the examined
perovskite layer. In most cases, a PCE over 15% correlates with a device area
where no defect is detected (see green solid line rectangles and magni�ed
rectangles in the top left in Figure 7.4 and solid green JV-curves in Figure 7.5).
Small thickness/roughness variations mostly cause the PCE to lie between 10%
and 15% (see turquoise dashed rectangles in Figure 7.4 and turquoise dashed
JV-curves in Figure 7.5), semiconductor quality defects let the PCE decay to
under 10% (see blue dash-dotted rectangles in Figure 7.4 and blue dash-dotted
JV-curves in Figure 7.5) and pinholes/dust prevent the functionality of the
device completely (see purple dashed rectangles in Figure 7.4 and purple
dashed JV-curves in Figure 7.5). However, when analysing the image extracts
in Figure 7.4, we �nd that the correlation is not always con�rmed.

Table 7.2 depicting the identical data from the second publication [20] contains
a more detailed statistical analysis of the statements made above, in particular
a count of devices below 10% of PCE. If IMI is seen as a tool to detect coating
problems a�ecting the PCE, we can derive rates of false negatives or false
positives. Clearly, the 38% of devices (9) that exhibited no defect, but still
have a device performances below 10% can be counted to false negatives.
(It is important to mention that a PCE drop is not necessarily caused by a
problem with the perovskite absorber. Also during the deposition of the
ETL/HTL layers as well as the sample handling, errors might a�ect the PCE
which might explain these false negatives.) The false positives, on the other
side, need to be analysed according to the category of the detected defect.
In case pinholes/dust are detected, all examined devices exhibit an inferior
PCE. With the semiconductor/quality detected in the PL response, this is
the case for almost all devices (83%). However, the thickness/roughness
variations exhibit almost equally many devices over 10% PCE as below 10%
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Figure 7.5.: Typical device performances (as measured by backward JV-sweep) for
MAPI devices fabricated on the active areas shown in Figure 7.4. Reproduced with
permission from [20].

PCE. This is, of course, partially because the chosen threshold of 10% lies
within the range of most PCEs for this category. However, it also points to
the fact that this category of defects does not yield enough information to
decide whether the respective devices will be performant or not. For this
category, it is probably necessary to conduct more sophisticated data analysis,
in the future. Afterall, we conclude that IMI succeeds in localizing a large
fraction of defects that lead with almost certainty to non-functional devices
(which is 63% of the faulty devices) with a false positive rate of 4% (as given
by the two devices in the category of semiconductor/quality exhibiting still
a PCE above 10%). Furthermore, the additional PL channels help identify
more defects than would be visible solely by a re�ection measurement. Due
to the fast and large-area acquisition, IMI could be used for in-line direct
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7.2. In situ multichannel imaging

Thickness
variations

Absorber
quality

Pinholes/dustNo defect
detected

Best
detection

PL, WLI PL, Em. Wl. All,
preferably
ND, WLI

None

Impact FF, 𝑅𝑠 𝑉OC, FF, 𝑅𝑠 ,
𝑅𝑝

FF,𝑉OC, 𝐽SC,
𝑅𝑠

-

Performance
of most
devices

10% <
PCE < 15%

PCE < 10% PCE < 1%
or n.a.

15% < PCE

# times
detected (/#
samples)

53(40%) 12(9%) 43(33%) 24(18%)

# devices
with PCE <
10% in this
category

24 10 43 9

# devices
PCE < 10% /
# times
detected

45% 83% 100% 38%

Table 7.2.: Table of the di�erent defect categories detected by IMI and a statistical
evaluation of their correlation with 132 n-i-p device PCEs [20]. The WLI image in
Figure 5.7 was additionally correlated with the images in Figure 7.4 for comparison.

feedback optimization. The feedback signal could be, for example, the density
of defects or characteristic transients in re�ectance, PL intensity or emission
wavelength (as will be shown in section 8.1.1). In this way, di�erences in
the production as for example the air humidity of the solution concentration
could be detected instantly and corrected by the coating or drying parameters.
This could be an e�cient way to mitigate the problem of reproduction, which
is imminent in almost all perovskite solution processes[184].
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7. Advancing characterization techniques for perovskite solution printing

7.3. Thermochromic liquid crystal measurements ‡

Spatially resolved thermochromic liquid crystal (TLC) measurements were
introduced by Cavadini et al. [145]. A plate of perspex with known heat
capacity, 𝑐𝑝,𝑤

[
J kg−1K−1] , heat conductivity, 𝜆𝑤 [

Wm−1K−1] , and mass den-
sity, 𝜌𝑤

[
kgm−3] , is stabilized at a pre-set temperature, 𝑇0. Then, the plate

is quickly moved under the air stream to be investigated and the air stream
cools the plate by a heat transfer process. The bottom side of the plate is
coated with a temperature sensitive liquid crystal which is imaged during
the experiment by a commercial camera (see Figure 7.6a) [21].

T>35°C T<35°C T>35°C

(a)

Sketch of the TLC measurment setup.
A plate of perspex coated with TLCs
recorded by a camera is cooled by the
air stream to be investigated.
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(b)Measured (2D) heat transfer coe�cient
as measured with the setup on the left.

Figure 7.6.: Schematic of a TLC measurement: As the temperature gradually changes,
the colour of the TLCs changes as imaged by a camera. From these colour changes
the 2D Heat Transfer Coe�cient can be calculated.

‡Section reviews ACS Applied Materials & Interfaces (2022) 14, 9, p. 11300–11312 by S.T.,
J.M., N.L., H.M.P, M.A., P.S., W.S., B.S.R and U.W.P. [21]
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7.3. Thermochromic liquid crystal measurements

The recorded colour change over time in the foil can be correlated with a
temperature-change of the plate by tracking the green intensity maximum.
The temperature over time, 𝑇 (𝑡), is then �tted to the step function solution
of the heat equation

𝑇𝑤 (𝑡) −𝑇0
𝑇∞ −𝑇0 = 1 − exp

(
𝛼2

𝑡

𝜌𝑤𝑐𝑝,𝑤𝜆𝑤

)
erf

(
𝛼

√︄
𝑡

𝜌𝑤𝑐𝑝,𝑤𝜆𝑤

)
(7.4)

where 𝑇0 is the initial temperature, 𝑇∞ is the temperature of the environment
and 𝛼 is the heat transfer coe�cient to be determined as de�ned in Equation
6.1.3. A typical result of such a measurement is depicted in Figure 7.6b. If such
a measurement is averaged over horizontal lines in the centre of the nozzle,
the data shown before in Figure 6.5b and 6.5a are obtained. As stated before in
section 6.1.4, we performmany of these measurements at di�erent parameters
to get a good estimation of the mass transfer of the used slot-nozzle (details
follow in section 8.3 for di�erent parameters). In these experiments, we vary
the gas velocity, 𝑣 , from 15.8m s−1 to 79.4m s−1 in steps of 15.8m s−1, the
distance of the plate, 𝐻 , from 3mm, 4mm to 5mm and the angle, 𝜃 , from
90◦, 82.5◦, 75◦ to 62.5◦. These measurements are �tted globally against the
correlations introduced before (see section 6.1.4). For the �t, the appended
sum of squared residuals, 𝜒2, are minimized by variation of the parameters
𝑝1, . . . , 𝑝𝑛 of the respective correlation. That is to say, we calculate for all
measurements

𝜒2 (𝑝1, . . . , 𝑝𝑛) =
∑︁
𝑘

∑︁
𝑖

[
𝛼corr

(
𝑥𝑖 , 𝑢0,𝑘 , 𝐻𝑘 , 𝜃𝑘 , 𝑝1, . . . 𝑝𝑛

) − 𝛼meas,k (𝑥𝑖 )
]2

[
Δ𝛼meas,k (𝑥𝑖 )

]2
(7.5)

where 𝛼meas,k (𝑥𝑖 ) is calculated by averaging all regular horizontal rows of the
2D distribution and 𝑢0,𝑘 , 𝐻𝑘 , 𝜃𝑘 are the respective gas velocity, nozzle height
and impinging angle. The resulting parameters are used for predicting 𝛽 (𝑥)
(as plotted before for exemplary 𝑢0, 𝐻 and 𝜃 in Figure 6.5b) when modelling
the drying process of dynamically moved substrates under the slot jet later
(see section 8.3). An overview of the full datasets and resulting parameter
values can be found in [21].
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7. Advancing characterization techniques for perovskite solution printing

7.4. Prospects and limitations of in situ
characterization

The importance of in situ characterization is demonstrated with two main
setups in this work, the one-probe interferometry (at �ve points) and the in
situ multichannel imaging (IMI). Both methods should be seen complemen-
tary and one does not replace the other. While one-probe interferometry
has a very high sampling rate (up to 100 kHz) and is successful at probing
thin-�lm interference and thereby drying dynamics in the laminar air �ow,
the time resolution of IMI is limited by the frame rate of the camera such
that it can detect some oscillations in re�ectance but the oscillation period
saturates at 100Hz. However, IMI o�ers instead a high spatial resolution
and multiple detection channels, which makes it the perfect candidate for
surveillance of process homogeneity on large scales. In situ characterization
is always a trade between temporal or spectral resolution on the one hand
and the information content in the detection channels on the other hand. For
example, if one wanted get more precise spectral information or highly time-
resolved photoluminescence data, one would need to sacri�ce one spatial
dimension (since detector areas are mostly 2D) or slow down the acquisition
rate substantially. IMI is, seen from this perspective, a design compromise to
obtain a fairly high information content and time resolution on large areas. In
future designs, one could indeed investigate the exact spectra at some sample
points in depth or make a spectrally sensitive system that images only a line
of points. In this way, the information of IMI could be correlated more accu-
rately and understood. It would be possible as well to use x-ray di�raction in
combination with the system. The hope would be that IMI records enough
information in the detection channels to predict the success or failure of
principal formation dynamics such as nucleation density, intermediate phase
formation, crystal growth rate or direction. Another viable way to �lter the
information out of IMI’s detection channels would be a more sophisticated
data analysis methods such as arti�cial intelligence.

For attempting an answer to research question 3 (see section 3.3), we could
state that both in situ interferometry as well as in situ multi-channel imaging
can yield crucial information on the perovskite drying and crystallization
dynamics in large-scale coating systems. If this information is combined
with the modelling frameworks discussed in chapter 6 and additional exact
measurements of heat/mass transfer coe�cients by thermochromic liquid
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7.4. Prospects and limitations of in situ characterization

crystal measurements described in the last section, the current state of drying
and crystallization can be assessed very early in the fabrication process, which
can possibly be used to directly correct coating parameters without the need
to �nish device fabrication (or even annealing), �rst. In the future, the level
of data evaluation as well as automation can be increased to pro�t from these
advantages at full scale.
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8. Drying and crystallization in
blade coated perovskite solution
films

The vast majority of state-of-the-art perovskite solar cells is fabricated by in-
glovebox spin coating, rinsing the still-spinning substrate with an anti-solvent
– a process called anti-solvent quenching – to induce a fast and homogeneous
nucleation of the perovskite �lm by rapid supersaturation (this is analogous
to a very fast drying as explained in section 6.2.4). However, both the spin
coating process and the anti-solvent quenching by pipetting on a spinning
substrate are non-scalable. The reason is that the substrate breaks at too
high rotational force and that the centrifugal spreading of the liquid �lm is
radius dependent. Therefore, a transfer of this process to scalable deposition
methods is required. In this chapter, we transfer typical spin coating recipes
to blade coating of the perovskite precursor with additional processing steps
to achieve the quenching: The application of a laminar air �ow on a static
sample, the anti-solvent spray quenching on a static sample and a dynamically
moving sample moving past a narrow-slot high-pressure gas jet. In every
section, the optimization of the respective process parameters in terms of thin-
�lm morphology and device performances is presented. Whenever possible,
the outcomes are correlated with in situ characterization methods as well as
drying and crystallization models to fundamentally explain the interrelation
of the processing steps and the perovskite formation stages. In the two �nal
sections, we compare the resulting device performances in terms of magnitude
as well as repeatability and attempt a comparative assessment of suitability
of the di�erent methods for large-scale perovskite printing, which is essential
an answer to research question 4 (see section 3.3). Finally, also the impact
of using green solvents as compared to conventional solvents is discussed,
providing an answer to research question 5.
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8. Drying and crystallization in blade coated perovskite solution �lms

8.1. Drying (or quenching) in a laminar air flow
channel

𝑢0

In Situ Charact.

𝑇
sample

Figure 8.1.: Schematic of laminar air �ow channel as applied in all main publications
[19, 20, 21] (photos of the setup can be found in the appendix in section A2). After a
run-in distance of 48 cm the air �ows over a wing-shaped table holding the substrate
with the blade-coated perovksite solution �lm. The temperature, 𝑇 , of the whole
system (air, table, walls) can be stabilized and the air �ow, 𝑢0, is controlled by a mass
�ow controller (and measured by a hot-wire anemometer).

.

The laminar air �ow channel drawn in Figure 8.1 was developed and applied
on the fabrication of organic solar cell devices by Schmidt Hansberg et al.[177].
The purpose of the system is to investigate drying processes of blade coated
solution thin-�lms in a highly controlled environment of a constant air �ow
velocity, 𝑢0, and temperature, 𝑇 . In the same time, in situ characterization
such as re�ectometry (see section 7.1) or IMI (see section 7.2) can be applied
to study the drying dynamics and/or the structural morphology evolution
upon crystallization. For example, the drying rate or the photoluminescence
response in dependence on 𝑢0 and 𝑇 can be assessed. Finally, the obtained
thin-�lm morphology as well as the device performances can be correlated
with such in situ data. In the following, we will summarize the results of this
methodology for di�erent perovskite precursors.
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8.1. Drying (or quenching) in a laminar air �ow channel

8.1.1. One-step deposition of methylammonium lead iodide*†

Methylammonium lead iodide, CH3NH3PbI3 (short: MAPI) has the advantage
that, in the reference spin coating process, natural drying is su�cient for the
formation of a nucleation-dominated morphology [115] (see Figure 8.2a and
section 5.1 for details on the used solution), leading to a high device perfor-
mance as shown in Figure 8.2b. With this �nding in mind, one could expect
that the corresponding up-scaled blade coating process should require only
natural drying to obtain a favourable thin �lm morphology. However, when
investigating thin-�lms blade coated from the same precursor, they appear
di�usely re�ecting to the naked eye (not shown), which is correlated with a
non-covering morphology on the micro-scale as measured by SEM (see Figure
8.2c). We attribute this to the higher wet �lm thickness (and correspondingly
lower concentration) of the blade coated perovskite solution �lms, altering
the preconditions for the crystallization due to di�erent drying dynamics.
Correspondingly, devices incorporating these layers will exhibit signi�cant
losses in performance, most of which is in FF and 𝑉OC, indicating that signi�-
cant non-radiative recombination and/or series resistance are present due to
the direct contact of the the ETL and HTL layers (compare Figures 8.2b and
8.2d as well as Figures 4.5a and 4.5b). Additionally, a slight decrease in 𝐽SC
indicates that less area is covered by perovskite generating current (which is
most likely a small e�ect due to light scattering and re�ection on the back
electrode). Fortunately, when increasing convection over the substrate by the
laminar �ow during the drying process, we obtain a nucleation-dominated
morphology as in spin coating (see Figure 8.2e), leading to a comparable PCE
[19] (compare Figures 8.2b and 8.2f). We note that the blade coated device
exhibits less hysteresis, but that the average PCE of forward and backward
JV-sweeps and the PCE at constant voltage are comparable (not shown here,
see [19]).

∗Section reviews Advanced Energy Materials 9 (2019) p. 1901581 by S.T., B.T., J.A.S, I.M.H.,
T.A., W.M., U.L., P.S., W.S., B.S.R. and U.W.P [19]

†Section reviews Solar RRL 6 (2021) p. 2100353 by S.T., F.L., P.S., W.S., B.S.R., I.A.H. and
U.W.P. [20]
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8. Drying and crystallization in blade coated perovskite solution �lms
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(a) SEM image of a MAPI �lm processed by
spin coating

0.0 0.5 1.0
Voltage V [V]

−20

−10

0

10

Cu
rr
en
tD

en
s.
J[
m
A
/c
m

2 ]

PCE 19.9% (12.7%)
FF 78.8% (56.7%)
VO𝐶 1.16 V (1.05 V)
JS𝐶 21.6mA/cm2

(b) JV-swipe characterization of a MAPI de-
vice fabricated by spin coating
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(c) SEM image of a MAPI �lm blade-coated
with 𝑢0 = 0.02m s−1 and𝑇 = 55◦C
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(d) JV-swipe of a MAPI device fabricated
with the morphology shown on the left
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(e) SEM image of a MAPI �lm blade-coated
with 𝑢0 = 2m s−1 and𝑇 = 55◦C
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Figure 8.2.:Transfer from spin- to blade coating and optimization of MAPI deposition
by application of laminar convection with di�erent air �ow velocities.
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(a)Coating window characterized by the ratio of non-covered area (pinholes, etc.) to the
total investigated area determined by SEM and AFM.

25 35 45 55 65 75 85
Temperature [°C]

0.02

0.2

2

A
ir
sp
ee
d
[m

/s
] <15% <10%

>15%

10

12

14

16

18

PC
E
[%
]

(b)Coating window characterized by the average, backward JV-sweep PCE of devices
incorporating the respective thin-�lm.

Figure 8.3.: 2D coating windows of MAPI thin-�lms blade coated in the laminar air
�ow according to SEM/AFM analysis and device performances.

To investigate the drying of MAPI thin-�lms in detail, we conduct an exten-
sive study correlating the obtained perovksite morphology with the device
performances in dependence on the parameters 𝑇 and 𝑢0 [19]. While the
temperature, 𝑇 , is varied in linear steps of 10 K from 25◦C to 85◦C , the air
speed, 𝑢0, is varied in logarithmic steps from 0.02m/s to 0.2m/s and 2m/s.
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8. Drying and crystallization in blade coated perovskite solution �lms

The perovskite morphology (after annealing) was characterized by SEM and
AFM in correlation. From these experiments, we obtain the ratio of the area
not covered by perovskite (that is the ’pinhole-area’) to the total investigated
area as well as the PCE measured by the backward JV-sweeps (the ‘stabilised’
PCE under constant voltage, which falls below the PCE measured by back-
ward JV-sweep due to hysteresis, was also measured but not used in the plot
due to the higher sampling number of the JV-sweeps). Consequently, the
experiment yields a 2D coating window as depicted in Figure 8.3, which can
be expressed in non-covered substrate area ratio (see Figure 8.3a) or in PCE
(see Figure8.3b) because these properties anti-correlate just as one might
expect (the di�erences in PCE are mainly caused by a decrease in FF and 𝑉OC
just as shown before in Figure 8.2). These coating windows are the main result
of the �rst publication, demonstrating how the di�culties in up-scaling the
MAPI spin coating to a blade coating process can be overcome by applying
su�cient convection over the substrate [19].

An explanation of the empirically determined coating window can be at-
tempted by investigating the impact of𝑇 and 𝑢0 in the corresponding models
for drying and crystallization [19]. As shown before, the chosen MAPI precur-
sor exhibits a regular gas phase controlled drying without a large contribution
of intermediate phases (see section 6.1.6). The gas �ow velocity, 𝑢0, deter-
mines the laminar boundary layer thickness and thereby the mass transfer
coe�cient, 𝛽 , as well as the drying rate, 𝑑𝑑/𝑑𝑡 , and thereby the coe�cient
𝑄0 in LaMer’s model according to Equation 6.56. The temperature, 𝑇 , mainly
impacts the vapour pressure of the solvent (and only slightly the mass transfer
coe�cient), thereby altering the drying rate and 𝑄0, as well. As we showed
earlier in section 6.2.4, obtaining a covering, nucleation-dominated morphol-
ogy is potentially achieved by a high 𝑄0. This implies that we should choose
𝑇 and 𝑢0 as high as possible (in practice, 𝑇 is limited by the degradation
temperature of the perovskite and 𝑢0 by the volume �ow of high pressure gas
and by solution waves forming at too high 𝑢0 as explained later.) For 𝑢0, this
is perfectly in line with the experimental observation. However, for 𝑇 this is
not the case. The reason is that an increase in𝑇 not only changes𝑄0 but also
impacts the other two terms in LaMer’s model (see Equation 6.53), namely
nucleation and crystal growth dynamics (see exponential dependencies in
Equation 6.46 and Equations 6.50-6.51). Since we do not have quantitative
knowledge on nucleation and crystal growth rates, a change in temperature
can change the crystal morphology in a multitude of unpredictable ways,
making it a potentially problematic parameter for our study. Experimentally,
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8.1. Drying (or quenching) in a laminar air �ow channel

in the coating window, we observe a detrimental e�ect of too high temper-
atures in the 0.2m/s data set. We obtain a covering, nucleation-dominated
morphology at temperatures equal or less than 55◦C, while higher temper-
atures alter the crystal growth in a way that larger crystalline domains are
formed in a growth-dominated morphology and the surface-coverage de-
creases signi�cantly. By increasing 𝑢0 by a factor of 10 however, we can
mitigate this problem and obtain nucleation dominated morphology for all
temperatures.

To investigate further the crystallization dynamics as present in this precursor
system, we characterize three samples at di�erent 𝑇 and/or 𝑢0 with in situ
IMI [20] (equally contributing co-author Felix Laufer, see section 2 details on
contributions). These are designated by their processing temperature and
air �ow as (40◦C, 2m/s), (20◦C, 2m/s) and (30◦C, 0.02m/s). Exemplary full
videos can be found in the supplementary material of the publication [20].
In order to extract statistically reliable transients from these image series,
we average the data of the three image channels over multiple substrates
and multiple points on each substrate, obtaining the results shown in Figure
8.4. Examining the re�ectance channel at �rst, we �nd signi�cant di�erences
between the three sample categories. The (40◦C, 2m/s) samples exhibit an
increase and stabilization of the re�ectance after the onset of crystallization.
The reason is that after the nucleation, which decreases the re�ectance due to
the emerging absorption in the perovskite (not shown), the crystal domains
start coalescing and build up a new thin-�lm with higher specular and di�use
re�ection. The (20◦C, 2m/s) samples show the very same trend, but with a
delayed onset due to the lower temperature slowing down the crystallization
dynamics. Furthermore, the re�ection does not reach the same magnitude
because solution droplets, as pushed by the air �ow, cause irregularities in
the thin-�lm morphology (a more detailed explanation follows later, based on
Figure 8.5). In case of the (30◦C, 0.02m/s) samples, the re�ection transients
are completely di�erent. The reason is the formation of large individual
crystallites from the thin-�lm that do not coalesce. As a result, after an
initial increase the re�ectance falls o� again stabilizing at a similar value
as the initial re�ectance of the plain sample because the space between the
crystalline domains dominates the re�ection.
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Figure 8.4.:Transients of re�ectance, PL intensity, PL emission wavelength and tem-
perature as monitored by IMI (and the peltier module) in the drying channel. All data
was shifted to the PL onset time and averaged over multiple spots on multiple samples
(solid line). The shaded area lies between the �rst and third quartiles.
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8.1. Drying (or quenching) in a laminar air �ow channel

In the PL intensity channel, we observe signi�cant di�erences between the
sample categories once more. The (40◦C, 2m/s) samples exhibit, �rst, an
increase in the PL intensity, then a semi-stable (that is slowly decaying) max-
imum and, �nally, upon the increase in temperature a steep decay in the PL
intensity. The �rst increase could be correlated with progressing perovskite
thin-�lm growth from the solution as consistent with the simultaneous in-
crease in re�ectance. The slow, initial decay of the PL intensity could be
caused either by increasing re-absorption, that is more and more PL trapped
in the thin-�lm due to internal re�ection on the top �lm surface[102], or by
increased charge carrier di�usion length, enabling more and more excited
charge carriers to reach non-radiative recombination centres at the substrate
interface or crystal facets[185]. The last, steep decrease, upon the increas-
ing temperature, is most probably caused by the increase in non-radiative
recombination due to increased thermal energy of the excited charge carriers
[120]. Interestingly, the (30◦C, 0.02m/s) samples exhibit exactly the same
trend, just about one order of magnitude lower in intensity. This resemblance
con�rms the assumptions made above, while hinting in the same time on
to lower surface coverage/semiconductor quality of these �lms produced
without the assistance of the air stream. (It is commonly known that pinhole-
free �lms of high nucleation density have preferential optoelectric properties
and thus an increased 𝐼𝑄𝐸𝑃𝐿 according to Equation 4.24 [115, 186]). The
(20◦C, 2m/s) samples exhibit a di�erent transient that overlays almost with
the (30◦C, 0.02m/s) samples except in the region from about 50 s to 250 s.
This di�erence in PL intensity evolution indicates a di�erence in crystal-
lization kinetics as compared to the other two samples due to the lower
temperature. The reason could be the in�uence of residuals from the lead
salts, Methylammonium cations or humidity, impeding the crystallization
until they are ejected from the crystal. At higher temperatures, these residuals
presumably leave the precursor much earlier.

The PL emmission wavelength transient of the (40◦C, 2m/s) samples is char-
acterized by a red-shift of the emission wavelength after the onset of crys-
tallization. This e�ect is well-known and could be attributed to quantum
con�nement in the nucleating perovskite crystal seeds, which decreases the
energy of emitted photons with increasing crystal domain sizes[187]. How-
ever, it is also possible that the fraction of re-absorped photons increases as
the top �lm surface forms, e�ectively red-shifting these photons due to addi-
tional thermalization[102]. Oncemore, the (40◦C, 2m/s) and (30◦C, 0.02m/s)
samples exhibit almost the same transient behaviour. The only di�erence is
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8. Drying and crystallization in blade coated perovskite solution �lms

that the transients have a constant o�set. A streight-forward explanation
for this is, consistent with the e�ect of re-absorption, that the surface of the
(40◦C, 2m/s) samples is overall smoother and therefore internal re�ection
(and thus re-absorption) is increased, red-shifting the PL to a larger extent.
This can be con�rmed when gauging the homogeneity of the PL intensity
responses (explained later in Figure 8.5). In case of the (20◦C, 2m/s) samples,
we observe a much slower red-shifting indicating once more the delayed
crystallization kinetics. We further �nd that the two peaks in the PL intensity
formation correspond to two local extrema in the PL wavelength, strongly
suggesting that a semi-stable PL active perovksite phase forms at the time of
the �rst peak, that is then redissolved and formed again when the residuals
leave the wet �lm.
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Figure 8.5.: PL images of the three sample categories (40◦C, 2m/s), (20◦C, 2m/s) and
(30◦C, 0.02m/s) recorded at one point in time during the drying with purple air �ow
indicating the air �ow direction as well as PCE distribution of the devices fabricated
incorporating segments of the active layers examined by IMI. The (30◦C, 0.02m/s)
samples (’low air’, red frame and points) have a low granular PL response, while the
(20◦C, 2m/s) samples (’low T’, blue frame and points) show a high but inhomogeneous
response and the (40◦C, 2m/s) samples (’optimal’, green frame and points) show a
homogeneous and high PL response.
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8.1. Drying (or quenching) in a laminar air �ow channel

Figure 8.5 depicts the PL intensity images of each sample category at a half-
dried state along with an exemplary batch of solar cell PCEs (as measured
by backward JV-sweep) incorporating these layers. In the (30◦C, 0.02m/s)
sample, the overall PL response is lower and small grains are visible in corre-
lation with the rough crystalline islands we saw earlier for this parameter
range (see Figure 8.2c). Devices incorporating such layer will mostly exhibit a
PCE smaller 10%. In the image of the (20◦C, 2m/s) sample, we can clearly see
the inhomogeneity caused by waves of solution pushed by the air �ow over
the substrate (the purple arrow depicts the direction of air �ow). There are
regions of very high and quite homogeneous PL and other regions of low very
inhomogeneous PL. Accordingly, the PCEs are clustered in two categories –
one where the pixels is accidentally placed on a region of high layer quality
and one where the pixel is placed on a region of low layer quality. For the
(40◦C, 2m/s) sample, the PL response is homogeneous and high everywhere
(except for certain morphological defects which we analysed in section 7.2).
Consistently, the device performances are mostly over 15%, which is higher
than in the other two cases (occasional morphological defects still decrease
the PCE however as described before in section 7.2).

8.1.2. Sequential two-step deposition of double cation
perovskite films

In the last section, we showed how the one-step deposition of MAPI can be
migrated from spin coating to blade coating by a laminar air �ow. However,
the hybrid perovskite research community nowadays investigates mostly
multi-cation perovskites due to their improved optoelectronic properties and
stability [188, 189]. One possibility to fabricate double cation (DCP), that
is (FAPbI3)1−x (MAPbBr3)x, solar cells is to employ a two-step deposition
process. For the scale-up of this respective process, we set the additional
constraint to exclusively rely on green solvents (see section 5.1 for details)
to potentially avoid the application of DMF in industrial scale production.
During the Master’s thesis of Kristina Geistert co-supervised with Fabian
Schackmar (see section 2 for detailed contributions), a precursor of PbI2
dissolved in DMSO and EGBE (10 volume %) is examined for the �rst step
of deposition, while the second step is still performed by spin coating. To
manipulate the surface energy of the solution, di�erent surfactants (that is
Alpha-LP, DDAB, HD-TMAB, see section 5.1 for details) are added in very
small amounts to the solution [190]. The goal is to avoid de-wetting and
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8. Drying and crystallization in blade coated perovskite solution �lms

pin the solution �lm to the substrate (see Figure 8.5). Wetting (or Pinning)
describes a state where the solution ’sticks’ to the substrate due to a bene�cial
ratio of surface energy of the solution-gas interface and the solution-substrate
interface [191], which is a precondition for solution processing of homoge-
neous thin-�lms. Other optimized parameters are, just as in the last section,
the temperature 𝑇 and the gas �ow velocity 𝑢0 as well as the blade coating
parameters (the blading speed 𝑣 , the blade gap ℎ0 and the volume of solu-
tion on the substrate 𝑉0), the drying time and the annealing time. A result
is that the pin-down e�ect and homogeneity can be enhanced by using a
medium �ow rate of 𝑢0 = 0.2m/s and 𝑇 = 60◦C. The other parameters are
optimized as 𝑣 = 25mm/s, ℎ0 = 150 𝜇m, 𝑉0 = 35 𝜇l with a drying time of
10min and an annealing time of 2min (not shown here). The spin coating of
the cation solution is then performed at 1500 rpm and 30 s, followed by an
annealing at 150◦C for 15min, which is consistent with the original recipe
[117]. The results can be seen in Figure 8.5, showing the respective PbI2 �lm
(and a Dektak pro�le measurement of the same) along with the best device
fabricated using the same layer in dependence on the type of surfactant. Com-
paring Figures 8.6a, 8.6c and 8.5e, we �nd that the PbI2 �lm processed with
Alpha-LP exhibits the smoothest morphology with the strongest absorption
(as indicated by the visibility of the ITO patterning), which could be due to
a more homogeneous surface morphology with less pinholes (this can be
veri�ed by SEM measurements not shown here). Correspondingly, we would
expect that after the cation solution is deposited, the Alpha-LP perovskite
thin �lms would outperform the �lms fabricated from the other PbI2 layers.
However, despite a slightly higher shunt resistance in the Alpha-LP sample,
we observe that decent device performances can be achieved with all tested
surfactants. This is probably due to the complex transition of PbI2 to the DCP,
which can ’correct’ some morphological features of the PbI2. We note that the
average PCEs achieved herein are comparable with those achieved with MAPI
(and triple cation later) but completely without the usage of DMF. The only
remaining task is the migration of the recipe toward a scalable deposition of
the cation solution.
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Figure 8.5.: PbI2 �lms deposited with small amounts of di�erent surfactants in a
DMSO:EGBE solution (details in section 5.1).

In a consecutive Master’s thesis of Vashu Kamboj (see section 2 for details
on contributions), the recipe is further developed to up-scale the cation
deposition by blade coating. During her work, it is found that the air �ow
does not impact the conversion to the perovksite after the blade coating of
the cation solution signi�cantly. This �nding makes sense when taking into
account that this process is mainly limited by the di�usion of the cations
from the solute phase in isopropanol into the PbI2 and the subsequent phase
transition to the perovskite phase. Consistent with intuition, this process
should not depend on the drying rate as long as contact interface stays
unchanged. Further, the blading parameters, the temperature and the cation
concentration are optimized, yielding a blade gap of 250 𝜇m, a temperature of
40◦C, a concentration of 0.18M : 0.027M : 0.044M (FAI:MABr:MACl), which
is half of the original recipe, a blading speed of 60mm/s and an annealing
temperature of 150◦C at 15min. Remarkably, one of the resulting blade coated
samples exhibits a very homogeneous coating and lateral distribution of PCEs
of test devices averaging around 14% (see Figure 8.6a). The best performing
device exhibits almost the same PCE as the device with spin-coated cation
deposition and the PCE stabilizes at around 15% under constant voltage (see
Figure 8.6b). This result can be seen as proof of concept of the scalability
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of this process with the perspective to use larger active areas, in the future.
We note once more that the whole fabrication is done only be using green
solvents.
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(a)
Box plot of JV-parametersmeasured by back-
ward JV-scans of all devices fabricated from
the same blade coated perovskite substrate.
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Figure 8.6.:Devices built with the same blade coated perovskite �lm fabricated by green
solvent 2-step DCP process entirely by blade coating.

From a modelling perspective, the two-step process has a much higher degree
of complexity than the one-step MAPI process described in the last section.
While the PbI2 deposition could be modelled with LaMer’s model just as the
one-step perovskite deposition, the second step would need to be modelled
by a di�usion of cations (possibly mediated by the liquid solvent) and a
simultaneous crystalline phase transition. This would require very complex
modelling concepts, which we omitted for the sake of simplicity (a more
advanced theory on di�usion processes can be found however in the appendix
in section A1). As we will detailed before in section 6.2.4, the use of such a
model would need to be justi�ed with an advanced in situ characterization
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8. Drying and crystallization in blade coated perovskite solution �lms

technique capable of resolving the di�usion and perovskite conversion process
to test the developed modelling concepts. Since such in situ technique was
not available in the worktime on this process, there is no need to develop an
advanced model because it cannot be tested experimentally.

8.1.3. One-step deposition of triple cation perovskite films

Beyond the two experiments described above, we also conducted a study
using the DMF:DMSO (4:1) triple cation precursor (see section 5.1) in the
laminar air �ow. This investigation was crucial for understanding the drying
dynamics of this precursor, which are characterized by a decelerated drying
that we attribute to the formation of an intermediate phase (see section
6.1.7). However, the obtained morphology was in all cases not nucleation-
dominated because the drying channel could not reach the necessary mass
transfer coe�cient for this precursor (will be shown later in Figure 8.8a). In
the next two sections, we will elaborate two di�erent quenching methods for
overcoming this issue.

8.2. Anti-solvent spray quenching (in laminar air
flow)

8.2.1. Triple cation perovskite with conventional solvents

The anti-solvent process is one of the most popular methods to fabricate high-
PCE perovksite solar cells from solution by spin coating [192, 184]. However,
the scaling of this method is very challenging since the �ow of anti-solvent
must occur at a precise time and with a precise �ow rate [186]. Additionally,
the formation of the anti-solvent layer, which occurs in dynamic spin coating
(that is the immersion of solvent on an already spinning substrate), is hard to
replicate in scalable coating methods because these methods typically apply a
less regular, thicker wet �lm. Spraying anti-solvent was proposed as a method
to homogenize the anti-solvent quenching [193, 194]. Therefore, we test the
possibility of scaling the anti-solvent quenching process by employing a
commercial airbrush nozzle to spray the anti-solvent onto the perovskite
solution �lm (see Figure 8.7), while the �lm is still drying in the laminar
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air �ow (as explained in the last section) until the quenching is performed.
To obtain a proper reference to this methodology, we compare it with the
application of an anti-solvent bath, where thewhole substrate is dipped in anti-
solvent after the drying. Analogous to section 8.1.2, we put an emphasis on
the incentive to replace toxic solvents with green solvents. This replacement
is particularly important because anti-solvent spray vaporizes quickly due
to the high surface area ratio of the droplets. In the �rst step, which is the
Bachelor’s thesis of Louis Kressibuch (as re�ected in Figure 8.8a-8.7j) the
DMF:DMSO (4:1 volume:volume) triple cation (TCP) precursor is used (see
section 5.1 for details), while for the spraying process, we use Anisole, which
is relatively non-toxic [195] (and Diethlyether for an anti-solvent bath). Later
we will describe the e�ort to replace DMF, as well, just as described in section
8.1.2.

Δ𝑝, 𝑁2
anti-solvent

ℎ𝑠

� nozzle

Figure 8.7.: Schematic of a spray quenching setup with the relevant parameters. These
are the kind of anti-solvent, the di�erential 𝑁2 pressure, the nozzle diameter and the
height ℎ𝑠 .

Figure 8.7 highlights the important parameters of the employed spray quench-
ing process. The most critical one is the choice of the used anti-solvent. For
the initial experiments, we used Diethyl ether (DEE) which is relatively non-
toxic, as well, however anaesthetic when inhaled at concentrations higher 3%
[196]. By dipping the sample in a bath of DEE just before the onset of crys-
tallization, a rough but homogeneous morphology of perovskite thin-�lms
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8. Drying and crystallization in blade coated perovskite solution �lms

is formed (see Figure 8.8c) as compared with the clearly growth-dominated
morphology obtained by just drying the thin �lm in the laminar air �ow
(see Figure 8.8a). However, the PCE achieved by incorporating this layer
into a device is still poor and not much better than in the sample which was
not quenched (compare Figures 8.8b and 8.8d). The reason could be that the
excess amount of anti-solvent leads to the dissolution or washing out of some
of the cations in the perovskite. Interestingly, dip-coating in the completely
non-toxic Anisole yields a very rough morphology leading to no functional
device (see Figures 8.8e and 8.8f). However, when the Anisole is sprayed, a
completely di�erent morphology is formed (see Figure 8.7g). This morphol-
ogy, which contains domains and ’cracks’, was observed by other groups[197]
and leads to a decent device functionality (see Figure 8.7h). Optimizing the
temperature (yielding 18◦C by cooling below room temperature), the air �ow
velocity (yielding 0.2m s−1 and 2m s−1), the drying time before the quenching
(yielding 70 s) and the perovskite �lm thickness (yielding 480 nm, by adjusting
the blade parameters ℎ0 and 𝑣), we can reduce the crack density and obtain an
overall more regular morphology (see Figure 8.7i) yielding an overall higher
device performance see (Figure 8.7j), which is, remarkably, quasi on the same
level as spin-coated perovskite solar cells with the same device stack. More
detailed device statistics will follow in section 8.4.3.
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(c)Triple cation �lm dipped in Diethylether
after a certain drying time
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(e)Triple cation perovskite �lm dipped in
Anisole after a certain drying time.

0.0 0.1
Voltage V [V]

−20

−10

0

10

Cu
rr
en
tD

en
s.
J[
m
A
/c
m

2 ]

PCE 0% (0%)
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the �lm morphology shown in 8.8e
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(g)Triple cation perovskite �lm spray
quenched in Anisole.
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(i)TCP �lm spray quenched in Anisole with
optimized parameters (see main text).
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(k)
TCP �lm from DMSO:EGBE green
solvent precursor spray quenched in
Anisole.
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Figure 8.7.:Corner stone optimization results of (green solvent) spray quenching on
blade coated perovskite �lms.

154



8.2. Anti-solvent spray quenching (in laminar air �ow)

8.2.2. Triple cation perovskite with green solvents

As announced above, in the following Master’s thesis of Virajini Palakonda,
the DMF in the precursor is replaced by a mixture of DMSO and EGBE. (No
bene�cial e�ect of surfactants on the device PCE are observed in this case).
The amount of EGBE is 5% of the total solution volume (see section 5.1 for
details). As a result, we obtain a similar (but slightly more inhomgeneous)
morphology (see Figure 8.7k) with a slightly lower PCE. Additional to the
drying time (15min), temperature (18◦C) and �lm thickness (𝑑p = 500 nm)
we optimize the open parameters, which is the distance to the �lm and
also the nozzle diameter by employing di�erent spray guns. The results are
depicted in Figure 8.8. Unfortunately, even if we can observe a trend that the
0.3mm� nozzle at a distance of 1 − 3 cm yields the best results, the variance
remained always high, making an up-scaled usage of this fabrication method
not recommendable. The PCE di�erences were visible in all JV-parameters,
but the biggest deviations are observed in FF, indicating that shunt and series
resistances play an important role. Interestingly, the 𝐽SCs show signi�cant
deviation, as well, indicating that there might be extraction problems of the
charge carriers (or severe series resistance).

Nevertheless, the results described above can be seen as a proof of concept
that green solvent spray quenching is a possible fabrication route. It could one
day become important with a di�erent precursor mixture and/or quenching
solvent. Another possibility would be the dissolution of certain amounts
of cations in the anti-solvent [197]. In this way, a continuous transition
between two step fabrication (as described in section 8.1.2) and one step spray
quenching could be established, which could combine the advantages of both
processing methods.
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Figure 8.8.: Overview of JV-parameters of devices resulting from the optimization
of Anisole spray quenching of perovskite �lms blade coated with the DMSO:EGBE
solvent system.
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8.3. Dynamic coating under a slot dryer

Fast drying under a focused, high-pressure jet of impinging air, commonly
known as ‘gas quenching’, was established as one of the most facile and
e�ective methods for scaling perovskite deposition[150]. With this method,
perovskite solar cells with >20% of PCE and perovskite tandem devices with
>26% of PCE can be fabricated[86]. In order to mimic large-scale solution
processing with gas quenching, we use a model setup as depicted in Figure
8.9. A long glass substrate blade coated with a wet perovskite precursor �lm
(not shown) is moved by a rubber roll with coating speed, 𝑣 , under a linear
air slot nozzle over a table stabilized at temperature 𝑇 . The nozzle has the
output gas velocity,𝑢0, slot width, 𝐵, height over the substrate,𝐻 , and oblique
angle 𝜃 . We note that 𝑢0 is measured by an MKS mass �ow controller (by the
volume �ow rate divided by the nozzle aperture area) and that the pressure of
the air entering the nozzle is not a necessary parameter for the mass transfer
correlations (the pressure drop across the nozzle is a complex function of
the exact nozzle geometry and therefore not very useful for reproducing the
results).

𝑣

𝐵

𝑢0

𝐻

𝑣

𝜃

𝑇

Figure 8.9.: Schematic of dynamic gas quenching setup. A substrate is moved over a
table at temperature 𝑇 by a rubber roll with velocity 𝑣 . A nozzle with slot width 𝐵
ejecting high-pressure gas with velocity 𝑢0 is mounted at the height 𝐻 and with the
angle 𝜃 over the substrate (see section A2 for a photograph of the setup).
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8.3.1. Dynamic drying of triple cation perovskite films‡

Before we treat the dynamic coating of the TCP solution thin-�lms (see
section 5.1 for details), we would like to mention which thin-�lm morphology
forms if a substrate coated with this solution is placed under the slot nozzle
without movement. The result is depicted in Figure 8.10a, which shows a
photograph (from top) of the perovskite �lm coated on a glass/ITO substrate
marked with two sample extracts[21]. Far from the nozzle centre (extract
1), the �lm appears grey and di�usely re�ecting, while under the centre
(extract 2), a di�erent texture forms, which appears dark brown and specularly
re�ecting. Further investigation with AFM shows that these macroscopic,
optical properties are an indication for growth- and nucleation dominated
morphologies, respectively, as shown in Figures 8.10b and 8.10c (identical to
Figures 6.13b and 6.13a), which is in accordance with LaMer’s model [21](for
details see section 6.2.4). Consistently, the PCE of perovskite solar cells
is only decent if the pixel is situated at a region comparable to extract 2
(compare Figures 8.10d and 8.10e). When correlating this �nding with 2D
TLC measurement (see section 7.3), we learn that the morphology changes at
a heat transfer coe�cient threshold, 𝛼 , of around 500W/m2K. As compared
to industrial standards, this is quite a high value that can only be reached
using slot widths of about 1mm (see again section 7.3). It is also much higher
than the threshold value reachable in the drying channel described in section
8.1, which is around 25W/m2K. When reconsidering the models derived in
sections 6.1 and 6.2, we understand that the threshold value must originate
from a minimum drying rate d𝑑/d𝑡 and thus a minimum solute concentration
increase 𝑄0. In particular, when comparing the drying dynamics of MAPI
with the TCP drying dynamics, we �nd that the suspected formation of the
intermediate phase decelerates the drying dynamics of the TCP according
to Equation 6.35. (A simple calculation shows that the vapour pressure of
this intermediate phase would be below 1% of the vapour pressure of DMF;
see section A4 for typical experimental parameters). This explains why the
threshold value for TCP is much higher than for MAPI – we need a mass
transfer coe�cient that is at least 100 times higher to obtain the same𝑄0 as for
the MAPI. Furthermore, when studying the LaMer’s model, we come to the
conclusion that the high drying rate is needed exactly when (and only when)

‡Section reviews ACS Applied Materials & Interfaces (2022) 14, 9, p. 11300–11312 by S.T.,
J.M., N.L., H.M.P, M.A., P.S., W.S., B.S.R and U.W.P. [21]

158



8.3. Dynamic coating under a slot dryer

the concentration of solute crossed critical concentration. (Before this instant,
the solution concentration simply increases by drying without in�uencing
the crystal morphology. Afterwards, under the assumption that the crystal
nucleation and growth happen very quickly, the high mass transfer is not
needed any more because the �lm has already crystallized.) We summarize
this as a criterion for the quenching of TCP [21]:

"The mass and heat transfer coe�cient must exceed a certain thresh-
old (𝛽DMSO > 0.3m/s or 𝛼 > 500W/m2K for the TCP precursor sys-
tem) exactly when the concentration of solute crosses critical concentra-
tion/supersaturation".

If the above criterion is correct, it must also apply when drying the perovskite
dynamically, that is driving the substrate under the slot nozzle with velocity, 𝑣 .
To apply the criterion to dynamic drying in inhomogeneous mass transfer, we
consider the dynamic drying model we derived and tested before in sections
6.1.5 and 6.1.7. The model implies that the crystallization onset is crossed
at di�erent positions relative to the nozzle, depending on the web speed,
𝑣 . Figure 8.11a depicts a plot of the simulated drying dynamics depending
on the position of the web for a sweep in coating velocity from 0.5mm s−1
to 6.5mm s−1 in steps of 1mm s−1 (while 𝑢0 = 70m s−1) based on Equations
6.27 - 6.29, 6.34 and 6.35. We �nd that, as predicted, the �lm reaches critical
supersaturation (here assumed at 0.9 𝜇m as indicated by the dashed black
line) at di�erent positions. When the web speed is too low (𝑣 < 2m s−1), the
�lm reaches critical supersaturation before the nozzle (black and dark brown
lines). When the web speed is too high (𝑣 > 4m s−1), the �lm reaches critical
supersaturation behind the nozzle (lines from dark orange to yellow). In both
cases, we do not expect a nucleation-dominated �lm morphology according
to the criterion. However, in case of an optimal web speed, the �lm reaches
critical supersaturation just below the nozzle, that is in the region of high
enough mass transfer. Indeed, the thin-�lm morphologies show the same
optimum web speed, which was omitted here for the sake of simplicity. (see
[21] for more detail).
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1 22

(a) Photograph of statically quenched TCP �lm at 𝑢0 = 79m s−1, 𝐵 = 3mm and 𝐻 = 3mm.
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AFM measurement of perovskite thin-
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Figure 8.10a)
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(c)
AFM measurement of perovskite thin-
�lm morphology under the nozzle (re-
gion 2 in Figure 8.10a)
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(d) JV-sweep of device built on morphology
in Figure 8.10b (extract 1)
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Figure 8.10.:Thin �lm morphology forming on a (statically) gas-quenched blade coated
TCP perovskite thin �lm investigated in two representative area segments with typical
solar cell JV-sweeps incorporating these morphologies.
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8.3. Dynamic coating under a slot dryer

Instead of varying theweb speed, 𝑣 , with a �xed gas velocity,𝑢0 it is also a valid
approach to vary 𝑢0 with a �xed web speed. (This could have advantages in
industrial fabrication because a change in the web speed would also alter the
coating process.). A simulated sweep of𝑢0 is depicted in Figure 8.11b where𝑢0
is varied from 20m s−1 to 100m s−1 in steps of 10m s−1 (while 𝑣 = 2mm s−1).
In this scenario, the �lm reaches the onset of crystallization behind the nozzle
if the gas velocity is insu�cient (𝑢0 < 50m s−1), and (slightly) before the
nozzle if the gas velocity is too high (𝑢0 > 80m s−1). When examining
TCP thin �lms with these parameters, we �nd the optimum as predicted:
In case of a low air velocity, we obtain a growth-dominated morphology
everywhere (see Figures 8.12a and 8.12b). As the air speed increases, we
�nd that a larger part of the substrate is covered with nucleation-dominated
morphology because the crystallization takes place nearly under the nozzle (a
little after the nozzle for 8.12c and a little before the nozzle for 8.12d). In case
of a high air speed, we observe a greyish stripe in the middle of the substrate
(see Figure 8.12e) that expands when the air speed is increased further (see
Figure 8.12f). This is caused by too early nucleation before the nozzle, which
starts in the middle of the �lm because the mass transfer is highest there
(visible in Figure 7.6b in section 7.3). We note that a greyish appearance in
Figures 8.12e and 8.12f does not necessarily imply that the �lm is growth-
dominated along its vertical pro�le. Instead, heterogeneous nucleation can
start at the substrate surface, while the nucleation onset for homogeneous
nucleation is not yet met. Then the �lm is driven into the nozzle opening,
where the bulk nucleation is induced by rapid drying. Accordingly, we found
that the �lm shows dendrite structures on the bottom of the substrate (as
shown before in Figure 5.4), but has a homogeneous top surface, as surface
sensitive WLI analysis con�rms (not included here, see [21]).
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(a)Drying dynamics of TCP with a sweep in coating velocity, 𝑣 (and 𝑢0 = 70m s−1)
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(b)Drying dynamics of TCP precursor with a sweep in gas velocity, 𝑢0 (and 𝑣 = 2mm s−1).
Figure 8.12 shows the corresponding processes thin-�lms.

Figure 8.11.: Drying dynamics of a DMF:DMSO TCP solution �lm as predicted by
Equations 6.27 and 6.35 for varying coating velocity, 𝑣 , and gas velocity 𝑢0. The black
dashed line indicates the crystallization onset (which is not equal the dry thickness).
The blue line is the apparent mass/heat transfer exerted by the slot-jet centred at
0.05m.

162



8.3. Dynamic coating under a slot dryer

1 cm

(a)𝑢0 = 20m/s

1 cm

(b)𝑢0 = 30m/s

1 cm

(c)𝑢0 = 40m/s

1 cm

(d)𝑢0 = 50m/s

1 cm

(e)𝑢0 = 70m/s

1 cm

(f)𝑢0 = 100m/s

Figure 8.12.:Dynamically coated triple cation perovskite thin �lms at 𝑣 = 2mm/s,𝑇 =
40◦C, 𝜃 = 75◦, 𝐷 = 0.3mm, 𝐻 = 1.5mm𝑎𝑛𝑑𝑢0 = 20 − 100m s−1
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8. Drying and crystallization in blade coated perovskite solution �lms

Generalizing the insights above, we expect that for every air velocity, 𝑢0,
there is an optimal web speed, 𝑣 , such that critical thickness is reached just
under nozzle opening (or, more precisely, at the stagnation point where the
mass transfer is at its maximum.). We performed coating experiments to
verify this model prediction. To analyse the coated TCP �lms (such as those
shown in Figure 8.12), we measure the �lm’s surface roughness byWLI which
enables the distinction of growth or nucleation-dominated properties on the
�lm surface (extensive data can be found in [21]). For simpli�cation, in the
further analysis, we only take these WLI measurements as a foundation to
rule out the additional complexity of heterogeneous nucleation (to account
for the presence of heterogeneous nucleation, all optima would shift to higher
air speeds or lower gas speeds.). In this way, we obtain a 2D coating window
for this precursor (see Figure 8.13).
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Figure 8.13.:Processing window of the triple cation perovskite precursor as determined
by coating experiments and calculating the fraction of nucleation-dominated areas
to the total area (red dots: fraction <0.3, orange triangles 0.3 < fraction < 0.55,
green stars 0.55 < fraction). In the background the simulated critical heat transport
coe�cient on nucleation onset is plotted that is decisive for the forming thin-�lm
morphology as de�ned in the criterion above. Constant parameters are𝑇 = 40◦C, 𝑑p =
0.8 𝜇m, 𝐻 = 1.5mm, 𝐵 = 0.3mm, 𝜃 = 75◦.

The boundaries of the depicted air velocity and web speed in Figure 8.13 are
given by themaximum gas speed at which the solution starts skidding over the
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8.3. Dynamic coating under a slot dryer

substrate. The symbols are chosen according to the fraction of the examined
sample area that is covered with nucleation-dominated area (a green star for
a fraction greater 0.55, a yellow triangle for a fraction greater 0.3 but smaller
0.55 and a red dots for a fraction smaller 0.3). The reason why we cannot
reach more than a fraction of 60% is the inhomogeneity of the applied mass
transfer in the direction along the nozzle length of 2.7 cm as compared to
the substrate width of 3.2 cm (see again heat transfer measurement in Figure
7.6b). In the future, a longer nozzle can be used to mitigate this problem. The
heatmap in the background of Figure 8.13 shows the critical 𝛼 , that is 𝛼 at the
position where the solution transitions critical concentration (at a thickness of
0.9 𝜇m) on the substrate according to the drying model shown in Figure 8.11.
The experimental fractions of nucleation-dominated areas data correspond
well with the model’s prediction. This correspondence is outstanding when
taking into account that the model does not have any free parameters (the
dry �lm thickness was measured, the wet �lm thickness calculated from the
concentration and the used heat transfer was predicted according to the re-
�tted Chin/Agarwal correlation. Details about the re-�tting were explained
in section 6.1.4). We note that the success of the above described methodology
in predicting the perovskite thin-�lm morphology strongly suggests that the
hypothesis of reduced solvent activity due to intermediate phase formation
(described in section 6.1.7) is correct (if, contrarily, a �lm di�usion limitation
caused the decrease in the drying rate, we would expect a divergence of the
model from the thin-�lm morphologies).
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8. Drying and crystallization in blade coated perovskite solution �lms

8.3.2. Dynamic drying of methylammonium lead iodide films‡

To cross-check the results discussed in the last section, we investigate dynamic
MAPI coating, as well[21]. For MAPI, we use only the solvent DMF and did
not �nd any deviation from the gas phase controlled drying (see section
6.1.6).
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Figure 8.14.:Drying dynamics of MAPI precursor driven into an inhomogeneous mass
transfer as produced by a narrow slot nozzle (𝐷 = 0.3mm, 𝐻 = 3mm) described
by the re�tted Chin/Agarwal correlation. The colour gradient from black to yellow
indicates a gradient in the coating velocity from 10mm s−1 to 60mm s−1 (constant
parameters 𝑢0 = 60m s−1, 𝑇 = 20◦C, 𝑑p = 0.3 𝜇m). The blue line is the apparent
mass/heat transfer exerted by the slot-jet centred at 0.05m.

Figure 8.14 shows a sweep of 𝑣 from 10mm s−1 to 60mm s−1 in steps of
10mm s−1 (while 𝑢0 = 70m s−1) for MAPI. Because the drying process in
MAPI is much faster than in the TCP precursor (due to the absence of the
intermediate phase deceleration described by Equation 6.35), we expect that
the coating velocity, 𝑣 , should be higher at the same 𝑢0. Comparing Figures

‡Section reviews ACS Applied Materials & Interfaces (2022) 14, 9, p. 11300–11312 by S.T.,
J.M., N.L., H.M.P, M.A., P.S., W.S., B.S.R and U.W.P. [21]

166



8.3. Dynamic coating under a slot dryer

8.11a and 8.14 shows that this is indeed the case. The coating velocities for
MAPI are almost one order of magnitude higher than for the TCP precur-
sor. Furthermore, consistent with Figure 8.14 and the discussion above, we
expect to �nd an optimal 𝑣 for every 𝑢0 (or vice versa) when coating MAPI
perovskite thin-�lms dynamically. (This is 𝑣 = 30m s−1 in Figure 8.14 where
the �lm reaches critical supersaturation under the nozzle centre). Figure 8.15
shows the coating window of MAPI with the exact same notation as used
in Figure 8.13. For the prediction of the critical 𝛼-values, we used the gas
phase controlled drying model with one solvent (DMF) in accordance with
the drying dynamics shown in Figure 8.14.
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Figure 8.15.:Processing window of the MAPI perovskite precursor as determined by
coating experiments and calculating the fraction of nucleation-dominated areas to the
total area (red dots: fraction < 0.3, orange triangles 0.3 < fraction < 0.55, green stars
0.55 < fraction). In the background the simulated critical heat transport coe�cient on
the nucleation onset is plotted. Constant parameters are 𝑇 = 20◦C, 𝑑p = 0.3 𝜇m, 𝐻 =
1.5mm, 𝐷 = 0.3mm and 𝜃 = 75◦

Consistently, we �nd that the coatingwindow depicted in Figure 8.15 is shifted
to faster coating velocities. This is a clear demonstration that the derived
models as tested with interferometry are able to predict coating windows
in a quantitative manner for completely di�erent precursor systems. The
general convergence between the model predictions and the experiments
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shows that the methodological framework presented in this thesis is of high
value for the dynamic processing of functional thin-�lms from solution. One
could ask the question why the MAPI thin-�lm morphology is not nucleation-
dominated everywhere given the low threshold in heat transfer for MAPI of
25Wm−2K−1. However, the distinction between morphologies in Figure 8.15
is done on the basis of a much narrower distinction in roughness, such that
we got high-performing devices at all places on the substrate. Still, the least
rough layers are obtained with the highest critical mass transfer.

8.4. Analysis of device performances

8.4.1. Device comparability

Because the solar cells fabricated during the work on this thesis have all the
same active area and device stack, comparability between di�erent processing
methods is possible (details of the device fabrication were listed in section
5.3). In fact, comparability between the properties of the processed perovskite
absorbers is the reason why the stack was unaltered (An alternative state-of-
the-art device stack could have increases stability and maximum PCE [198]).
Furthermore, all hybrid perovskite layers are deposited by blade coating (with
the exception of the spin coated reference solar cells and the cation layer in the
incomplete two-step green solvent process [see section 8.1.2].). This narrows
down the main di�erences between the investigated processes to either the
perovksite composition (that is MAPI, TCP and DCP perovskite), the solvents
and additives in the precursor solution (that is pure DMF with salt residuals,
DMF:DMSO and green solvent formulations EGBE:DMSO optionally with
surfactants) as well as the quenching/drying method (laminar air �ow, anti-
solvent spray and dynamic slot jet). As explained in the last chapter, not all
combinations were tested but merely those who were in a logical succession.
The following lines of process development were pursued.

• MAPI spin coating was transferred to blade coating by quenching in
the laminar air �ow (section 8.1.1).

• Two-step double cation spin coating process was transferred to blade
coating PbI2 in the laminar air �ow with green solvents. First, with
subsequent spin coating and, later, blade coating of the cation solution
in Isopropanol (section 8.1.2).
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• Triple cation spin coating with anti-solvent quenching was transferred
to blade coating in combination with spray quenching using Anisole.
First with DMF:DMSO precursor and later with an EGBE:DMSO mix-
ture (section 8.2).

• Triple cation spin coating with anti-solvent quenching was transferred
to dynamic triple cation blade coating under a slot nozzle. The same
was tested for MAPI as a reference. (sections 8.3.1 and 8.3.2).

The common goal was the principal investigation of process transfer from
spin- to blade coating, while the active areas were kept constant.

8.4.2. Champion perovskite solar cell performances

In order to assess the success of the process transfer summarized above,
we compare the champion device of each fabrication method with a typical
high-performance spin-coated sample in Figure 8.16 in terms of PCE, 𝑉OC,
𝐽SC, FF as well as series and parallel resistances as measured from �ts of the
JV-curves close to the axes. The devices fabricated only with green solvent
precursor are marked in green. Analysing the depicted data, we �nd a proof-
of-concept demonstration of how successful the process transfer to blade
coating can be – using the respective processing method. Furthermore, the
impact of green solvent fabrication is visible. (The statistical distribution
of fabricated devices will be analysed in detail later.) Let us take a look at
the PCEs �rst (see Figure 8.16a depicting the backward PCE in dots, the
forward PCE in triangles and the PCE after 300 s under constant voltage
operation in squares). In order to judge the process transfer success, we
compare the grey reference with their red and green counter parts. Both
for MAPI and for TCP, the backward PCE and stabilized PCE after 300 s of
blade coated cells fall shortly behind their spin coated counterparts. The use
of green solvents in the precursor however introduces another PCE drop,
which is expected from state-of-the-art literature (see Figure 3.5). While both
MAPI devices exhibit a high hysteresis, as indicated by a large gap between
forward and backward PCE, the DCP and TCP devices show considerably
less hysteresis. This con�rms the expectation that double and triple cation
perovskites are less a�ected by ion migration than MAPI [199]. However,
upon the introduction of green solvents the hysteresis increases again. In
this context it must be repeated that hysteresis is not only a property of the
bulk perovskite but also of the HTL and ETL interfaces with the perovskite
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(see section 4.6). The higher hysteresis in green solvent devices might be an
indication for an incomplete morphology formation causing more defect sites
in the bulk and/or at these interfaces. Furthermore, we notice that the PCE
of the gas-quenched TCP falls behind the anti-solvent counterpart. This is
probably caused by the higher thickness of 0.8 𝜇m that was a consequence of
the choice of experimental parameters. It also is an indication that further
optimization is needed for this process.

The FF similarly re�ects the hysteresis behaviour mentioned above (see Figure
8.16b). But, interestingly, it does not always correlate with the PCE. While
it is true that the green solvent devices show a signi�cantly decreased FF,
the FF of blade coated and spin-coated devices seems to be roughly the same.
The MAPI backward scans show the best �ll factor. However, this �ll factor is
probably "arti�cially" enhanced by mobile ions that accumulate at an interface
(see section 4.6). When investigating the series resistance (see Figure 8.16c),
we �nd that it has an anti-correlation with the FF. This indicates that the FF
di�erence are (at least partially) caused by resistive losses in the perovskite
or over the perovskite/ETL and perovskite/HTL junctions. On the other
side, the shunt resistances are comparable for all devices, indicating that
the magnitude of shunt conduction does not vary that much between the
champion devices (see Figure 8.16d, there are two outliers which show about
double the average value. However, since these are champion devices without
any statistical reliability, they could be measurement artefacts and should not
be overinterpreted.).

To compare the𝑉OC between di�erent perovskites (see Figure 8.16e), we must
normalize with the bandgap of the respective perovskite (From literature, we
got 𝜀G = 1.58 eV for MAPI, 𝜀G = 1.51 eV for the DCP and 𝜀G = 1.54 eV for the
TCP). Astonishingly, we �nd that the 𝑉OCs of all champion solar cells are
comparable. This indicates that the amount of non-radiative recombination
in the perovskite as well as at the perovskite HTL/ETL junctions is not
signi�cantly di�erent between the champion devices (with an exception of
the anti-solvent green-solvent process). This might be a consequence of using
the same stack for all devices.

For analysing the 𝐽SCs (see Figure 8.16e), we normalized the data with the
idealized 𝐽SC obtained from integrating the AM1.5 spectrum starting from
the bandgap (see Equation 4.26 and statements below it). Here, we �nd that
all 𝐽SCs are scattered around a ratio of about 0.83. The absolute values of 𝐽SC
should however not be over-interpreted since they are susceptible to the active
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area of the devices, which may vary slightly in the gold evaporation with
shadow masks. Furthermore, the cells were measured without a mask under
the solar simulator such that excited charge carriers outside generated outside
the electrodes may contribute to the 𝐽SC such that it can be overestimated. For
a proper 𝐽SC measurement, the active area should be exactly measured and a
shadow mask should be used in the solar simulator (furthermore, spectral
mismatch must be corrected by a measurement of the integrated external
quantum e�ciency). Given the hypothesis that the di�erences in 𝐽SC would
be only caused by the e�ects listed above and the real 𝐽SCs would be all
the same (which is an extreme hypothesis), we could ‘renormalize’ the PCE
data from Figure 8.16a. This would cause the MAPI blade coated sample to
corrected down in PCE with respect to the reference. However, the double
cation 2-step process would be much closer to its reference device PCE. The
same is true for the triple cation processes (with the exception of the green
solvent route).

In conclusion, we �nd that the process transfer from spin- to blade coating
could be demonstrated as a proof-of-concept – that is in champion devices –
with almost no loss in performance. However, when introducing green sol-
vents, a signi�cant drop in performance is observed that is mainly attributed
to a degradation in the FF (and in case of the one-step TCP process also the
𝑉OC).
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Figure 8.16.:Comparison of JV-parameters and resistances for the champion devices
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8.4.3. Comparison of all perovskite solar cell performances

Figures 8.17 - 8.20 provide an overview of the JV-parameters (in detail, the
average of the parameters obtained from forward and backward JV-scans) of
all devices fabricated during the work on this thesis plotted in a chronological
order. The reason for the chronological plotting is twofold. For one thing, it
is a simple way to depict all device performances in only one graph per JV-
parameter. For another thing, it enables the comparison of the development
of either process with optimization time. For every batch, we omit 33% of low-
performing devices and then plot the remaining respective data as transparent
points (see Figures 8.17 - 8.20). This is done to account for the fact that the
fabrication of individual devices is prone to many sources of error, which are
not necessarily due to the defects in the perovskite (for example the sample
handling, dust particles or an imperfect coating of the HTL and ELT layers).
Additionally, we average the respective property over the remaining cells
of each batch and plot the mean value by the bold symbols over the same
date. Finally, we perform a linear regression through these mean values to
test the hypothesis (H1) that the average device performance should increase
due to the optimization e�ort. For the regression we use the standard error
of the mean to estimate the individual weights of the data points. (As a result,
the �t will lie closer to batches with lower spread in their data). This picture
of the entire device data provides a complete overview to avoid an arti�cial
overestimation of the reliability and yield of the respective fabrication method
(of course, selecting single data points with speci�c parameters can still yield
interesting trends as we showed in the preceding section.) In this self-critical
view, the counter hypothesis (H0) is that the increase in PCE over time is
merely caused by a random statistical variation or a parameter drift e�ect
and not by the optimization itself. By analysing the data carefully, we test
this contrary hypothesis and qualitatively estimate the likelihood of 𝐻1 as
compared to 𝐻0 at the end of this section. Indeed, we �nd an overall increase
in the average PCE over time for all investigated processes. Further, for all
investigated processes, this PCE-increase can be correlated with an increase
in all individual JV-parameters (the 𝑉OC of the MAPI process is an exception.
This 𝑉OC problem with the n-i-p architecture was observed by other group
members, as well, but remained unidenti�ed. It is possible that it in�uenced
as well the 𝑉OC of the TCP solar cells fabricated at the same time.) In the
following, we will analyse the extensive plotted data under certain criteria,
which are relevant for the scaling of the respective solution process.
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Figure 8.17.:Average PCE over fabrication date. The bold symbols are the means of
each batch and the solid lines are a linear �t to these means (‘inc.’ = incomplete).
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Figure 8.18.:Average Fill Factor over fabrication date. The bold symbols are the means
of each batch and the solid lines are linear �ts to these means (‘inc.’ = incomplete).
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Figure 8.19.:Average 𝑉OC over fabrication date. The bold symbols are the means of
each batch and the solid lines are a linear �t to these means (‘inc.’ = incomplete).
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Figure 8.20.:Average 𝐽SC over fabrication date. The bold symbols are the means of each
batch and the solid lines are a linear �t to these means (‘inc.’ = incomplete).
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Overall, the MAPI and the TCP anti-solvent processes show only a slight
learning rate. It has to be noted that, during the optimization, many pa-
rameters were varied in each batch (sometimes even deliberately tuned to
sub-optimal values) and that the gathered data shows the global optimization
e�ort. However, in the respective last batches, the optimization was mostly
stopped and the repeatability was tested. In this context it must be noted
that, occasionally, clusters of high-performant devices that leave the aver-
age values can be spotted. These clusters are often identi�ed with a single
32mm × 64mm blade coated layer. We conclude that the repeatability of
the blade coating process is still a major concern for the scaling of solution
processes. Further, the introduction of the green solvent in the precursors
leads to a noticeable PCE o�set. The two-step process is however an excep-
tional case. When the PbI2 is blade coated and the cation layer is spin-coated
afterwards on top, a higher reproducibility and PCE is achieved than in all
other processes (which is a results of Ms. Geistert’s optimization e�orts of
the PbI2 deposition). However, if the cation layer is blade coated instead of
spin coated, the PCEs drop and the reliability decreases. Perhaps, a future
investigation could be done to answer the question how the cations could
be deposited more uniformly on the PbI2 layer by spray coating or inkjet
printing. The gas quenching might further be a promising process, but not
enough samples were processed so far to study its reliability in detail.

Let us take a look at the other JV-parameters. The FFs show the highest
variability and correlate almost directly with the observed PCE statistics. An
exception is the triple cation anti-solvent process, showing a slight decrease
in FF. This puts the optimization e�orts of this process in question because, as
described above, there is high probability that the𝑉OC increase was not caused
by the process optimization, but by an unidenti�ed e�ect, arti�cially lowering
the𝑉OC initially, instead. This encourages the𝐻0 hypothesis. We note that for
the anti-solvent triple cation process using green solvents, we �nd that except
for two batches in the very beginning that show almost only shunted devices,
the FF stayed almost constant, which is in favour of the𝐻0 hypothesis, as well.
When analysing the 𝑉OC, we �nd a clear clustering of values to 𝑉OCs around
1V for all processes (except the TCP green solvent process). This is in line with
the fact that the 𝑉OC is a more stable parameter than the FF with respect to
variations in the perovskite morphology. While the FF reacts very sensitively
to shunt and series resistances, the𝑉OC stays unchanged unless non-radiative
recombination is signi�cantly increased (explained in detail in section 4.5).
We conclude that the amount of non-radiative recombination is not di�erent
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for the devices that cluster around 1V. However, signi�cant deviations in the
𝑉OC from these clusters can be observed in all processes, indicating di�culties
with scaling and/or reproduction. The distribution of the 𝑉OCs of the 2-step
DCP processes as well as the TCP gas quenching process is much narrower
than for the other processes. This indicates that these processes have superior
repeatability and scalability as compared to the other processes (more details
follow in the next section). Comparing 𝐽SCs, we �nd a con�rmation of the
fact that the 𝐽SC should be an even more stable parameter than the 𝑉OC. The
reason is that the 𝐽SC is ’immune’ to non-radiative recombination in the
two-diode model (see section 4.5). While the 𝐽SC improves for all observed
processes during the development, the improvements in the TCP anti-solvent
processes are only marginal, again supporting the 𝐻0 hypotheses here. Once
more, the introduction of the green solvent o�sets the 𝐽SC (as well as the𝑉OC)
from their conventional counterparts (with the exception of some individual
batches). The best 𝐽SCs with the highest repeatability are obtained for the
two-step process with a spin coated cation layer. After the cation layer is
blade coated, the 𝐽SCs are lower and their spread is wider. This might indicate
that the crystallization of PbI2 to perovskite did not succeed equally well in
this process. Although the TCP gas quenching process looks promising, more
data would be needed to compare the process reliably with the others. We
conclude that the𝐻1 hypothesis (‘optimization increases device performance’)
is probable for all investigated processes except the triple cation anti-solvent
processes which puts the controllability, repeatability and scalability of these
processes into question.

8.4.4. In-batch and batch-to-batch variation of perovskite solar
cell performance

As we saw in the last section, scattering of JV-parameters, that is a broad sta-
tistical distribution of these parameters, remained an issue for all investigated
processes. Therefore, we want to address the topic of reproducibility in the
next two sections, which is one of the greatest challenges for the production
of perovskite solar cells. It can be understood in two fundamental ways. For
one thing, the batch-to-batch variation is a decisive variable that a�ects the
reproducibility. For another thing, in-batch reproducibility between subse-
quent samples but also between di�erent areas on the same sample are to be
considered. Let us look at the in-batch variation at �rst, which is partially a
measure for the scalability of each process (performance variation between
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pixels on each substrate) and the repeatability of several blade coating pro-
cesses (variation of cells between substrates). In this context, we note that, as
described in section 5.3, blade coating includes only 6-12 64×32mm2 samples
per batch. As mentioned above, this may introduce a statistical correlation of
all respective cells stemming from one such large substrate causing clustering
in the data, which we do not investigate separably herein. Moreover, as
stated above as well, we do not explicitly exclude low performing samples as
caused by the variation of process parameters during optimization. However,
the obtained measures are still a �gure-of-merit of the ‘robustness’ of the
processes and the corresponding device performances to these parameter
variations. To quantify the mean variations of the JV-parameters within each
batch, we calculate the standard deviation, 𝜎𝑖 , and the standard error on the
mean Δ𝜇𝑖 = 𝜎𝑖/

√
𝑁 for every batch and average over all batches. In order

to compare the standard deviation and standard errors of all JV-parameter,
we divide them by the respective mean over all batches of the processing
method for comparability. The results are shown in Figure 8.21. We �nd,
as expected, that the relative standard deviation and standard error of the
PCE is high compared to the other JV-parameters because the PCE is a prod-
uct of all other JV-parameters. We �nd further that the two-step processes
mostly have the lowest in-batch variation (an exception is the 𝐽SC variation
in the complete two-step process.), while the anti-solvent processes have the
highest in-batch variability. Consequently, the anti-solvent spraying (at the
current state with the used air brush guns) has the lowest repeatability and
scalability. We note that the variations of this process are mainly introduced
in the 𝑉OC, which could indicate that non-radiative recombination (at defect
sites/or interfaces) plays a bigger role in this process. The gas quenching pro-
cess has, in comparison, an average in-batch variability comparable to MAPI
dried in the laminar air �ow. However, the standard error is comparatively
high because the number of processed sample, 𝑁 , was still low compared
to the other processes. Additionally, we need to take into account that the
batches also include cells which were not in a spot of nucleation-dominated
morphology as explained in section 8.3 (although many of these are �ltered
out by the 33% of omitted data). We conclude that, although the in-batch
variation is high for all processes, the DCP two-step process as well as the
TCP gas quenching process are the most promising ones for future scalable
perovskite deposition.
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Figure 8.21.:Comparison of standard deviation and standard error averaged over all
batches of the respective processing method for all JV-parameters. The superscripts
’(av.)’ and ’(bw.)’ indicate that the average of backward and forward JV-scans or the
backward scan values are used for the calculation, respectively (‘inc.’ = incomplete
process with blade coating of the PbI2 and spin coating of cation deposition).

Considering Figures 8.17 - 8.20 again, we �nd that batch-to-batch variation, as
represented by the deviation of the batch mean values from the linear �tting
line, remains high for all processes. This can be quanti�ed by calculating
the sum of squared residuals 𝑟 2/𝑁 per data point. In order to compare the
relative magnitude of this value for di�erent JV-parameters, we divide its
square-root by the mean value of all data points of the respective processing
method (see Figure 8.22a). We �nd that the relative batch-to-batch variation
in PCE is lowest for the gas quenching process. However, we note that for
this process yet (see next section for more details). The other processes
are in a comparable regime of batch-to-batch repeatability. Interestingly,
the relatively largest issues with reproduction from batch-to-batch is the
𝑉OC. This could imply that non-radiative recombination at the interfaces
(that is partially independent of the perovskite) is causing this high batch-
to-batch variation (see section 4.5 for an explanation), since these interfaces
are also in�uenced by environment parameters during the fabrication of the
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ETL/HTL layers. The two-step processes have the highest repeatability in
𝑉OC (subtracting the gas quenching process due to low sample count). This
could be due to the fact that an incomplete conversion of PbI2 to perovskite
can act as a passivating layer on the ETL side and thus stabilizing the 𝑉OC
[200] (while it negatively a�ects the other JV-parameters). However, it is
questionable whether the di�erences are statistically reliable enough to draw
any speci�c conclusions as this one.
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Figure 8.22.:Quanti�cation of batch-to-batch variation by the square root of the squared
residuals per data point divided by the mean of the respective JV-parameter and the
reduced 𝜒2 statistic of the respective JV-parameter. The superscripts ’(av.)’ and ’(bw.)’
indicate that the average of backward and forward JV-scans or the backward scan
values are used for the calculation, respectively (‘inc.’ = incomplete process with blade
coating of the PbI2 and spin coating of cation deposition).

Evidently, high batch-to-batch variation is correlated statistically with a high
sample-to-sample variation. If the performance of individual samples varies
by a large amount, the average performance of each batch varies. This e�ect
should, theoretically, be eliminated by the law of high numbers. To account
for the uncertainty of the mean values due to the in-batch variation, we
can calculate the reduced 𝜒2-values, dividing each individual residual by
the standard error of the mean. The total 𝜒2 value is then divided by the
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degrees of freedom, 𝑁 − 2, to obtain a contribution per free �tting point. In
this corrected batch-to-batch variation, we �nd mostly values much greater
than 1 (except for the gas quenching process, which is probably due to the
low sample number.). This implies that the batch-to-batch variation is, on
average, larger than the respective standard errors would allow, from which
we draw the conclusion that the batch-to-batch variation is not only caused
by sample-to-sample variation but also other in�uential parameters (such
as the ambient humidity, di�erences in the precursor solutions, etcetera ).
Except for some outliers the batch-to-batch repeatability of all processes is
comparable.

8.5. Final assessment of process transfer methods

In the analyses above, we included the comparison of di�erent methods for
scaling three original spin coating recipes: The one-step spin coating of
methylammonium lead iodide, the two-step spin coating of double cation
perovskite and the one-step deposition of triple cation perovskite. The scaling
was done by three main methods of transferring the quenching (or drying)
step. First, by applying a laminar air �ow, second by applying an anti-solvent
spray and third by using a high-pressure gas jet and dynamic coating. Re-
markably, with all presented quenching methods, the fabrication of individual
performant perovskite solar cells is possible. In case of the MAPI deposition
and the laminar one-step TCP deposition by anti-solvent, these devices only
fall slightly behind their spin coated counter parts in terms of PCE. However,
the methods using green solvents further reduce the achievable PCE as will
be detailed below. Furthermore, the PCE achieved by dynamic gas quenching
still has an o�set from this spin coated sample. (This can most probably be
attributed to the too high layer thickness and still incomplete optimization).

In terms of reproducibility and yield, the two-step and dynamic gas quenching
processes were clearly superior to the anti-solvent and laminar one-step
samples (although the sample number in the dynamic gas quenching is still
insu�cient to provide high enough statistical reliability). We must further
take note of the fact that the statistical variation in all fabrication methods is
substantial and yet insu�cient for industrial large scale processing. However,
the fundamental lessons learnt from the conditions required for scaling these
processes could be used for the development of more reliable processes in the
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future. Furthermore, the level of control could be enhanced by measuring in
situ transients and controlling the coating with the help of these parameters
during the perovskite deposition process. These �ndings, in summary, can
be seen as an answer to research question 4 (see section 3.3 for details).

Let us now answer research question 5 on the impact of green solvents (these
are mainly mixtures of EGBE with DMSO potentially with small amounts of
surfactants) and conventional solvents (these are mainly mixtures of DMF and
DMSO). According to Figures 8.17 - 8.20, the introduction of green solvents
to the triple cation anti-solvent process leads to a PCE o�set that is correlated
with an o�set in all JV-parameters. Unfortunately, the PCE o�set could not
be corrected by extensive optimization. However, when switching to the
two-step double cation process, devices with a decent PCE and reproducibly
could be fabricated. This indicates that the pathway toward green solvent
fabrication is probably through the processing of PbI2 separately from the
cations. This has the advantage that the solution formulation is simpli�ed and
must ful�l fewer constraints. The disadvantage is however the complexity of
the cation di�usion and perovskite conversion in the second step. In practice,
this manifests in the experimental observation, that the cation layer cannot
be deposited as homogeneously with blade coating as with spin coating, again
leading to a PCE o�set. Even if, through optimization of process parameters
this o�set could be partially overcome and a whole blade coated substrate with
high and uniform PCE was produced (shown in 8.6), other ways of depositing
the cation solution should be investigated in the future. Ultrasonic spray
coating[201], chemical vapour deposition[202] or inkjet printing[203] could
be some that might allow for a better control of the dosage of cations such
that the PbI2 layer could be transformed to perovskite more successfully.
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Conclusion





9. Summary

We summarize the main �ndings of this work as follows. The drying of two
typical perovskite precursor solutions, methylammonium lead iodide (MAPI)
and triple cation perovskite (TCP), was investigated by interferometry in the
laminar air �ow channel. The involved drying dynamics could be modelled
quantitatively with a simple and extensible fully gas phase controlled drying
model, which is estimated to be valid for su�ciently low Biot numbers. For
the TCP precursor, the assumption of a second regime of reduced activity was
needed. A criterion for producing nucleation-dominated perovskite layers
– having a homogeneous polycrystalline thin-�lm morphology with high
surface coverage — is identi�ed by a critical mass/heat transfer coe�cient
threshold exactly when the solution crosses critical concentration. By apply-
ing this criterion, the MAPI deposition can be transferred from spin coating
to blade coating by means of a laminar air �ow channel without a signi�cant
loss in performance of perovskite solar cells incorporating these layers. Fur-
thermore, a two-step double cation perovskite (DCP) process can be scaled
with the help of the same linear air �ow from spin to blade coating by entirely
using green solvents, reaching decent device performance and reproducibility
(while the second step of blade coating the cation solution should be replaced
by a di�erent processing method in the future). Additionally, the TCP one-
step deposition could be scaled up, in principle, by spray solvent quenching,
however still showing a lack in reproducibility and scalability after extensive
optimization (and with a signi�cant PCE loss when using green solvents).
A better device performance/reproducibility could be reached by moving a
substrate dynamically under a slot nozzle of high-pressure gas. While yield
and reproducibility must still be demonstrated with higher sample numbers,
this process is very promising for industry because it is comparatively simple,
compatible with high-throughput operation and the drying dynamics can
be completely determined by the drying models introduced herein (using
localized heat transfer measurements).
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One main achievement of this work is the insight that coating windows in
terms of di�erent coating parameters (like for example air or coating speed)
can be derived from the introduced modelling concepts. In this way, the
formation of the perovskite thin-�lm morphology can be predicted from
simple principles, which decouples the design of perovskite coating machines
from extensive pilot line testing. This became possible by shedding light on
the perovskite formation stages of drying by using in situ interferometry and
adapting modelling concepts from literature. The other main achievement
is the advancement of in situ characterization capabilities from one-probe
interferometry toward in situ multi-channel imaging for large-areas. In this
way, not only the classi�cation and localization of defects can be quickly
performed but also the transients of these optoelectronic properties can
be monitored in two dimensions. This could be used for direct feedback
fabrication, in the future.

After this general summery, we will now give concise answers to the research
questions providing all technical parameters:

• "How can the drying dynamics of perovskite solutions �lms be quantita-
tively modelled and measured?"

The measurement of drying dynamics is performed by in situ interfer-
ometry as introduced in section 7.1 in the laminar air �ow channel at
�ve points along the coating direction. (As described in section 7.2, the
IMI setup can also measure the drying dynamics resolved in 2D as long
as these are slower than about 0.5 𝜇ms−1). The gas phase controlled
drying model introduced in section 6.1.5 is a powerful and versatile
tool for modelling the drying dynamics of the perovskite precursors
quantitatively. It is estimated to stay valid at least up to Biot numbers
of 103 or even 107 as demonstrated by numerical simulation. The
model accurately describes the MAPI drying dynamics as measured
by in situ interferometry independent of the tested additional residual
components (see section 6.1.6). For the TCP however, the model needs
to be adjusted by a second drying regime of reduced solvent activity,
𝛾𝑖 < 1, which is measured in the �ow channel at a known mass trans-
fer coe�cent as described in section 6.1.7. We attribute this change
in activity to the formation of an intermediate phase, whose partial
pressure is about 1% of the vapour pressure of DMF at the investigated
temperature of 40◦C (parameters are detailed in section A4).

186



9. Summary

• What necessary conditions need to be met for the crystal growth and
nucleation to yield a homogeneous polycrystalline morphology and what
does this imply for the fabrication of decent perovskite solar cells in
large-scale solution printing lines?

LaMer’s model as introduced in section 6.2.4 implies that the solute
concentration must be increased rapidly exactly when and only when
the solution crosses critical concentration (see criterion in section
8.3). This, in turn, de�nes a minimum threshold of mass/heat transfer
coe�cient that must be reached at exactly at this moment in time.
For MAPI we found that this threshold can be as low as 25Wm−2K−1

(𝛽DMSO > 0.015m s−1), while for TCP we determined 500Wm−2K−1

(𝛽DMSO > 0.3m s−1). This di�erence is the consequence of the reduced
activity before the crystallization in the TCP precursor as described
above.

With the knowledge of the drying dynamics and thermochromic local
heat/mass transfer measurements of the used air stream at hand, we
can predict whether the threshold is met or not in a certain parameter
space, de�ning a coating window. This is not only possible for constant
mass transfer but also for the case of temporally varying mass transfer
as in the case where the substrate moves dynamically past a nozzle with
highly inhomogeneous mass transfer. In this way, coating windows
for MAPI as well as for TCP in terms of gas velocity and web speed can
be determined without any free parameter. The ability of morphology
prediction can help in a variety of up-scaled deposition setups with
di�erent coating as well as drying methods, e�ectively avoiding trial-
and-error fabrication.

• "How can knowledge about the drying and crystallization dynamics be
obtained during large-scale perovskite solution printing?"

The two main methods for obtaining knowledge of the drying and crys-
tallization dynamics presented in this work are in situ interferometry
and in situ multi-channel imaging (IMI). In in situ interferometry, the
re�ectivity is probed by a laser (and a photodiode) during the drying
process, enabling the determination of the wet �lm thickness over time
by using an accurate backtracking algorithm until the onset of the nu-
cleation process. The advantage of the technique is the fast sampling
rate (≈ 100 kHz). While in situ interferometry was used for studies
on organic PV before, IMI was completely designed from scratch. It
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comprises of a scienti�c CMOS camera and a �lter wheel with di�erent
bandpass �lters (and an ND �lter) that the camera is synchronized
with. IMI can record re�ection images, photoluminescence (PL) and
PL emission wavelength images at the same time with a rate of about
100Hz. The advantages of IMI are the large-area detection window
on the one side and the ability to obtain valuable information on the
optoelectronic quality of the perovskite thin-�lm after the nucleation
on the other side. IMI can be used to monitor the transients of the
above-mentioned optoelectronic �lm properties during the drying and
crystallization. In addition, it can be used for identifying about 62% of
faulty devices (as counted by absorber quality defects and pinholes)
with almost certainty before the device fabrication is completed (with
a false positive rate of 4%).

• "How do di�erent drying and quenching methods in�uence the homo-
geneity of the thin-�lm morphology and the achievable PCE, yield and
repeatability in perovskite solar cells processed by blade coating?"

In section 8.4.2, we demonstrated that decent perovskite solar cells
can be fabricated with a variety of di�erent quenching methods. First,
we showed that the di�erence between spin coating and blade coating
can be e�ectively annihilated for MAPI perovskite solar cells by using
a laminar air �ow. However, for multi-cation perovskites, the mass
transfer achieved in this channel is insu�cient and the method is not
suitable industrial fabrication either. The TCP anti-solvent process by
spray quenching is feasible, in principle, but shows poor reproducibil-
ity, scalability and optimization reward. In contrast, the two-step DCP
deposition process yields a fabrication route for perovskite solar cells
with rather reproducible and decent PCE (as detailed below this is also a
fully green solvent process). An open challenge is however the scaling
of the second step because blade coating the cation solution reduces
the reproducibility drastically. The gas-quenching process up-scaled
by a slot nozzle and dynamic coating exhibits a promising scaling be-
haviour, as well. The advantage compared to the two-step process for
industry could be the much simpler process, the usability of the same
process in p-i-n architecture (which is important for tandem devices)
and the fact that drying models with additional heat transfer measure-
ments can very accurately predict this process. A disadvantage is its
reliance on the conventional, toxic solvent N,N-Dimethylformamide
(at the current state of this work).
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• "How do the measures discussed above change when toxic solvents are
replaced by entirely green alternatives?"

The two-step DCP process was developed entirely based on the green
solvents Dimethylsulfoxide and ethylene glycol monobutyl ether (+
additional surfactants). The results are promising, although the de-
position of the cations in the second step by blade coating could be
improved or replaced by a di�erent deposition method. Trying to use
green solvents in the anti-solvent spray coating process leads, unfor-
tunately, to a signi�cant PCE o�set that could not be overcome by
additional optimization e�ort.

Despite these concise answers to the initially posed research questions, ad-
ditional questions remain open for future work. For example, one could
investigate the derivation and experimental testing of a more exact model of
the perovskite thin-�lm morphology formation when crystallizing, a more
detailed prediction of the PCE or a precise model for the activity changes
in perovskite precursor. These ideas for future research will be discussed
(among others) in the next chapter.
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Large-scale perovskite solution processing is one prominent route for fab-
ricating perovskite photovoltaics in the future. The other route is thermal
co-evaporation of the precursors. Assuming that hybrid perovskites will play
a role in the future renewable energy production, it is still an open question
which fabrication method will dominate commercial production in the fu-
ture. The advantage of evaporation is its comparably simple scalability and
the possibility to process on a variety of di�erent substrates with di�erent
textures. The advantages of solution processing is the more cost-e�ective
production (which becomes increasingly important with scale) and the fast
optimization of process parameters. However, the main disadvantage are
di�culties to control the morphology on large scales as well as the suscepti-
bility to environment parameters such as for example the humidity or the
temperature. These issues became apparent as well in the in-batch and batch-
to-batch reproducibility of PCEs of perovskite solar cells fabricated during
the work on this thesis. It is possible that these disadvantages are the reason
why evaporation might promise a less risky business plan to enter the PV
market.

However, the advantages of solution processing prevail and can potentially
be used to mitigate its problems in future works. First of all, because the
throughput of a solution processing line can be increased more easily, promis-
ing cost-e�ective production, the reward of such cheap and fast production
might justify the additional research e�ort to mitigate scaling issues. In this
context, this work can be seen as a �rst step to understanding the formation
dynamics involved in scalable perovskite solution processing on a funda-
mental level. In particular, the criterion for successful gas quenching can be
used in industrial-scale projects to predict the produced perovksite thin-�lm
morphology and design large-scale drying machines from scratch without the
need to launch extensive coating experiments. Furthermore, by making use of
the second advantage of solution processing, the fast optimization of parame-
ters, the reproducibility issues (as caused for example by the susceptibility to

191



10. Outlook

the environment conditions) could be corrected using fast feedback. In a �rst
step, this feedback could come from known drifts and dependencies identi�ed
by the operators (as for example caused by weather or seasonal di�erences
in the environment). In a consecutive step, an electronic feedback system
could be implemented, in which a quality monitoring technique assesses the
fabricated perovskite layer quality and the feedback is provided by a control
loop directly manipulating the coating parameters such as the quenching air
velocity or the wet �lm thickness, etcetera. In this context, it is important to
mention that we introduced extensive in situ characterization methods (�rst
of all, in situ multichannel imaging) in this work that can be used to assess
the perovskite layer quality early on in the fabrication process.

Another considerable issue in perovskite solution processing is the use of
green solvents that are environmentally friendly and have a low toxicity.
As we showed in this work, the use of green solvents however limits the
achievable device performances. We demonstrated, as well, that the transition
to two-step processes could be a possible mitigation strategy because this
reduces the requirement to satisfy all constraints at once (solubility, wet-
tablity, stability, ...). It is however still to be shown if and how the second
step of spin coating the cation solution can be transferred e�ectively to a
larger scale deposition technique. Afterall, it is very likely that an enhanced
understanding of drying and crystallization processes as well as a feedback
line involving in situ characterization could help mitigating the issues with
green solvent fabrication, in the future.

Let us now discuss possible future advancements in the modelling and simula-
tion presented in this work. Modelling drying and crystallization dynamics is
a methodology for providing a fundamental understanding of large-scale per-
ovskite solution processing in this work. It has to be noted that the presented
drying models are quantitative in a sense that the predictions are compared
to quantitative measurements of the evolution of the �lm thickness over time.
This is not true for the LaMer’s model framework on crystallization, where
only qualitative predictions of the grain sizes depending on the applied drying
rates are presented. This is a major potential for improving modelling con-
cepts, in the future. However, it must be noted that a quantitative description
of perovskite crystallization is only possible by using tools for the quantita-
tive determination of nucleation and growth rates [204, 205] (Unfortunately,
the in situ techniques presented herein are insu�cient for this task because
they measure only macroscopic optical properties such as the re�ectance
or photoluminescence). However, in all these considerations, the question
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must be assessed whether a detailed study is already sensible given the fast
evolution within the �eld by empirical testing of processes. To date, it is still
fully unclear which precursor composition and/or solvents will be used in
a potential commercial application. Concerning the presented modelling of
drying dynamics, some straight-forward extensions would be the adding of
another solvent. A more detailed model extension could also encompass the
role of individual components and solvents on possible activity reductions by
intermediate phase formation. Furthermore, it is an open question whether
the presented modelling framework can be extended to other quenching
processes as for example vacuum quenching, infra-red �ash annealing or
anti-solvent quenching. However, again, it is crucial to remember that the
�eld advances fast and an accurate investigation might take too long for the
results to impact state-of-the-art works. In comparison with the tools needed
to answer questions of this type, the modelling presented in this work relies
on very simple measurement and analytical methods. This enables a very
quick rough testing of the methodology, possibly with more state-of-the-art
precursors. For this reason, the methods were chosen for this work in the
�rst place.

In summary, all future modelling concepts have to be seen critically as to how
they can impact the concrete fabrication of perovskite devices. Of course, in
some years, the development speed of state-of-the-art perovskite solution
processes might decrease as the technology approaches its radiative limita-
tions[26]. This would make more fundamental investigation of drying and
crystallization dynamics rewarding. Additionally, sophisticated methods of
data analysis can be used in situations where an explicit analysis by di�er-
ential equations are not possible due to a high degree of complexity. For
example, Arti�cial Intelligence methods are on the rise in Material Sciences.
Precondition for the application of these methods is a large dataset of repeated
data. These can be acquired preferentially by automatic image or scan data of
a certain measurement quantity. In this context, in situmulti-channel imaging
presented in this work is a potentially viable candidate for performing this
task.
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A1. Film di�usion limited drying

A1. Film di�usion limited drying

A1.1. Di�usion coe�icients

In general, di�usion coe�cients in solution thin �lms are not constant, but
depend on the concentration. Therefore, a solution of Fick’s law (Equation
6.1) is non-trivial and can only be accomplished numerically (details follow
in section A1.5). We start our consideration with a two-solvent system. In
the limiting case where the solute is very low concentrated, we can assume
that the solution is merely a mixture of the two solvents. We can then use
the equation of Tyn/Calus[22, Da 28] to calculate the di�usion coe�cient of
a very low concentration of solvent 𝑖 in solvent 𝑗 as :

𝐷∞,𝑖
𝑖 𝑗

cm2/s = 8.93 · 10−8
(
𝜈 𝑗 (𝑇𝑗,𝑁𝐵𝑃 )
cm3/mol

)−1/3 (
𝜈𝑖 (𝑇𝑖,𝑁𝐵𝑃 )
cm3/mol

)1/6 (
𝑃 𝑗

𝑃𝑖

)0.6 ( 𝜂 𝑗

mPas

)−1 𝑇
𝐾
,

(A.1)

where 𝜈𝑖 is the speci�c volume of the solvent
[
m3 kmol−1

]
, 𝜂 𝑗 [mPa s] is the

dynamic viscosity and 𝑃𝑘 is the respective parachor that can be calculated
as

𝑃𝑘 =
𝜈𝑘 (𝑇𝑘,𝑁𝐵𝑃 )
cm3/mol

(
𝜎𝑖

mN/m

)
, (A.2)

where 𝜎𝑖
[
mNm−1] are the respective surface tensions (for typical values see

section A4). For the self-di�usion coe�cient we must have accordingly

𝐷∞
𝑖𝑖

cm2/s = 8.93 · 10−8
(
𝜈𝑖 (𝑇𝑗,𝑁𝐵𝑃 )
cm3/mol

)−1/6 ( 𝜂𝑖
mPas

)−1 𝑇
𝐾
. (A.3)

With the Vignes correlation we can then calculate the concentration depen-
dent di�usion of 𝑖 within 𝑗 as

𝐷𝑉𝑖 𝑗 =
(
𝐷𝑉 ,𝑖𝑖 𝑗

) 𝑥̃𝑖 (
𝐷𝑉 ,𝑗𝑗𝑖

)1−𝑥̃𝑖 (
𝜕 (𝑥𝑖𝛾𝑖 )
𝜕𝑥𝑖

)
𝑇,𝑝

. (A.4)
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It is clear that the formulas above provide only the starting point of our
consideration for very high solvent loading. As stated in section 6.1.1, they
yield the values 1.4 · 10−9 m2 s−1, 6.6 · 10−10 m2 s−1 and 1.0 · 10−9 m2 s−1 for
DMF, DMSO and DMF:DMSO (volume ratio 4:1) respectively. These values
can however only be an accurate at the beginning of the drying process. As
mentioned earlier as well, Tan et al. reported that the di�usion coe�cient
of DMSO in a (nearly) dry MAPI perovskite �lm is 3.8 · 10−26 m2 s−1 at room
temperature [137]. This implies that the di�usion coe�cient must vary
over a large range of orders of magnitude. As already described in section
6.1.1, it is however important to remember that the crystallization segregates
naturally the crystalline material containing close to zero concentration
of solvent from the solution and that the concentration of solvent in the
remaining solution approaches equilibrium concentration until the end of
the crystallization process. For the numerical solution of di�usion equations
described in the following sections, we will contrarily assume that no such
segregation happens but that the solid material is merely of a homogeneous,
amorphous form such as a polymer and that the solvent concentration falls
down to 0. The purpose is to test if, hypothesizing on these alternative
assumptions, we could reproduce the drying dynamics observed in the triple
cation perovskite precursor in section 6.1.7 and to test up to which Biot
number (as an order of magnitude) the hypothesis of negligible concentration
gradients approximates the numerical solution well enough.

To describe the concentration dependence of the di�usion coe�cient, Schabel
et al. used the relationship[206, 207] for the self-di�usion,

𝐷𝑉𝑖𝑖
m2/s = exp

(
−𝐴𝑖 + 𝐵𝑖

(
𝑋𝑖 + 𝑋 𝑗

)
1 +𝐶𝑖

(
𝑋𝑖 + 𝑋 𝑗

) )
, (A.5)

where 𝑋𝑖 is the solvent content [kg solvent / kg solute] of the respective
solvent 𝑖 . We note that only the self-di�usion is considered because inter-
di�usion may cause instabilities in the solution of the di�usion equations as
we will see in the next section. In the limiting cases, we must have

𝐷𝑉𝑖𝑖
𝑋𝑖+𝑋 𝑗→∞−−−−−−−−→ 𝐷∞

𝑖𝑖 = exp
(
−𝐵𝑖
𝐶𝑖

)
(A.6)

and
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A1. Film di�usion limited drying
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Figure A1.1.:Dependency of the di�usion coe�cient according to Equation A.5 with
varying constant B.

𝐷𝑉𝑖𝑖
𝑋𝑖+𝑋 𝑗→0−−−−−−−→ 𝐷0

𝑖𝑖 = exp (−𝐴𝑖 ) (A.7)

where 𝐷0
𝑖𝑖 is the di�usion coe�cient applying when nearly no solvent is

left in the �lm. In conclusion, these conditions determine two of the three
constants in Equation A.5. In the future, we will use 𝐵 as a free parameter
which describes the steepness of the concentration variation as visible in
Figure A1.4. We will however also vary the di�usion at zero solvent content
𝐷0
𝑖𝑖 .

A1.2. Di�usion inside of a liquid film

In order to solve Fick’s law as introduced in Equation 6.1, it is transformed
to Fick’s second law using the equation of continuity 𝜕𝑐/𝜕𝑡 = −div 𝑗 , which
e�ectively reduces the problem to one solvable variable. For a one-solvent
one-solute system, Fick’s second law reads
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𝜕𝑐𝑉1
𝜕𝑡

=
𝜕

𝜕𝑧

(
𝐷𝑉11

𝜕𝑐𝑉1
𝜕𝑧

)
(A.8)

However, if we extend to a three component system featuring one solute and
two solvents, we get the coupled PDE system

𝜕𝑐𝑉1
𝜕𝑡

=
𝜕

𝜕𝑧

(
𝐷𝑉11

𝜕𝑐𝑉1
𝜕𝑧

+ 𝐷𝑉12
𝜕𝑐𝑉2
𝜕𝑧

)
=
𝜕

𝜕𝑧

(
− 𝑗𝑉11 − 𝑗𝑉12

)
≡ − 𝜕

𝜕𝑧
𝑗𝑉1

𝜕𝑐𝑉2
𝜕𝑡

=
𝜕

𝜕𝑧

(
𝐷𝑉22

𝜕𝑐𝑉2
𝜕𝑧

+ 𝐷𝑉21
𝜕𝑐𝑉1
𝜕𝑧

)
=
𝜕

𝜕𝑧

(
− 𝑗𝑉22 − 𝑗𝑉21

)
≡ − 𝜕

𝜕𝑧
𝑗𝑉2 . (A.9)

We note that in general, we have 𝐷𝑉12 ≠ 𝐷𝑉21, but that mass conservation
requires

𝑗𝑉1 𝜌1,𝑙 + 𝑗𝑉2 𝜌2,𝑙 + 𝑗𝑉𝑝 𝜌𝑝 = 0 (A.10)

everywhere. Furthermore, we always have

𝑐𝑉1 /𝜌1,𝑙 + 𝑐𝑉2 /𝜌2,𝑙 + 𝑐𝑉𝑝 /𝜌𝑝 = 𝜙1,𝑙 + 𝜙2,𝑙 + 𝜙𝑝 = 1, (A.11)

where 𝜙𝑖,𝑙 and 𝜙𝑝 are the volume fractions of the solvents and the solute
respectively. A similar equation can be written for the molar fractions of
solvents and solute in the �lm as

𝑥1 + 𝑥2 + 𝑥p = 1. (A.12)
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A1.3. Estimation of the film thickness for di�usion governed
two-solvent drying

Even if there is no di�usion-limitation due to the solute, it is still possible that
the drying dynamics are impacted by the limited solvent-solvent di�usion
combined with the di�erent evaporation rates of the solvents on the �lm
surface. For estimating the equilibrium solvent ratio on the �lm surface, let
us assume for simplicity that we are dealing with a pure mixture of solvent 1
with solvent 2.

𝑧

𝛿𝑠

𝑥1

𝑥2

𝑥1,ph 𝑥2,ph

𝑥2,b 𝑥1,b

𝐽1,g

𝐽2,g

𝑗11

𝑗12
𝑗22

𝑗21

Figure A1.2.:Di�usion and evaporation �uxes in a drying DMF:DMSO �lm that is thick
enough to exhibit a signi�cant di�usion gradient of the two solvents just below the
�lm surface.

Figure A1.2 depicts the solvent �ux rates into the drying gas and inside of
the �lm that must be considered in the equation system A1.4. For simplicity,
we only consider the �lm surface and assume that all �ux rates are in a
steady state there. In this state, the concentration gradient reaches a distance
𝛿𝑠 into the �lm, while the molar solvent ratios in the bulk, 𝑥1,b and 𝑥2,b,
remain unchanged. Because of the steady state condition, the �uxes of the
components 1 and 2 from the bulk to the surface (and back) must equal the
respective evaporative �uxes, yielding
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𝑝∗1
𝑅𝑇

𝛽1g𝑥1,ph ≈ 𝐷𝑉11 ¯̃𝜌l ·
(
𝑥1,ph − 𝑥1,b

) /𝛿𝑠 + 𝐷𝑉12 ¯̃𝜌𝑙 · (𝑥2,ph − 𝑥2,b) /𝛿𝑠 (A.13)

𝑝∗2
𝑅𝑇

𝛽2g𝑥2,ph ≈ 𝐷𝑉22 ¯̃𝜌l ·
(
𝑥2,ph − 𝑥2,b

) /𝛿𝑠 + 𝐷𝑉21 ¯̃𝜌l · (𝑥1,ph − 𝑥1,b) /𝛿𝑠 (A.14)

where ¯̃𝜌l is the mean liquid density of the two solvents. We further use the
mass balance equations 𝑥1,ph + 𝑥2,ph = 1 and 𝑥1,b + 𝑥2,b = 1 yielding

𝑝∗1
𝑅𝑇

𝛽1g𝑥1,ph ≈
(
𝐷𝑉11 − 𝐷𝑉12

)
¯̃𝜌l ·

(
𝑥1,ph − 𝑥1,b

) /𝛿𝑠 (A.15)

𝑝∗2
𝑅𝑇

𝛽2g
(
1 − 𝑥1,ph

) ≈
(
𝐷𝑉21 − 𝐷𝑉22

)
¯̃𝜌𝑙 ·

(
𝑥1,ph − 𝑥1,b

) /𝛿𝑠 (A.16)

Solving for 𝑥1,ph yields the astonishingly simple estimation

𝑥1,ph =
𝐾 ′
12

𝐾 ′
12 + 1 (A.17)

with 𝐾 ′
12 = 𝐾12 (𝐷𝑉11 − 𝐷𝑉12)/(𝐷𝑉21 − 𝐷𝑉22) and 𝐾12 = 𝑝∗1𝛽1𝑔/𝑝∗2𝛽2𝑔 is de�ned

as in section 6.1.5. Let us now consider the example of a 4:1 DMF:DMSO
mixture as used in the TCP precursor solution. Using the empirical formulas
for the di�usion coe�cient in this mixture (as detailed in section A1.1), we
get roughly 𝐾 ′

12 = 0.14 and thus 𝑥DMF,ph = 0.12. This ratio di�ers from the
initial ratio signi�cantly, which was to be expected due to the higher vapour
pressure of the DMF as compared to the DMSO. We can now calculate the
necessary �lm thickness

𝛿𝑠 ≈ 𝐷𝑉11 − 𝐷𝑉12
𝛽𝑖,g

¯̃𝜌𝑙
𝑅𝑇

𝑝∗1

𝑥1,ph − 𝑥1,𝑏
𝑥1,ph

. (A.18)

When inserting typical numbers, we get 𝛿𝑠 = −1.4 · 105Δ𝐷/𝛽𝑖,g. As a con-
clusion, for a typical value of Δ𝐷 = 4 · 10−10 m and an extreme 𝛽𝑖𝑔 = 1m s−1,
we get 𝛿𝑠 ≈ 60 𝜇m, which is about one order of magnitude above the typical
�lm thicknesses of 5 𝜇m. With the estimation Δ𝐷 ≈ 0.1𝐷𝑉𝑖𝑖 we �nd that, as
long as the Bi𝑑 < 104 or Bian.

𝑑
< 1, the formation of a substantial DMF:DMSO

concentration gradient is neglectable.
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A1. Film di�usion limited drying

A1.4. Evaporation at the liquid-gas phase boundary

If we want to solve Fick’s law for the concentrations 𝑐𝑉𝑖 (or the molar ratios 𝑥𝑖 )
for a drying thin-�lm, we face a challenge with the boundary conditions. As
the �lm shrinks upon the evaporation of solvent, we have a moving boundary
of the �lm surface. Although there are mathematical methods to deal with
such cases [135], a particularly elegant way is to use coordinates, 𝜁 , which
are relative to the current �lm thickness as introduced by Saure et al.[134].
The coordinate transformation reads

𝜕𝜁

𝜕𝑧
≡ 𝑉𝑝

𝑉 (𝑡) =
𝑑𝑝

𝑑 (𝑡) = Φ𝑝 (𝑡) (A.19)

where 𝑉 (𝑡) is the total volume of the �lm changing over time and 𝑉𝑝 is the
(constant) volume of the solute in the solution (see Figure A1.3 for a schematic
how the transformation works).

𝑡1 𝑡2

𝑧

𝜁

𝑧

𝜁𝑑 (𝑡1)
𝑑 (𝑡2)

Figure A1.3.:Schematic of the di�erence between Cartesian coordinates, 𝑧, and Polymer
coordinates, 𝜁 , with time as the �lm decreases in thickness upon drying.

Accordingly we de�ne the locally varying concentrations in this reference
frame (called in literature as polymer reference frame) as

𝑐𝑃𝑖 ≡ 𝛿𝑚𝑖

𝛿𝑉𝑝
=
𝛿𝑚𝑖

𝛿𝑚𝑝
· 𝛿𝑚𝑝

𝛿𝑉𝑝
≡ 𝑋𝑖 · 𝜌𝑝 (A.20)

where 𝑋𝑖 = 𝑐𝑉𝑖 /𝑐𝑉𝑝 is the so-called solvent content [kg solvent / kg solute].
With these coordinates, one can write Fick’s second law as
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𝜕𝑋𝑖
𝜕𝑡

=
𝜕

𝜕𝜁

(
𝐷𝑃𝑖𝑖

𝜕𝑋𝑖
𝜕𝜁

)
(A.21)

It follows that 𝐷𝑃𝑖𝑖 = Φ2
𝑝𝐷

𝑉
𝑖𝑖 for the di�usivity as well as for the solvent �uxes

𝑗𝑃𝑖 = 𝑗𝑉𝑖 /Φ𝑝 . For the extension to two solvents, we follow a similar approach
as Siebel et al. [208]. We start by using Equation A.12 to calculate

𝑐𝑉𝑖 =
𝑋𝑖

𝑋1/𝜌1 + 𝑋2/𝜌2 + 1/𝜌𝑝 ≡ 𝑋𝑖
𝐴12

(A.22)

This equation can be seen as a direct transformation from the solvent contents,
𝑋1 and 𝑋2 to the volume concentrations, 𝑐𝑉1 and 𝑐𝑉2 . Di�erentiating this
equation, we obtain

𝜕𝑐𝑉𝑖
𝜕𝜁

=

𝜕𝑋𝑖

𝜕𝜁

𝐴12
− 𝑋𝑖
𝐴2
12

(
1
𝜌1

𝜕𝑋1
𝜕𝜁

+ 1
𝜌2

𝜕𝑋2
𝜕𝜁

)
(A.23)

We can now write

− 𝑗𝑉𝑖 = 𝐷𝑉𝑖𝑖𝜙𝑝
𝜕𝑐𝑉𝑖
𝜕𝜁

+ 𝐷𝑉𝑖 𝑗𝜙𝑝
𝜕𝑐𝑉𝑗

𝜕𝜁
≡ 𝐵𝑖𝑖 𝜕𝑋𝑖

𝜕𝜁
+ 𝐵𝑖 𝑗

𝜕𝑋 𝑗

𝜕𝜁
(A.24)

with

𝐵𝑖𝑖 = 𝐷
𝑉
𝑖𝑖

𝜙𝑝

𝐴12

(
1 − 𝑋𝑖

𝜌𝑖𝐴12

)
− 𝐷𝑉𝑖 𝑗

𝜙𝑝𝑋 𝑗

𝜌𝑖𝐴2
12

(A.25)

𝐵𝑖 𝑗 = 𝐷
𝑉
𝑖 𝑗

𝜙𝑝

𝐴12

(
1 − 𝑋 𝑗

𝜌 𝑗𝐴12

)
− 𝐷𝑉𝑖𝑖

𝜙𝑝𝑋𝑖

𝜌 𝑗𝐴2
12

(A.26)

The �ux in polymer coordinates is then calculated with 𝑗𝑝𝑖 = 𝑗𝑉𝑖 − 𝑋𝑖 𝑗𝑉𝑃 from
[208] using Equation A.10 as

𝑗
𝑝
𝑖 = 𝑗𝑉𝑖 + 𝑋𝑖

(
𝑗𝑉1
𝜌𝑝

𝜌1
+ 𝑗𝑉2

𝜌𝑝

𝜌2

)
≡ −𝐷𝑃𝑖𝑖𝜌𝑝

𝜕𝑋𝑖
𝜕𝜁

− 𝐷𝑃𝑖 𝑗𝜌𝑝
𝜕𝑋 𝑗

𝜕𝜁
(A.27)
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where

𝐷𝑃𝑖𝑖 =
𝐵𝑖𝑖
𝜌𝑝

(
1 + 𝑋𝑖

𝜌𝑝

𝜌𝑖

)
+ 𝐵 𝑗𝑖
𝜌 𝑗
𝑋𝑖 (A.28)

𝐷𝑃𝑖 𝑗 =
𝐵𝑖 𝑗

𝜌𝑝

(
1 + 𝑋𝑖

𝜌𝑝

𝜌𝑖

)
+ 𝐵 𝑗 𝑗
𝜌 𝑗
𝑋𝑖 (A.29)

Finally, we can reformulate the equations in polymer coordinates as

𝜕𝑋1
𝜕𝑡

=
𝜕

𝜕𝜁

(
𝐷𝑃11

𝜕𝑋1
𝜕𝜁

+ 𝐷𝑃12
𝜕𝑋2
𝜕𝜁

)
(A.30)

𝜕𝑋2
𝜕𝑡

=
𝜕

𝜕𝜁

(
𝐷𝑃22

𝜕𝑋2
𝜕𝜁

+ 𝐷𝑃21
𝜕𝑋1
𝜕𝜁

)
(A.31)

In this system of reference, the boundary conditions are de�ned on the �lm
surface as

𝑗𝑃𝑖
��
𝜁=𝜁max

= −𝐷𝑝𝑖𝑖𝜌𝑝
𝜕𝑋𝑖
𝜕𝜁

����
𝜁=𝜁max

− 𝐷
𝑝
𝑖 𝑗𝜌𝑝

𝜕𝑋 𝑗

𝜕𝜁

����
𝜁=𝜁max

=
𝑑𝑚𝑖

𝑑𝑡
(A.32)

Just as introduced in section 6.1.5 we have in the gas phase

𝑑𝑚𝑖

𝑑𝑡
= −𝛽𝑖𝑔𝜌𝑖,𝑔

(
𝑦𝑖,ph − 𝑦𝑖,∞

) ≈ −𝛽𝑖𝑔
𝜌𝑖,𝑔𝑝

∗
𝑖

𝜌 𝑓 𝑝
𝑐𝑉𝑖,𝑝ℎ (A.33)

where 𝜌 𝑓 is the average density of the �lm on the surface and we assume an
unloaded carrier gas 𝑦𝑖,∞ = 0. On the bottom surface of the �lm we have no
evaporation and thus

𝑗𝑃𝑖
��
𝜁=0 = −𝐷𝑝𝑖

1
𝜌𝑝

𝜕𝑋𝑖
𝜕𝜁

����
𝜁=0

= 0. (A.34)

These equations are not yet solvable. However, with Equation A.22, we can
translate 𝑐𝑉

𝑖,ph into 𝑋1 (𝜁max) and 𝑋2 (𝜁max) respectively and solve the PDE
system only using the solvent contents.
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A1.5. Solving di�usion equations with the numerical toolkit
‘FEniCs’

FEniCs is a versatile and open source solver for partial di�erential equations. It
is based on DOLFIN, a C++/Python library for data structures and algorithms
for solving �nite element problems. For solving Equations A.30-A.31, they
have to be transferred to their weak form:

𝜁max∫
0

Δ𝑋1
Δ𝑡

𝑣1𝑑𝜁 +
𝜁max∫
0

𝐷𝑃11
𝜕𝑋1
𝜕𝜁

𝜕𝑣1
𝜕𝜁
𝑑𝜁 +

∫ 𝜁max

0
𝐷𝑃12

𝜕𝑋2
𝜕𝜁

𝜕𝑣1
𝜕𝜁
𝑑𝜁

+
𝜁max∫
0

Δ𝑋2
Δ𝑡

𝑣2𝑑𝜁 +
𝜁max∫
0

𝐷𝑃22
𝜕𝑋2
𝜕𝜁

𝜕𝑣2
𝜕𝜁
𝑑𝜁 +

𝜁max∫
0

𝐷𝑃21
𝜕𝑋1
𝜕𝜁

𝜕𝑣1
𝜕𝜁
𝑑𝜁

+ 𝑣1𝑑𝑚1
𝑑𝑡

����
𝜁max

0
+ 𝑣2𝑑𝑚2

𝑑𝑡

����
𝜁max

0
= 0 (A.35)

using test functions 𝑣1 and 𝑣2 that vanish on 𝜁 = 0 per de�nition.

We note that the system above can be solved in FEniCs for situations, where
the di�usion gradients in the �lm are su�ciently small. However, in the case
where large concentration gradients are present, the inter-di�usion terms
become increasingly problematic. The reason is most probably that they
easily lead to a dependency 𝜕2𝑋1/𝜕𝑡2 = 𝐷𝑃12𝐷

𝑃
21𝜕

2𝑋1/𝜕𝜁 2 giving rise to so
called-di�usion waves. When these waves occur, they can grow very fast in
amplitude and, in this case, violate mass conservation if 𝑋1 > 0 and 𝑋2 > 0
is not enforced properly. Although the formalism derived herein should
theoretically not violate this condition, in practice, the solvers diverge due to
negative values of 𝑋1 and 𝑋2, which can probably be attributed to the limited
machine precision. If, for example, 𝑋1 takes a value only sightly smaller than
0, it might create a self-amplifying di�usion wave.

The instabilities detailed above are the reason, why in the following only
self-di�usion will be considered, which is consistent with most of the litera-
ture on the topic ([207, 206, 208]). In other words, we assume 𝐷𝑃12 = 𝐷𝑃21 = 0,
e�ectively decoupling the di�usion of the �rst solvent from the second sol-
vent. This decoupling is plausible in a situation where low solvent contents
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Figure A1.4.: Film thickness evolution for di�erent di�usion coe�cients and a wet �lm
thickness of 8.5 𝜇m and 𝛼 = 240Wm−2K−1 at 𝑇 = 5◦C.

are present in the �lm, because the probability of di�erent solvent molecules
’to meet’ is very low in this scenario. Therefore, only the di�usion of each
individual solvent molecule in the solute material is of importance. Fortu-
nately, this assumption is in good accordance with the assumed exponential
concentration dependency of the di�usion coe�cient explained in the last
section.

At �rst, let us however investigate a situation with a constant di�usion
coe�cient. The simulation results are depicted in Figure A1.4. We �nd that
at di�usion coe�cients on the order of 10−14 m2 s−1, there is no signi�cant
di�erence between the analytical model derived in section 6.1.5 and the
numerical calculations (black curve). Considering the initial �lm thickness of
8.5 𝜇m, this corresponds to Bi𝑑 = 108 or Bian.

𝑑
= 104.

If the order ofmagnitude of the di�usion coe�cients (we assumed equal values
for 𝐷𝑉11 and 𝐷𝑉22) is decreased, a signi�cant deviation of the drying dynamics
can be seen. Instead of the typical shape of �rst DMF and then DMSO
evaporation, the curves follow a smoother exponential decay of the �lm
thickness, which becomes slower with decreasing di�usion coe�cients.
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Figure A1.5.: Film thickness evolution for di�erent di�usion coe�cients at zero solvent
loading 𝐷0

𝑖𝑖 using the exponential decrease of the di�usion coe�cient according to
equation A.5 and a wet �lm thickness of 4.5 𝜇m and 𝛼 = 42Wm−2K−1 at 𝑇 = 40◦C.
The parameters were chosen to match with Figure 6.8 for better comparison.

In a second step, we use the exponential decrease of the di�usion coe�cient
according to Equation A.5 with a constant 𝐵 = 100 with di�erent �nal values
of the di�usion coe�cient 𝐷0

𝑖𝑖 (see Figure A1.5). We �nd consistently, that for
𝐷0
𝑖𝑖 < 10−14 m2 s−1 (that is Bi8𝜇m < 108), the solution is indi�erent from the

analytical model, hinting to the same order of magnitude of the corresponding
Biot number. Only when the di�usion coe�cients take smaller values, a
deviation is visible starting from a certain point in time. This is consistent
with the well-studied observation that the decreasing di�usion coe�cient
on the �lm surface might create a capping layer acting as a di�usion barrier
for the remaining solvent[209]. The more the di�usion coe�cient decreases,
the earlier this layer forms and the thicker it is. Interestingly however, the
drying rate of such a layer does not show a strong dependence on the �nal
di�usion coe�cient. We note that this model prediction contradicts the data
observed in the actual measurement of a drying triple cation perovskite �lm
described in section 6.1.7, because drying rate in the �lm limited drying is
much smaller than the one measured by interferometry.
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Figure A1.6.: Film thickness evolution for di�erent di�usion coe�cients at di�erent
constants 𝐵 using the exponential decrease of the di�usion coe�cient according to
equation A.5 and a wet �lm thickness of 4.5 𝜇m and 𝛼 = 42Wm−2K−1 at 𝑇 = 40◦C.

In a last step, we want to investigate the e�ect of di�erent coe�cients, 𝐵,
in the exponential dependence of the di�usion coe�cient in Equation A.5.
Again, we observe that, at high enough 𝐵, the solution will asymptotically
approach the analytical solution. Lower values in 𝐵 can change the slope
of the drying of the capping layer, however also the onset of the forming
of such layer at the same time. This is again not compatible with the data
measured by interferometry discussed in section 6.1.7 because the onset of
the decelerated drying regime is quite low, however the drying rate is too
high to be reproducible with a corresponding value of 𝐵. In conclusions, our
observations show that the deviation from the analytic drying model of the
triple cation perovskite precursor is most-probably not caused by a capping
layer, strongly favouring the original hypothesis, which is a reduction of the
solvent activity.
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A2. Photographs of setups

(a)Closed setup for processing and in situ interferometry measurements

(b)Open setup for initiating the coating process

Figure A2.7.: Photographs of �ow channel setup used in all three main publications[19,
20, 21]. Reproduced with permission from [19]
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A2. Photographs of setups

Figure A2.8.: In Situ Multichannel imaging setup [20]. Graphic created in cooperation
with Felix Laufer.
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Figure A2.9.:Roll coating apparatus to simulate large-scale perovskite solution printing
and drying [21].
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A3. Abbreviations

The following abbreviations are used within this work:

Abbrev. Full name

PV Photovoltaic(s)
LCOE Levelized cost of elec-

tricity
PCE Power conversion ef-

�ciency
m2 Square metres
cm2 Square centimetres
MAPI Methylammonium

lead iodide
TCP Triple cation per-

ovskite
DCP Double cation per-

ovskite
DMF N,N-

Dimethylformamide
NMP N-Methyl-2-

pyrrolidone
2-Me 2-Methoxyethanol
DMSO Dimethylsulfoxide
EGBE ethylene glycol

monobutyl ether
CO2 carbon dioxide
N2 nitrogen
IPCC Intergovernmental

Panel on Climate
Change

Abbrev. Full name

IEA International Energy
Agency

MAI Methylammonium
iodide

FAI Formimadinium io-
dide

MABr Methylammonium
bromide

MACl Methylammonium
chloride

CH(NH2)+2 Formimadinium
cation

Cs+ Caesium cation
CsI Caesium iodide
Pb2+ lead cation
Sn2+ tin cation
Ge2+ germanium cation
I− iodine anion
Br− bromide anion
Cl− chlorine anion
PbI2 lead iodide
PbBr2 lead bromide
PbCl2 lead chloride
Pb(CH3CO
O)2 ·
3H2O

lead acetate trihy-
drate
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Abbrev. Full name

TiO2 titanium oxide
SnO2 tin oxide
H2O water
Au gold
Alpha-
LP

L-𝛼-Lecithin

RFC reasons for concern
SSP socio-economic path-

way
GDP gross domestic prod-

uct
BECCS bio energy with car-

bon capture and stor-
age

CCS carbon capture and
storage

CH3NH+
3 Methylammonium

cation
CIGS Cadmium indium

gallium selenide
CdTe Cadmium telluride
Si mono-crystalline sil-

icon
MW Megawatt
GW Gigawatt
UV ultra violet
IEC International Elec-

trotechnical Com-
mission

Abbrev. Full name

CMR Carcinogenic, muta-
genic and reprotoxic

JV Current density-
voltage

UV-VIS ultra violet-visible
PL photoluminescence
EL electroluminescence
EQE external quantum ef-

�ciency
DDAB Didodecyl-

dimethylammonium-
bromide

HD-
TMAB

Hexadecyltrimethyl-
ammoniumbromide

NREL National Renewable
Energy Laboratory

PSC perovskite solar cell
TCO transparent conduc-

tive oxide
IQE internal quantum ef-

�ciency
ETL electron transport

layer
HTL hole transport layer
i intrinsic
n n-doped
p p-doped
AM1.5 1.5 times the atmo-

spheric mass
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A4. Physical quantities and their typical order of magnitude

Abbrev. Full name

FF Fill Factor
rpm revolutions per

minute
ITO indium tin oxide
SEM Scanning electron

microscopy
AFM Atomic force mi-

croscopy

Abbrev. Full name

WLI Whitelight Interfer-
ometry

TLC thermochromic liq-
uid crystal

FWHM full width half max.
IMI In situ multichannel

imaging
1D,2D one-dimensional,

two-dimensional

A4. Physical quantities and their typical order of
magnitude

Since this work combines di�erent �elds of engineering duplicate naming of
variables is inevitable. We will therefore introduce these variable spaces here
separately, giving a short introduction each time. The column ‘typical value’
should not be seen as an exact calculation, but rather an estimation of the
order of magnitude of physical quantities in a typical example.

We will start with semiconductors and optoelectronics. We assume the
example of an external �eld of 1 V 𝜇m−1 to a perovskite thin �lm, which
is the typical bias used for perovskite solar cells. The values for𝑚∗, 𝜇𝑖,𝑛 and
𝑛𝑖,𝑛 are taken from literature[210, 211, 212] (the absolute values of energy
levels are unde�ned sine they depend on the zero reference energy.)

Symbols used in solid state physics and PV research:

Symbol Typical
value

Unit Physical Quantity

𝑚∗ 0.3 · 511 keV c−20 E�ective mass (tensor or av-
erage)
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Symbol Typical
value

Unit Physical Quantity

𝜀𝑛 (®𝑘) undef. eV Dispersion relation (energy
over momentum) of band 𝑛

®𝑘 1 Å−1 Wave number (∝ momen-
tum)

®𝑣𝑖,𝑛 103 ms−1 Velocity of species 𝑖 in band
𝑛

®𝑎𝑖,𝑛 1017 ms−2 Acceleration of species 𝑖 in
band 𝑛

®𝐹 104 eV cm−1 External force
®𝐸 104 V cm−1 External electrical �eld
𝑛𝑖,𝑛 105 cm−3 Density of species 𝑖 in band

𝑛

𝑧𝑖 1,-1 – Polarity of species 𝑖
𝜏𝑖,𝑛 10−15 s Time constant of free drift of

species 𝑖 in band 𝑛
𝜇𝑖,𝑛 10 cm2 V−1s−1 Charge carrier mobility of

species 𝑖 in band 𝑛
𝜎𝑖,𝑛 10−13 1Ω−1cm−1 Charge carrier conductivity

of species 𝑖 in band 𝑛
𝑗𝑖,𝑛,ind 10−9 Acm−2 Respective drift or di�usive

mono-polar charge carrier
density of species 𝑖 in band
𝑛

𝑗bi,𝑛,ind 2 · 10−9 Acm−2 Respective drift or di�usive
bi-polar charge carrier den-
sity of species 𝑖 in band 𝑛

𝐷𝑖,𝑛 10−1 cm2 s−1 Di�usion coe�cient of
species 𝑖 in band 𝑛

𝐹 undef. eV Gibbs free energy
𝐸 undef. eV Potential and kinetic energy
𝑆 undef. eVK−1 (Gibbs) Entropy
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A4. Physical quantities and their typical order of magnitude

Symbol Typical
value

Unit Physical Quantity

𝑇 273 - 400 K Absolute temperature
𝑓e (𝜀e) 0-1 − Fermi-Dirac distribution
𝐷e (𝜀e) – cm−3eV−1 Density of states
𝑁C 1018 cm−3 E�ective density of states in

conduction band
𝑁V 1018 cm−3 E�ective density of states in

valence band
𝑛0e 105 cm−3 Density of electrons in the

dark
𝑛0h 105 cm−3 Density of holes in the dark
𝑛0i 105 cm−3 Intrinsic charge carrier den-

sity in the dark
𝑛e 1015 cm−3 Density of electrons under il-

lumination
𝑛h 1015 cm−3 Density of holes under illu-

mination
𝑛i 1015 cm−3 Intrinsic charge carrier den-

sity under illumination
𝜀C undef. eV Position of conduction band

edge
𝜀F undef. eV Position of Fermi level

(=electrochemical potential)
𝜀V undef. eV Position of valence band edge
𝜀G 1.58 eV Bandgap
𝜀FC undef. eV Quasi Fermi level of the elec-

trons under illumination
𝜀VC undef. eV Quasi Fermi level of the holes

under illumination
Δ𝜂 1.32 eV Quasi Fermi level of the holes

under illumination
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Symbol Typical
value

Unit Physical Quantity

𝑗𝛾 (𝑥) 3 · 1021 m−2s−1 Flux of photons per unit area
at position 𝑥

𝑑 𝑗𝛾,em (𝐸)/𝑑𝐸 1018 m−2s−1eV−1 Flux of photons emitted at
energy 𝐸 = ℎ𝜈 per energy

𝛼 (𝐸) 10−11 − 105 cm−1 Absorption coe�cient at
photon energy 𝐸

𝑎(𝐸) 0 − 1 − Absorptance at photon en-
ergy 𝐸

𝑟 (𝐸) 0 − 1 − Re�ectivity at photon energy
𝐸

𝜈 400 − 800 THz Frequency of photon(s)
Ω 4𝜋 − solid angle in radiant
𝜙BB (𝐸) 1019 m−2s−1eV−1 Planck black body spectrum
𝜏 (𝑛) 10−3 − 10−9 s Lifetime of charge carriers

depending on the their den-
sity, 𝑛

IQE 0 − 100% − Internal quantum e�ciency
EQE 0 − 100% − External quantum e�ciency
𝐺 1017 cm−3s−1 Excited charge carrier gener-

ation rate
𝑅 1017 cm−3s−1 Excited charge carrier re-

combination rate
𝐽Q −30 − 30 mA cm−2 Resulting Charge carrier

density �owing over a device
𝑉 −2 − 2 V Voltage apparent at the de-

vice terminals
𝐽S 10−20 mAcm−2 Reverse saturation current

density
𝐽SC 0 − 30 mA cm−2 Short circuit current density
𝑉OC 0 − 2 V Open circuit voltage
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A4. Physical quantities and their typical order of magnitude

Symbol Typical
value

Unit Physical Quantity

𝑉MPP 0 − 2 V Maximum power point volt-
age

𝐽MPP 0 − 30 mA cm−2 Maximum power point cur-
rent density

FF 0 − 90% − Fill Factor
PCE 0 − 30% − Power conversion e�ciency
𝑃in 100 mWcm−2 Total irradiation power
𝜂OC 0 − 1 − Outcoupling e�ciency
𝐼ind 10−3 A Total current with respective

function
𝑅S 0 − 1 Ω Series resistance
𝑅P 100 − 1 kΩ Parallel (or shunt) resistance
𝐶i,acc − F Capacitance
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Symbols used in coating and drying engineering:

For coating and chemical engineering, we consider the drying process of a
TCP solution �lm of �nal thickness 0.8 𝜇m that is dried at 40◦C in a laminar air
stream with constant heat transfer coe�cient 𝛼 = 20Wm−2K−1 (see sections
5.1 for details).

Symbol Typical
range

Unit Physical Quantity

ℎ∞, 𝑑wet 4.8 𝜇m Thickness of liquid �lm after
blade coating

ℎ0 100 𝜇m Height of blade over sub-
strate

𝑑 (𝑡) 4.8 − 0.8 𝜇m Film thickness as a function
of time

𝑑p 0.8 𝜇m Thickness of dry perovskite
�lm

𝜌p 6 mmol cm−3 Molar density of perovskite
𝜌p 4 g cm−3 Mass density of perovskite
𝜌𝑖,l 13, 14 mmol cm−3 Molar density of liquid sol-

vent (DMF,DMSO)
𝜌𝑖,l 0.95, 1.1 g cm−3 Mass density of of liquid sol-

vent (DMF,DMSO)
𝑚̃p 1.3 M (mmolml−1)Molar mass of perovskite per

added solvent (≠ concentra-
tion)

𝑗𝑖,p 50 − 300 mmol cm−2s−1Molar �ux of solvent
molecules in the solute

𝐷̃𝑉𝑖 10−9 (10−26) m2 s−1 Di�usion coe�cient of sol-
vent in solute

𝑐𝑉𝑖 8.6 −
0, 2.3 − 0

mmol cm−3 Molar concentration of sol-
vent in �lm (DMF,DMSO)

𝑐𝑉p 6 − 1 mmol cm−3 Molar concentration of so-
lute in �lm
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A4. Physical quantities and their typical order of magnitude

Symbol Typical
range

Unit Physical Quantity

𝑐𝑉𝑖 0.6 − 0.2 g cm−3 Mass concentration of solute
in �lm

𝑐𝑉p 4−0, 0.7−0 g cm−3 mass concentration of sol-
vent in �lm (DMF,DMSO)

𝐷̃𝑉ii 10−9 (10−26) m2 s−1 Self di�usion of solvent 𝑖 in
�lm

𝐷̃𝑉ij 10−9 (10−26) m2 s−1 Inter di�usion of solvent 𝑖
into solvent 𝑗 in �lm

𝑥𝑖,ph 0.72, 0.19 molmol−1 Molar ratio of gaseous sol-
vent (DMF,DMSO) in the gas
phase at the phase boundary

𝑦𝑖,ph 9.6 ·
10−4, 4.2 ·
10−5

molmol−1 Molar ratio of gaseous sol-
vent (DMF,DMSO) in the gas
phase at the phase boundary

𝑐𝑖,ph 9.3 −
0, 2.3 − 0

molmol−1 Molar ratio of liquid solvent
(DMF,DMSO) in the liquid
phase at the phase boundary

𝜙𝑝,𝑖 1 − Fugacity coe�cient
𝑝 105 Pa Atmospheric pressure
𝑝∗𝑖 1340, 220 Pa Vapour pressure of the sol-

vent (DMF,DMSO at 40◦C)
𝛾𝑖 1, 0.045 − Activity coe�cient (at begin

of drying and for intermedi-
ate phase with DMSO)

𝑗𝑖𝑔 3.8 · 10−4 −
0, 1.6 ·
10−5 − 0

mmol cm−2s−1Flux of gaseous solvent
(DMF,DMSO)

𝛿𝑖𝑔 1.1 · 10−5 m2 s−1 Di�usion coe�cient of
gaseous solvent in the gas
phase

𝜌𝑔 0.4 mmol cm−3 Molar density of the gas
phase
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Symbol Typical
range

Unit Physical Quantity

𝛽𝑖𝑔 0.01 (up to
1)

m s−1 Molar density of the gas
phase

Δ𝑆𝐶 1 mm Concentration boundary
layer thickness

𝐽𝑖g 3.8 · 10−4 −
0, 1.6 ·
10−5 − 0

mmol cm−2s−1Flux of solvent molecules
away from �lm surface

𝑇 313 K Absolute temperature
𝛼 20 Wm−2K−1 Heat transfer coe�cient
¤𝑞 2 Wcm−2s−1 Heat �ux out of �lm surface

for Δ𝑇 = 100 K
𝑢0 2 m s−1 Laminar air �ow velocity/

nozzle output velocity
Re𝑥 1160 − Local Reynolds-Number for

𝑥 = 1 cm
𝜈 1.72 · 10−5 m2 s−1 Kinematic viscosity
𝜂 2.2 · 10−5 Pa s Dynamic viscosity
Sc 2 − Schmidt number
Pr 1.1 − Prantl number
Sh𝑥 9 − Local Sherwood-Number for

𝑥 = 1 cm
Nu𝑥 7.4 − Local Nusselt-Number
𝑘 0.027 Wm−1K−1 Thermal conductivity
Bi𝑑 1−1000 (4 ·

1019)
− Biot number for 𝑑 = 10 𝜇m,

𝐷𝑉𝑖 = 10−9 m2 s−1 and di�er-
ent 𝛽𝑖g (𝐷𝑉𝑖 = 10−27 m2 s−1)

𝐷 0.6 mm Hydrodynamic width of slot
nozzle

𝐵 0.3 mm Physical width of slot nozzle
𝜃 90◦ rad Mounting angle of slot nozzle
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A4. Physical quantities and their typical order of magnitude

Symbol Typical
range

Unit Physical Quantity

𝑁𝑖/𝛿𝐴, 𝑛i 1.1 ·
10−3,4.2 ·
10−3

mmol cm−2 Number of molecules per
area (DMSO,DMF)

𝑁p/𝛿𝐴, 𝑛p 4.8 · 10−4 mmol cm−2 Number of perovskite unit
cells per area

𝐾12 0.16 − Ratio between mass transfer
coe�cients and partial pres-
sures of solvents DMF and
DMSO at 40◦C

𝜒2 − − Sum of squared residuals
𝑃𝑖 229, 203 cm3g0.25 s−0.5

mol−1
Parachor (DMF,DMSO)

𝜈𝑖 77, 71 cm3 mol−1 Speci�c volume of solvent 𝑖
𝜎𝑖 78, 67 mNm−1 Surface tension
Φ𝑝 0.16 − Volume ratio of the per-

ovskite
𝛿𝑚𝑖 , 𝛿𝑉𝑖 − g, cm3 Mass or volume element oc-

cupied by a species 𝑖
𝑋𝑖 0.86, 0.29 g g−1 Solvent content of solvent i
𝑐
𝑝
𝑖 3.44 −

0, 1.2 − 0
g cm−3 Concentration in polymer

coordinates
𝑗𝑉𝑖 0 − 0.02 mmol cm−2s−1Solvent �ux in Cartesian co-

ordinates
𝑗
𝑝
𝑖 0 − 0.13 mmol cm−2s−1Solvent �ux in polymer coor-

dinates
𝐷
𝑝
𝑖 𝑗 10−11 (10−28) m2 s−1 Di�usion constant in poly-

mer coordinates

267



Symbols used in crystallization research: For the crystallization models,
we continue partially with the example of the perovskite precursor drying.
However, since we did not measure most of the physical quantities, for
example the nucleation and crystal growth rates, and only made a qualitative
analysis of crystallization we will simply use typical order of magnitude
estimations as provided by Markov [24].

Symbol Typical
range

Unit Physical Quantity

𝑐𝑉p 0.7 − 4 g cm−3 Solute mass concentration
𝑐𝑉p 1 − 6 mmol cm−3 Molar solute concentration
𝑐𝑉p,0 > 0.7 g cm−3 Equilibrium (solute mass)

concentration
𝑐𝑉p,c > 0.7 g cm−3 Critical (solutemass) concen-

tration
Δ𝜇 10 eV Supersaturation (as chemical

potential di�erence)
𝜎 10−2 − 102 − Supersaturation
𝑓𝑖 103 erg cm−2 Surface energy density of

crystal facet 𝑖
𝛾 103 erg cm−2 Mean surface energy density

of all crystal facets
𝑣𝑝 10−22 cm3 Volume of a perovskite unit

cell
𝑟 ∗ 100 Å Critical radius of nucleus
𝑛∗ 104 − Particles in a nucleus
Δ𝐺∗ 1 eV Critical free energy
𝑉 ∗ 10−18 cm3 Volume of nucleus forming

on surface
𝑉0 10−18 cm3 Volume of nucleus forming

in bulk
𝐽0 10−3 cm−3s−1 Nucleation rate
𝜔∗ − s−1 Frequency of attachment of

particles
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A4. Physical quantities and their typical order of magnitude

Symbol Typical
range

Unit Physical Quantity

Γ 10−2 − Zeldovich factor
𝑁 ∗ 1 − 100 cm−3 Equilibrium concentration of

critical nuclei
𝜈 1013 s−1 Frequency factor
𝜆 10−8 cm Mean free path
Δ𝑈 0.1 eV Energy barrier of desolvation
𝑅face 10−8 cm s−1 Rate of step advance of a

growing crystal facet
𝑄0 1 mmol cm−3s−1Molar concentration change

as induced by drying (drying
rate 0.5 𝜇ms−1)

𝑝𝑇 − cm−3 Number of nuclei per volume
𝐷 (𝑛𝑖 ) − cm Diameter of𝑛𝑖 existing nuclei

with approx. the same size

Symbols used when describing the measurement methods:

Symbol Typical
range

Unit Physical Quantity

Δ(𝑑, 𝑛f ) 10 𝜇m Di�erence in optical path at
�lm thickness, 𝑑 , and refrac-
tive index, 𝑛f

𝜆 660 nm Laser wavelength
𝛼 24 ◦ Impingement angle of inci-

dent laser
𝐼𝑖 − Cnts Integrated light intensity

predicted by optical model
𝜆0 790 nm Centre emission wavelength

of photoluminescence
FWHM 30 nm Full width half maximum of

photoluminescence
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Symbol Typical
range

Unit Physical Quantity

𝑅det (𝜆) 0 − 1 − Re�ectance of detector
𝑇lens 0 − 1 − Transmittance of lenses
𝑇𝑖,�lters (𝜆) 0 − 1 − Transmittance of �lter(s) at

position 𝑖
𝑐𝑝,𝑤 2 J g−1K−1 Heat capacity
𝜆𝑤 0.2 Wm−1K−1 Heat conductivity
𝜌𝑤 1.2 g cm−3 Mass density
𝑇𝑤 (𝑡) 293 − 353 K Temperature of plate
𝑇0 353 K Temperature before heat

transfer
𝑇∞ 293 K Temperature after heat trans-

fer
ℎ𝑠 1 − 5 cm Height of spray gun over

sample
Δ𝑝 1 − 5 bar Over pressure present at

spray gun

Used physical constants:

Symbol value Name

ℏ 6.58 · 10−16 eV s Reduced Planck’s constant
ℎ 4.13 · 10−15 eV s Planck’s constant
𝑐0 3.0 · 108 ms−1 Speed of light in vacuum
𝑘 8.62 · 10−5 eVK−1 Boltzmann constant
𝑅 8.31 J K−1mol−1 Ideal Gas constant
𝑁A 6.02 · 1023 mol−1 Avogadro constant
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Hybrid perovskite photovoltaics could play a vital role in future’s renewa-
ble energy production, promising cost-effective industrial fabrication by 
high-throughput solution printing methods such as slot-die coating, spray 
coating or inkjet printing. Although remarkable power conversion efficiencies 
were demonstrated in small-scale perovskite solar cells (about 1 cm²), there 
is a substantial performance drop when fabricating large area perovskite 
photovoltaics (> 100 cm²). A major reason for these difficulties is the com-
plexity of controlling the perovskite formation on larger scales. In detail, this 
formation process involves crystal growth and nucleation as well as solvent 
evaporation – all of which are closely entangled. The present work sheds 
light onto this complex entanglement via quantitative analysis of the drying 
dynamics of blade coated perovskite solution films in well-defined laminar 
and slot-jet air flows. The main results are a quantitative model of perovskite 
drying dynamics and a novel in situ photoluminescence and reflectance im-
aging technique. With these tools at hand, process parameters for large-scale 
drying machines can be predicted and the quality of the forming perovskite 
thin-films can be assessed early on. The effectiveness of the methodology 
is demonstrated by investigating perovskite solar cell performance on small 
sample areas for different scalable fabrication methods. This work paves the 
way toward feedback-controlled printing of large-scale perovskite photovol-
taics relying on the combination of perovskite drying models and continuous 
quality monitoring of the evolving thin-film morphology.
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