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Abstract

Multiple object tracking (MOT) is an essential task in computer vision, with
many practical applications in surveillance, robotics, autonomous driving, and
biology. To compare different MOT algorithms efficiently and select the best
MOT algorithm for an application, we rely on tracking metrics that reduce the
performance of a tracking algorithm to a single score.
However, there is a lack in testing the tracking metrics themselves, which can
result in unnoticed biases or flaws in tracking metrics that can influence the
decision of selecting the best tracking algorithm. To check tracking metrics
for possible limitations or biases towards penalizing specific tracking errors, a
standardized evaluation of tracking metrics is needed.
We propose benchmarking tracking metrics using synthetic, erroneous track-
ing results that simulate real-world tracking errors. First, we select common
real-world tracking errors from the literature and describe how to emulate
them. Then, we validate our approach by reproducing previously found track-
ing metric limitations through simulating specific tracking errors. In addition,
our benchmark reveals a before unreported limitation in the tracking metric
AOGM. Moreover, we make an implementation of our benchmark publicly
available.
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1 Introduction

Multiple object tracking (MOT) is an essential task in computer vision, with
many practical applications in surveillance, robotics, autonomous driving, and
biology. As MOT provides the basis for more complex tasks such as scene
understanding, human-machine interaction, or analyzing cell behavior, a high
tracking quality is needed. To find the most suitable tracking algorithm for
an application, we rely on tracking metrics to compare different tracking ap-
proaches efficiently. Tracking metrics summarize the performance of a tracker
into a single score by comparing the ground truth (GT), perfect tracking of all
objects, to the tracker output and penalize any deviation from the GT, which is
called a tracking error.

Tracking metrics are considered as an objective measure, thereby ignoring po-
tential biases and limitations in the tracking metrics themselves. This unaware-
ness towards tracking metric limitations can ultimately even lead research into
the wrong direction, as the improvement of tracking approaches is quantified
by the tracking measure.

Unfortunately, spotting errors in tracking metrics usually happens by chance,
and handcrafted examples are generated to demonstrate them [1]. To date,
limitations of several tracking metrics, such as AOGM, MOTA and IDF1 [2,
3, 4], have been reported [1, 5, 6, 7]. However, these tracking metrics are still
used in benchmarks [8, 9] as developing new tracking metrics requires time.
For instance, in 2013, Leichter and Krupka published several problems of the
popular MOTA metric [6]. Eight years later, the HOTA metrics was proposed,
which aims to replace MOTA by claiming to be more balanced [5].

A systematic approach to evaluate tracking metrics is needed to ensure that
tracking metrics align with the established objectives that tracking algorithms
should meet, and to facilitate the development of tracking metrics themselves.
For example, one concept which is important for the targeted improvement of
tracking metrics is error differentiability [6] – the separate quantification of the
tracking performance concerning different types of tracking errors. Until now,
most metrics only provide a single composite score, which does not indicate
how the metric penalizes different types of errors. By providing an approach
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that allows to systematically analyze the behavior of the metric, different types
of errors, biases and limitations of metrics towards specific error types can be
detected.

Moreover, such an approach can help to boost acceptance of a new tracking
measure in the community as the consistency of the proposed metric concern-
ing desired properties can be demonstrated. For instance, a desirable property
of tracking metrics is monotonicity – a metric score should improve if, for
example, a tracking error is removed from the dataset [6].

We propose benchmarking tracking metrics by replacing the tracking algorithm
with synthetic tracking results emulating real-world tracking errors. We select
a set of frequently occurring real-world tracking errors and provide instructions
on how to simulate them. To validate our approach, we reproduce already
reported tracking metric limitations by simulating specific tracking errors. Our
benchmark reveals a before unreported limitation of the commonly used track-
ing metric AOGM. In addition, we make an implementation of our benchmark
publicly available at: https://github.com/mrhartmann/benchmark-mot-metrics.
This work presents the method and main results of the Bachelor’s thesis by
Hartmann [10].

The concept of creating synthetically degraded tracking data for evaluation is
established: For instance, Schott synthetically degraded tracks to investigate
the robustness of extracted features to describe tracks [11], whereas Löffler
et al. synthetically degraded segmentation data to investigate the robustness
of tracking algorithms when provided with erroneous segmentation data [12].
However, to the best of our knowledge, we are the first proposing to syntheti-
cally degrade tracking data to evaluate tracking metrics.

The remainder of this paper is organized as follows: First, we describe how er-
roneous tracking data can be used to investigate tracking metrics and introduce
how common tracking errors can be emulated. Then, we generate a benchmark
data set of erroneous tracking results to evaluate popular MOT metrics. Finally,
we discuss our findings and the limitations of our approach.

Proc. 32. Workshop Computational Intelligence, Berlin, 01.-02.12.2022 165

https://github.com/mrhartmann/benchmark-mot-metrics


GT

Simulate 
Tracking Errors Metric A

Metric B

Parameters
(Error Type, )

Erroneous tracking data

Analyze and compare 
metric scoring

Figure 1: We degrade perfect GT data with simulated tracking errors to create erroneous tracking
results, which are evaluated together with the GT by the metrics. The metric can be
assessed by comparing the input parameters – the selected tracking errors and their
percentage PError in the data set – with the resulting metric scoring.

2 Methods

We propose to degrade perfect GT data with simulated tracking errors to create
erroneous tracking data. The synthetically degraded tracking data and perfect
GT are forwarded to the tracking metric for evaluation. The flow of the data is
shown in Figure 1. With the simulation of tracking errors, metric development
becomes independent of the tracking algorithms that are commonly used to
produce the tracking results needed for evaluation. To investigate whether a
metric fulfills the property of monotonicity, the fraction of tracking errors can
be chosen arbitrarily. We emulate the real-world tracking errors: ID switches,
fragmentation, and mitosis errors which can be emulated separately or together
to create degraded data covering several types of tracking errors. As GT we
assume that each track in the GT is given by its segmentation masks, where
segmentation masks belonging to the same track have the same ID. In addition,
to model mitosis errors, a lineage file which indicates predecessor-successor
links is needed.

In the following, we introduce the selected types of tracking errors by describ-
ing where they occur in real-world tracking scenarios and how we simulate
them.

166 Proc. 32. Workshop Computational Intelligence, Berlin, 01.-02.12.2022



1. Choose Error Percentage 

2. Choose 
Error Type

ID Switch Fragmentation Mitosis

Implementation

a) Compute distances 
and sample one of 

closest pairs

b) Switch mask IDs and 
repeat in successive 

frames

a) Define Markov model 
parameters

b) Generate and assign 
sequence of tracking states 

to select which instance 
masks to remove

c) Apply fragmentation and 
save new tracklets

a) Detect all mother 
cells and select one 

for each iteration

b) Manipulate relation 
between mother and 

daughter cells

11 1 11 11 1 11

GG G GB

21 1 2

4
2

3
1

1

2

1

1

1a

1b

Parent 
Cell

11a

1b

Missing
Last Parent 

Frame

Missing First 
Daughter
Frames

Figure 2: Simulation of tracking errors. An error percentage and tracking error type is selected by
the user to degrade the perfect GT data. The implementation is visualized for each error
type. The circles are instance masks which are connected by links to form tracks. The
processing steps are reiterated until the desired error percentage is reached in the data
set.

2.1 ID Switches

Fast movements of objects can result in two objects switching positions be-
tween frames, causing ID switch tracking errors. Additional sources of ID
switches are unpredictable changes of direction, erroneous detection of objects,
or wrongly classified mitosis events [13, pp. 2124-2125]. A missing detection
creates a scenario, where the tracking algorithm associates another mask to the
ID, if it is close to the position of the original mask in the previous frame,
causing a switch in tracks that propagates through the following time steps.
This error exists even in data with perfect detection, as it is also reliant on the
distance measure and linking method of the tracking algorithm. This error is
handled separately from fragmentation in metrics [2, 3, 4] since preserving the
ID is vital for many MOT fields [2, 3, 4, 5].
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Simulation

We simulate ID switches by swapping the IDs of close tracks. Therefore, the
Euclidean distance between all pairs of segmentation masks is calculated in
each frame. The pair sampling approach is adapted from the merging opera-
tion for segmentation masks from Löffler et al. [12]. Based on the Euclidean
distances between segmentation masks, we identify for each track its closest
neighbor track. Then, for each ID switch, we sample a pair of tracks from the
remaining 100 closest pairs of tracks, where each pair of tracks is assigned a
sampling weight inversely proportional to their minimum distance. Hence,
tracks which are closer are likelier to be sampled for an ID switch. This
process, as visualized in Figure 2, is repeated until the desired fraction of ID
switches in the dataset is reached. In addition, for cell data sets the daughter
tracks need to be assigned to the switched ID to keep the predecessor-successor
information intact.

2.2 Fragmentation

Fragmentation results from missing detections, which are often referred to
as False Negatives (FN). Missing detections can originate from illumination
variation, fluorescent marker wear off, shadows and occlusion, and more [9,
p. 22]. As this error occurs frequently, many common performance metrics
include a FN tracking error [2, 3, 4, 5]. Moreover, fragmentation can lead
to additional tracking errors, for example ID switches and mitosis division
ambiguities [11, p. 32].

Simulation

To fragment tracks, a two-state Markov model is used. Like the Markov model
introduced by Schott [11], one state represents good tracking quality (G), whereas
the other state represents bad tracking quality (B). We use this Markov model
to generate fragmented tracks, by generating a sequence of states of the same
length as a track, and assigning each instance mask at position k in the track
the state at position k of the state sequence. Instance masks that are assigned
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to the good tracking quality state G will remain, whereas instance masks that
are assigned the bad tracking quality state B will be removed. This process is
visualized in Figure 2.

To achieve the desired fragmentation – the fraction of deleted instance masks
and the length of the resulting gaps – the transition probabilities a and b be-
tween the states can be adjusted. Instead of specifying a and b directly, we
propose how transition probabilities can be calculated from two intuitive user
input parameters: the desired error percentage (PError) and the fragmentation
gap length (lGap).

The probability of returning to the good tracking state G in n steps, is b(1−b)n−1,
as the model stays n−1 steps in the bad tracking state B which has probability
of 1−b, before transitioning to G with probability b. Hence, the expected time
until the model returns to the good tracking state E[TG], can be rewritten as a
simple fraction by using the geometric sum

E[TG] =
∞

∑
n=1

nb(1−b)n−1 =
1
b
, for |1−b|< 1 . (1)

While E[TG] is the expected time until the model returns to the G state, it can
also be interpreted as the average time spent in the B state. As instance masks
which are assigned the B state will be removed, which creates gaps in the track,
the average time spent in the B state can also be referred to as the gap length
lGap. Hence, the transition probability b can be computed by specifying the
user input parameter lGap

b =
1

E[TG]
=

1
lGap

. (2)

From b the missing parameter a can be computed using the steady state theo-
rem [14, p. 176]

πeq =

(
b

a+b
,

a
a+b

)
. (3)
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The probabilities of the steady state can be set using the desired error percent-
age PError, which is specified by the user. As instance masks are only removed
in the bad tracking state, and kept in the good tracking state we set πeq

πeq = (1−PError, PError) , (4)

to reach the desired fraction of fragmentation errors. The transition probability
for a can be calculated by combining Equation 3 and Equation 4

a =
PErrorb

1−PError
. (5)

The fragmentation is applied iteratively until the desired fraction of fragmen-
tation errors is reached. To simulate different gap lengths, the fragmentation
gap length parameter lGap can be adjusted. If no lGap is provided, the steady
state of a Markov model πeq is used, as given a long enough time, it provides
an approximation of how long the Markov model will stay in each state. We
set the probability a – switching to the bad tracking quality state B – equal to
PError, whereas b – switching to the good tracking quality state G – is set to
1−PError, resulting in

b = πeq,1 = 1−PError, a = πeq,2 = PError . (6)

2.3 Mitosis Tracking Errors

In cell data, an additional type of tracking error exists, which can occur due to
missing detections or False Positives. During mitosis, cells face large changes
in their scale and shape. As the temporal resolution of cell data sets is usually
very low, the changes between two successive frames can be substantial and
therefore can lead to erroneous detections or links [13, p. 1]. Moreover, the
simultaneous division of nearby cells can lead to a high density of cells, fur-
ther complicating the correct association between predecessor and successor
tracks.
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Simulation

We base the simulation of the mitosis tracking errors on the showcases first
described by Chen et al.: Single Daughter Frame Missing, Last Mother Frame
Missing and Both Daughter Frames Missing [1]. In addition, we added the
No Mitosis Detection and Single Daughter Link Detected cases, which can be
modeled by manipulating the lineage file only. To degrade mother-daughter
links, first all mother cells are extracted using the lineage information from
the GT. The mother-daughter links are then altered by removing the link from
the lineage information or also adding fragmentation errors to the mother and
daughter tracks. This process is visualized in Figure 2.

3 Experiment

To demonstrate our approach, we generate synthetically degraded tracking data
using the just introduced tracking errors and evaluate four MOT metrics on
them.

3.1 Data

To create synthetically degraded data sets, we select microscopy data showing
cells as these data comprise all challenges encountered in general MOT and in
addition contain splitting objects (cell divisions). We convert the synthetically
degraded tracking data into two different file formats for metric evaluation, to
evaluate specialized cell tracking metrics and general MOT metrics.

The synthetically degraded tracking data is generated by modifying the ground
truth masks of the Fluo-N2DH-SIM+ 02 data set, from the Cell Tracking Chal-
lenge (CTC) [9]. We generate fractions of n = 1, 2, 5, 10, 20% of errors for
each tracking error type and create for each combination of tracking error type
and error fraction N = 10 runs. Every synthetically created tracking dataset is
evaluated on the tracking metrics and the tracking score is averaged over the
ten runs for each combination of tracking error type and error fraction.
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3.2 Metrics

For evaluation, we select the metrics MOTA [3], IDF1 [4], HOTA [5], and
TRA [2]. All metrics range between 0 and 1, where a higher score refers to
a better tracking result. MOTA and IDF1 have been the most popular gen-
eral MOT metrics and are widely used in benchmarks such as the MOTChal-
lenge [8]. The recently proposed HOTA metric has been claimed to resolve
issues of IDF1 and MOTA [5]. TRA is a normalized version of the AOGM [2]
metric, which is used in the Cell Tracking Challenge benchmark [9]. Some
flaws of TRA were already reported by Chen et al. [1].

3.3 Results

In the following, we analyze the impact of different tracking errors on the
selected MOT metrics.

Effect of Different Errors on the four Metrics

First, the effect of different tracking errors – fragmentation, ID switches, mi-
tosis errors, and a mixed error – on the metric scores of TRA, HOTA, MOTA,
and IDF1 is analyzed, which is shown in Figure 3. For the mixed errors, the
error percentage is split equally between the three tracking error types: 1

3 of
fragmentation, 1

3 of ID switches, and 1
3 of mitosis missing daughter frames

errors.

For all tracking errors, a higher error percentage leads to a reduced metric
score. For all metrics, mitosis errors are penalized the least. For IDF1 and
HOTA, in Figure 3, the ID switch error has the biggest impact on the final
metric scores. In contrast to MOTA and TRA, the same ID switch data sets are
scored considerably lower by IDF1 and HOTA, with a score as low as 0.6 for
IDF1. This is accompanied by notable differences in the metric scores between
each error type for IDF1 and HOTA.

The cell tracking metric TRA, in Figure 3a, is effected strongly by the frag-
mentation, whereas ID switches have a low impact on the score. The TRA

172 Proc. 32. Workshop Computational Intelligence, Berlin, 01.-02.12.2022



1 2 5 10 20
Fraction Tracking Errors (%)

0.55

0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00

TR
A 

Sc
or

e

Tracking Errors

Fragmentation
Missing Last Parent Frame
Missing First Daughter Frames
ID Switch
Mixed Error

(a) TRA

1 2 5 10 20
Fraction Tracking Errors (%)

0.55

0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00

H
O

TA
 S

co
re

Tracking Errors

Fragmentation
Missing Last Parent Frame
Missing First Daughter Frames
ID Switch
Mixed Error

(b) HOTA

1 2 5 10 20
Fraction Tracking Errors (%)

0.55

0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00

M
O

TA
 S

co
re

Tracking Errors

Fragmentation
Missing Last Parent Frame
Missing First Daughter Frames
ID Switch
Mixed Error

(c) MOTA

1 2 5 10 20
Fraction Tracking Errors (%)

0.55

0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00

ID
F1

 S
co

re
Tracking Errors

Fragmentation
Missing Last Parent Frame
Missing First Daughter Frames
ID Switch
Mixed Error

(d) IDF1

Figure 3: Evaluation of erroneous tracking data sets on the metrics. The link to the predecessor
is set for all cases. For each run, a fixed percentage of ground truth tracks is modified
to simulate tracking errors. The N = 10 single runs are shown in translucent markers,
whereas the average of all runs is shown in solid color.

metric scores ID switches and mixed errors similarly and penalizes these errors
only slightly, whereas the fragmentation scoring declines rapidly for increasing
fractions of tracking errors.

For MOTA, Figure 3c shows a similar decline in score for ID switches, frag-
mentation and mixed errors.
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Figure 4: Comparison of the effect of fragmentation and ID switches on the TRA and HOTA
metric. For each run, a fixed percentage of ground truth tracks is modified to generate
tracking errors. The N = 10 single runs are shown as circles, whereas the average of all
runs is shown as a black cross.

Comparison of Metric Scores for Fragmentation and ID Switches

Next, the HOTA and TRA metric are compared concerning their scoring of
the tracking errors fragmentation and ID switches, which is shown in Figure 4.
Both metrics show a similar decline when fragmentation errors increase. In
contrast, ID switches affect HOTA stronger – 1% of ID switch errors result in
a score under 0.95 – which is followed by a steep drop in the metric score for
higher percentages. The effect of ID switches on the TRA score is considerably
lower – 20% of ID switch errors result in a score larger than 0.95.

Difference of Keeping or Ignoring Predecessor Information for TRA
Metric

Chen et al. first spotted an issue with the TRA measure concerning mother-
daughter links around mitosis events with FN errors [1] based on small show-
case examples. Using the different implemented mitosis errors, we reproduce
this error scenario to investigate how much this limitation influences the final
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Figure 5: Difference of Linking the Predecessor for the Mitosis evaluation on TRA. For each run,
a fixed percentage of ground truth tracks is modified to simulate tracking errors. The
predecessor ID is either set or removed for modified tracks. The N = 10 single runs are
shown in translucent markers. The average of all runs is shown in solid color.

metric score in a larger dataset. Each of the five plots in Figure 5 and Figure 6
includes two separate evaluations of synthetically degraded tracking data, one
with and one without keeping the predecessor information for the erroneous
tracks. Starting with two identical data sets, while applying tracking errors,
the predecessor of the manipulated track is kept in the first and removed in the
second.

A comparison for mitosis, fragmentation, and mixed errors is done, to analyze
whether the TRA metric wrongly penalizes this correct information of the
predecessor.

Overall, mitosis tracking errors, as shown in Figure 5, have a small effect on
the TRA metric score. There is also nearly no variation of the scores between
runs. The first two plots in Figure 5 score mitosis cases where either the last
frame of the predecessor track is missing, or the first frames of both successor
tracks are missing. In both cases, keeping the predecessor information results
in worse scores by the TRA metric. The last plot in Figure 5 shows the case
of a single missing successor frame, which is scored higher for keeping the
predecessor information. The influence of the different mitosis errors on the
TRA score decreases from left to right in Figure 5.
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Figure 6: Difference of Linking the Predecessor for fragmentation and mixed tracking errors on
the TRA metric. For each run, a fixed percentage of ground truth tracks is modified to
simulate tracking errors. The predecessor ID is either set or removed for modified tracks.
The N = 10 single runs are shown in translucent markers. The average of all runs is
shown in solid color.

Figure 6 shows the influence of keeping the predecessor information on the
TRA score in case of fragmentation and mixed errors. The fragmentation
tracking errors in the left plot of Figure 6, are scored lower for setting the
predecessor information, for error percentages of 5−20%.

4 Discussion

As mentioned by Luiten et al., IDF1 and MOTA have a bias towards detection
and association, respectively [5]. Using the proposed benchmark, we could
reproduce this observation as shown in Figure 3. The IDF1 score is strongly
effected by ID switches, whereas fragmentation has a very low impact, as
shown in Figure 3d. For MOTA, the mentioned bias towards detection is also
visible in Figure 3c, as fragmentation is penalized the most.

Concerning the proposed alternative HOTA [5], ID switches and mixed errors
are penalized similarly to IDF1, whereas fragmentation is penalized similarly
to MOTA. These initial observations suggest that HOTA has a better balance
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between detection and association, in contrast to MOTA or IDF1 alone, al-
though the influence of ID switches on the HOTA score is still very strong.

Association errors have a very low impact on the TRA score, whereas frag-
mentation errors have a large impact, as shown in Figure 3a. The strong bias
towards detection in the TRA metric is caused by high penalties for FN errors.
The experiments with different types of mitosis errors, shown in Figure 5,
support the statement of [1] that for AOGM and hence for TRA, which is de-
rived from AOGM, it is more advantageous to ignore the information about the
predecessor than to keep it in certain cases of mitosis errors. Although TRA is
developed for cell tracking, erroneous mitosis detection is penalized very little,
although the lineage of a cell is of high interest for instance during embryonic
development [15, 16]. Additional metrics should be taken in consideration
when comparing the quality of different cell tracking algorithms.

Moreover, using the proposed benchmark we could discover a yet unreported
limitation of the AOGM and hence the TRA metric. If a track is fragmented,
storing this information, for evaluation with the TRA metric, requires creating
several tracks and link each track to its previous track. However, keeping this
information is scored worse than discarding this information by not linking
to the previous track. This observation matches with the already mentioned,
flawed scoring of mitosis errors. Taken together, these observations reveal a
weakness of the file format used in the TRA metric: the parent ID column
indicates fragments belonging to the same track as well as mother-daughter
relationships after cell division.

Limitations

Although we emulated real-world tracking errors, the simulated tracking re-
sults can in some cases appear artificial – e.g. long gaps (fragmentation)
but the predecessor link is kept. Comparing the impact of tracking errors
on different metrics should be done cautiously, especially when comparing
different metrics which each other, as the method by which the error percentage
is achieved differs. For fragmentation, each track has on average n% of its
segmentation masks removed. For mitosis errors, only n% of the mitosis events
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are modified. For ID switches, n% of tracks are selected for which their ID is
switched pairwise. The results were computed with a limited amount of N = 10
runs for each combination of tracking error type and fraction of tracking errors.
A larger number of runs is required to examine the variation between the runs in
more detail. Moreover, we applied our method just to data from the microscopy
image domain, so the method should be applied to data from other domains as
well. Also, different tracking metrics can require a different storing of track
and lineage information. When comparing metrics, the file format might not
always include the same information and thus result in an unfair comparison.

5 Conclusion

We propose benchmarking tracking metrics by replacing the tracking algorithm
with a method to synthetically degrade tracking data, emulating a set of fre-
quently occurring real-world tracking errors. In a first analysis, we reproduced
already reported limitations of popular tracking metrics and discovered a limi-
tation of the AOGM metric.

Directions of future work are the extension of the proposed concept to provide
a standardized approach to evaluate tracking metrics, using the approach to
investigate tracking metrics that rank tracking algorithms without requiring a
ground truth, and the adaption of the proposed idea to develop benchmarks for
metrics used in other tasks than MOT.
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