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Abstract

The ever-growing demand for machine learning has led to the development of automated machine learning
(AutoML) systems that can be used off the shelf by non-experts. Further, the demand forMLapplicationswith
high predictive performance exceeds the number of machine learning experts and makes the development of
AutoML systems necessary. Automated Machine Learning tackles the problem of finding machine learning
models with high predictive performance. Existing approaches incorporating deep learning techniques
assume that all data is available at the beginning of the training process (offline learning). They configure
and optimise a pipeline of preprocessing, feature engineering, and model selection by choosing suitable
hyperparameters in each model pipeline step. Furthermore, they assume that the user is fully aware of the
choice and, thus, the consequences of the underlying metric (such as precision, recall, or F1-measure). By
variation of this metric, the search for suitable configurations and thus the adaptation of algorithms can be
tailored to the user’s needs. With the creation of a vast amount of data from all kinds of sources every day, our
capability to process and understand these data sets in a single batch is no longer viable. By training machine
learning models incrementally (i.ex. online learning), the flood of data can be processed sequentially within
data streams. However, if one assumes an online learning scenario, where an AutoML instance executes on
evolving data streams, the question of the best model and its configuration remains open.

In this work, we address the adaptation of AutoML in an offline learning scenario toward a certain utility
an end-user might pursue as well as the adaptation of AutoML towards evolving data streams in an online
learning scenario with three main contributions:

1. We propose a System that allows the adaptation of AutoML and the search for neural architectures
towards a particular utility an end-user might pursue.

2. We introduce an online deep learning framework that fosters the research of deep learning models
under the online learning assumption and enables the automated search for neural architectures.

3. We introduce an online AutoML framework that allows the incremental adaptation of ML models.

We evaluate the contributions individually, in accordance with predefined requirements and to state-of-the-
art evaluation setups. The outcomes lead us to conclude that (i) AutoML, as well as systems for neural
architecture search, can be steered towards individual utilities by learning a designated ranking model
from pairwise preferences and using the latter as the target function for the offline learning scenario; (ii)
architectual small neural networks are in general suitable assuming an online learning scenario; (iii) the
configuration of machine learning pipelines can be automatically be adapted to ever-evolving data streams
and lead to better performances.
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1
Introduction

Given the topic "Adaptive AutomatedMachine Learning", wemotivate this thesis by startingwith the need for
automation of commonly consciously or unconsciously practised Data Mining processes. We introduce the
problem of adaptivity in AutoML by first motivating the setting in Section 1.1 and presenting the challenges
in Section 1.2. We then introduce our hypotheses and research questions in Section 1.3. In Section 1.4, we
frame the scope and the contributions of this work by pointing out which aspects we focus on and which we
neglect. In the last section of this introduction, Section 1.5, we give an overview of all parts and chapters of
this thesis.

1.1 Motivation

Already in 1989 Frawley et al. [86] claimed that the amount of information in the world doubles every 20
months. Information that is stored in millions of databases that describe potentially valuable patterns in
hidden ways. To cope with this amount of data, massive research has been employed towards a standardised
process for mining these patterns. The term most commonly employed for this purpose is KDD, which
was coined in 1989 by Piatetsky-Shapiro. As the name states, the KDD process implements the process
of discovering valuable knowledge (patterns) from data [79] and thus assists humans in extracting useful
information in an environment of exploding volumes of data. Based on the KDD process, extensions such
as the CRISP-DM [50] further standardised and extended the process of DM. Besides the introduction of
KDD and its implementation CRISP-DM, Piatetsky-Shapiro [190] further claimed the success ofML in this
area to be capable of dealing with the amounts of data:

"The next area that is going to explode is the use of machine learning tools as a
component of large scale data analysis."

–Piatetsky-Shapiro, 1989

It is superfluous to say that nowadays, we face a flood of data from all kinds of applications, devices, and
different formats containing valuable information. And even further, we can foresee that IoT and IIoT
applications even raise the scale of data to an unprecedented level [23]. To be capable of dealing with
this amount of data, the development of a vast number of ML tools and applications took place, and its
success in a broad range of applications has led to an ever-growing demand for ML systems. As a result,
similar to the development towards a standardisedDM and KDD processes, research inML led to a common
iteration of steps to successfully employMLmodels within aML pipeline. The increasing computing power
at our disposal led, further, to the application of more and more complex models such as NN in the field
of DL. In addition to standardising ML pipelines, DL has shown its strong ability to extract new previously
unknown patterns from data. However, the common development of ML applications that successfully
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decode knowledge from data follows in accordance with the KDD process the exact development steps. Still,
it requires experts such as data scientists that employ and configure DM pipelines that include ML steps.

To meet the demand forML systems, AutoML and NAS frameworks aim at automatically propose suitedML
pipelines or DL models that are automaticly orchestrated and configured by following a predefined target.
AutoML, however, is the challenge of finding ML pipelines with high predictive performance without the
need for specialised data scientists and thus theoretically incorporates the search for suitable DL models,
which is denoted to as NAS. Existing approaches optimise a pipeline of preprocessing, feature engineering,
model selection and hyperparameter optimisation and thus cover a few steps of classical DM processes.
However, to be effective in practice, such systems choose based on a predefined target good algorithm and
feature preprocessing steps for a given data set and set their respective hyperparameters. For this purpose,
they have shown impressive results in learning patterns and thus performing classification or regression tasks
accordingly to KDD given a predefined objective and when assuming that all data is available at once. Due to
their different characteristics and tasks they aim to solve, AutoML and NAS are usually considered separately.

A particular drawback of today’s AutoML frameworks is their lack of adaptability:
They assume an awareness of the underlying metric that follows a target. This metric is defined beforehand,
does not essentially adapt to the user’s utility and thus may not direct AutoML and NAS systems towards
a desired solution. Further, they are based on the data at hand at the beginning of the process and thus
assume that data patterns do not change over time. AutoML has shown impressive performance on offline
learning tasks in which all data is available at once. However, many real-world environments generate data
continuously and indefinitely in the form of never-ending data streams [23, 92]. Considering i.ex. an IoT
or IIoT environment, data is often produced as a data stream, i.ex; sensors produce over time floods of data,
where the environment and thus the patterns may change. Consequently, the system is challenged to adapt.

This work investigates the extension of AutoML includingNAS techniques towards their adaptivity. Whereby
the term adaptivity is two-folded, as, on the one hand, AutoML and NAS techniques are adapted towards the
utility a user might pursue and, on the other hand, towards their ability to adapt to changes within the data
patterns that often occur in data streams.

1.2 Challenges

This section describes the challenges and problems we investigate in this work towards Adaptive Automated
Machine Learning, including Neural Architecture Search. We refer to Chapter 2 for an in-depth introduction
to AutoML andNAS starting with theKDD process. In Figure 1.1, we locate the utility adaptation of AutoML
and the adaptation to data streams on the CRISP-DM process. As illustrated in Figure 1.1, AutoML and thus

Utility Adaptation

Data 
Understanding Data Preparation Modeling Evaluation DeploymentBusiness 

Understanding

Automated Machine Learning

D atamining Pipeline

Meta-
learning

ML framework

Data 
Preprocessor

Feature 
Preprocessor

Bayes ian Optimizer

Build 
ensemble

Predictorℒ∗

Stream Adaptation

ML framework

Data pre-
processor

feature pre-
processor predictor

stream

Figure 1.1: Illustration of connecting principles towards a utility and pattern based adaptation of AutoML systems in the context of the
CRISP-DM [50] process.
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1.2 Challenges

also NAS frameworks only cover few steps of the depicted CRISP-DM process exemplary illustrated for a
DM pipeline. Notably, they adapt without an understanding of the underlying business and consideration of a
continuous evaluation protocol. While AutoML tries to automate aML pipeline by employing preprocessing,
feature engineering, model selection and hyperparameter optimisation, classical DM approaches such as the
CRISP-DM process go beyond these pipeline building steps. Referring to the beginning of the CRISP-DM
process in Figure 1.1, AutoML does not cover the business understanding step since AutoML frameworks
require the awareness of an underlying metric that the AutoML system should pursue to extract patterns and
thus to perform a task such as classification or regression. Further, the search for suitable neural architectures
poses new problems despite the similarity to AutoML. In comparison, NAS systems are more complex due to
an immense and theoretically infinite ample configuration space and further to their computation complexity
during training. WhileAutoML systems take depending on the data and the available computing power several
hours [177] to find suitableML pipelines, NAS can take several weeks [198] to train and find suitable neural
architectures. In Section 1.2.1 we investigate on the problem statement towards an utility-based adaptation
of AutoML and NAS systems. By referring to the last steps of the CRISP-DM process, the steps that consider
the evaluation and deployment, commonly applied AutoML systems optimise the underlying ML pipeline
based on a given data set and are thus evaluated on data that was available at a given point. Already in this
setting, it emerges that the validity of the evaluation is limited to the collected data set. However, considering
that underlying patterns and data distributions change over time and data is continuously generated not only
in IIoT or IoT environments, it raises the problem of adapting the AutoML or NAS system to new data that
may contain changing patterns. Thus the challenge within the adaptation of AutoML or NAS systems is
to find suitable ML pipelines or neural architectures that are not limited to be ideal for a given data set at
a certain point; they need to adapt constantly to continuously available data in the form of evolving data
streams. In Section 1.2.2, we investigate on the problem towards a stream based adaptation of AutoML and
NAS systems.

1.2.1 Utility Based Adaptation

Current approaches for AutoML and NAS aim at efficiently maximising individual or sets of objectives. For
this purpose, they need a preset metric (e.g. accuracy) to optimise the underlying ML pipeline or neural
architecture. However, end-users objectives are diverse, reaching beyond the accuracy of a classification task.
The end-user is, thus, assumed to be fully aware of his or her preference and knows the available metrics
that are suitable to represent this preference. To find suitable solutions, current research considers only a few
metric functions (e.g. precision, recall) optimised within a Pareto-frontier, which remains unscalable with a
more significant number of objectives. Further, they do not explore sets of metrics that inherently follow the
same goal (e.g. optimising predictive performance with precision, recall, accuracy and F1-measure).

The utility-based adaptation of AutoML and NAS aims to close this gap by learning the user’s preference
and steering the optimisation process of the AutoML or NAS system into the direction an end-user or domain
expert might pursue. As illustrated in Figure 1.1, a utility-based metric L∗ could incorporate metrics based
on the predictive performance but also time and memory relevant metrics. This research field, however,
is closely related to the research fields HGML and metric learning. While the goal of HGML is to create
". . . systems that allow a domain expert, without amachine learning expert, to use relevant domain knowledge
to inform the automated search for high quality, impactful and interpretable model, including necessary data
preparation steps necessary for analysis" [95], the goal ofmetric learning is to learn a data-dependent metric
that measures the performance of a distance-related (ML) model [150] (see Section 3.1). Derived from both
research areas [95, 150], we can set the following main requirements for a utility-based AutoML and NAS
framework and the underlying utility metric.

5



1 Introduction

R II–1 An end-user may give certain variables and parameters of the underlying model
more priority.

R II–2 The end-users utility should reflect within the metric.

R II–3 A utility-based metric should influence the optimisation of an underlying model
in the direction of the utility

R II–4 The utility-metric should follow a symmetry.

R II–5 The metric should be non-negative.

The first requirement describes that an end-user should be able to state their preference towards their utility.
This requirement is manifold in that its fulfilment is dependent on the set of parameters; from the method,
certain variables and parameters are preferred, and from the interface, the user interacts with to state his or
her preference. As a set of parameters, one could consider a broad range of already established metrics, such
as accuracy, latency, precision, recall, number of parameters of the underlying model etc., that emerged to
be valuable over time. As a method to state the user’s preference, we base our evaluation on an approach
that learns the underlying utility by pairwise comparisons, whereby we exclude the user interface from the
evaluation as it entails too numerous dependencies that influence the evaluation. The third requirement (R
II–2) concerns the (metric learning) method that should reflect the underlying utility and further it should
steer the optimisation process (R II–3) toward this utility. Further, the utility should follow a symmetry (R
II–4) that provides the same metric score when the function’s input is switched, and the utility metric should
be non-negative (R II–5). The utility-based adaptation of AutoML and NAS thus pose the problem of how to
teach the model a utility that goes beyond predictive performance.

1.2.2 Stream Based Adaptation

Considering offline learning tasks in which the entire data set is available at once, AutoML and NAS systems
have shown impressive results by configuring pipelines of algorithms or the architectures of aNNs. However,
many real-world environments generate data continuously and infinitely in the form of never-ending data
streams [23, 92]. Unlike the offline setting, the unbounded nature of these data raises some practical and
technical requirements that need to be addressed, where streaming algorithms follow the online learning
requirements defined by Bifet et al. [23]:

R I–1 Process an instance at a time and inspect it (at most) once.

R I–2 Use a limited amount of time to process each instance.

R I–3 Use a limited amount of memory.

R I–4 Be ready to give an answer (e.g. prediction) at any time.

R I–5 Adapt to temporal changes.

The first requirement refers to incremental learning, where the data stream is processed iteratively. The
requirement towards a time and memory limitation of the underlying algorithm, as well as the availability
to give an answer at any time, results from the nature of data streams. This is especially the case in IoT and
IIoT environments, where data is produced commonly in high volume and high frequency and thus requires
efficient processing to guarantee a certain throughput and thus to be ready to predict at any time (R I–4).
The last requirement defined by Bifet et al. refers to the adaptability to temporal changes of the underlying
model. However, when retraining AutoML or other offline learning algorithms where all data is at hand at
once, a significant part of these requirements is infringed. Referring to Figure 1.1, the problem towards
the adaption to data streams and thus to changing patterns is located at the end of the CRISP-DM process,
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where a further question arises about the evaluation of ML algorithms in general and for the scope of this
work about the evaluation of AutoML and NAS systems in dynamic environments. The evaluation step, as
illustrated in Figure 1.1, cannot be seen separately from the CRISP-DM process, since the question about
the evaluation influences the answer to the question for the best ML pipeline in AutoML and for the best
neural architecture in NAS. The question about the evaluation, thus, incorporates the model’s configuration
and hence influences the optimisation process of the entire AutoML and NAS system. The challenge within
the adaptation of AutoML or NAS to data streams is thus to find suitableML pipelines or neural architectures
within a dynamic data stream environment.

1.3 Hypotheses & Research Questions

Our research aims to provide novel methodologies that steer data-centric AutoML and NAS frameworks
towards adaptivity. We approach this adaptivity from two sides. On the one hand, from the adaptation to a
particular utility, an end-user might pursue and on the other hand, from a dynamic environment, where data
becomes continuously available in the form of data streams. Targeting the adaptation towards a utility-based
AutoML and NAS framework we assume that (i) the target function L can be modified into the direction
an end-user might pursue and (ii) that the variation of the target function has an influence on the output of
AutoML and NAS frameworks.

RQI. Howcan anAutoML systembe adapted to a utility an end-usermight pursue?

RQ I.1. How can a new target function L∗ be learned?

RQ I.2. How can we optimise an AutoML system towards the learned utility?

The first research question RQ I, thus asks the adaptivity of AutoML systems to a certain utility. We split
RQ I into the research questions RQ I.1 and RQ I.2, where the first research question is about the variation
of a target function and how to express the utility an end-user could pursue within a target function L. RQ
I.2 asks for the integration of the adapted target function L∗ into an AutoML system and its influence on the
performance towards the utility.

RQ II. How can a NAS system be adapted to the user’s utility?

RQ II.1. How can a new target function L∗ beyond predictive performance measure-
ments be learned?

RQ II.2. How does a learned target function influenceNAS towards the pursued utility?

Despite the fact, that NAS can be seen as specialisation of AutoML, NAS poses new problems in terms
of configuration and computational complexity. Thus, in this thesis, NAS is seen separately to AutoML.
Following RQ I we ask in RQ II for the adaptivity of NAS systems. The greater complexity of NAS systems
requires even more attention to metrics that go beyond predictive performance, and thus the question arises
how new target functions L∗ that go beyond the predictive performance can be learned (RQ II.1). Further,
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the larger (possibly infinite) configuration space raises the question RQ II.2 towards the impact of a learned
target L∗. As we assume that the target function L can be modified into the direction of the utility and the
learned metric influences the AutoML and NAS framework into the direction of the utility, we derive based
on the presented research question Hypothesis I.

Hypothesis I (Utility Adaptation)
Existing approaches for AutoML and NAS aim efficiently maximising individual or sets of
objectives L. By variation of the target function L, the output of AutoML systems can be
adapted and tailored to the needs of the user and thus to a utility.

Targeting the adaptation of AutoML and NAS to data streams and thus changing patterns we assume that (i)
the configuration of AutoML and NAS systems is possible accordingly to the requirements defined by Bifet
et al. [23] in an incremental manner and that the incremental adaptation (ii) enables better performances in
form of the adaptation to potentially infinite data streams and changing patterns of AutoML andNAS systems.
Based on the problem description presented in Section 1.2.2, we derive the following research questions.

RQ III. How can HPO techniques be applied in an online learning environment to further
enable online AutoML and NAS?

RQ III.1. Are neural networks suitable for online learning?

RQ III.2. How can the hyperparameters of ML pipelines (AutoML) and NNs (NAS)
incrementally be adapted to data streams?

RQ III.3. Does an incremental adaptation of hyperparameters in AutoML or NAS
systems enable better performances on data streams?

The main research question (RQ III) asks for the adaptation of AutoML systems to data streams and thus
for an HPO technique capable of handling data streams. However, to apply NAS within an online learning
scenario, RQ III.1 asks for the (general) suitability of NN within an online learning environment. In order to
integrate AutoML systems into online learning, RQ III.2 refers to the first requirement defined by RQ III.3
goes one step further, assumes that an incremental adaptation of hyperparameters is possible and asks for the
performance advances of incrementally adapted hyperparameters. Derived from these research questions,
we formulate Hypothesis II by assuming that the incremental configuration of AutoML and NAS systems is
possible and leads to better performances on data streams.

Hypothesis II (Stream Adaptation)
In an online learning environment, the incremental adaptation of hyperparameters enables
superior performance on data streams by aligning the learning process with the online
learning requirements defined by Bifet et al. [23].

In contrast to the research questions for Hypothesis I, RQ III integrates AutoML and NAS techniques into
one main research question. This is, on the one hand, the result of the additional requirements for online
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learning for both AutoML andNAS and, on the other hand, the application of similar optimisation techniques
developed within the course of this work. Further, while Hypothesis I and the resulting research questions
build on already existing AutoML and NAS systems, in RQ III the aim is to build a common HPO system
that is applied to automatically configureML pipelines and neural architectures in a streaming environment.

1.4 Contributions

The research towards adaptivity in AutoML has led to several contributions along with the hypotheses and
research questions identified in Section 1.2. We divide the provided contributions into (i) systems, (ii)
frameworks and (iii) artifacts. While the systems and artefacts provided in Contribution C I are collections
of steps that enable the utility-based adaptation, the provided frameworks (Contributions C II and C III)
follow the Scikit-Learn’s design principles [42, 185, 94]:

R III–1 All objects share a consistent and simple interface.

R III–2 All hyperparameters are directly accessible and exposed as public attributes.

R III–3 Algorithms are the only objects to be represented using custom classes. Data sets
are represented as sparse matrices and hyperparameter names as well as their
values are expressed as standard Python strings or numbers.

R III–4 ManyML tasks are expressible as sequences or combinations of transformations
to data. Whenever feasible, algorithms are implemented and composed from
existing building blocks.

R III–5 Whenever an operation requires a user-defined parameter, the library defines an
appropriate default value.

These design principles avoid the proliferation of already developed framework code, aim to adopt simple
conventions and thus limits the number of methods to be known to a minimum required for the execution of
the proposed algorithms. Further, we provide various artefacts that were developed along with the systems
developed in Contribution C I that allow an evaluation of the system against the related work. We conclude
the main contributions of this work as follows:

C I. System towards utility adapted AutoML and NAS:
We provide a modular system that allows the adaptation of AutoML and NAS systems to an end-users
utility. While the formalisation for a utility adapted AutoML and NAS framework resemble each other,
their training, execution and thus utility preferences vary. The first system concerns the adaptation
of AutoML and is exemplary evaluated based on TPOT [177] given different performance metrics.
The second system concerns the adaptation of NAS. Since NAS systems require greater computational
resources, we evaluated this system on the established NATS-Bench [67] data set given metrics that
include preferences such as the NN’s latency.

This research has led to the development of several software artefacts. The proposed systems are
implemented in Python and available as Software artefacts on Github1. To evaluate the utility-based
NAS system against state-of-the-artmulti-objectiveNAS approaches, we provide aRLOpen-AIGym [39]
environment that builds on the NATS-Bench [67] data set and enables the execution of (multi-criteria)
RL approaches to NAS. To evaluate our approach, we present a synthetic evaluation where we assume
predefined utilities. Since a user study would lead to new research questions about the user interface
and its experience to state preferences, we exclude an evaluation with user interfaces as it would blur
the thread of this work.
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C II. Online Deep Learning Framework:
In order to give answer to the general suitability of NN within an online learning scenario (RQ III.1),
we provide a framework that combines the established frameworks river [173] for online learning and
PyTorch for the development of NN algorithms in Python. Our framework follows the Scikit-Learn
design principles and thus extends river by the broad capabilities of PyTorch for developing neural
architectures. To orchestrate generated NN with other components from the river library, online DL
follows the river API. Further, this framework enables the execution of NAS and further research in
DL considering an online learning scenario. The aim of this framework goes beyond the evaluation
presented in this thesis, as it fosters and unifies future research in the area of online DL.

C III. Online Automated Machine Learning Framework:
To enable incremental HPO, and thus the automated configuration of ML pipelines under the online
assumption, we propose and provide EvoAutoML, an evolution-based online learning framework con-
sisting of heterogeneous and connectable models that support large and diverse configurations spaces
that adapts to the online learning scenario. The configuration space of this framework is variable in
that it allows in combination with the online DL framework, the application of NAS. We refer within
the evaluation for the automated configuration of ML pipelines identical to the frameworks name to
EvoAutoML and for the configuration of neural architectures considering both EvoAutoML and online
DL frameworks to EvoNAS. The configuration space of EvoAutoML is generated within components
from the river [173] framework. EvoAutoML follows as online DL the river API to further extend its
capabilities in orchestrating ML pipelines.

Both frameworks (C II-III) are inspired by the Scikit-Learn design principles and based on the river [173]
framework. Instead of building EvoNAS in a separate framework, we combine EvoAutoML and online DL
into one system to answer RQ III.3 for the application of NAS on data streams. However, as the course
of this work will show, the complexity of EvoNAS requires further techniques, such as the use of network
morphisms, to achieve comparable results. This lies in the nature of the underlying online HPO process of
EvoAutoML and the nature of NN revealed by answering RQ III in the course of this work.

1 https://github.com/kulbachcedric/, accessed on January 30, 2023
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1.5 Outline

This thesis is structured into five parts that include the (i) overview, the (ii) preliminaries, the (iii) utility- and
(iv) stream-based adaptation and the final part that concludes this work. The parts are thereby structured as
follows and further illustrated in Figure 1.2:

Part II provides the preliminaries for this work. This part is split into two chapters: (i) the
foundations that provide the main concepts building on the idea of automating the well
researched KDD process and thus introducing and formalising the idea of AutoML and
NAS; (ii) the related work that illustrates the allied research regarding the adaptation to a
particular utility and the adaptation to data streams of AutoML and NAS systems. For the
utility-based adaptation this includes related work in metric learning and multi-objective
ML and for the adaptation to data streams the related work incorporates online ensembles
as well as research carried out in the field of online DL.

Part III provides our approach towards the adaptation to a utility an end-user might pursue based
on preference learning techniques (Contribution C I) and evaluates the proposed approach
incorporating AutoML andNAS frameworks. This part of this thesis builds on the following
publications:

• Kulbach,C., Philipp,P., and Thoma,S.,“Personalized Automated Machine Learning”,
ECML 2019.

• Kulbach,C., and Thoma,S.,“Personalized Neural Architecture Search”, ICDMW
2021.

Part IV introduces the frameworks towards evolution-based online AutoML and NN . First, we
present and formalise the algorithm of EvoAutoML and then give the methodology and
the framework for online NN in detail. Within the framework description for online NN
empirically evaluate the (general) suitability for NN’s (RQ III.1). Finally, we evaluate in
this part the adaptability of EvoAutoML as well as the combination of the EvoAutoML and
online NN to a NAS framework regarding related approaches. This part of this thesis builds
on the following publication:

• Kulbach,C., Montiel,J., Bahri,M., Heyden,M. and Bifet,A. “Evolution-Based Online
Automated Machine Learning”, PAKDD 2022.

Part V concludes this thesis, provides an overview and outlook towards future research on
utility-based adaption with and without consideration of feedback. Further, we depict the
roadmap for the EvoAutoML and online DL frameworks developed within the course of
this thesis.
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Part II

Preliminaries

In this part, the essential basics for this work are presented. Given the topic "Adap-
tive Automated Machine Learning" and starting from a Data Mining process, these
are divided into ML pipelines, their automation, Neural Architecture Search and the
foundations for an online learning environment.

13





2
Foundations

This chapter defines the foundations for this thesis. We approach AutoML from a data mining point by
presenting in Section 2.1 the basic KDD process. Following this process, we define in Section 2.2 the ML
Pipeline concept and introduce its principal components. To automate and optimiseML pipelines we discuss
in Section 2.3 various HPO techniques as well as the concept of ML pipeline automation also referred to
as AutoML. We introduce different ranking techniques in Section 2.4 that enable utility driven AutoML and
NAS by learning the underlying utility. In Section 2.5, we switch from a supervised batch learning setting to a
supervised incremental learning setting and discuss the essential requirements and concepts for incremental
learning. To complete the foundations for this work, we present in Section 2.6 standard evaluation protocols
for the batch and for the incremental setting as well as established metrics (Section 2.6.1) that are used
within the evaluation protocols.

2.1 Knowledge Discovery in Database

KDD (Knowledge Discovery in Databases) encompasses the overall process of discovering useful knowledge
from data [79] and thus assists humans in extracting useful information (knowledge) in an environment of
exploding volumes of data. It seeks the establishment of standards in the field of DM, whereby it includes
DM as one (key) component. From this point of view, the scope of a data scientist within the KDD process
goes further than DM. Fayyad et al. [79] defines KDD as "the non-trivial process of identifying valid, novel,
potentially useful, and ultimately understandable patterns in data" [79], where a non-trivial process implies
5 steps (see. Figure 2.1). These steps involve the search process for retrieving useful patterns within the data.
By patterns Fayyad et al. describe the structure of a set of data, where data is a set of facts. The patterns
found are subject to the requirements that they must be (i) valid, (ii) useful and (iii) understandable for the
system and the user [79]. When considering AutoML or NAS as an instrument that searches for patterns
by optimising and applying ML algorithms, we investigate in this work the usefulness of found patterns by
steering the optimisation process of AutoML system to a utility that goes beyond the predictive performance.
And further, we investigate the validity of these patterns that occur continuously and may change over time
within possibly infinite data streams by proposing an incremental optimisation technique for ML pipelines.
In Figure 2.1, we depict the steps comprising the KDD process. A prerequisite for the process is to have or

Preprocessing Transformation Data Mining EvaluationSelection

Figure 2.1: KDD

develop an understanding of the application domain and identify the process’s goal. Within the first Selection
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step, we create a target data set by selecting a data set or a subset on which the discovery is performed. After
which, the Preprocessing step incorporates basic operations, such as handling missing values or removal
of noise. In the next step, the Transformation, the goal is to find useful features that represent the data
accordingly to the defined purpose of this process. Dimensionality reduction or transformation methods
are applied to reduce the number of variables and thus lower the computation complexity or find invariant
representations. The goal of the Data Mining step is to select appropriate methods that search for patterns
in the data and thus match the overall criteria of this process. This includes deciding which models and
parameters may be appropriate for searching patterns in the data. Lastly, the Evaluation step involves the
interpretation of the mined patterns, where extracted patterns or the data passed to the selected models are
visualised and thus evaluated. Building on the Evaluation step, it is possible to reflect on each of the previous
steps and iterate over loops to match the process’s goal or incorporate the gained knowledge into another
system. In the following we broadly depict the SEMMA as well as the CRISP-DM processes as industry
standards [6] and implementations of the KDD process.

2.1.1 SEMMA

The SEMMA (Sample, Explore, Modify, Model, Assess) process was developed by the SAS Institute,
considers five steps and is designed to work with the Enterprise Miner software from the SAS institute.
However, SEMMA is besides its implementationwithin the SASSoftware a popularmethodology for applying
DM. In Figure 2.2 we depict this process, where one can see the similarity to the KDD process. It is likewise
possible to reflect on each of the previous steps after the last step. The first step, Sample, of this process

Explore Modify Model AssessSample

Figure 2.2: SEMMA

consists of sampling the data by extracting information that is big enough to contain important information
and small enough to manipulate quickly. Within the Explore step, we get an understanding of the data
by conducting univariate and multivariate analyses. This enables understanding each factor individually
and finding relationships between the data collected. Based on the exploration, the data is similar to the
transformation step in the KDD process parsed, cleaned and refined within the Modify step. In the Model
step, we apply data mining techniques to produce a projected model of the final, desired outcome of the
process. Within the last step, the Assess, the model is evaluated for its usefulness and reliability. As for
the KDD process, it is possible to reflect on each of the previous steps and iterate over loops to match the
process’s goal.

2.1.2 Crisp-DM

Another popular process is proposed by Chapman et al. [50] that can guide the implementation of DM
applications is CRISP-DM (CRoss Industry Standard Process for Data Mining). It comprises 6 steps that
are iterated within a loop and visualized in Figure 2.3. The process starts with a Business Understanding
step, where the focus lies on understanding the objectives and requirements from a business perspective. This
knowledge is then converted into a DM problem. A preliminary process plan that achieves the objectives is
defined in this step. Considering the goals of this work, the utility adaptation that enables to steer AutoML
and NAS systems into a direction the end-user or domain expert pursues is located within this step. After
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Business 
Understanding

Data 
Understanding

Data 
Preparation Modeling Evaluation Deployment

Figure 2.3: CRISP-DM

having developed the objectives and the requirements, the next step is the Data Understanding, where the
goal is to get familiar with the collected data, identify data quality problems and detect subsets of information
to develop initial hypotheses from the data. As visualised in Figure 2.3, there is a close link between the
Business Understanding and the Data Understanding step; By formulating the DM problem, we need at least
some understanding of the available data. The Data Preparation step comprises all activities to generate
the data that will be fed into the chosenDM model. In this step, we further clean the data, select and generate
functional attributes, as well as transform the data to then apply modelling techniques within the Model
step. In this step, the search for suited modelling techniques and their parameters is carried out. Since some
modelling techniques require specific data formats or one realises data problems while searching for suitable
methods, the Modelling step is linked back to the Data Preparation step. Nowadays, this modelling step
compromises a broad range of ML models At the Evaluation step, one or more models that appear to have
high utility are evaluated to be sure that the previously executed steps achieve the objectives definedwithin the
first step but also to determine if other types of malfunctions occur that were not yet been considered. If the
model matches the requirements and the objectives, the model can be deployed within the final Deployment
step. Depending on the requirements and making use of the created models, the Deployment step can reach
from a simple report to a complex repeatable DM process.

2.1.3 Comparison

We presented the KDD process as well as the SEMMA and the CRISP-DM processes that define a set of
sequential steps that pretend to guide the implementation of DM applications and thus to standardise the
KDD process. Based on Azevedo and Santos [6], we want in this Section to broadly compare these processes
to then transfer the correspondences into a learning process and thus enable an AutoML system. A summary
of the correspondences of the different processes is presented in Table 2.1. Comparing the KDD and the

Table 2.1: Comparison of the correspondences between KDD, SEMMA and CRISP-DM [6]

KDD SEMMA CRISP-DM
Pre KDD - Business Understanding
Selection Sample Data Understanding

Preprocessing Explore
Transformation Modify Data Preparation
Data Mining Model Modelling
Evaluation Assessment Evaluation
Post KDD - Deployment

SEMMA process, the commonalities are striking in that the Selection step from the KDD can be identified
with the Sample step from the SEMMA process, the Preprocessing step can be identified with the Explore
step, the Transformation with the Modify step, the Data Mining with Model and the Evaluation step can
be recognised with the Assessment step. However, since SEMMA is directly linked to the SAS Enterprise
miner software, it can be seen as an implementation of the KDD process [6]. In Table 2.1, we defined
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the initial phase and requirements of KDD as the Pre KDD step and the necessary steps to incorporate the
gained knowledge into another System after the Evaluation step as Post KDD step. Comparing CRISP-DM
with KDD the correspondences and boundaries of the steps are not as straightforward as for the SEMMA
process. However, CRISP-DM incorporates a Business understanding step which can be identified with the
requirements defined within the Pre KDD steps. Since the goal of the Data Understanding step is to gain an
understanding of the collected data, identify possible data quality problems and develop initial hypotheses,
the Data Understanding step comprises the Selection as well as the Preprocessing step from KDD. The Data
Preparation step can then be aligned to the Transformation step, the Modelling to the Data Mining and the
Evaluation step to the Evaluation of the KDD process. The Deployment step can be identified with the Post
KDD step by utilising the developed models.

We presented the KDD process as one step towards a unified methodology for KDD and thus for DM.
Furthermore, we depicted SEMMA andCRISP-DM as implementations ofKDD and compared the processes
by pointing out the commonalities within the different steps. As depictedwithin the introduction of this thesis
in Figure 1.1, AutoML aims to automate the steps between the Selection and theDataMining steps by building
ML pipelines and performing HPO. However, it emerges that only parts of the KDD process are covered
by the KDD process. In order to automate KDD and DM the Selection, Preprocessing, Transformation and
Data Mining AutoML and NAS apply HPO techniques to optimize the process based on a predefined loss
function. Within the utility-based adaptation of AutoML, we aim to investigate the business understanding
step that defines an underlying objective and within the adaptation to data streams, we aim to investigate the
adaptation to patterns that may change over time and thus, the evaluation step of the KDD process.

2.2 Machine Learning Pipeline

FollowingKDD, we define in this section the concept of aML pipeline considering (i) Data Preparation (Sec-
tion 2.2.2), (ii) Feature Preprocessing (Section 2.2.3) and (iii) Supervised Learning Models (Section 2.2.1).
In the latter, we present, besides the foundations for various supervised learning models, also NNs like a
foundation for NAS, as well as ensemble models.

Before introducing the concept of a ML pipeline and its components, we highlight the commonalities and
differences between KDD and ML. Since both KDD and ML fall under the aegis of Data Science, and both
are valuable tools for solving complex problems, the lines between these terminologies become blurred.
While KDD is about techniques and tools used to unfold patterns in data that were previously unknown
and make data more usable for analysis, ML aims at training machines based on gathered data to perform
complex tasks that incorporate tasks, such as retrieving patterns in a supervised or unsupervised manner.
Here, the differences become apparent. While KDD relies on the overall process of discovering valuable
and understandable knowledge, ML is concerned with training models that perform a specific task [131].
This significant difference incorporates that KDD relies on human intervention and is created for use by
people. These differences, however, allow them to complement each other, as ML techniques are handy
tools in DM to discover regularities that can be found automatically. For instance, in ML there is an effort
to integrate humans (Human Guided Machine Learning) within the learning process and in KDD ML is
a powerful instrument that is nowadays indispensable. Our approach aims to steer AutoML systems to a
particular utility and thus aims to adapt AutoML to obtain useful ML pipelines.

ML is the process of discovering algorithms that have improved courtesy of experience derived from data. It’s
the design, study and development of algorithms that permit machines to learn without human intervention.
However, ML algorithms can be divided into supervised and unsupervised learning techniques based on
the data structure, but also into online and offline learning algorithms based on the availability of data. In
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Section 2.2.1, we formalise supervised offlineML as well as the concept ofML pipelines. The distinction to
online learning is made within Section 2.5.

2.2.1 Supervised Machine Learning

In supervised ML, one assumes each instance of a data set can be assigned to classes or numerical values
for predicting diverse outcomes. This can also be referred to as labelled data. If one assumes that all data
are available simultaneously, one speaks of offline or batch learning. In Definition 1, we formalise the
supervised offline learning problem.

➢ Definition 1. Supervised offline learning
Let D be a set of data points D = {(−→x 1, y1), . . . , (

−→x t, yt)}, then the task is to learn a
function f∗ : X → Y (also referred to as model), that transforms a feature vector −→x ∈ X

into a target value y ∈ Y using all data points at once. Furthermore, letL(f(−→x ), y) be a loss
function that quantifies the correctness of a series of predictions of f trained onDtrain ⊂ D
for −→x . Denote that {−→x , y} /∈ Dtrain and Dtrain ∩ Dvalid = ∅. Then the goal to is to
minimise the loss L on Dvalid using a validation protocol V(·, ·, ·, ·).

f∗ ∈ minV(L, f,Dtrain,Dvalid) (2.1)

Assuming that Y is a set of categorical values, Definition 1 is referred to as classification problem and when
Y ∈ Rn Definition 1 is referred to as a regression problem. In addition to the supervised offline learning
problem, we also added in Definition 1 the notion of a function or model f , that transforms a feature vector
into a target value based on the given data set. MostML models have settings also denoted hyperparameters
that are set before the model learns based on the given data set. These parameters are set in dependence
on the data and are crucial for the model’s performance. To influence the external settings of a model, we
assume that each algorithm has parameters λ ∈ Λ that can be set in advance of the training process. We
define a hyperparameter as follows:

➢ Definition 2. Hyperparameter
LetA = {A(1), . . . , A(n)} be a set of algorithms, then each algorithmA(i) ∈ A is configured
by a vector of hyperparameters

−→
λ (i) ∈ ΛA(i) . Whereby, ΛA(i) denotes the configuration

space of A(i), e.g. learning method, optimiser or thresholds for prediction.

The hyperparameters of a model f can range from the underlying optimiser, complexity thresholds, e.g.,
memory consumption, or similarity measurements to approximate the distance between data points. These
parameters have a high impact on the model’s performance and are optimised within the modelling step
when referring to the KDD process. We have defined the supervised offline learning setting in Definition 1,
where we assume that a function f : X → Y transforms a feature vector into a target value. Furthermore, we
introduced hyperparameters where we assume that each algorithm A(i) ∈ A can be externally configured in
advance of a learning process by its hyperparameters

−→
λ (i) from its domainΛA(i) . Based on the Definitions 1

and 2, we can now define aML pipeline that is capable of transforming a feature vector−→x into a target value
y as does a function or model f . By a set A of defined algorithms and their configurations space ΛA we
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can concatenate these algorithms within a pipeline P that represents the function f : X → Y . We assume
that the concatenation of algorithms can be modelled by a DAG, where each node represents an algorithm,
and the edges represent the flow of the input data through the different algorithms. The DAG restricts the
concatenation of algorithms in that no data is passed back within theML pipeline. Denote that this structure
is likely to be more restricted in applied ML pipelines, e.g. the last step of the pipeline is an algorithm that
finally performs the classification or regression step in supervised learning. Accordingly, to the definitions
of a model and its hyperparameters, we define a ML pipeline as follows:

➢ Definition 3. ML Pipeline [253]
Let a triplet (g,

−→
A,
−→
λ ) define an ML pipeline with g ∈ G a valid pipeline structure,

−→
A ∈

A|g| a vector of the selected algorithm for each node and
−→
λ a vector comprising the

hyperparameters of al selected algorithms. The pipeline is denoted as P
g,
−→
A,

−→
λ
. The learning

goal of a configured pipeline P
g,
−→
A,

−→
λ
can be defined accordingly to Definition 1 as follows:

P∗
g,
−→
A,

−→
λ
∈ minV(L,P

g,
−→
A,

−→
λ
,Dtrain,Dvalid) (2.2)

Following the KDD process domain experts, but also the best common practices [253] commonly build a
ML pipeline considering (i) data preparation (also referred as data cleaning), (ii) feature engineering and
(iii) modelling algorithm (see Figure 2.4). At first, the data is cleaned by searching for errors in D and
then repairing them. Within the feature engineering step new features are created and relevant features are
selected. Within the final step based on the generated and selected features a suited model is selected and
trained. This prototypicalML pipeline is usually adapted and extend by data scientists. In the following, we

ML Pipeline

Data Preparation Feature Engineering
Model 

Selection UsageCleaning Reparation Extraction Selection

Figure 2.4: Illustration of a ML pipeline consisting of (i) data preparation, (ii) feature engineering, and (iii) model selection.

present the typical steps of the ML pipeline as depicted in Figure 2.4. Algorithms for the data preparation
step will be depicted in Section 2.2.2, algorithms for the feature preprocessing step in Section 2.2.3 and in
Section 2.2.1 we present common models that can be chosen within the model selection step.

2.2.2 Data Preparation

The purpose of data preparation is to improve the quality of the given data by i.ex. Removing data errors,
thus, has a strong influence on the later steps of theML pipeline, as the preparation of data makes the further
steps possible. Its process can be split accordingly to Chu et al. [55] into a (i) error detection and an (ii) error
repairing task. Further, it is mainly applied based on predefined rules executed when i.ex. an error has been
detected.
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2.2.2.1 Error Detection

Errors within the data at hand can be classified into missing values, redundant entries, invalid data formats
or broken links between entries when merging multiple data sources [195]. For detecting errors, most
techniques [96, 235, 244] involve humans that decide whether a value is an error or not, e.g. to identify if
an instance corresponds to a duplicate and thus is redundant or not. Some approaches [30, 55, 49] detect
errors automatically by evaluating predefined functional dependencies or learning separateML models (e.g.
in anomaly detection). Commonly AutoML systems apply simple error detection mechanisms, such as
removing or repairing instances that are not a number within a feature that contains only numbers.

2.2.2.2 Error Reparation

The subsequent repairing task is usually carried out automatically, e.g. by modifying the data set concerning
minimal changes or reparation specified by rules. The imputation of missing values, i.ex. it can be applied
with different strategies, such as using the mean, median, the most frequent value from other instances of the
feature, or predefined imputation values. Redundant entries, such as duplicates, can be removed from the
data set, and invalid data formats can be reformatted based on rules. However, most data cleaning algorithms
are rule-based and hardcoded. This step influences the performance of the underlying ML model in that it
allows its execution without errors that might result in misleading predictions. Further, as SVM’s require
numerical encodings of categorical features while tree-based approaches (see Section 2.2.4) allow categorical
values, a suitable error reparation technique enables the execution of further ML pipelines. Referring to
Definition 3, the applied cleaning method within the ML pipeline can be seen as a node of the DAG g and
thus as an algorithm A

(clean)
λ configured by λ.

2.2.3 Feature Preprocessing

While data preparation techniques primarily enable the execution ofML pipelines, feature engineering has a
significant impact on the pipeline’s predictive performance. It can be seen as the process of generating and
selecting features from a given data set for the subsequent modelling step [253]. Thus, it summarises all types
of preprocessing steps [94] that go towards (i) feature selection and (ii) feature extraction (see Figure 2.4).
The feature preprocessing step is highly domain-specific and difficult to generalise. For example, when
considering a categorical feature that is encoded within the data set D as a numerical value, the underlying
and subsequent algorithm would treat this feature as a numerical feature, where a higher or lower value
does not reflect the category. Even for data scientists, assessing a feature’s impact is difficult, as domain
knowledge is necessary, e.g. to encode categorical features. A commonly applied technique is to calculate the
covariance matrix to measure the feature importance and the correlation between numerical features. This
step enables the combination of features that point into the same direction. In the following we first formally
define the feature preprocessing step and then depict the different types in more detail.

➢ Definition 4. Feature Preprocessing, adapted from [127]
Let D = {(−→x 1, y1), . . . , (

−→x t, yt)} be a set of data points, then the task is to learn a feature
representation ϕ : X → F that maps the input vectors −→x to feature vectors ϕ ∈ F . We
want to infer a function f (see Definition 1) with the aim that its metric loss L(f(ϕ(−→x ), y)

is lower than L(f(−→x ), y).
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The search for a suitable representation ϕ that increases the performance of f requires notably domain
knowledge and also shows in Definition 4 a close connection and dependence to the learned function f .
Thus, it can similar to the data preparation step be seen as a node A(preprocessing)

λ of the DAG g and thus
be integrated into a ML pipeline (see Definition 3). Also, the concatenation of multiple preprocessing steps
might be considered within aML pipeline. Furthermore, Definition 4 shows the possibility of automating this
step by testing various preparation techniques ϕ that lead to better performances regarding the metric L. As
for the data preparation step in Section 2.2.2, feature preprocessing can be divided into (i) feature extraction
and (ii) feature selection, which are depicted in more detail in the following. While feature extraction aims
to generate new features or transform existing features that minimise the metric of L(fϕ(−→x ), y), feature
selection aims to compress the given features into a smaller feature representation by removing non-influential
and selecting useful features.

2.2.3.1 Feature Extraction

The feature extraction step generates new features by combining existing features to producemore useful ones.
However, a common approach for extracting new feature values is to apply a set of predefined operators to the
original feature values. These operators can be grouped into unary, binary and high dimensional operators.
Unary operators extract from a single original feature value new feature values. For instance, if the original
data set incorporates dates, one can extract additional features such as the year, month, weekday or whether
the given date was on the weekend describing seasonal influences. Binary operators combine two feature
values by applying basic operations (e.g. +,−, ∗) or comparing these feature values using correlation tests
and regression models [253, 127]. The choice of operators is based on domain knowledge and the type of the
underlying feature values. Operators with a higher-order use multiple feature values to create one or several
new features. For example, several features’ average or mean values can be used as a new feature. However,
to extract new features by applying predefined operators, one can also use algorithms that automatically
learn informative features and reduce feature preprocessing costs compared to manual approaches. The PCA
is one technique commonly used for feature extraction in high-dimensional feature spaces [200] and also
integrated into Auto-Sklearn (see Section 2.3.2). Applying various kernels allows for extracting linear and
non-linear components and, thus, extracting (automatically) helpful features. NNs have shown their ability
to extract valuable features by applying, e.g. auto-encoders that learn a feature representation through a
bottleneck layer of the network’s architecture. Thus, they implicitly apply representation learning, where
the task is to learn how to represent features using simple computational units. The extracted features are
represented by the bottleneck of the auto-encoder and thus a dense representation that implicitly combines
and selects suitable features.

2.2.3.2 Feature Selection

Feature selection is the task of selecting the most valuable features from a given data set to improve the
ML pipeline performance. By selecting the most valuable features and removing redundant or misleading
features, less data is passed into the pipeline, and thus costly computations are reduced. Furthermore, by
bypassing less features into the ML pipeline, the interpretability for predictions made are improved as less
features are considered within the underlying ML model. It might enhance the performance of the pipeline
[203] as redundant noise is removed from the data set used for training. Themain feature selection techniques
can by characterised by their interaction with the function f (see Definition 4) into (i) filter, (ii) wrapper and
(iii) embedded techniques [203].
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Filter techniques assess the use of the features by looking only at the intrinsic properties of the feature
values that can be divided into univariate and multivariate methods and are independent of the ML model.
Univariate filter techniques consider each feature separately and ignore feature dependencies e.g. χ2-test or
information gain [17]. Multivariate filter techniques consider feature dependencies e.g. by selecting features
based on the correlation [105]. Further examples for multivariate filter techniques that do not incorporate a
selectedML prediction model f are the Markov blanket filter [132] or the fast correlation based [248] feature
selection.

Wrapper techniques embedML models within the feature selection step. Subsets of possible features define
a search space that is evaluated in conjunction with the model on a loss metric L. Therefore, the search
for a specific subset of features is performed by training a model on the subset and testing it based on L.
The search for valuable features is thus wrapped around the model and can be performed automatically.
Search techniques can be grouped into deterministic and heuristic methods [254]. Search heuristics (HPO)
that can be applied not only on AutoML but also on feature selection tasks are depicted in more detail
in Section 2.3. Siedlecki and Sklansky [212] compare different approaches such as branch and bound
optimization techniques that lead to optimal solutions and state that due to the exponential growth of
possible feature combinations the application of heuristics such as simulated annealing [216] and genetic
algorithms [125, 152, 179] (see Section 2.3) is more suitable for an automated and wrapped feature selection
than the application of approaches that guarantee an optimal solution.

When the search for suitable features is integrated into the model, embedded techniques are applied. For
instance weighted random forest [63, 231] selects features within an ensemble of classification trees (see
Section 2.2.4.1) that are used as decision nodes. But also NNs are successfully applied [12, 165] to select
suitable features and to perform a supervised learning task. The wrapper and the embedded techniques can
be combined with feature extraction but are mapped to a specific model.

For instance, by learning weights of NNs, features can be extracted as well as selected. This also shows
that the boundaries between the individual steps displayed in Figure 2.4 can sometimes not be distinguished,
but also that the data preparation, as well as the feature engineering step, can be automated in connection
with the underlying model. These models can either be predictive models used in the latter step of the ML
pipeline to evaluate a feature set [212, 216, 125, 152, 179] or a model used to perform HPO [63, 231, 103].
To complete the ML pipeline depicted in Figure 2.4 and to showcase the main differences in concepts that
are suitable to solve the supervised learning problem (see Definition 1), we present in the following the main
learning techniques.

2.2.4 Learning Models

In this section we present the foundations for different algorithms that are capable to minimise the metric L
using a validation protocol V(·, ·, ·, ·) (see Definition 1). The most common approaches to solve Equation 2.1
are decision trees, SVM (Support Vector Machine), Bayes based, neighbourhood based and NN (Neural
Network) approaches. By highlighting the differences, strengths and weaknesses of these concepts, we
showcase the heterogeneity and thus the importance of the model selection step. Furthermore, the selection
of the underlying model influences the needed data preparation steps in that some models are constrained in
their feature values. For a more profound insight into different ML concepts we refer to [94, 101, 170].
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2.2.4.1 Decision Tree

A decision tree is first and foremost a method for approximating discrete-valued targets y ∈ Y (classification)
that uses a tree like model for its decisions. They learn simple decision rules inferred from the instances
−→x ∈ X [192] by sorting them down in a tree from the root to some leaf node. The last leaf node provides
the classification of the instance −→x . Each node of the tree represents a tested feature and has two or more
branches that constitute values for the tested attribute. Quinlan [192] propose a greedy algorithm that
grows the tree from the root to its leafs top-down. The algorithm selects the attribute that best classifies
the used training examples at each node. The choice of a feature’s worth for a decision node is commonly
measured by the information gain, which measures how well a given feature separates the training examples
according to the target y. This process continues until the tree perfectly classifies the training examples
(−→x , y) ∈ Dtrain, or until all features have been used. However, besides this greedy heuristic, there have
been several extensions and improvements [193] for decision tree learners, and the advantages are evident.
Decision trees can easily be visualised and thus are simple to understand and interpret. Furthermore, due to
the structure of the tree, the computational costs for predicting ŷ are logarithmic in the number of instances
used to train the tree. Disadvantages appear when learners that build a decision tree create over-complex
trees that do not generalise on the data set D. This effect often appears when learning regression tasks since
the label y can have an infinite number of expressions. To avoid over-complex decision trees is to limit the
tree size or its memory consumption.

2.2.4.2 Support Vector Machine

Another powerful and versatile concept for learning supervised problems are SVM’s [32, 57]. They construct
a hyperplane, or set of hyperplanes in a high dimensional space that maximises the margin between the
training features −→x and the hyperplanes. Intuitively, a good separation is achieved by the hyperplane with
the most significant distance to any class’s nearest training data points. In general, the larger the margin,
the lower the generalisation error of the classifier. The planes used to build the hyperplane and measure
the distance passing through a class’s points are called support vectors. The learned hyper-planes are then
used to predict based on the feature vector −→x the value ŷ. If all points are separable by a hyperplane,
this can be defined by a hard margin SVM. However, this is not the default due to data contamination.
To solve this problem, a soft margin SVM uses a tolerance to violations of the hyperplane employing a
hyperparameter. One key innovation associated with SVM is the kernel trick. The kernel trick observes
that many machine learning algorithms can be written exclusively about dot products between examples.
It enables a non-linear classification and is mainly implemented as a further hyperparameter. However, to
extend SVM for regression tasks, the objective to find a hyperplane that splits the classes of D is reversed in
that the goal is to find a hyperplane and support vectors that fit as many instances as possible between the
support vectors and thus to predict a regression label ŷ. Since SVM models use only a small subset of training
points to create the support vectors, they have the advantage of being memory efficient. Furthermore, by
choosing a soft margin SVM, the classification function can be adapted to inconstant data and thus to the
data preparation step presented in Section 2.2.2. A disadvantage of SVM is that if the number of features is
much higher than the number of samples available within Dtrain, avoiding over-fitting in choosing Kernel
functions and regularisation terms, are crucial and require deep domain and model knowledge.

2.2.4.3 Neighbourhood

Algorithms based on the search in the neighbourhood of a feature vector−→x are usually used in unsupervised
learning settings. In the unsupervised scenario, the task is to cluster data points based on the distance
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measurement of −→x . Fix and Hodges [83] propose with k-NN (k-Nearest Neighbors) an approach that
classifies data points based on a majority voting of the k closest already seen data points (Dtrain). Thus, the
training of the algorithms consists of storing the labelled data points to estimate the closest relation within the
feature space X on unseen data points. With the given labelled data points, k-NN can predict an unlabelled
data point −→x based on the distance measure. Commonly used distance measurements are e.g. Minkowski,
Manhattan or a simple Euclidean distance. To perform a regression task, each of the k nearest data points
contributes uniformly or based on their weighted distance to the regression estimation of a feature vector−→x .

However, with an increasing amount of data points and with a high number of features, k-NN gets compu-
tationally expensive. To avoid a computationally expensive distance estimation, the dimension of −→x can be
reduced by dimensionality reduction techniques (see Section 2.2.3). Also, not all data points are necessary
to be stored for a class estimation of an unlabelled data point. Data reduction techniques remove unnecessary
data points from the training data set, reducing the computation complexity. Besides the k-NN approach
where the k nearest neighbours provide the distance estimation and thus the label y, a radius based approach
can be applied, where a majority voting is performed based on all data points within a radius r. Besides the
classification, regression tasks can be performed by averaging the label y of the k nearest neighbours or the
instances within the radius r.

2.2.4.4 Naïve Bayes

NB (Naïve Bayes) is a simple method to perform classification tasks. They are based on applying the Bayes’
theorem with the assumption of conditional independence between the features −→x given the label y. For
example, an apple could be classified as an apple (label y) if it is red, round and has a diameter of about 10
cm (features −→x ). The assumption in NB considers each of these features to contribute independently to the
probability that the apple is classified as an apple, regardless of possible correlations between the colour,
roundness, and diameter features [249]. The Bayes’ theorem is defined by

P (y|x1, . . . , xn) =
P (y)P (x1, . . . , xn|y)

P (x1, . . . , xn)
(2.3)

and enables the estimation of the conditional probability P (y|x1, . . . , xn) for a label y given a feature vector
−→x . The probabilities P (x1, . . . , xn) and P (y) are retrieved from the data set and are constant given the
input and by assuming that all features of −→x are independent

P (xi|y, x1, . . . , xi−1, xi+1, . . . , xn) = P (xi|y) (2.4)

the probability P (y, x1, . . . , xn) for a label y given the feature −→x can be estimated by

P (y, x1, . . . , xn) =
P (y)

∏n
i=1 P (xi|y)

P (x1, . . . , xn)
. (2.5)

The label ŷ can be estimated based on the maximal probability, whereby P (x1, . . . , xn) can be negotiated,
as it is constant given an input −→x :

ŷ = argmax
y

P (y)

n∏

i=1

P (xi|y) (2.6)

It is clear that the assumption of conditional independence is a strong limitation for real-world applications
and has led to various extensions to the NB approach, e.g. GNB (Gaussian Naive Bayes) [199], augmented
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NB Zhang [249] or multinomial NB to support various data distributions. However, Caruana and Niculescu-
Mizil [48] showed in a comprehensive comparison that approaches based on Bayes are outperformed by
other classification algorithms, such as boosted trees or random forests but provided in few cases superior
performances. A further disadvantage of this approach is the limitation to classification tasks.

2.2.4.5 Neural Networks

Neural networks, in general, can range from simple to complex, multi-layered structures. Due to their
versatile NN topologies, they can be used in a wide variety of applications such as image and natural
language processing [109] and showed impressive performances not only in supervised learning tasks.
They are commonly employed in RL, unsupervised learning (auto-encoders) and time series forecasting
tasks. Because of their importance for NAS algorithms, NN are discussed in more detail in this subchapter.
In the literature, NN’s are often associated with the modelling of the human brain due to their artificial
neurons and type of communication along weighted channels. The history of neural networks has been
awe-inspiring in recent years, with its origins in the work of McCulloch and Pitts [162]. To further illustrate
the parametrisation space and the variety of NN’s as well as the importance of their architectures, we
introduce NN’s by modelling a simple logistic regression model as a NN and then depict more complex
NN architectures that finally provided the breakthrough impact. We furthermore formalise NN’s for their
application in NAS.
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Figure 2.5: A mathematical model for a neuron adopted from Russell et al. [202].

The elementary component of a NN is a single artificial neuron depicted in Figure 2.5. As the figure shows,
a neuron consists of an input −→xj , where each element xj,1, . . . , xj,n is weighted by wj,i, including a bias
x0 = 1 weighted by wj,0 within an input function [202]:

inj(
−→xj) =

n∑

i=0

wi,j ∗ xj,i (2.7)

An activation function in is applied to this input function to calculate the neuron’s output based on the
weighted input. Most neural networks exhibit a layered or clustered structure, where multiple neurons are
combined into one layer and then concatenated within the NN’s architecture. Whereby the first layer is
called the Input Layer and the last layer Output Layer. If these layers are connected only in one direction,
without loops, they are called FNN (Feed Forward Neural Network). MLP’s are a prominent example for
FNN’s where multiple layers are concatenated, and all layers are fully connected.

The activation function of a neuron (see Figure 2.5) are of great importance for themodelling ofNN’s because
they enable us to learn complex functions as, without them, linear functions are generated as outputs, which
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limits the ability to learn complex data. Thus, the output of the activation function can be used as input for
further layers or as prediction output:

ŷ = ac(inj) = ac(

n∑

i=0

wi,j ∗ xj,i) (2.8)

By applying non-linear activation functions, it is possible to map non-linearity between inputs and outputs,
allowing more complex problems to be solved. In the modelling of artificial neurons, a distinction is made
between different types of activation functions. The most commonly applied activation functions are ReLU,
Leaky ReLU, TanH, Sigmoid and Softmax. The application of the activation functions depicted in Figure 2.6
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Figure 2.6: Commonly used Activation Functions: (a) ReLU, (b) TanH, (c) Sigmoid, (d) Leaky ReLU

can be developed based on their advantages and disadvantages and thus is highly dependent on the task and
the domain knowledge. ReLU, for example, has the advantage of being very resource-efficient, as the output
is always greater than 0 but does not bound the result of the output to higher values. In contrast, Leaky
ReLU differentiates negative input values. The Softmax activation function is generally used as a categorical
activation function as it compromises all inputs. It compresses the outputs in that they range between (0, 1)
by dividing through the inputs of other neurons within the layer:

aci(
−→
in) =

eini

∑K
j=1 e

inj

(2.9)

The Softmax activation function depicted in Equation 2.9 can thus be interpreted as a probability for a class,
whereby the sum of the results equals 1. However, the architecture is already crucial for the predictive
performance and highly depends on domain knowledge. For instance, considering a neural architecture
with only one output neuron and a Softmax activation function, the output remains constant regardless of
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the input. TanH is a logistic function that maps the outputs to the range of (−1, 1). It can be used in
binary classification and produces two classes accordingly within the range [−1, 1]. The Sigmoid activation
function is another logistic function that normalises the output of a neuron to (0, 1). As it normalises the
output and is independent of other neurons within the layer, it can be used for binary classification tasks.

The most straightforward neural architecture commonly applied in regression tasks is the linear regression
and for classification tasks the logistic regression. By summarising the weighted bias b = w0,j + x0, we
receive the prediction function for a linear regression model, where wi,j are the regression coefficients and
b denotes the intercept:

inj(
−→xj) =

n∑

i=1

wi,j ∗ xi,j + b (2.10)

By passing this input into a Sigmoid activation (Figure 2.6c) function, we receive a (binary) Logistic
Regression model, that is broadly used in statistics as well as in ML:

P (Y = 1|X = xj) =
1

1 + e−xT
j wj

(2.11)

This means, we can think of Logistic Regression as a one-layer NN . Further, seeing the linear and logistic
regression models as the simplest architecture of a NN that are already broadly applied in online and offline
learning indicates the suitability of NN’s in online learning (RQ III.1), which will be useful in the course of
this thesis and particularly for Chapter 8 , where we present the the online DL framework.

However, besides the activation function, the concatenation of different layers, as well as the input function
(see Figure 2.5), shows the variability of possible neural architectures. In the context of NN with multiple
(hidden) layers, the term DL and DNN is often used. Besides a MLP another well-known form of NN are
RNN , where the neurons can have connections travelling in both directions by introducing loops into the NN
architecture. This means that a neuron is also influenced by its own but temporally previous activation. The
modelling is, therefore, much more dynamic than in the case of FNN and takes temporal behaviour patterns
into account. However, RNNs bring challenges that need to be overcome, such as the fact that the gradient
required to train the weights of the NN is challenging to obtain, as it needs to be propagated, not only over
several layers but also back over time [174]. LSTM (Long-Short Term Memory) offer a solution to stabilise
this gradient problem. In addition to the traditional RNN , these neural networks contain memory blocks in
the recurrent hidden layers and thus can be trained similar to FNNs. On the one hand, these blocks consist
of memory cells that store the temporal state of the network via self-connections. Furthermore, they contain
gates that enable the flow of information to be controlled [111]. Other well-known RNNs are Hopfield
networks and Boltzmann machines [202].

Besides, the backward connections of RNNs architectural changes of the layers have led to the outstand-
ing performances of NNs on various learning tasks. One of the most popular types of DNNs are CNN
(Convolutional Neural Network), which were introduced by LeCun et al. [146] in 1989. They gained
success in recent years particularly in image classification [138, 145], NLP (Natural Language Processing)
and computer vision [4]. They mainly involve sliding a filter over the layer’s input and thus gathering the
activation of the filters, which makes them particularly good at processing data that can be organised into a
grid structure. This applies, for example, to time series that can be arranged in the form of one-dimensional
grids or two-dimensional pixel grids that are present in image data. A CNN layer can be parametrised by its
convolution as well as a pooling operation that further reduces the dimensions of the filter’s output. CNN
architectures have shown impressive results on the most common data sets for image classification.

A breakthrough to state-of-the-art in image classification was achieved in 2012 with the developed AlexNet
[138] architecture, which obtained a then remarkable performance on image classification competitions. By
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increasing the number of convolutional layers Simonyan and Zisserman [215] proposed in 2015 VGGNet that
outperformed AlexNet, but also increased the number of trainable parameters (weights) from 62.4 million to
138.3 million parameters. However, the increasing number of convolutional layers leads to an impediment to
the convergence of the model during training [107, 18]. This problem is also called vanishing or exploding
gradients. In 2016 He et al., introduced instead of increasing the number of convolutional layers, the concept
of residual learning, where skip connections are used to bypass some layers [107]. Another concept for
improving CNN’s is InceptionNet [225], where the structure of the CNN layers are twisted by using filters
of various sizes in one layer of the neural architecture. With an ever-increasing availability of computing
power, Google introduced the search for the best CNN architecture with NASNet [255, 256] and thus paved
the search for suitable neural architectures (NAS). In particular, research on CNN’s has created a remarkable
change in terms of ways to solve complex problems in a wide variety of domains. We further discuss the
development for NAS developments in Section 2.3.3.

We discussed the basic concepts, as well as the constituents ofNNs; and to performNAS within the course of
this thesis, we formalise a NN in Definition 5. There have already been numerous formalisations [13, 82] for
neural networks, whereby the formalisations differ in their focus and variability. Bauer [13] propose graphs
for representing the computational processes and functions with NN and Fiesler [82] formalises a NN by a
topology combining a framework of layers and their interconnection scheme. We define a configured NN in
regard to NAS techniques as FNN in Definition 5 for a supervised learning (see. Definition 1) task. Further,
as we assume a FNN structure, we denote the connections between the neurons as a DAG g, whereby the
nodes of g represent the neurons of the neural architecture.

➢ Definition 5. NN (Neural Network) optimization problem, adopted from Bauer [13] and
Fiesler [82]
Let g be aDAG (Directed Arbitrary Graph) that characterises the connection between a set of
nodes z ∈ Z , which are also referred to as layers. Each node z ∈ Z is configured by λ ∈ Λ(z)

and contains a set of trainable parameters w ∈ W(z). Then a NN architecture f : X → Y

can be characterised by f
g,−→z ,

−→
λ
and the supervised learning goal (see Definition 1) becomes

to find the optimal weights −→w that minimises:

−→w ∗ ∈ argmin
−→w∈W

V(L, f
g,−→z ,

−→
λ
,Dtrain,Dvalid) (2.12)

In addition to the types of networks already discussed for classification, there are other types, such as Auto-
Encoders, Extreme Learning Machines, Deep Residual Networks [149] or Graph Neural Networks [206] as
well as Spiking Neural Networks [156], whose popularity is increasing. However, for the aim of this work,
we rely on CNN and MLP architectures and refer to Goodfellow et al. [101] for a deeper presentation of
different network architectures.

Due to the more complex network structures given by the additional layers compared to single-layer NN ,
it remains unclear how the network can learn, respectively, how the training process works. As stated in
Definition 5, the weight should be assigned in such a way that the error function is minimised. The gradient
descent method exploits the fact that the negative gradient is defined as the steepest descent direction. This
motivates to find a better parameter value by taking small steps in the direction of the negative gradient of
the error function L. The algorithm to find suitable weights w∗ can be broken down into three essential
steps:
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• Feed-forward calculation f
g,−→z ,

−→
λ
(−→x )

• Back-propagation from the output to the input layer

• Update of the weights w

In a first step a feed forward calculation is performed on f
g,−→z ,

−→
λ
(−→x ) to estimate the output ŷ and thus to

calculate the loss L(y, ŷ). In the second step, the back-propagation algorithm based on the gradient descent
method is applied [202].

The aim is to allocate the weights of the NN so that the class membership of the training is modelled in the
best possible way. The problem with multi-layered networks is that only the output layer’s predicted output
values can be checked to see whether the expected class corresponds to the actual class. However, the optimal
outputs of the hidden layers are unknown. The back-propagation algorithm, as the name suggests, allows
the error of the output layer to be propagated back to the hidden layers [202]. The third step updates the
weights of the model f

g,−→z ,
−→
λ
based on the gradients received for each layer by the back-propagation step and

the loss L. This step is performed by an optimiser. For instance, the SGD optimiser adjusts the weights of a
model for each (−→x , y) ∈ D based on a learning rate and the gradients obtained from the back-propagation
step. The learning process is comparatively fast, but the frequent updates with little information gain lead
to significant fluctuations in the objective function. Since the performance of SGD highly depends on the
individual data points, the convergence to the global minimum of the minimisation problem in Definition 5
is made more difficult. In batch gradient descent, the gradients from the back-propagation step are first
calculated for all data points within a batch of D and then the weights are updated based on the resulting
mean. Another popular optimization technique to SGD is the Adam [129]. Adam is essentially based on the
momentum algorithm and the use of adaptive learning rates to accelerate convergence of the optimization
problem and is based on AdaGrad proposed by Duchi et al. [70] and RMSProp proposed by Hinton et
al. [110]. While AdaGrad is a modified SGD algorithm that adapts the learning rate based on the parameters
sparsity, RMSProp adapts the learning rate based on a running average of gradients for each weight [202].
Further optimisers are the SGDHD optimiser that was introduced by Rumelhart et al. [201] in 1986. It uses
as Adam a momentum to SGD that remembers the weight update at each iteration. The following weight
update is applied as a linear combination of gradients from the back-propagation step and the previous
updates. This momentum might be beneficial in online learning, especially for the adaptation to concept
drifts. However, as Adam is an extension to RMSProp, AdamW is an extension to Adam, proposed by
Loshchilov and Hutter [158] where the L2 regularisation factor of Adam is decoupled from the optimisation
process and thus improves the generalization performance.

An enabler for the growing popularity of NNs are, on the one hand, the performance and the increasing
computational resources available, but also the frameworks that facilitate the realisation of a wide variety of
NN architectures. Python frameworks such as Tensor-flow [1], Keras [52] and PyTorch [184] in particular
offer a wide range of possibilities for the modelling ofDNN , which can be evaluated against each other using
common problems in the machine learning world. While Tensor-flow was developed by Google and works
on static graph concepts, where the user has to first define the computation graph g of the model and then
run the NN , PyTorch follows a dynamic approach that allows the manipulation of the graph while training.
Further, PyTorch relies on the Torch library [56], that enables the computation of large matrices on GPUs,
and Tensor-flow uses Tensors as core element of the library to perform the matrix multiplications.

In summary, the potential of neural networks becomes apparent due to the multitude of possibilities of their
application and the already achieved results, which is why there is also great interest in using NNs in the
best possible way in practical applications.
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2.2.4.6 Ensemble Learning

In many cases, aggregated model’s predictions are better than the best individual model. A group of models
used to perform an aggregated prediction is called ensemble and defined in Definition 6.

➢ Definition 6. Ensemble Learning [189]
Given a set of n models Amodel = {f (1), . . . , f (n)} and a data set D, where each model
f : X → Y ∈ Amodel predicts a label y ∈ Y based on a feature vector −→x ∈ X . The goal is
to learn a joint function

r̂ : f (1) × · · · × f (n) ×X → Y (2.13)

The idea of ensemble learningmethods is to select an ensemble of models and to combine their predictions.
Already in Equation 2.6, we chose from a set of different probabilities for classes the most probable one as
final prediction label ŷ. Ensemble Learning techniques thus aim to learn a joint function of predictions made
from models that may differ in their predictions. AutoML highly relies on Ensemble Learning as it often
trains an ensemble of ML pipelines. The most popular methods are voting, bagging, boosting and stacking
[94]. In the following, we briefly discuss these techniques.

Voting models aggregate the predictions of each model within an ensemble and predict the value
ŷ that gets the most votes. Instead of creating separate dedicated models and finding their
accuracy, we create a single model that trains by these models and predicts an output based
on their combined majority of voting for each output value. This technique is also called
majority voting and is mostly used when various independent models are at hand. A voting
model often achieves higher accuracy than the best model within the ensemble.

Bagging is a technique that enables a set of models by using the same algorithms but training
them on different random subsets ofDtrain. A distinction for training the model set is made
between the sampling of the data set. When sampling is performed with replacement from
the original Dtrain, then this method is called bagging. Sampling without replacement is
called pasting [36].

Boosting is applied when several weak models are combined into a strong learner. Most
boosting techniques train models sequentially, where each model is trying to correct its
predecessor. The most know Boosting techniques are Ada Boost and Gradient Boosting
Ada Boost corrects its predecessor by payingmore attention to the training instances that the
predecessor underfitted [94, 87]. By weighting the training instances that the predecessor
under fitted and by weighting the models that perform more accurate Ada Boost temps to
overfit on a training setDtrain when using low regularisation models or chaining too many
models. Gradient Boosting chains models by training the following model on the residual
errors made by the predecessor. The prediction ŷ is calculated as the sum of the predictions
of all models within the chain. Boosting techniques have the drawback that they cannot be
parallelised while training and do not scale as well as voting or bagging techniques.
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Stacking is the idea of training different models onDtrain and aggregating them by training new
models based on the predictions made. It was first developed by Wolpert [243], whereby
the model that learns from the output of the base models and finally predicts ŷ is called
meta learner. Stacking has the advantage that the base models can be trained in parallel,
and only the base models and the meta model are trained sequentially.

As we have briefly discussed the main ensemble techniques, some broadly used models have emerged again.
For instance a Random Forests model [230] is an ensemble of decision trees (see Section 2.2.4.1) trained
via the bagging technique [94]. Furthermore, we want to highlight that these ensemble techniques can be
treated as a single model f and thus as an algorithm A parametrised by its hyperparameters

−→
λ (i) ∈ ΛA(i) .

Concerning the application of ensemble models in AutoML, it can generally be assumed that the ensemble
learner contains all hyperparameters of the underlying base models, plus those parameters that the ensemble
itself requires. These parameters are, for example, the number of base models for applying bagging or the
maximum number of the concatenation of models for boosting techniques.

Summary

In this section, we presented the concept of a typicalML pipeline assuming a supervised learning case, which
consists of the steps (i) data preparation (Section 2.2.2), (ii) data preprocessing (Section 2.2.3) and the (iii)
MLmodels (Section 2.2.4), following the KDD process. The diversity of the algorithms and models, as well
as the extensive range of parametrisations, result in numerous development possibilities within the KDD,
CRISP-DM or the SEMMA process and thus a large variability to handle a given data set D. Furthermore,
we investigated the development of aML pipeline with regard to its automation and thus regarding AutoML.
But also, in the specific case of NNs, we highlighted the broad range of architectures and design decisions
that need to be made to successfully apply NNs and thus motivate further the application of NAS.

2.3 Automation

In this Section, we address the automation of the ML pipeline formally defined in Definition 3 and further
introduce the concepts of AutoML (AutomatedMachine Learning). Further, we introduce different optimisa-
tion techniques to automatically search for suitable parametrisations and present existing approaches towards
AutoML. However, before automating an entireML pipeline, we will focus on the automatic optimisation of
hyperparameters

−→
λ (i) of a single model A(i), that transforms a feature vector −→x ∈ X into a target value

y ∈ Y . We then introduce in Section 2.3.1 the optimization techniques for HPO that can be extended to
AutoML in Section 2.3.2 and thus utilised for solving the CASH problem depicted in Definition 9.

As already stated, many, almost all ML systems have hyperparameters that can be set in advance of the
training process and thus influence the performance to solve a specific task such as the supervised offline
learning task (see Definition 1). The aim of HPO is to find the hyperparameters λ∗ of a given ML model
that returns the best performance on a given loss L. We define the HPO problem as follows:
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➢ Definition 7. HPO (Hypterparamter optimization):
LetD be a set of data points andDtrain andDvalid subsets ofD, whereDtrain∩Dvalid = ∅.
Furthermore, let f−→

λ
: X → Y be a model, parametrised by

−→
λ ∈ Λf . Λf is also referred to

as the configuration or search space of f . Then the task is to find the hyperparameters
−→
λ ∗

of f that return the best performance on Dvalid as measured by a loss L using a validation
protocol V(·, ·, ·, ·): −→

λ ∗ ∈ argmin
λ∈Λf

V(L, f−→
λ
, Dtrain, Dvalid) (2.14)

As shown in Equation 2.14 the complexity of HPO depends on several variables. The challenges of HPO
can be resumed as follows [118]:

Evaluation In Definition 7, the possible configurations Λf determines the search space of the
HPO problem and is dependent on the number of options to configure a model f . However,
the evaluation of a hyperparameter search space can be very complex since the model is
configured in advance of the training process [119, 161] and depends on the complexity of
the underlying model.

Complexity The search spaceΛf is often complex and high-dimensional, mainly when compris-
ing a mix of continuous, categorical, but also conditional hyperparameters. Considering
i.ex. a model f configured by p parameters with r possible settings each, then the configu-
ration space increases by the complexity of O(pr) [16].

Gradient Usually, themodels f are seen as black-boxes, where the loss functionL has no gradient
concerning the hyperparameters of f , and the optimisation process does not consider any
information about the inner functional principles of the model. This leads to the inability
to apply classical optimisation techniques such as Gradient Decent. It becomes even more
apparent when assuming data streams and the data needs to be continuously processed, and
thus the hyperparameters need to adapt incrementally to the data stream.

Generalisability To obtain models that do not only perform well on a validation data set Dvalid

another challenge of HPO is to configure a model f that generalises well on D. The given
data set D is finite, and thus one cannot optimise for generalisation on Dvalid.

In many cases, the difficulty with HPO lies in the evaluation of the objective function L. Since the
hyperparameters are set in advance of a training process and have possibly a significant influence on the
model’s performance, the search for the hyperparameters λ∗ that minimise the loss L based on validation
protocol V becomes extremely expensive. Exceedingly exact and solvers that search for global optimal
configurations in Λf are not applicable. Each time we try different hyperparameters, we have to train a
model on Dtrain, make predictions on Dvalid, and then calculate the validation metric to determine the
models score. With a large number of hyperparameters and complex models, such as for ensembles (see
Section 2.2.4.6), this process quickly becomes intractable to do by hand. To overcome these challenges, we
present in the next Section recent heuristics that are commonly used in HPO.
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2.3.1 Optimization Techniques

Optimisation heuristics forHPO can be characterised by their underlying search technique as well as by their
connection to the model f to be optimised. In the latter, when no information about the inner functional
principles is accessible, the optimiser is called black-box optimiser. These are predominantly limited to
Random Search, Grid Search, BO, GA (Genetic Algorithm) and Sequential optimization approaches and are
introduced in the following, whereby we introduce in Section 2.3.1.1 the trivial strategies Random Search,
Grid Search, in Section 2.3.1.2 GA and in Section 2.3.1.3 BO optimisation techniques.

2.3.1.1 Trivial Search Algorithms

The most basic search algorithms for HPO are Grid Search also referred to as factorial design [171] and
Random Search [19]. TheGrid Search exhaustively generates candidates by evaluating the Cartesian product
of all parameter configurations specified withinΛf . This product makesGrid Search suffer from the curse of
dimensionality since the number of evaluations increases exponentially with the growth of the configuration
space Λf [16]. Grid Search is simple to implement, and when not bound to a limited number of evaluations,
it generates a globally optimal solution within Λf . Furthermore, it can easily be parallelised and is reliable
in low dimensional configuration spaces. This has even led to the common use of Grid Search in HPO for
ML systems [94] as well as in NAS [19, 143, 110].

In black-box optimization Random Search is a useful baseline for HPO, since it makes no assumption on
the ML model being optimised [118]. It samples configurations

−→
λ at random until a particular budget for

the search is exhausted. Especially when some hyperparameters are more critical than others, Random
Search finds better models than Grid Search. Figure 2.7 illustrates how parameter grids and uniformly
random parameters differ, when a parameter p1 has high and p2 a low influence on a function f(p1, p2).
A grid of parameters leads to an inefficient coverage of the exploration space. In contrast, the choice of
random parameters are more unevenly distributed and thus provide a more evenly distributed coverage.
When considering a budget of B for evaluations in both optimisation techniques, both algorithms have no
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Figure 2.7: Comparison Grid Search and Random Search with a budget of nine trials for optimizing a function f(p1, p2) = g(p1) +
h(p2) ≃ g(p1). Above each square g(p1), and on the left of each square h(p2) with low effect on f(p1, p2) is plotted.
This Figure is based on Bergstra and Bengio [19].

guarantee to generate a globally optimal solution within the configuration space. By considering a budget
Bergstra and Bengio [19] claim, that Random Search finds better models by effectively searching a larger
configuration space. A random sampling of hyperparameters can be used to initialise GA and, in particular,
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EA that further explore the configuration space Λf . These search heuristics are depicted in more detail
within the following Section.

2.3.1.2 Evolutionary Algorithms

Population-based methods such as EA (Evolutionary Algorithm) create a set of configurations, and improve
this population by applying local perturbations also referred to as mutations. EA can be split into (i) GA
(Genetic Algorithm), (ii)GP (Genetic Programming), (iii) ES (Evolutionary Strategy), (iv) EP (Evolutionary
Programming) and (v) PSO (Particle Swarm Optimization) [71, 214, 241]. They differ primarily in their
operational scheme depicted in Figure 2.8 and their encoding of the parameter spaceΛ for the resulting search
space of the algorithm. This encoding is particularly useful if the representation of a possible solution

−→
λ can

be significantly simplified. However, the historically emerged search techniques are often used as synonyms

Evaluation Selection

Recombination

MutationInitialisation

Evaluation

Figure 2.8: The procedure of EA usually consists of an (i) initialisation, (ii) evaluation phase and a generation loop containing a
(iii) Selection, (iv) Recombination, (v) Recombination and an (vi) Evaluation step that is run through until a termination
criterion is fulfilled.

for the entire field of evolutionary algorithms. An abundance of other methods and an unmanageable number
of combinations have led to terms conflating. Whitley [241] provide a theoretical comparison between the
classical bit-coded GA, ES and EP. As our approach towards a online AutoML framework relies on EA, we
depict and characterise the broad operational scheme in Figure 2.8 in deeper detail in the following:

Initialisation The initialisation of an EA contains the first generation of solution candidates
and is mainly generated randomly. These candidates are also referred as population or
swarm in PSO and are subsequently evaluated. Considering the Definition 7 GA require a
genotype-phenotype mapping to enable the search within categorical as well as continuous
hyperparameters [113]. ES and PSO [31] can handle the configuration space Λ directly
so that the configuration space and the search space of the algorithm are identically. GP
initialise and represent an individual (configuration

−→
λ ) of the population within a tree

structure and EPwithin finite-state machines. Notably, in PSO, the initialisation of a swarm
has a significant impact on the optimisation performance since all particles (individuals
configured by

−→
λ ) of the swarm are updated within the search process.
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Selection This step is used to select solution individuals for recombination (parental selection)
and determine the next generation of the underlying algorithm. To select the most vital
individuals, for each individual, a fitness is calculated, which forms the reproduction success
of the individuals. In HPO this fitness is represented by the loss L. Common methods for
selection are (i) roulette wheel, (ii) rank, (iii) steady state, (iv) tournament, and (v) elitism
selection [160]. In roulette wheel selection, the probability of choosing an individual
for breeding of the next generation is proportional to its fitness. Rank selection selects
individuals based on their fitness rank within the population and thus considers an equal
share of being set. In steady state selection, only a few good individuals from the population
are selected for creating a new offspring. Poorly performing individuals are removed for
the next generation. Tournament selection incorporates several comparisons based on
their fitness among randomly chosen individuals from the population. The winner of
each competition is used for the recombination step. In elitism selection, well-performing
individuals in the population are used for the next generation without any changes.

Recombination The recombination or crossover step [160] produces an offspring population
by randomly combining randomly the selected individuals from the population. This step
aims to transfer traits (hyperparameters) from the selected individuals that have positive
effects on the configuration and thus the fitness L. Due to the diverse structure (binary,
categorical or continuous) of parameters within configuration space, Λ different algorithms
are carried out to perform the recombination step. For a genetic recombination k − point

crossover [160] is a commonly applied for recombination, where k crossover points are
chosen from a bit array representation of

−→
λ . The bits between the crossover points are

swapped between the selected individuals to generate a new configuration
−→
λ .

Mutation After having generated a new configuration
−→
λ , a mutation step is applied, where the

design of the model is randomly changed. This step is usually controlled by a mutation rate
that gives the probability that an individual of the newly generated population is mutated.
In a binary representation of

−→
λ , a mutation can be applied by randomly flipping bits of the

array. For continuous variables the mutation can be applied using a N (0, σ) distribution.

Evaluation After the initialisation or the mutation step (see Figure 2.8), the algorithm contains
a population of models (individuals) where the fitness or the performance is unknown. In
this step, these individuals are evaluated, and their fitness is calculated. For HPO this step
calculates the fitness based on a validation protocol V(·, ·, ·, ·) by training the model f−→

λ
on

a training data set Dtrain and validating it based on Dvalid. The computation of the fitness
(see Definition 7) can be summarised by performing V(L, f−→

λ
,Dtrain,Dvalid).

A broadly used EA is NSGA-II that is capable of finding multi-objective solutions by performing the basic
steps of an EA (see Figure 2.8) and generating a new population by selecting from a combined population
of the old population. Further, it performs a tournament selection, recombines the selected individuals and
mutates them into a newly generated population. NSGA-II has successfully been applied inAutoML byOlson
et al. [177, 144] in TPOT . A prominent example for ES is the CMA-ES [106], where the idea is to learn the
shape of the search space during evolution. This approach aims to increase the probability of previously
successful steps. The covariance matrix of the distribution is changed in such a way that the probability of
the selected step of the last generation is increased [214]. It is one of the most competitive [118] black-box
optimization algorithms. In NAS, Real et al. [198] apply a regularized evolutionary approach, that skips
the recombination step by only copying and mutating the best performing neural architectures. The oldest
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individual is removed from the population of neural architectures. Similar to Grid Search and Random
Search the search for the best hyperparameter configuration

−→
λ ∗ of a model fλ can be parallelised in EA’s

by calculating V(L, f−→
λ
,Dtrain,Dvalid) for each individual of the configuration in a parallel manner.

In this section, we presented the foundations for EA techniques for solving theHPO problem in Definition 7.
In the following we present BO as another HPO technique that can also be applied in AutoML and NAS.

2.3.1.3 Bayesian Optimization

Challenges in HPO are the evaluation time and complexity of the underlying configuration space Λ. BO
(Baysian Optimization) as well as EA approaches do not assume any knowledge of the underlying model
and are thus suited for black-box optimisation. It iteratively generates a surrogate model [118, 117] that
quantifies the uncertainty and thus estimates the utility of a configuration

−→
λ . This estimation is used to

decide for the next configurations
−→
λ to be evaluated by the validation protocol V(L, f−→

λ
,Dtrain,Dvalid).

BO, therefore consists of two components: (i) the surrogate model for iteratively modelling the objective
function of HPO and (ii) an acquisition function that decides where to sample next [117]. Compared to
the execution of the validation protocol, the acquisition function is cheap to compute and can, therefore,
effortlessly be optimised. Thus, it trades between exploitation and exploration. The acquisition function
is high where the surrogate model predicts a high objective score (exploitation) and where the uncertainty
of the surrogate model is high (exploration). In BO a Gaussian process is commonly applied to build a
surrogate model. The Gaussian process GP(m(

−→
λ ), k(

−→
λ ,
−→
λ ′)) is specified by the mean function of all

already known configuration performances m(
−→
λ ) and a covariance function k(

−→
λ ,
−→
λ ′) [37, 118]. The

mean predictions µ(
−→
λ ) can be expressed by the vector of covariances k∗, the covariance matrix K−1 of

all previous observations and the achieved scores ys [118] for the previous observations from the validation
protocol. The mean and variance predictions can be obtained by:

µ(
−→
λ ) = k∗

TK−1ys σ2(
−→
λ ) = k(

−→
λ ,
−→
λ ′)− k∗

TK−1k∗

The choice of the covariance function k(
−→
λ ,
−→
λ ′) considerably influences σ2 and thus indicates the essential

characteristics of the process. However, common choices for this function are the Mátern kernel [118] or a
squared exponential kernel [37] function. To determine a well-balanced trade-off between exploitation and
exploration of the acquisition function concerning the Gaussian process, the expected improvement [126] is
a common choice, where all possible improvements by the surrogate model (Gaussian process) are weighted.

In Figure 2.9, we depict adapted from [37, 118] the iterations of the BO process, whereby the Gaussian
prior encapsulates all assumptions or information that where already observed by evaluating different
hyperparameter configurations

−→
λ . If new hyperparameter configurations are made, the prior belief is

updated based on the new evaluations (also referred to as observations) made. The result is a Gaussian
posterior. The optimisation procedure iteratively explores the search space Λ by optimising the acquisition
function and thus finding a functional trade-off configuration

−→
λ between exploitation and exploration. This

sample configuration (in Figure 2.9 referred to as observation) is evaluated on the objective function (see
Definition 7).

The Gaussian prior is updated based on the sampled configuration and its score from the objective function
L. This procedure is repeated until a stopping criterion, such as a maximum number of observations, is
fulfilled.
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observation

acquisition function

objective function

(a) Iteration 2

uncertainty estimation

acquisition max
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new observation

(b) Iteration 3
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Figure 2.9: Iterations of the BO process adapted from [37, 118] based on one continuous hyperparameter
−→
λ (x-axis), where the goal

is to solve the HPO problem (see Definition 7) and thus to minimise the loss L of a model f−→
λ

parametrised by
−→
λ using

a validation protocol V(·, ·, ·, ·). The objective function is depicted as a dashed black line. The optimisation process uses
a Gaussian process to build a surrogate model, where the predicted mean is shown as a black line, and the uncertainty
estimation is represented by the grey tube. The acquisition function (bottom) is high where the surrogate model estimates
a low mean (exploitation) and where the uncertainty of the surrogate model is high (exploration).

Approximating the the objective function by a surrogate model has led to new state-of-the are results inHPO
and thus the application on AutoML [81, 80] and NAS [218, 217, 166]. BO is exceptionally well suited
for HPO problems where the configuration space is small and continuous. However, it scales cubically
[118] with the number of observed data points (evaluations), and it becomes increasingly complex when the
configuration space Λ is highly dimensional. The iterative process has a further disadvantage in that it is
difficult to parallelise. To overcome these drawbacks Hutter et al. propose SMAC, a framework for BO that
incorporates random forests.

In this section, we presented the main optimisation methods used in the field of HPO. We presented
trivial strategies, EA and BO based HPO techniques, that already have successfully been applied in HPO.
Furthermore, we highlighted each of the approaches, their advantages and disadvantages. In HPO, we
have so far addressed the problem of finding a suitable model configuration

−→
λ . However, to automate

the configuration of a ML pipeline (see Figure 2.4) the search space remains more complex, as parameters
of available models that are not used within the configured ML pipeline do not need to be set and thus an
extension toHPO is necessary to incorporate aML pipeline, but also to search withinNAS search spaces. The
extension of HPO to configure ML pipelines is referred to as AutoML and to configure neural architectures
it is referred to as NAS. Both are depicted in the following sections.
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2.3.2 Automated Machine Learning

So far, we have addressed the problem of finding a suitable model configuration f−→
λ ∗ by applying HPO.

AutoML (AutomatedMachine Learning), however, aims to automate aML pipelineP [81] comply containing
the steps (i) data preparation, (ii) feature engineering and (iii) modelling algorithm (see Figure 2.4). In this
section, we formalise in Definition 8 the pipeline creation problem that enable the automation of the ML
pipeline as well as the underlying CASH Problem that is commonly used in recent AutoML frameworks.
Subsequently, we present common implementations for AutoML.

In Definition 3 we defined a ML pipeline as a triplet (g,
−→
A,
−→
λ ), where g ∈ G represents within a DAG the

pipeline’s structure,
−→
A ∈ A the employed algorithms and

−→
λ ∈ Λ their configurations. Automating this

configuration of a ML pipeline, however, incorporates finding a suitable structure g∗ ∈ G and choosing the
right algorithms

−→
A ∗ ∈ A. Following the definition from Thornton et al. [228] aML pipeline structure g ∈ G

can be modelled as an arbitrary DAG, where each node represents an algorithm Acleaning, Afeature and
Amodel from each step. The problem to find a suitable pipeline P that incorporates the search for a suited
structure g∗ ∈ G can be defined as follows:

➢ Definition 8. Pipeline Creation Problem, adopted from [253, 228]:
Let A = {A(1), . . . , A(R)} be a set of step independent algorithms, and let the hyperpa-
rameters of each algorithm A(j) have a domain Λ(j). Further, let Dtrain be a training and
Dvalid be a validation set with Dvalid. Let L(P

g,
−→
A,

−→
λ
(Dtrain),Dvalid) denote the metric

that algorithm combination P achieves on Dvalid when trained on Dtrain with hyperpa-
rameters

−→
λ . Then the pipeline creation problem is to find a pipeline structure g∗, the joint

algorithm combination
−→
A ∗ and the hyperparameter setting

−→
λ ∗ that minimises the metric L

by applying a validation protocol V(·, ·, ·, ·):

g∗,
−→
A ∗,
−→
λ ∗ ∈ argmin

g∈G,
−→
A∈A|g|,

−→
λ∈Λ

V(L,P
g,
−→
A,

−→
λ
,Dtrain,Dvalid) (2.15)

The problem of finding a suitable combination of the presented algorithm steps Acleaning, Afeature and
Amodel without considering a variable pipeline structure g ∈ G is often reduced to an algorithm selection and
parametrisation problem. Whereby this reduced approach is in many cases [228, 81, 118] also referred to as
CASH problem and further defined in Definition 9. Instead of solving the pipeline creation problem defined
in Definition 8 that considers the optimisation of the pipeline structure, the majority of AutoML frameworks
solve the CASH Problem. Neglecting the pipeline structure within the CASH Problem dramatically reduces
the complexity of the search problem [253]. However, this relief may also lead to inferior performances for
complex data sets that require multiple, from the fixed structure differing, algorithms steps.
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➢ Definition 9. CASH problem, adopted from [228].
Let A = {A(1), . . . , A(R)} again be a set of step independent algorithms, and let the
hyperparameters of each algorithm A(j) have a domain Λ(j). Further, let Dtrain be a training
andDvalid be a validation set, which is split intoK cross-validation folds {D(1)

train, . . . ,D(K)
train}

and {D(1)
valid, . . . ,D

(K)
valid}. Let L(P

g,
−→
A,

−→
λ
(D(i)

train),D(i)
valid) denote the metric that algorithm

combination P(j) achieves on D(i)
valid when trained on D(i)

train with hyperparameters
−→
λ . Then

the CASH problem is to find the joint algorithm combination and hyperparameter setting
that minimises the metric:

−→
A ∗,
−→
λ ∗ ∈ argmin

−→
A∈A|g|,

−→
λ∈Λ

1

K

K∑

i=1

L(P
g,
−→
A,

−→
λ
(D(i)

train),D(i)
valid) (2.16)

When considering a fixed pipeline structure [228, 134, 223, 81] the pipeline creation problem is reduced to
selecting suitable algorithms

−→
A ∗ ∈ A|g| with their configuration

−→
λ ∈ Λ by minimising the loss L within

a validation protocol V(·, ·, ·, ·). In addition to the HPO problem (Definition 7) and the pipeline creation
problem defined in Definition 8, the CASH Problem already incorporates a validation protocol V that split
the data set D into K folds to evaluate a pipeline P

g,
−→
A,

−→
λ

on the given loss L on the averaged sum of
losses. However, many AutoML frameworks rely on the CASH Problem and thus are limited to the fixed and
predefined pipeline structure, such as illustrated in Figure 2.4 [253].

The most established frameworks for AutoML are Auto-Weka [228], Auto-Weka 2.0 [135], autosklearn [81],
autosklearn 2.0 [80], TPOT [177] and h2o [147]. Zöller and Huber [253] compare these frameworks by
their (i) underlying solver, their (ii) fixed or variable structure and their (iii) configuration possibilities.
Furthermore, recent developments in DL lead to the integration of NAS into some AutoML solvers. In
Table 2.2, we summarise the differences for most popular AutoML frameworks.

Table 2.2: Comparison of different AutoML frameworks adopted from Zöller and Huber [253]

Framework Solver Structure Ensemble NAS Parallel Time

Auto-Weka [228, 135] SMBO [117] Fixed ✓ ✕ ✕ ✓

Auto-Sklearn [81, 80] SMBO [117] Fixed ✓ ✕ ✓ ✓

TPOT [177] GP [85] Variable ✓ ✓ ✓ ✓

Hypersklearn [134] Hyperopt [20] Fixed ✕ ✕ ✕ ✓

ATM [223] Bandit Fixed ✕ ✕ ✓ ✕

h2o [147] Grid Search Fixed ✓ ✓ ✓ ✓

In Table 2.2, we compare different AutoML frameworks by their solver, whether they consider a fixed or
variable structure g, employ ensemble learning (see Section 2.2.4.6), implement NAS techniques, or whether
they are capable of executing the search for suitable pipelines in a parallel manner or by consideration of a
time budget. These characteristics provide the main differences for the most established AutoML frameworks
[253] considered by the number of citations and stars on GitHub1. To depict further differences, we present

1 www.github.com, accessed January 30, 2023
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in the following a short overview for the the AutoML solver presented in Table 2.2 adapted from Zöller and
Huber [253].

Auto-Weka Thornton et al. [228] introduced in their work not only the CASH problem, but
the framework Auto-Weka that aims to solve the CASH problem. Auto-Weka showed on a
broad range of classification tasks that combined algorithms selection, and hyperparameter
optimisation techniques often perform much better than standard selection and hyperpa-
rameter optimisation methods. It is based on the Weka [104] framework, and in its first
implementation, it considered a subset of 37 applicable classifiers that also incorporates the
selection of ensemble learners. Auto-Weka as well asWeka [104] are implemented in Java
and consider a fixed pipeline structure. Furthermore, Auto-Weka [228] and Auto-Weka 2.0
[135] use the SMAC [117] solver to optimise the search space.

Auto-Sklearn provides in its first version [81] very similar functionalities to Auto-Weka but
is implemented in Python and based on Scikit-learn [185]. ML pipelines are tuned in a
semi-structured design using the SMAC algorithm proposed by Hutter et al. [117].

Auto-Sklearn

Meta-
learning

ML framework

Data pre-
processor

feature pre-
processor

Bayesian optimizer

Build 
ensemblepredictor

Figure 2.10: Auto-Sklearn framework [81]

First, the algorithm selects from a fixed set of cleaning steps containing (i) categorical
encoding, (ii) imputation and (iii) scaling an appropriate preprocessing step. An optional
feature preprocessing step and a suited predictor (classifier or regressor) is configured
and executed via the SMAC optimiser. The prediction step incorporates the building of
ensembles. The selection of a suited predictor incorporates the configuration of ensembles,
and since the (i) data preprocessing and (ii) feature preprocessing steps are optional steps,
Auto-Sklearn solves the pipeline creation problem depicted in Definition 8 in a semi-
structured manner. Auto-Sklearn 2.0 [80] enables AutoML to work well on large data
sets under rigid time limits. Figure 2.10 depicts the AutoML framework of Auto-Sklearn
applying BO (SMAC) as solver for the underlying CASH problem.

TPOT is as well as Auto-Sklearn based on sklearn [177] but incorporates GP algorithms to
optimise a ML pipeline with a variable, tree-based structure. The application of GP
as underlying HPO technique has the drawback, that TPOT can only handle categorical
parameters for configuring a ML pipeline. However, to combine the (i) preprocessing,
(ii) decomposition, (iii) feature selection and (iv) modelling operators from the sklearn
environment into a flexible pipeline structure, TPOT processes the initial data set D in a
parallel manner by copying the data set, processing it and merging the data set within a
combination operator. This enables TPOT to handle a variable pipeline structure. Recent
developments in this framework led to the integration of (simple) NAS techniques depicted
in more detail in Section 2.3.3. Furthermore, the GP optimiser enables to control the
complexity and time budget as well as the greediness by configuring a population size, a
number of generations and a time budget.
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Hypersklearn was introduced by Komer et al. [134] and was build around the Hyperopt and
sklearn frameworks [20] and implemented in Python. In comparison to Auto-Sklearn
and TPOT Hypersklearn considers a fixed pipeline structure containing exactly one pre-
processing and one classification or regression step. Since Scikit-learn provides a modular
structure, Hypersklearn is a thin wrapper around the Hyperopt framework that follows the
Scikit-learn design principles, as well as a configuration space. The pipeline structure is
fixed to one preprocessor and one classification or regression algorithm. Parallelisation of
the evaluation is not available.

ATM Swearingen et al. [223] propose a bandit based approach with a fixed pipeline structure
based on sklearn. It enables users to simply upload a data set, choose a subset of modelling
methods and execute the underlying AutoML framework. This collaborative approach
enables storing meta-features and thus predetermining suitableML pipelines before starting
the optimisation procedure. Furthermore. ATM is a distributed approach for AutoML that
allows to simultaneously generating multiple ML pipeline candidates.

h2o LeDell and Poirier [147] propose a highly scalable AutoML framework that is available in
R, Python, Java and Scala and can thus be used seamlessly within a diverse team of data
scientists. Furthermore, h2o is promoted asML platform where the underlying grid search
approach evaluates a fixed ML pipeline structure and ranks the pipelines being assessed
within a leader-board, which can be easily exported for use in a production environment.
It further applies Grid Search to build the leader-board.

The differences of frameworks can be summarised by their underlying solver, as well as based on their
ability to optimiseML pipelines with a fixed or variable structure (see Table 2.2). While Auto-Weka 2.0 and
autosklearn use a Random Forest and Gaussian processes [117, SMAC], TPOT employs an EA and h2o a
Grid Search approach, resulting in different features such as ensembles of different pipelines, or a parallel
evaluation. However, their differences also result from the different goals pursued by the frameworks. While
Auto-Sklearn, TPOT ,Hypersklearn have the goal to automate theML pipeline considering a fixed or variable
structure, ATM considers a collaborative approach in order to enable meta-learning techniques and h2o’s
focus relies on the scalability of an entire ML platform that supports end-users by a user interface.

In this section, we formalised the ML pipeline creation problem in Definition 8 and the HPO problem in
Definition 7. Further, we located theCASH problem (Definition 8) as a reduced pipeline creation problem and
highlighted the differences between the problems. With regard to the application of AutoML libraries within
our approach towards a utility-based adaptation, we presented existing AutoML frameworks. In Table 2.2,
we further summarise the differences and similarities of selected AutoML systems. In the following, we
present the foundations NAS (Neural Architecture Search) that enable the optimisation towards suitable
neural architectures.

2.3.3 Neural Architecture Search

The success of AutoML in a broad range of supervised learning tasks, as well as the success of DL, led to the
development ofNAS (Neural Architecture Search) as a subfield of AutoML.NAS has gained great attention in
theML community after Zoph and Le[255] obtained competitive performance on the CIFAR-10 and further
image classification benchmark data sets. Zoph and Le [255] applied in contrast to the HPO techniques
presented in Section 2.3.1 a RL based optimisation technique, where an agent learns to configure a suitable
neural architecture by obtaining an training based on the metric loss of evaluated neural architectures from
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an so called environment. While Zoph and Le [255] used vast computational resources to achieve the results
(800 GPUs), and have pushed the research into more efficient search strategies. A wide variety of methods
have been published in quick succession to reduce computational costs and achieve further performance
improvements on the benchmark data sets. This success has further been accompanied by rising demand for
architecture engineering, where increasingly more complex neural architectures are designed manually [74].
Similar to AutoML, NAS methods can be categorised according to their (i) search space, (ii) strategy and
(iii) performance estimation strategy. As depicted in Figure 2.11, the search strategy selects a model from a
predefined search space (G,Z,Λ). This model is passed to a performance estimation strategy that returns
the performance (loss) to the search strategy to give a search direction and enable further optimisation.
However, already here, the similarity to AutoML techniques becomes apparent.

Metric Learning Process

Search Space 
G, Λ,𝑍

Performance 
Estimation 
Strategy

Search Strategy

Architecture
𝑓! ,#⃗,%

Loss
ℒ(𝑓! ,#⃗,% 𝒟&'()* , 𝒟+(,)- )

Figure 2.11: Illustration of the NAS methodology adapted from Elsken et al. [74] containing the interaction of a search spaceG,Z,Λ,
a search strategy, and a performance estimation strategy.

To automate the search for suitable structures, the concept of NAS has been proposed by Pham et al. [188]
and has shown great success on various data sets. Current research in NAS e.g. [125, 5, 122, 11] have
shown that NAS frameworks are able to outperform hand crafted state-of-the-art architectures and to set
new benchmarks on established data sets. We formalise in Definition 10 accordingly to Figure 2.11 and
Definition 5 the NAS problem. As stated in Section 2.2.4.5, Bauer [13] formalise a NN as a DAG that
transforms an input X to an output Y with a set of nodes z ∈ Z . Thus, based on the CASH problem in
Definition 9 and Definition 5 for NNs, we formalise in Definition 10 NAS as follows

➢ Definition 10. NAS Problem, adopted from Jin et al. [125]:
LetDtrain be a train andDvalid be a validation data set, which is split intoK cross validation
folds {D(1)

train, ...,D
(K)
train} and {D(1)

valid, ...,D
(K)
valid}. Furthermore, let f

g,−→z ,
−→
λ
∈ F be a

neural network, configured by a graph structure g ∈ G and a set of nodes z ∈ Z , with
a parametrisation

−→
λ ∈ Λz Let L(f

g,−→z ,
−→
λ
(D

(i)
train), D

(i)
valid) denote the loss function a neural

network f
g,−→z ,

−→
λ
achieves on D

(i)
valid when trained on D

(i)
train. Then the neural architecture

search problem is to find the neural network f
g∗,−→z ∗,

−→
λ ∗ that minimises the loss:

g∗,−→z ∗,
−→
λ ∗ ∈ argmin

g∈G,−→z ∈Z,
−→
λ∈Λ|g|

1

K

K∑

i=1

L(f
g,−→z ,

−→
λ
(D(i)

train),D
(i)
valid) (2.17)

As already referred to within the CASH problem, Definition 10 splits a given data set D into K - folds to
average the sum of losses and to use all data available within D to train and validate a network f

g,−→z ,
−→
λ
.

By choosing this validation protocol the performance estimation strategy in Figure 2.11 is influenced by
the number of epochs to update the weights of a given model f

g,−→z ,
−→
λ
. Furthermore, NAS approaches differ
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in their search space they search in and the underlying search strategy. The differences are depicted in the
following.

2.3.3.1 Search Space

Comparable to AutoML, there can many different search strategies be applied to explore a search space
G,Z,Λ. However, the choice of the underlying search space has a high impact on the performance and,
thus, on the comparability of the underlying search strategy. In NAS, however, the search space differs in the
connection types of different layers, depicted in Figure 2.12.
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(c) Block structured NN architecture with skips

Figure 2.12: Illustration of different architectures when a) concatenating different layers, b) concatenating different layers with skip
connections, and c) concatenating configurable blocks of layer structures adopted fromElsken et al. [74]. Each architecture
has configurable (black arrows) and fixed (dashed arrows) connections to predict from an input−→x an output ŷ by processing
the input within operators associated with nodes z ∈ Z .

When concatenating i.ex. various layers such as fully connected (dense) or CNN layers to a FNN the search
space is parametrised by the (i) maximum number of layers, (ii) the layer type, or the operation of the
layer executes, e.g. normalisation, pooling, convolution and (iii) the hyperparameters (λ) associated with
this operation [74]. In Figure 2.12a, we illustrate the approach that concatenates different layers without
skip connections. These approaches optimise mainly CNN architectures [11, 220, 46] by concatenating
CNN layers an configuring e.g. the number of filters, kernel size and strides or the number of units for
fully-connected NN (MLP) networks [167].

However, modern NN architectures are not represented by the simple concatenation of layers and include
additional types of architectures, e.g. skip connections depicted in Figure 2.12b or multi-branch architectures
[74]. These more complex architectures have higher degrees of freedom and thus cover a more extensive
search space G,Z,Λ. They enable to map complex residual structures, where previous layer outputs are
summed [107] or concatenated [115]. Brock et al. [38] propose a configuration space that consists of a
large set of memory blanks, where each layer reads data from a subset of the memory bank and writes or
overwrites the result back into another subset of the bank. This approach enables the exploration of a broad
range of architectures with variable depth, connectivity patterns and layer sizes. Elsken et al. [75] apply
networkmorphisms to generate largeNN architectures that consider skip connections and yield to competitive
performances on established data sets and to accelerate the convergence of new neural architectures further.

Inspired by hand-crafted architectures that often consist of repeating layers, recent developments inNAS [225,
107, 115] consider a block-wise search space, where blocks of layers are parametrised and concatenated.
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Zoph et al. [256] propose the NASNet search space. In NASNet different convolutional blocks are configured
and stacked to a CNN architecture. By stacking blocks, (i) the size of the search space is reduced while
achieving better performances, (ii) build architectures can easily be transferred to other data sets or included
in other architectures, and (iii) the repetition of patterns in previous architectures is mapped to NAS. The
smaller search space while achieving better performances [198] has led to the adaption of block-wise
architectures [198, 188, 73, 45]. Building architectures from blocks, new design choices arise. While Zoph
and Le [255] build a sequential block-wise CNN architecture, Cai et al. [45] employ a meta architecture,
where blocks can be combined arbitrarily [74]. Splitting the global search space into a micro search space
(configurations of blocks) and a macro search space (links between the blocks) simplifies the search process
but should be carried out simultaneously. The inner structure of the block influences the design choice of the
meta-structure, and a mishandled meta-structure leads to non-performing architectures about the validation
protocol V and the loss L.

However, the choice of the search space G,Z,Λ indicates the difficulty of the optimisation problem. Zoph
and Le [255] e.g. explore their search space by utilising 800 GPU for 28 days. The difficulty of evaluating
large search spaces with limited computational resources led to the development of benchmark search
spaces, where the search space is commonly fully explored. NAS-Bench-101 [247] was the first benchmark
data set that contained 423k different architectures trained on the CIFAR-10 [137] for 4, 12, 36 and 108

epochs trained for 900 TPU (Tensor Processing Unit) days. Dong and Yang [68] extended NAS-Bench-
101 by adding learning curves based on the CIFAR-10, CIFAR-100 [137] and ImageNet [62] data sets.
However, NAS-Bench-201 explores a smaller search space that contains 6k different. By building surrogate
architectures Siems et al. propose NAS-Bench-301. It consists of 1018 architectures based on aDARTS [153]
search space whereby 60k architectures were trained for 30 epochs. In order to build one interface for several
NAS-Bench data sets the NATS-Bench [67] framework was developed Further, NAS-Bench-NLP [130] was
developed to perform NAS on NLP tasks.

Since more complex architectures tend to perform better and already small search spaces pose the problem
of remaining non-continuous, an efficient search strategy becomes necessary. In the following, we depict
commonly applied search strategies in NAS.

2.3.3.2 Search Strategy

In the previous section, we depicted the variability of architectures and, thus, the variability and complexity
of different search spaces that led to the development of benchmark data sets. In this section, we depict
different search strategies that have been applied in NAS. According to AutoML solvers, random search [147,
164], BO [19, 64, 125, 252], and EA [155, 84, 222, 198, 229, 75, 220] methods are also applied in NAS.
However, additionally RL [55, 255, 256, 226] approaches as well as gradient-based methods are commonly
applied as search strategy [74]. In the following, we briefly present these different search strategies:

Trivial Search Strategies are generally applied to construct benchmark data sets, such asNAS-
Bench [164], or to explore the entire search space with respect to the loss function [147].
While h2o applies grid search to performNAS based on smallerMLP architectures, random
search is often applied as baseline for new search strategies [198]. However, as the number
of evaluations inNAS is crucial, trivial strategies require an excessive amount of evaluations
and remain therefore unsuitable for NAS.

Evolutionary Algorithm methods have been frequently used for searching not only the optimal
architecture but also searching for optimal weights of neural networks [155]. Optimizing si-
multaneously the architecture as well as the weights of aNN is also termed as neuroevolution
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[84]. As discussed in Section 2.3.1.2, the success of EA in HPO depends on the encoding
of the individuals within the population. In NAS, these encoding spaces are configured by
the search space whether they encode the layers, blocks or the topology in a fixed, partial
fixed or relatively free architecture encoding [155]. Furthermore, to enable NAS with EA
approaches the (i) initialisation, (ii) selection, (iii) recombination, (iv) mutation, and (v)
evaluation steps need to be specified as illustrated in Figure 2.8.

The population of NNs can be initialised by three types of methods: (i) trivial, (ii) random,
and (iii) rich initialisation. The trivial initialisation starts with a relatively simple architecture
for each individual within the population to explore and exploit more complex architectures
within the evolutions. Random initialisation [221, 229] methods initialise a population by
randomly sampling neural architectures and the rich initialisation [256] uses the knowledge
of already well-performing models to obtain a population at the beginning of the evolution
process. For the evaluation of the population, simple NNs with fewer parameters have
the advantage that they are, compared to more complex architectures, computational less
expensive to train. A trivial initialisation [198, 245, 197] can thus evolve to more and more
complex and performant architectures until a stopping criteria is fulfilled. However, a rich
initialisation can potentially obtain already well-performing architectures at the beginning
of the search process.

The selection the strategies can be grouped as presented in Section 2.3.1.2 into (i) roulette
wheel [245], (ii) rank [198], (iii) steady state [73], (iv) tournament [221] and elitism [229,
75, 220] selection. Real et al. [198] apply an ageing evolution, that discards the oldest
individual in the population.

The existing selection strategies focus on preserving suitable architectures within the popu-
lation by simultaneously fostering the diversity of the population for a better exploration of
the search space. For the recombination step Sun et al. [222] proposed crossover recombi-
nation for NAS. The crossover operation achieved better performances against approaches
without recombination in this method. However, the crossover operation also showed that
it could generate offsprings dramatically different from the parents. Approaches, that skip
recombination and simply mutate a parent architecture [198, 255] let an individual explore
the neighbouring region. The evaluation step is the most time-consuming step in NAS.
To reduce the evaluation time in NAS weight inheritance [198, 75] or an early stopping
policy [222] is commonly applied in EA approaches. One-shot approaches, as proposed by
Zoph et al. [256], train a single over-parametrised network, the one-shot model, where the
structure contains subgraphs for other candidates of the search space. This one-shot model
is used to share the weights, warm start other parametrisations, and thus reduce the required
computational resources to explore a search space. Real et al. [197] propose an ageing evo-
lution (also denoted as regularized evolution) algorithm and compare this search strategy
against the RL approach proposed by Zoph et al. [256] and a random search strategy based
on the NASNet search space. Furthermore, TPOT [177] is as presented in Section 2.3.2 able
to perform NAS based on a EA search strategy and a MLP search space.
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Baysian Optimization As in AutoML, BO has also been employed in NAS [209, 240] but the
large and non-continuous search spaces ofNAS as discussed in Section 2.3.1.3 tend to make
BO unsuitable forNAS. Despite the search space, Bergstra et al. [20] created state-of-the-art
CNN architectures by applying BO. Furthermore, Domhan et al. [64] achieved state-of-the-
art performances by applying the SMAC algorithm. Motivated by the observation that
when neural architectures are created by hand, humans can quickly detect that a NN
performs poorly and terminate the corresponding training; Domhan et al. [64] mimics
this early termination of poorly performing training using a Bayesian surrogate model
that extrapolates the performance of a given architecture at the beginning of the learning
process. Auto-Keras [125] is accordingly to the AutoML frameworks a NAS framework
based on Keras [52] that implements BO as a search strategy and develops a kernel and a
tree-structured acquisition (SMAC [117]) function to efficiently explore the search space.
Another framework developed by Zimmer et al. [252] that applies an adapted BO (BOHB)
technique is Auto-Pytorch.

Reinforcement Learning An approach not commonly applied in AutoML but in NAS is RL
(Reinforcement Learning). Excessive research work to solve the NAS problem with RL
based approaches [255, 11, 256] and heterogeneous search spaces has been applied. RL
approaches generate architectures from an agent’s actions, where the action space of the
agent refers to the search space G,Z,Λ. The agent’s policy that leads to the actions is
trained on an estimate of the performance of a model f

g,−→z
−→
λ
(also referred to as reward)

configured by the agent. This reward can be represented by the validation protocol V
and a given loss metric L. RL approaches for NAS mainly differ in the agent’s learning
model that learns a policy by optimising the reward obtained by evaluating the given neural
architectures and how the agent’s model is updated within the search procedure. Zoph
and Le [255] use a RNN to sequentially encode an architecture and optimise the agent by
applying a policy gradient algorithm [255]. In a later approach Zoph et al. [256] apply a
proximal policy optimization. Baker et al. [11] propose a q-learning approach, where the
agent interacts with the environment by sequentially building CNN architectures. Other RL
approaches such as [255, 188, 226] use Policy Gradient algorithms.

For practical usability, frameworks have emerged around NAS procedures or that have been explicitly
developed for NAS. In Table 2.3, we provide an overview of the most common NAS frameworks. Contrary
to AutoML frameworks for NAS differ more in the goal they pursue. In order to include NAS into established
AutoML frameworks, TPOT and h2o use a MLP architecture as underlying search space with the goal to
include the configuration of NN into the search space. This enables to combine the search for suited ML
pipelines and DNN search spaces but possibly neglects more suitable architectures such as CNN and RNN .
While TPOT uses PyTorch [184] h2o uses Tensorflow [1] as underlying DL framework.
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Table 2.3: Comparison of different NAS frameworks.

Framework Search Strategy Search Space Benchmark

TPOT [177] GP MLP ✕

h2o [147] Grid Search MLP ✕

Auto-Keras [125] SMAC [117] Dense, CNN and
ResNet blocks

✕

Auto-Pytorch [252] BOHB [78] ResNet and MLP ✕

NASLib [164] DARTS, Random
Search, Bananas

NAS-Bench2 ✓

Retiarii [250] EA Variable ˜
Keras-Tuner Random Search Variable ˜

Further frameworks depicted in Table 2.3 are Auto-Keras [125], Auto-Pytorch [252], NASLib [164] and
Retiarii [250]. These frameworks differ in the goal they pursue in that Auto-Keras and Auto-Pytorch are
frameworks that aim to find suitable neural architectures based on new image, text, or tabular data sets a
user provides and wants to have processed. In Auto-Keras the underlying HPO (SMAC [117]) searches
within fully connected (Dense), CNN and ResNet blocks for a suitable model f

g,−→z ,
−→
λ
. The generated blocks

are surrounded by input and output blocks to maintain compatibility with other data sets and formats. As
the name of the framework suggests the underlying DL library is Keras [52] and implements BO as HPO
technique. Auto-PyTorch [252] relies on PyTorch [184] and stacks based on BOHB [78] various fully
connected and ResNet blocks. In comparison to the other frameworks Auto-PyTorch provides a smaller
variety of neural structures but concatenates further preprocessing steps and thus bridges aML pipeline and
NAS for tabular data sets. Retiarii [250] as well as Keras-Tuner [178] aim to tune already predefined models
by the user. While Retiarii relies on PyTorch and a mutation based EA search strategy, Keras-Tuner uses
the Keras library to optimise a architecture by a Random Search strategy. Both Retiarii and Keras-Tuner
pursue the goal of tuning already existing architectures. The search space in Retiarii is given by possible
mutations in each layer of the architecture. In Keras-Tuner, the search space is specified by the user prior to
the optimisation process.

Summary

To automate aML pipeline, we defined in this section the automation of the search for suitableML pipelines
and neural architectures. We depicted in Section 2.3.1 optimisation strategies that aim to heuristically apply
HPO on different search spaces. In order to automate the search for suitable ML pipelines, we formalised
the pipeline creation problem and highlighted the differences to the CASH problem defined in Section 2.3.2.
Section 2.3.2 further highlights the tools and frameworks that aim to optimiseML pipelines based on different
underlying solvers and pipeline structures. These frameworks were compared based on their characteristics,
e.g. whether they support ensembles, parallel and time constraint optimisation, or if they support NAS
techniques. Building on AutoMLwe present in Section 2.3.3 NAS as an optimization problem with large and
distinct search spaces G,Z,Λ and common but from AutoML different search strategies to optimise neural
architectures.

2 including NAS-Bench-101 [247],NAS-Bench-201 [68], NAS-Bench-301 [213], ASR [163] and NLP [164]
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2.4 Learning to Rank

In order to enable a utility driven AutoML or NAS framework, we introduce in this section LTR (Learning
To Rank) techniques. Thus, within this section, we will first take a step back from AutoML and NAS and
introduce LTR by its initial aim, namely to rank documents. In the course of this work, the ranking of
documents will be applied to the problem of ranking and thus ordering ML pipelines and NNs towards an
underlying utility. First, we formalise LTR as a general optimisation task in Definition 11 and then depict
different possibilities to solve this problem. The motivation for LTR techniques lies within the overwhelming
flood of information; LTR’s aim is to construct a ranking model that can rank this information according
to its relevance. Especially in information retrieval and information filtering i.ex. document retrieval,
collaborative filtering, product ratings, sorting objects based on certain factors poses a central problem. A
well-known approach to ranking documents is PageRank developed by Page [182] (Google) for ranking
websites accordingly to their relevance. It works by counting the number and the quality of links to a
document to determine an estimate of how relevant a document (website) is. Thereby Page [182] assumes
that relevant documents are likely to have more links from other websites or documents. However, LTR
can be seen as both a supervised and unsupervised learning problem. As Page[182] does not consider
any response but is based on a graph including an adjacency matrix that represents the links connecting
the different websites (documents), this approach can be considered as an unsupervised learning approach.
Ranking problems can, thus, be systematically categorised by (i) the available data and by the (ii) type of
response. The available data, at the top level, categorises the ranking problem into label ranking, object
ranking and instance ranking [51]. In label ranking the training data consists of features −→x ∈ X and the
task is to learn a Permutation π(−→x ) ∈ Perm(1 : t) [239] where

Perm(1 : d) := {π|π is a permutation of {1, . . . , t}}. (2.18)

The permutation π(−→x ) can be interpreted in that (π(−→x ))1 denotes the most preferred document. In instance
ranking the training data considers a tuple (−→x , y) ∈ D, where −→x ∈ X represents the features and y ∈ Y

the ordering of a document. In object ranking the goal is to learn a ranking function that produces a ranking
based only on the features −→x of a document. Based on object ranking Cheng [51], we define the general
LTR problem as follows:

➢ Definition 11. Learning to Rank, adapted from Werner [239]:
ConsiderD as set of t documentsD = {−→x 1, . . . ,

−→x t}, where each document is represented
by a vector−→x ∈ X . The documents inD can by ordered in that−→x i ≻ −→x j and the goal is to
find a ranking function f that assumes as input a set of documents and returns a permutation
of this set.

Based on object ranking defined in Definition 11, we assume an instance ranking setting where in order to
develop a supervised learning task (see Definition 1) labels are available.

Ranking problems can further be characterised by the type of the response [239]. These responses can be
a binary indication of whether a ranked document is relevant or not, ordinal for this indication of an index
{1, . . . , t} or continuous for a scoring based ranking function. A binary or ordinal indication of relevance
can be a binary or multi-class classification problem. The number of classes within the multi-class case
corresponds to the number of documents to rank. Considering a continuous measurement for the relevance
of documents has the advantage that an ordinal ranking can be derived. With a given threshold of relevance,
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a binary indication can be modelled. We assume a continuous measurement for relevance scoring in the
following, which maps to a regression problem.

LTR can further be categorised into pointwise [58, 151] , pairwise [102, 44, 176, 207] and list-wise [46,
120] approaches. In the following, we derive, based on Definition 11, the pointwise, pairwise and list-wise
indications of preferences and provide common approaches.

2.4.1 Pointwise

The pointwise approach assumes that each training document or observation with features −→x is associated
with a ranking measurement. Thus the problem can be reduced to a regression problem. However,
considering a pointwise indication of a relevance score, the question of a suitable data collection method
arises. Pointwise approaches assume that one can rate documents with absolute ratings. To train such a
ranking model, a user has to be aware of all documents in Dtrain to construct a suitable data set that assigns
the correct relevance score to each document. To train the pointwise ranking problem, it can be formalised
as follows:

➢ Definition 12. Pointwise Ranking, based in Definition 1:
Let D = {(−→x 1, y1), . . . , (

−→x t, yt)} be a set of documents, where each document has a label
y ∈ R, then the task is to learn a function f∗ : X → R (also referred to as ranking model),
that transforms a document by it’s feature vector −→x ∈ X into a relevance score y ∈ R.
Furthermore, let L(f(−→x ), y) be a loss function that quantifies the correctness of a series
of predictions of f trained on Dtrain ⊂ D for −→x . Denote that {−→x , y} /∈ Dtrain and
Dtrain ∩ Dvalid = ∅. Then the goal to is similar to Equation 2.1 to minimise the loss L on
Dvalid using a validation protocol V(·, ·, ·, ·).

In Definition 12 we define the pointwise ranking problem as a supervised regression problem, where the
task is to learn a ranking model f : X → R that predicts from a feature vector −→x of a document a
relevance score. A number of existing supervisedML algorithms (see Section 2.2.4) can be readily used for
this purpose. Prominent examples are PRank [58], which performs the ranking by an ordinal regression,
and McRank [151], which employs multi-class classification and Gradient boosting techniques. However,
pointwise approaches are not advantageous for our problem setting, as it is difficult for end-users to assign
an absolute target value for the suitability of a machine learning model.

2.4.2 Pairwise

Pairwise ranking approaches are trained based on pairwise ranked documents. Based on this information, a
ranking model learns a global ranking for all documents in D. The model is trained based on a document
tuple with the corresponding label (−→x i,

−→x j , y). The label y states the order of both documents in that
y ∈ {−1, 0, 1} and thus if a document i with its corresponding features −→x i is more, equal or less relevant
than document j with features −→x j . Again, pairwise ranking models can be characterised by their response
type independent of training. The response type of common models is either following the pairwise training
process, the comparison of two documents (i.ex. −→x i ≻ −→x j), or a relevance scoring that enables the
ranking of documents in D. Considering a comparison based response, the model’s input requires two
documents. In contrast, the relevance scoring method (see Definition 12) only requires one document to

50



2.4 Learning to Rank

predict a document’s relevance score. In Definition 13, we define the pairwise ranking problem based on
pairwise comparisons.

➢ Definition 13. Pairwise Ranking
Let {−→x 1, . . . ,

−→x t} again be a set of documents, where each document is characterised by
−→x ∈ X . Further, let D = {(−→x 1,

−→x 1, y1), . . . , (
−→x t,
−→x t, yt)} ∈ X × X × {−1, 0, 1}

be a set of document pairs labelled by y ∈ {−1, 0, 1}. The label y indicates whether
document i is more relevant than document j (−→x i ≻ −→x j) vice versa (−→x i ≺ −→x j) or ranked
equally as favourable. Based on a training data set Dtrain the task is to learn a function
f∗ : X × X → {−1, 0, 1}. Furthermore, let L(f(−→x i,

−→x j), y) be a loss function that
quantifies the correctness of a series of predictions of f trained onDtrain ⊂ D. Denote that
(−→x i,

−→x j , y) /∈ Dtrain and Dtrain ∩Dvalid = ∅. Then the goal to is similar to Equation 2.1
to minimise the loss L on Dvalid using a validation protocol V(·, ·, ·, ·).

Considering that the rankingmodels response is a ranking score f(−→x ) ∈ R predicted based on one document
the loss of the trained model can be modelled by a surrogate function

g(−→x i,
−→x j) =





1 , f(−→x i) > f(−→x j)

0 , f(−→x i) = f(−→x j)

−1 , f(−→x i) < f(−→x j)

(2.19)

that is then used to calculate the loss L(g(−→x i,
−→x j), y) based on a previously defined ranking y. Common

approaches for pairwise ranking are Ranking SVM [102], RankNet [44], LambdaRank [43] and Lamb-
daMART [89]. Ranking SVM [102] uses a support vector machine to maximise the span between the
classes correctly and incorrectly ranked to solve the pairwise ranking problem. RankNet [44] uses NNs to,
on the one hand, learn a relevance score f(←−x ) for both documents in a pair within a Siamese architecture
and, on the other hand, to maximise the cross-entropy between the predicted relevancies (g(−→x i,

−→x j)).
LambdaRank [43] extends RankNet by not using the actual costs (number of inversions in ranking) but their
gradients for training. Lastly, LambdaMART [89] combines LambdaRank and multiple additive regression
trees. In comparison to pointwise approaches, pairwise ranking approaches have the advantage that the
training data set Dtrain can be generated without global knowledge about other documents to indicate a
relevance score.

2.4.3 Listwise

Listwise ranking approaches learn to rank documents by partial lists of documents that are already ordered.
Similar to the pairwise ranking approach, the output of listwise ranking models can either be a relevance
score for each document (−→y ) whereby the documents are ordered separately based on the predicted relevance
score or the output of the model can directly be an ordering for the selected documents i.ex. a tuple with the
document indices, where the tuple is sorted based on their predicted relevance. In Definition 14, we define
the listwise ranking problem.
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➢ Definition 14. Listwise Ranking
Let {−→x 1, . . . ,

−→x t} again be a set of documents, where each document is characterised by
−→x ∈ X . Further, letD = {(−→x k, . . . ,

−→x l, ), . . . , (
−→x i, . . . ,

−→x j)} be a set of sorted document
tuples of length n, whereby (−→x i, . . . ,

−→x j) ∈ X ∀i, j ≤ t. Based on D the task is to learn a
function f∗ : Xn → Y that indicates the ranks−→y ∈ Y of unsorted tuples {(−→x i, . . . ,

−→x j)}.
Furthermore, let L(f((−→x i, . . . ,

−→x j)),
−→y ) be a loss function that quantifies the correctness

of a series of predictions of f trained on Dtrain ⊂ D. Denote that (−→x i, . . . ,
−→x j) /∈ Dtrain

and Dtrain ∩Dvalid = ∅. Then the goal is to similar to Equation 2.1 to minimise the loss L
on Dvalid using a validation protocol V(·, ·, ·, ·).

To train the listwise ranking approach, Cao et al. [47] propose in ListNet a loss function that enables to
train NNs based on listwise rankings of documents. In NDCG Valizadegan et al. [232] approach this
problem by breaking the list of documents down into pairwise comparisons and optimising the normalised
discounted cumulative gain. Ibrahim and Landa-Silva [120] propose in ES-Rank a ES based approach to
rank documents based on seven different evaluation metrics. In SetRank, Pang et al. [183] learn based on the
already for the training process ranked lists an encoding function that encodes and ranks lists of documents
of any size. As stated in [232] the listwise ranking approach can be reduced to a pairwise ranking approach.
Consider a ranked and thus sorted list of documents i.ex (−→x 3,

−→x 1,
−→x 4) where the most relevant document

is represented by−→x 3 and the least relevant document by−→x 4, then this list can be reduced to a set of pairwise
comparisons {(−→x 3,

−→x 3, 0), (
−→x 3,
−→x 1, 1), . . . }. This enables to apply approaches presented in Section 2.4.2

for the listwise ranking scenario.

Summary

In this section, we introduced pointwise, pairwise, and listwise ranking approaches that enable the ranking
documents and to obtain their relevance compared to other documents. We presented the pointwise ranking
approach that can be reduced to a supervised learning problem depicted in Definition 1 and the pairwise
ranking approach, where the task is to learn absolute rankings (or relevance scores) based on pairwise
comparisons. The listwise ranking approach, where the ranking model is trained based on sublists to predict
a global ranking of documents, can be reduced to a pairwise ranking scenario by splitting sorted sublists
into pairwise comparisons of documents. For the moment, the added utility of ranking models in the context
of AutoML remains unclear; however, in the course of this work, we will replace the ranking of documents
by the ranking of ML pipelines generated by AutoML instances and neural architectures generated by NAS
instances. The connection of ranking algorithms to HPO in NAS and AutoML is addressed and established
in part III.

2.5 Learning on Data Streams

The purpose of this section is to provide the foundations forML algorithms that are able to adapt to changes
in the underlying data patterns. The current literature in the field of ML focuses its primary emphasis on
algorithms that can learn from large amounts of data that are already available at the beginning of the learning
process. Within the DM process in Section 2.1, we motivated a traditional, iterative approach towards aML
pipeline trained on a given data batch. Online learning, however, implies that we are no longer referring
to data sets D that are already available, but rather to data streams S on which an ML algorithm adapts
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incrementally on continuously incoming data instances. As this section moves from batch learning to an
online learning setting, the differences in terminology are illustrated below according to Frochte [90]:

Online learning: Learning a ML model based on data streams without storing the data.

Offline learning: The entire data set D is known from the beginning and can be retrieved at any time.

Incremental learning: Learning of individual data points (instances) one by one.

Batch learning: The model is trained based on subsets of a data set D.

It becomes clear that in an offline learning scenario, a ML model can be trained with a batch of data points
as well as incrementally. Denote that the order of the data points within a given data set D can also have
significant relevance in offline learning. The setting where the underlying data points’ ordering is relevant
is also referred to as a univariate or multivariate time series. However, in an online learning scenario,
the boundary of storing no data is often blurred, as the storage of mini-batches is often considered as an
online learning method [23]. In Figure 2.13, we illustrate based on the ML pipeline and the DM process
the transition from an offline learning approach developed within a DM process under the assumption of
evolving data streams.

Datamining Pipeline

Data pre-
processorData pre-

processor
feature pre-
processor predictor

Predictions

Past Data

ON Line

OFF Line

Data Stream

Actions,
Sink,

Visualization

ON Line

Data Ingestion

Figure 2.13: From Batch to Online Learning: An illustration for adaptive learning on data streams.

When considering ever-evolving data streamswithin aDM process, it remains clear that the generation of data
and the application of the model are integrated into the actual process, while the development of the model
takes place separately, starting from an isolated data set. As Figure 2.13 shows, the development and thus the
learning of a DM pipeline takes place outside (offline) of the incoming data points. Further, it is evident that
in the meantime, new data is already being generated, which had not been taken into consideration during
the offline learning process but which could also contain relevant information or changes in the underlying
data distribution can occur. This inability to iteratively integrate new and more recent data into an existing
model is probably the most critical drawback of offline learning approaches. Instead, the generation of a
new data set within the data ingestion step is required, and the already developed DM pipeline might be
inappropriate for the newly generated data set and thus for the problem at hand. Furthermore, the larger
and higher-dimensional the data set, the more critical the scalability and efficiency of offline algorithms in
terms of time and memory [112]. However, this does not concern the predictive performance but also the
training process. Since the training process is computationally more expensive than the model usage, the
exploitation of computer resources is concentrated during offline learning at a time when all data points
from the generated data set are processed. Concerning Figure 2.13, it would be desirable to skip the data
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ingestion step and to design a system where no separation between the evolving data stream and the model
development is made and thus where new data is immediately processed by a definedML pipeline. To enable
the immediate processing of the incoming data stream, we formalise in Section 2.5.1 the online learning
problem, depict the requirements for an online learning system and in Section 2.5.2 we introduce the change
of data patterns and distributions within the data stream, which is referred to as concept drift. According to
the steps of an offline ML pipeline presented in Section 2.2, we depict in Sections 2.5.3 to 2.5.4 the steps
required to build onlineML pipelines. Since online ensemble methods are closely related to online AutoML
in that they train sets of homogeneous or heterogeneous models to perform a prediction on changing data
streams, we discuss online methods as part of related work for online AutoML in Section 3.4.

2.5.1 Online Learning

Advancing an adaptiveML framework, it becomes clear that it is crucial to have algorithms at hand that can
process data that arrives continuously in the form of data streams. However, online analysis brings challenges
and aspects that need to be considered. First, online learning has to deal with potentially real-time data
rather than previously known data sets. We refer to an incremental online learning system that enables
the adaptation to data streams, which leads to some requirements for the learning process. This includes
differences from offline learning in evaluating and monitoring the model’s performance, which is addressed
in Section 2.6. Further, Bifet et al. [23] depict the requirements for online learning as follows:

Requirements I. Online Analysis Algorithms, adopted from Bifet et al. [23]:

R I–1. Process an instance at a time, and inspect it (at most) once.

R I–2. Use a limited amount of time to process each instance.

R I–3. Use a limited amount of memory.

R I–4. Be ready to give an answer (e.g. prediction) at any time.

R I–5. Adapt to temporal changes.

Since data streams are potentially infinite and new observations may arrive with a high frequency, stream
algorithms should be efficient in terms of resource usage, i.e. time (see R I–2) and memory (see R I–3)
consumption. The Requirement R I–1 stems directly from the main characterisation of data streams and
describes the nature of incremental learning. Data points might come one at a time and in a sequence,
so they must also be processed in this order by a corresponding streaming algorithm. Each instance is
considered exactly once and then discarded. Therefore, no storage takes place, whereby this restriction is
blurred by approaches that consider mini-batches and that are also referred to online learning approaches.
Including a model into a real-time environment, Requirement R I–2 and R I–3 become relevant, but above
all the algorithm must also be capable to give a response at any time (Requirement R I–4). This can be
achieved when the complexity at runtime of the algorithm is linear to the number of data points processed.
When the frequency of the incoming data points exceeds the time required to process a data instance from
the stream, the process over time potentially leads to data loss and unavailability of the model. Thus, R
I–4 gets infringed. A significant difference compared to offline learning comes with Requirement R I–5.
While in offline learning, there is a clear distinction between the training phase and the prediction phase, in
online learning, the model handles evolving data streams that may never end. Thus a separation between the
training and the prediction phase is not possible. Furthermore, the underlying data distribution or concept
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might change over time. Changes in the data concept over time are also referred to as concept drift. However,
Requirement R I–5 refers to the capability of a model to adapt to data streams.

stream

train ready predict

model

unlabeled data

predictionupdated model

get data

labeled data

Figure 2.14: Illustration of an online learning system, following [172]

Figure 2.14 exemplary shows how an online learning framework is able to comply with the stream require-
ments depicted within the Requirement I [23] for a supervised learning task depicted in 1. If the data point
in the data streams is a labelled data point (−→x , y), then the model processes the instance by updating the
model. When the data point is an unlabelled instance −→x , the task is to predict a label ŷ. Thus, the model
processes each instance from an evolving data stream, updates the underlying model and is ready to predict
at any time.

In Definition 15 we define, following the supervised offline learning problem in Definition 1 the online
learning problem.

➢ Definition 15. Supervised Online Learning
Let S = e1, . . . , et, . . . be an ordered sequence of examples of possibly infinite length and
let et be the current observed examples. Each example ei (e.g. ei = (xi, yi)) is a tuple of p
predictive attributes xi = (xi,1, . . . , xi,p) and in the supervised learning setting a label yi.
Further, let S− = e0, . . . , et be an ordered sequence of past examples. Then the task is to
learn a function f∗ : X → Y (also referred to as model) that minimises the loss L, based
on training Strain ⊆ S− and validation Svalid ⊆ S− samples. Denote that Strain ∩ Svalid.

A∗ = minV(L, f,Strain,Svalid) (2.20)

Instead of referring to a setD of labelled data points (−→x , y), we refer in Definition 15 to an ordered sequence
S of data instances ei = (−→x , y). Furthermore, it differentiates between past S− and future instances,
whereby the model is validated and trained on past data. In the following, we discuss the arbitrary of changes
in evolving data streams on which a model f should react and adapt.

2.5.2 Concept Drift

Changes in the pattern of the data stream over time are also referred to as concept drift [242]. Shifts of the
underlying distribution or pattern occur especially in dynamically changing and non-stationary environments,
e.g. the change in users’ interests when following an online news stream [92]. However, concept drifts can
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occur in the form of changes within the characteristic of the input features −→x , but also the relation between
the input data and the target y. Gama et al. [92] define this change by changes in (i) the prior probabilities
for a label y p(y), (ii) the target probability with regard to the features p(−→x |y) or the posterior probabilities
of the target value p(y|−→x ) that may change. This shift of the underlying distribution of the data stream can
therefore proceed in different forms that are depicted in the following [23]:

Sudden concept drifts occur when the distribution or pattern changes in a few steps of the data
stream. It is also referred to as shift. A model should, in this case, detect the shift and adapt
as rapidly as possible to this shift. For instance, sudden concept drifts may occur when
the mode of operation of an IIoT or IoT sensor changes due to external influences such as
movements.

Gradual changes are shifts that occur incrementally over a more extended period. Therefore, the
model’s challenge is to adapt to the continuously changing data stream. An example is the
abrasion of production machines measured by various sensors.

Partial concept drifts might affect only instances of certain forms i.ex. the change of the data
stream concerns a few classes in a classification task, or only a part of the features processed
by the model f are affected by the shift that is either sudden or gradual.

Recurrent concepts are changing distributions that have already appeared in the past and tend
to reappear later in the stream. The challenge of aMLmodel is, therefore, to remember the
different data patterns and to select the proper function that transforms the features into the
target value.

In the context of concept drifts, outlier or anomaly detection algorithms are also to be mentioned and
distinguished from concept drifts. While the change in data patterns are true changes within the data stream,
anomalies or outliers are limited to very few data points that do not comply with the data pattern to be
learned. Thus a change detector such as ADWIN [22] is commonly applied to detect changes within the data
patterns [21]. ADWIN is a popular window based change detector, that holds and compares two sub-windows
to detect changes within the data distribution. Further popular change detectors are based on the models
error rate, such as DDM [91], EDDM [8] or on Hoeffding’s bounds HDDM [29].

2.5.3 Preprocessing

Besides the learning process itself, there are also differences in the preprocessing of the data. As discussed
in Section 2.2, in offline learning it is common to preprocess features−→x from a data setD at the beginning of
DM process. While the data preparation step can be applied similar to the data preparation step depicted in
Section 2.2.2. However, in online learning, possible errors within the data stream can be filtered or repaired
by predefined rules and thus directly be applied to the data stream. Thus, it is assumed that possible errors
within the data stream are known in advance in this environment. The data preprocessing, however, differs
from the offline learning scenario since not all information of the data stream is available at the beginning
of the stream. Relevant features must be defined in advance, or dimensionally reduction algorithms that
automatically extract and select valuable features and that fulfil the Requirements I need to be applied. When
it comes to normalisation and standardisation mechanism to enable an online ML pipeline, the differences
to an offline learning approach become apparent. Normalisation is achieved by considering the smallest and
largest value per feature, while standardisation involves using the mean and standard deviation of the training
samples. In both cases, the data set must be known at the beginning to extract the corresponding values [90].
However, to enable normalisation and standardisation in an online learning environment, running statistics
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can be calculated. In this case, the mean and variance are updated every time a new instance arrives and
is then used to scale the features of the new data point from the data stream S. For example the CMA
(Cummulative Moving Average) −→µ t can be updated incrementally at a point in time t for all features in −→x
as follows:

−→µ t =
−→µ t−1 +

−→x t −−→µ t−1

t
(2.21)

and thus, the MSTD (Moving Standard Deviation) −→σ t can be calculated by applying the Welford’s [238]
method to estimate the variance for all features in −→x in an online manner:

−→σ 2
t = −→σ 2

t−1 + (−→x t −−→µ t) ∗ (−→x t −−→µ t−1) (2.22)

By considering the differences between the sums of squared differences for t and t−1 the Welford’s method
enables incremental updates of the MSTD as well as the variance. Accordingly, the informative value of
the mean and the variance increases with the rising number of instances. For selecting suitable features
from a data stream, as discussed in Section 2.2.2, a drawback of online learningmethods becomes apparent.
Since the data stream evolves, the correlation and the information gain of individual features remain unclear.
Here, features that might be useful are commonly selected by hand at the beginning of the data stream. The
question for adaptivity within the feature selection process remains open in online learning and is addressed
in more detail in Part IV.

2.5.4 Online Learning Models

In this section, we present the foundations for different online algorithms that are capable to minimise
the loss metric L using a validation protocol V(·, ·, ·, ·) (see Definition 15) based on the Requirements I.
Further, some approaches presented in Section 2.2.4 are by nature fully comparable with the online learning
requirements. By presenting different concepts of models used for online learning, we concentrate on
the differences to offline learning. In Section 2.5.4.1, we depict Decision Trees as commonly applied
classification algorithm and in Section 2.5.4.3 we present the foundations for applying NN’s to an online
learning setting. Since online NN’s are also part of related work, we refer to Section 3.4 for a profound
overview of approaches in training NN’s in an online manner. NB (Naïve Bayes) is also a broadly applied
approach in online learning and is presented in Section 2.5.4.5. To conclude the foundations for online
algorithms, we present in Section 2.5.4.4 Neighbourhood based approaches. Contrary to offline ensemble
learning models discussed in Section 2.2.4.6 and due to the fact that ensemble techniques are closely related
to AutoML techniques, online ensemble techniques are discussed as part of the related work in Section 3.4.

Some algorithms have been specifically created and adapted to operate on data streams. For instances, HT
[65], HAT [21] or Logistic Regression. Other algorithms require adaption so that they can be used in an
online fashion, such as creating mini-batches or introducing a sliding window [10, 180]. In the following,
we depict the main concepts for online learning models.

2.5.4.1 Decision Tree

Following the decision tree approach presented in Section 2.2.4.1, Domingos and Hulten [65] propose an
incremental, anytime decision tree assuming that the distribution of the underlying data stream does not
change over time. HT is based on the idea that it is helpful to consider only a small subset of the training
samples at a node to find the best attribute test for that node. This means that the first incoming samples
of the data stream are used to determine the attribute test at the root node. Subsequent data instances are
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passed through the node to different leaves according to their attribute values and used to determine the next
attribute test. The whole process continues recursively, whereby HT uses a Hoeffding bound that quantifies
the number of nodes to be changed to estimate the underlying distribution. WhileHT approaches are suitable
for incremental learning, changes within the constructed tree structure and, thus, changes in the underlying
data pattern are not considered. With HAT (Hoeffding Adaptive Tree) Bifet and Gavaldà [21] propose an
adaptive approach by introducing an ADWIN change detector. The change detector in HAT is used as an
indicator of whether an alternate tree should be applied to adapt to an occurring concept drift. Also based on
HT , Domingos and Hulten [65] propose in addition toHT a CVFDT (Concept-adapting Very Fast Decision
Tree), where a decision tree is kept consistent based on a sliding window, whereby alternate sub decision
trees are created and replaced within the data stream when the data pattern changes at a node of the tree.

2.5.4.2 Support Vector Machine

SVM (Support VectorMachine) have been successfully applied in offline learning with high dimensional data
sets since the generated support vectors only depend on a minimal subset of the training data. As discussed
in Section 2.2.4.2, the main disadvantage of SVM is when training on noisy data, where a good separation
of the training data by the support vector becomes difficult or impossible. Syed et al. [224] propose an
approach based on mini-batches and empirically show the ability of handling concept drifts. Since a SVM
builds on support vectors that consider only a small subset of the training data points, the question of how
to decide whether an instance from the data stream is used as a support vector or not without the knowledge
of all data within a data stream S arises. This question, however, is tackled by Duan et al. [69] in a separate
Lagrangian optimisation problem without considering concept drifts. Regarding the Requirements I, SVMs
are suitable for incremental learning [69] by applying mini batches but infringes Requirement R I–1 (one
instance at a time). However, the approach proposed by Syed et al. [224] does have the possibility to adapt
to concept drifts. Still, it needs mini-batches to decide if new (computationally expensive) support vectors
should be created.

2.5.4.3 Neural Networks

NNs can range from simple linear or logistic models to complex MLP, CNN and RNN structures with
several layers (see Section 2.2.4.5) and are due to their variability in general well suited for incremental
and online learning. However, not all architectures and optimisation techniques are appropriate to fulfil
the Requirements I. Larger CNN’s such as AlexNet [138] or VGGNet [215] violate the Requirements R I–2
(limited time) and R I–3 (limited memory) and cannot always yield to good performances, as the deeper
layers require more time to convergence. Further, the optimiser that optimises the weights of aNN influences
the capability to be suitable for online learning. While SGD processes each instance at a time (RequirementR
I–1) by nature, Adam orAdaGrad that in batch learning have prevailed for many problems, the weight updates
of a NN is affected by the batch size as the distribution of gradients for larger batch sizes has a much heavier
tail. Baydin et al. [14] propose a general online method for improving the convergence rate of gradient
based optimisers used in NNs. The approach extends SGD and Adam by dynamically updating the learning
rate during optimisation and thus improving the adaptivity of NNs when concept drifts (Requirement R I–5)
occur.

Besides the optimiser, the choice of architecture is crucial. Linear regression or logistic regression as simplest
NNs are already commonly used as baselines in online learning that are, due to their simple architecture and
large throughput of instances, suitable to adapt to changes within the data stream. Most approaches applied
in deeper online learning models are MLPs [123, 100]. However, the larger the model becomes, the more
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difficult it is to converge and adapt to a dynamic environment. Further, they consume more memory for
storing the weights and are computationally more expensive. Lobo et al. [156] propose the usage of spiking
neural networks to model the behaviour and learning potential of the brain and, thus, to adapt to data streams
when drifts occur. Jain et al. [123] provide an overview for NNs with online learning capabilities, that is
further discussed as part of the related work in Section 3.4.

2.5.4.4 Neighbours

k-NN (k-Nearest Neighbors) based approaches are by nature suitable for incremental learning. As discussed
in Section 2.2.4.3, the training is performed by storing the labelled data points to then estimate the closest
relation within the feature space X on unseen data points. The fact that the basis of this approach is the
memorisation of data points from the data stream raises the question about the online learning capabilities.
Further, the data stream is possibly infinite, and thus the memory consumption of k-NN approaches likewise
grows to an unlimited size. Especially it violates the memory Requirement R I–3 as well as the ability
to adapt (Requirement R I–5) to concept drifts. To adapt k-NN based approaches to the Requirements I, a
sliding window is introduced that, on the one hand, limits the memory consumption to the size of the window
of data points and, on the other hand, enables the adaption to concept drifts. The adaption to concept drifts
is ensured since the sliding window stores recent data points from the data stream and deletes the oldest data
points. However, the capability of adaptation to the data stream is highly influenced by the window size as
the adaptation is carried out with the delay of the size of the window and a too-small window size restricts
the ability to learn the underlying data patterns within the sliding window. This windowed k-NN approach
can further be extended with an ADWIN change detector to decide which samples to keep and which ones to
forget. The prediction is applied similar to the offline learning k-NN approach, discussed in Section 2.2.4.3,
by applying a majority voting in the case of classification or a uniform or weighted average in the case of
regression based on k nearest neighbours.

2.5.4.5 Naïve Bayes

As discussed in Section 2.2.4.4 NB (Naïve Bayes) is a classification algorithm based on the assumption of
conditional independence between the features −→x given the label y. In order to meet the online learning
requirements, the estimation for the probabilities P (x1, . . . , xn|y) and P (y) needs to be calculable and
thus updated in an online learning manner. As stated in Equation 2.6, P (x1, . . . , xn|y) is estimated by the
product of the conditional probabilities for each feature in−→x given the label y. This probability P (xi|y), as
well as the class probability P (y), can be incrementally updated by increasing the feature counts given the
label y for each feature in −→x . Despite the strong assumption of conditional independence for the features
and thus its ineptitude for real-world applications, approaches based on Bayes are by nature suited for online
learning. Thus extensions to this approach, e.g. GNB (Gaussian Naive Bayes) [199], augmented NB Zhang,
or multinomial NB can be applied for this scenario.

Summary

In this section, we provided the foundations for ML algorithms that can adapt to changes in the data, also
referred to as concept drifts. Further, we switched from an offline learning scenario to an online learning
approach where we assume instead of a data set D a possibly infinite data stream S. By distinguishing
between online learning, offline learning, incremental learning and batch learning, and by defining the
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requirements for online learning, we were able to examine the preprocessing and further algorithms for their
suitability to an online learning scenario.

2.6 Evaluation Protocols

In this section, we cover the final necessities that enable a utility-based adaptation and the adaptation to data
streams of AutoML as well as NAS. Within the previous sections we introduced the offline (Definition 1),
as well as the online supervised learning task (Definition 15) by minimising a function f based on a metric
L(·, ·) and a validation protocol V(·, ·, ·, ·) without giving a more detailed explanation which metrics might
be considered, how a validation protocol may be implemented within the presented definitions and how the
differ regarding an online or offline learning scenario. In Section 2.6.1, we present different loss metrics
that can be used to train and to evaluate a singe model f , but also to steer an AutoML or NAS optimisation
process. Considering an offline learning scenario, we present in Section 2.6.2 different evaluation protocols
that evaluate a model f or a pipeline P on a metric L based on data batches D. Finally, in Section 2.6.3, we
present different from the offline learning scenario differing evaluation techniques assuming a data stream
S.

2.6.1 Metrics

SupervisedMLmodels, AutoML (Definition 9) or NAS (Definition 10) approaches, presented in the previous
sections aim at optimising the predictive performance based on a true label, a model f and a given metric
L. Therefore, this (predefined) metric guides the optimisation process and is crucial to obtain suited results
related to the metric. Furthermore, it indicates the performance of the model based on given data instances
and thus enable the monitoring of models regardless if they were trained in an offline or online learning
scenario.

➢ Definition 16. Supervised Learning Metric, adopted from Kulis [142]
Given a set Y where y ∈ Y refers to a label and ŷ ∈ Y refers to the predicted label (i.ex of
a model f ), then a metric is a function L : Y × Y → R, where R is a set of real numbers,
and for all y, ŷ, z ∈ Y the following conditions are satisfied:

1. L(y, ŷ) ≥ 0 (non-negativity)

2. L(y, ŷ) = 0, if and only if y = ŷ (coincidence axiom)

3. L(y, ŷ) = L(ŷ, y) (symmetry)

4. L(y, z) ≥ L(y, ŷ) + L(ŷ, z).

In Definition 16, we define a supervised learning metric that assumes a label y; however, denote that a
metric, in general, can be seen as a distance measure between two data points and thus is not necessarily
bound to the supervised learning setting. It can be used on the one hand to train and optimise a ML system
or, on the other hand, to evaluate and monitor the system’s performance. In the following, we depict several
commonly applied metrics for the classification, the regression task and for measurements going beyond the
predictive performance. We first confine the introduction of the metrics to an already given data set D and
finally show the adaptability to data streams.
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2.6.1.1 Classification

Within the classification task, we consider that the label y from a data point (−→x , y) is categorical and thus has
k finite many degrees of maturity. For the sake of simplicity, we will initially deal with a binary classification
case with k = 2. The metrics can simply be extended to a multi-class classification metric by treating each
class separately as a binary classification problem. Accordingly to Russell et al. [202] the performance of a
model can be estimated by:

TP (True Positive): Items (−→x , y) where the true label y is positive and the predicted
class ŷ is correctly classified as positive.

FP (False Positive): Items where the true label y is negative and the predicted class ŷ is
wrongly classified as positive.

TN (True Negative): Items where y is negative and the predicted class ŷ is correctly
classified as negative.

FN (False Negative): Items where y is positive and the predicted class ŷ is wrongly
classified as positive.

Considering a multi-class classification as a set of many binary classification problems, the defined metrics
can be estimated separately for each class by y and ŷ. Further, metrics based on the TP, FP, TN and FN
considering multi-class classification can be estimated on a (i) macro-level or (ii) micro-level [202, 170].
Within the macro-level each class is given a uniform distributed weight to estimate a combined metric (e.g.
F-Score) from all classes. On the micro-level all items within D are weighted equally and thus classes with
more observations will have more influence on the combined metric. Following the optimisation problems
defined within the definitions for supervised offline learning, AutoML and NAS that minimise a loss based
on a validation protocol, we invert the search direction by multiplying each metric by−1 to comply with the
optimisation problems. We consider in the following a micro-level averaging to define common classification
metrics as follows:

Precision The precision metric measures the proportion of positive identifications that were
correctly predicted over the number of FP plus the number of FP and is defined as follows:

L(precision) = −
∑k

i=1 TPi∑k
i=1 TPi + FPi

(2.23)

Recall The recall score is also known as sensitivity and measures the proportion of relevant
instances that were correctly classified. In other words it measures the effectiveness of the
model and is defined by:

L(recall) = −
∑k

i=1 TPi∑k
i=1 TPi + FNi

(2.24)
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F-Score The Fβ metric combines the Recall and Precision metric with a given parameter β.
It measures the effectiveness of a model by weighting the Recall score β times as much
importance as the Precision score. It can in dependence of β be defined as follows:

L(Fβ) = −(1 + β2)
L(precision) ∗ L(recall)

(β2 ∗ L(precision)) + L(recall) (2.25)

Commonly the harmonic mean (F1) is applied, where the importance of Recall and Preci-
sion are equally distributed.

Accuracy The accuracy metric measures how close a model predicts ŷ values to the labelled
data point y and can be defined as follows:

L(accuracy) = −
∑k

i=1
TPi+TNi

TPi+TNi+FNi+TNi

k
(2.26)

Comparing the Accuracy metric with the Precision metric, the Accuracy measures the
closeness to a given target (correctness), whereas Precision measures the closeness to a set
of labels (exactness).

Besides the presented metrics, other metrics, such as the ROC (Receiver Operating Characteristic) and its
area under the curve, are popular measurements for binary classification to visualise the trade-offs between
sensitivity (Recall) and specificity (FP-rate).

2.6.1.2 Regression

The regression task considers that the label y from a labelled data point (−→x , y) ∈ D or ∈ S is continuous.
Thus it is necessary to measure the performance of a model based on some distance measure. Contrary to
the classification task in Section 2.6.1.1, the error measures in regression are already directed toward the
introduced optimisation problems. For the sake of simplicity, we limit the regression metrics to single output
values, where a single value represents the label y. Commonly used metrics in regression tasks are MAE
(Mean Absolute Error),MSE (Mean Squared Error), R2 andMAPE (Mean Average Percentage Error) [94,
170].

MAE The MAE calculates as the name states the mean absolute error between the true label y
and the predicted label ŷ and can thus be measured as follows:

L(MAE) =
1

t

t∑

i=1

|yi − ŷi| (2.27)

MSE The MSE estimates the models performance by a quadratic error estimation. This has
the effect that stronger deviations of the prediction are more weighty in the error measure.
Gradient-based methods in particular can thus better incorporate stronger deviations into
the training.

L(MAE) =
1

t

t∑

i=1

(yi − ŷi)
2 (2.28)
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MAPE One disadvantage of both, MAE and MSE, is that they are not normalised. However,
the MAPE is defined as the percentage mean of the absolute difference between predicted
values and true values divided by the true value y:

L(MAPE) =
1

t

t∑

i=1

|yi − ŷi|
max(ϵ, |yi|)

(2.29)

In Equation 2.29, the variable ϵ << 1 ensures that the division by zero is prevented. The
application of the MAPE metric, however, has some significant drawbacks. If predictions
ŷ are too high in comparison to the ground truth y, the MAPE metric can exceed 1 and
thus has theoretically no upper bound. Further, theMAPE metric penalises negative errors
heavier when considering considering that y and ŷ > 0.

Coefficient of variance The R2 metric computes the coefficient of determination and is calcu-
lated as follows:

L(R2) =

∑t
i=1 (yi − ŷi)

2

∑t
i=1 (yi − µy)2

− 1 (2.30)

In Equation 2.30, µy denotes the mean of all y ∈ D or ∈ S. It indicates how well unseen
samples are likely to be predicted by the model and has a lower bound of 0 but can possibly
be greater than 1. The best value is achieved with a R2 score of 0.

2.6.1.3 Further Metrics

We defined performance metrics based on the previous section’s classification and regression task. The
input of the metric L(·, ·) in both cases was a set of ground truth y and predicted ŷ labels. When it comes
to the application and deployment of ML algorithms, additional metrics become necessary that go beyond
the characteristics of the differences between y and ŷ. For this purpose, instead of defining the input of
the loss by the true label y and the prediction ŷ, the input can be extended to (i) the true label y, (ii) the
corresponding features −→x and (iii) the model f . The loss metric is then defined by L(y,−→x , f) and enables
to measure performances that go beyond the pure estimation of the error based on the difference between y

and ŷ. Exemplary, the following metrics can thus be modelled:

Latency By passing the features −→x and a model f to the metric, it is possible to measure time
relevant metrics i.ex. the time the model needs to compute a prediction ŷ usually measured
in [ms] or [s] that is then used for training.

Training time Considering an online learning scenario, the model’s training time can be mea-
sured by updating the model within the metric function by considering the inputs y and −→x
as a training sample. The time the model requires to update can again be measured within
the function.

Memory Usually, the models are instantiated within classes. Based on these classes, the memory
consumption can be extracted within the metric. By adding the model’s latency or the
training time for an instance, the deployed RAM hours for a model f can be calculated and
used as a metric.

In this section, we discussed several classification, regression or metrics that go beyond the error estimation
based on a ground truth label y and the predicted label ŷ. The ability to apply the metrics shown in an online
learning environment can be achieved through a similar approach to the CMA in Equation 2.21 [23]. The
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question about the presented metrics’ application remains open and is discussed in the following within the
evaluation protocols.

2.6.2 Batch Evaluation

In terms ofmeasuring amodel’s performance by a validation protocolV(f,L,Dtrain,Dtest), it is essential to
decide which part of the data is used for learning and which examples should be used to evaluate the model’s
performance. Knowing in advance which data is available offers some advantages when training and testing
a model, such as enabling the flexible design of training and test data sets. To evaluate the generalisation
of a model in an offline learning scenario, the model is first trained and then evaluated, whereby the data
used for the evaluation was not considered within the training process. For this purpose, different methods
of splitting the data into a training data set Dtrain and a validation set Dvalid.

The nearest option is the holdout evaluation, where the data set D is split into a training and a validation
data set. The model is first trained on Dtrain and then evaluated based on a held-out data set Dvalid. NAS
or AutoML would be performed by training different model configurations on the same data set Dtrain and
evaluate them on identical validation splits. Usually the data set is split into 80% Dtrain and 20% Dvalid.
However, this method has the drawback that the measurements L based on Dvalid tend to be statistically
non-representative and thus, tuning hyperparameters on fixed training and validation splits tend to overfit on
Dvalid.

To overcome this problem, the k-fold cross-validation protocol shuffles the data set D and splits it into k

subsets of equal size. By shuffling D, it is assumed that the data set is IID (Independent and Identically
Distributed). For each subset of the k-folds, we train a model f on the remaining k − 1 splits and evaluate
the performance based on the kth split withheld for evaluation. The score of all k results is averaged to
obtain a final metric score [202].

In the case where Dtrain is relatively small, Iterated k-fold cross-validation repeats the k- fold cross-
validation protocol to further shuffle the subsets for each fold and averages again the scores obtained by each
run of the k-fold cross-validations. However, the k- fold cross-validation protocol already trains k different
models, which is already expensive. The Iterated k-fold cross validation trains and evaluates based on i

iterations i× k models, which is even more expensive to compute. In Sections 2.3.2 and 2.3.3, we already
presented that the definitions for CASH (Definition 9) and NAS (Definition 10) are based on a k-fold cross
validation protocol. However, this validation protocol does apply to an online learning environment since
the entire data set D has to be available in k-fold cross-validation. In the following, we depict evaluation
protocols that are compatible with data streams S.

2.6.3 Online Evaluation

In the case of data streams, not all data is available at once. Furthermore, the instances are often correlated
with each other, which is referred to as time series and makes the use of batch validation protocols that
shuffle the data set inappropriate to measure a model’s performance. Further, when concept drifts occur,
more recent data are more relevant than data points that occurred at the beginning of the data stream or
beforehand of the concept drift. Despite the assumption that the data within the stream S is IID and k-fold
cross-validation could be applied by caching data points from the stream, this approach is expensive to
evaluate and thus infringes the memory and time requirements for online learning [23].
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As the data stream is possibly infinite, the continuous learning of a model and the development of a metric L
over time is of great importance. Furthermore, to measure the performance when concept drifts occur, recent
data points within S might be more important than data points at the beginning of the process. Considering
the online learning capabilities of a model f and a metric L, the following evaluation procedures have
become established [23] in online learning environments:

Holdhout: Similar to the holdout method in an offline learning scenario, small holdout data sets are
generated from the data stream that is exclusively used to evaluate a model trained on the data stream.
Thus, the evaluation of a model is performed periodically when a certain number of instances are
available within the newly generated and updated data set. Nevertheless, this approach can lead to
non-representative results if important change events cannot be captured due to the holdout. Further,
a concept drift can only be identified within the evaluation metric L when a new data set has been
generated from the data stream and held out from training.

Interleaved Test-Then-Train: The interleaved test-then-train method aims to solve the problem of held-
out data sets and is applied to use all the data available for training and to evaluate a model f on a
data stream. Following the online learning system in Figure 2.14, whenever a new instance arrives,
it is first used to incrementally evaluate the current model based on L and then the instance is used
for training the model f . On the one hand, all labelled data points within the data stream are used for
both learning and evaluation. Moreover, no data needs to be held out and thus memorised from the
data stream to obtain a model’s performance.

Prequential: Assuming an infinite data stream, the interleaved test-then-train evaluation protocol is becom-
ing increasingly resistant to deviations and, thus, in measuring concept drifts. Dawid [61] introduced
the prequential evaluation protocol, which is composed of the terms predictive and sequential. How-
ever, the prequential evaluation protocol extends the interleaved test-then-train approach. It introduces
a window size (e.g. sliding window or a decay factor) to assign a higher relative significance to recent
data points. The size of the window and the decay factor are configurable at the beginning of the data
stream and control the sensitivity to changes.

Interleaved chunks: Following the interleaved test-then-train approach, interleaved chunks stores small
data batches in the sequence of the data stream, whereby the sizes of the chunks to evaluate a model
f can be of different sizes.

Referring to the online learning requirements, the general interleaved test-then-train, aswell as the prequential
evaluation protocol operates as follows given a metric L, a model f and features−→x with their corresponding
label y from a data stream S [23]:

1. Get a labelled instance et = (−→x t, yt) from the data stream S.

2. Predict ŷ = f(−→x ).

3. Update L based on ŷ and y or on f , −→x and y.

4. Train f incrementally based on the labelled data point (−→x , y)

5. Proceed to the next instance et+1.

It becomes clear that different evaluation techniques exist in the streaming context, which depends on the
application and the properties to be evaluated. This, however, must be determined individually and in
dependence on the area of application.
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In this section, we depicted two areas essential for this work. First, we introduced metrics that measure
classification and regression model’s predictive and further performances. These metrics aim to represent
the utility of a model based on its predictive performance or metrics that go beyond the differences between y
and ŷ. Further, these metrics aim to represent different features and characteristics of a model’s performance.
However, end-user’s or domain expert’s utilities are diverse in that they may follow combinations of metrics.
Thus, the question of a user-based adaptation remains open. Second, we introduced different validation
protocols for an offline and online learning scenario and highlighted their differences. However, these
validation protocols emphasise the influence of the choice of validation protocol.

2.7 Summary

Summarising the foundations of this work, we started from a DM point of view by defining aML pipeline in
Section 2.2 and introducing commonly used pipeline components for the offline learning setting. Following
the concatenation of these pipeline elements, we formalised and introduced the concepts behind AutoML as
well asNAS. For the subsequent personalisation of AutoML andNAS approaches, we presented in Section 2.4
ranking approaches and switched in Section 2.5.1 from an offline learning setting to an online learning point
of view. Within an online learning environment further requirements defined by Bifet et al. [23] emerged
to apply ML algorithms on data streams. To finalise the foundations of this work, we defined in Section 2.6
metrics and validation protocols for both online and offline learning scenarios that enable the evaluation of
models f as well as ML pipelines, AutoML, and NAS approaches. Building on the foundations, we depict
the research relevant to this work in the following.
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In this chapter, we provide the research work that is related to (i) utility-centric and to (ii) online learning
based AutoML system. In Section 3.1, we discuss Metric Learning as research field that is related to the
utility-based adaptation. The field ofMetric Learning incorporates research aroundHGML (Human Guided
Machine Learning). A further related research field towards a utility-centric adaptation is Multi-Objective
ML, where the goal is to learn a model based on multiple target functions. Section 3.2 provides the work
for Multi-Objective ML systems. Both research fields are related in that they incorporate multiple metrics
and thus implicitly enable the optimisation towards a certain utility. To present the related of an online
AutoML system, we present in Section 3.3 techniques for ensemble learning. Online ensemble methods are
related to online AutoML in that they consider various (homogeneous or heterogeneous) models to adapt to
the underlying data distribution of the data stream. Further, in Section 3.4, we depict the related work that
applies NNs by assuming an online learning scenario and show the diversity in its application. However,
the related work towards the applicability of NNs in online learning further motivates the development of
an online DL framework, that aims to unify and foster the research on NN within online learning.

3.1 Metric Learning

In this section, we investigatemetric learning, but alsoHGML (Human Guided Machine Learning) that aims
to guide ML models towards a certain utility that might be pursued. The research field of metric learning
aims to learn a metric L∗ that is especially in this research field, also referred to as distance metric or
similarity measurement. Further, metric learning, as well as HGML, are related in that they aim to provide a
metric L that performs better than the initially selected metric [142]. Metric learning aims to optimise this
metric toward a specific task, such as the supervised offline learning task defined in Definition 1. While we
aim to learn a metric that represents an end-users or domain experts utility of a ML model, metric learning
is broadly explored in unsupervised learning tasks, such as clustering, where the aim of metric learning
is to find a suitable distance measure that separates features −→x within a data set. Thus, approaches that
adopt a metric can be distinguished by the task they aim to solve or the similarity they seek to measure.
Further, common approaches that incorporate a ML model can be distinguished whether they learn a new
underlying metric based on the given data set D or on (human) feedback. In Figure 3.1, we illustrate
the common process for metric learning and refer to a (human) feedback Utrain. This commonly human
feedback is often referred to as HGML (Human Guided Machine Learning) [33]. It goes beyond pure metric
learning approaches in that not only the metric but also the data, and thus the underlying model is adapted.
Furthermore, HGML often incorporates a user interface that enables end-users or domain experts to interact
with the underlying system.
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Figure 3.1: Common process for metric learning

Assuming feedback-based approaches the feedback can be (i) implicit, (ii) explicit or (iii) mixed feedback
[33]. Implicit feedback influences the features −→x of an underlying data set D and thus the performance of
the underlying model. For instance, for image classification tasks, some image parts might be more relevant
than others and based on feedback that highlights these areas, e.g. by cropping the image towards the relevant
parts of the image. Explicit feedback influences the metric by giving feedback based on the model’s output
ŷ. For example, an end-user or domain expert gives feedback on whether a model’s output is correct or
not. Mixed feedback methods combine both implicit and explicit feedback methods, e.g. by giving explicit
feedback on a model’s performance and implicit feedback based on whether the explicitly given feedback
follows a specific pattern [33].

Furthermore, these approaches can be differentiated based on their evaluation. The performance of a metric
learning approach can be measured based on subjective or objective measures. Objective performance
evaluations evaluate "how well the [...] machine co-operations performs to achieve a task is to compare
the ML system with its [non-modified] counterpart." [33, p. 346 f.]. Subjective metrics are based on
questionnaires, surveys or interviews that contain subjective information about the suitability of a newly
learned metric.

Table 3.1: Selected related work for metric learning (upper part) based on Bellet et al. [15] and Xing et al. [246] as well as for HGML
(lower part) based on Boukhelifa et al. [33]. The Task column indicates which learning task is addressed by the related work
and the Model indicates the underlying model that is used for evaluation. The column Data Centric indicates whether the
metric learning approach is learned based on a given data set or on external feedback (HGML). The Feedback column states
if the approach incorporates implicit and explicit feedback. Finally, theMetric relates to the utility (subjective or objective)
used for evaluation purposes.

Approach Task Model Data
Centric

Feedback Metric
impl. expl. subj. obj.

Xing et al. [246] clustering k-NN ✓ ✕ ✕ ✕ ✓

Goldberger et al. [97] classification k-NN ✓ ✕ ✕ ✕ ✓

Qi et al. [191] classification k-NN ✓ ✕ ✕ ✕ ✓

Weinberger and Saul [237] classification k-NN ✓ ✕ ✕ ✕ ✓

Gil et al. [95] - - ✓ ✓ ✕ ✕ ✕

Azuan et al. [7] classification - ✕ ✓ ✕ ✓ ✕

Heimerl et al. [108] classification SVM ✕ ✓ ✕ ✓ ✓

Ehrenberg et al. [72] classification - ✕ ✕ ✓ ✓ ✓

Endert et al. [76] clustering - ✕ ✓ ✕ ✕ ✕

Bryan et al. [40] classification PCA ✕ ✕ ✓ ✓ ✓

Koyama et al. [136] reduction BFGS1 ✕ ✓ ✓ ✓ ✓

Dabek and Caban [60] clustering k-NN ✕ ✕ ✓ ✓ ✓

Boukhelifa et al. [34] reduction EA ✕ ✓ ✓ ✓ ✕

1 Broyden–Fletcher–Goldfarb–Shanno optimisation
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3.1 Metric Learning

To depict the basic commonalities and differences for metric learning and HGML, we present in Table 3.1
selected work that builds the preliminary related work towards utility-based adaptation where the metric is
modified. However, metric learning emerged in 2002, where Xing et al. [246] formulated metric learning as
an optimisation problem and measures the difference between a ground truth label y and the prediction ŷ by

L(y, ŷ) = LM = ||y − ŷ||M =
√

(y − ŷ)TM(y − ŷ). (3.1)

The goal becomes to optimise based on a data set D a semi definite matrix M under the restriction that
L2(y, ŷ) ≤ 1 (see Definition 18). Since this data-centric modification includes the data set D, it can be set
as a hyperparameter or be integrated within the underlying model and thus implicitly learns the underlying
metric. Further, these approaches are mainly based on k-NN models. k-NN models have the advantage that
they store the data set and choose the k nearest neighbours based on the underlying metric L. This makes
it a suitable algorithm for searching for appropriate metrics for evaluation purposes. Goldberger et al. [97]
propose a stochastic k-NN approach where the underlying metric is optimised based on the expected error
of the k-NN model. Qi et al. [191] propose an efficient sparse metric learning approach that is specifically
useful in the case of high-dimensional data and Weinberger and Saul [237] suggest a large margin nearest
neighbours classifier that as well as a SVM classifier minimise the distance of data points that share the same
label and maximises the margin between data points of different labels within Dtrain.

HGML goes beyond pure data-centric meta learning approaches in that it aims to guide based on a learned
metric (see Figure 3.1) a ML model. While the data-centric approaches are mainly evaluated based on
k-NN methods, HGML is often assessed based on a gold standard metric (objective) or the impact on
user (subjective) satisfaction. Thus, HGML goes one step further and evaluates the entire system depicted
in Figure 3.1. This enables the evaluation of the metric’s impact on the underlying ML model and the
construction of utility-specific distance metrics. Further, the field of HGML compromises different goals,
where Gil et al. [95] present the requirements for a ML system, where domain experts use their knowledge
to affect how ML systems work. Azevedo and Santos [6] showed that implicit feedback inferred from
user corrections could be as impactful as explicit feedback by modifying the underlying data set without
applying ML models. For text classification, Heimerl et al. [108] propose an interactive approach in order
to complement search and filter techniques and evaluate their approach based on SVMs. While Heimerl
et al. and Azevedo and Santos integrate an implicit feedback, where theML model’s output is influenced by
modified data, Ehrenberg et al. [72] present an explicit feedback system denoted asDDLite. This framework
provides a platform for creating, evaluating, and debugging labelling functions based on predefined metrics
and is assessed based on k-NN clustering. Within a user study, Endert et al. [76] propose a semantic
interaction method to support analytical reasoning. However, this study does not incorporate an evaluation
of the impact forMLmodels. Within ISSE Bryan et al. [40] incorporate human feedback to separate recorded
speech from a cell phone based on a time-frequency visualisation and evaluate their approach by applying
PCA. Based on images, Koyama et al. [136] propose an iterative and interactive approach to support colour
enhancement based on images. By applying a non-linear optimisation technique (BFGS), the proposed
system enhances images to a user’s intention. Dabek and Caban [60] present a method for modelling
user interactions within a ML model to automatically generate suggestions in a visualization system and
Boukhelifa et al. [34] present a user guided ES approach that combines predefined metrics and user’s input
to visualise pertinent views to the user.

In this section, we presented the related work towards data-centric metric learning as well as HGML that
mainly incorporates implicit or explicit human feedback. However, while data-centric metric learning
approaches can be integrated as a hyperparameter configuration of the underlying model, HGML approaches
that enable the adaption of ML systems towards a desired utility are evaluated on isolated algorithms and
neglect the hyperparameter configuration.
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3.2 Multi-Objective AutoML

A line of research strongly related to a utility-driven AutoML system that enables to take into account
multiple objectives within the search process is multi-objective AutoML Instead of learning a metric that
guides theML system in the direction of a particular utility or stating a preference based on human feedback
HGML, the idea of multi-objective AutoML and NAS is to optimise a set of metrics and thus to fulfil a utility
by optimising a Pareto frontier. The search goal in multi-objective NAS is, therefore, to approximate the
Pareto-frontier, which expresses the degree to which available objectives can be jointly met. We define the
multi-objective AutoML problem as multi-objective CASH problem as follows:

➢ Definition 17. Multi-Objective CASH Problem
LetL = {L(1), . . . ,L(l)} be a set of available and complementary metric functions. Further,
let
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be the single-objective CASH problem defined in Definition 9 with a set of step independent
algorithms A = {A(1), . . . , A(R)}, their parametrisation domain Λ and a structure g that
defines aML pipeline as P

g,
−→
A,
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λ
, then the goal of multi-objective AutoML is to optimise the

single-objectiveCASH problem for allL ∈ L. Further, aML pipelineP(1) Pareto-dominates
another pipeline P(2) if the following applies to ∀j ∈ 1, . . . l:
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Pareto-optimal pipeline configurations are those configurations that are not Pareto-dominated
by any other configuration. The set of all Pareto optimal configurations is denoted as Pareto-
frontier [73].

With the definition of the multi-objective CASH problem, we can simply extend this definition to a multi-
objectiveNAS problem, where aML pipelinemathcalP

g,
−→
A,

−→
λ
is exchangedwith a neural architecture f

g,−→z ,
−→
λ

defined in Definition 10. In Table 3.2, we present the related work for multi-objective AutoML and multi-
objective NAS approaches. While AutoML systems are carried out on commonly available resources without
GPU or TPU acceleration, NAS and especially multi-objective NAS are computational very expensive. This
need for accurate and computational cheap neural architectures has led to intensified research in the field
multi-objective NAS.
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3.2 Multi-Objective AutoML

Table 3.2: Selected related work for Multi-Objective AutoML (upper part) and Multi-Objective NAS (lower part). The Solver column
indicates the underlying solver or algorithm used to search within the search space (Structure). Ensemble indicates, whether
the approach uses ensembles for prediction and Parallel indicates whether the algorithm is executed in a parallel manner.
The Benchmark column indicates if the approach uses or introduces a Benchmark and Time of the approach is sensitive to
the runtime of the system during training.

Approach Solver Structure Ensemble Parallel Benchmark Time

Olson et al. [177] GP Variable ✓ ✓ ✕ ✓

Pfisterer et al. [187] BO XGBoost ✓ ✕ ✕ ✕

Gardner et al. [93] GP - ✓ ✕ ✕ ✕

Olson et al. [177] GP MLP ✓ ✓ ✕ ✓

Hsu et al. [114] RL AlexNet ✕ ✕ ✕ ∼
Elsken et al. [73] EA Variable ✕ ✓ ✓ ✕

Kim et al. [128] EA Variable ✕ ✓ ✕ ✓

Chu et al. [53] EA Variable ✓ ✕ ✕ ∼
Mendoza et al. [167] BO FNN ✕ ✕ ✕ ∼
Lu et al. [159] GP VGG ✕ ✕ ✓ ∼
Dong et al. [66] BO Variable ✕ ✕ ✕ ∼

To configureML pipelines based on multiple metrics, Olson et al. [177] extend TPOT in that the GP creates
a set of Pareto-optimal ML pipelines that is retrieved from the populations of each generation. However,
TPOT is capable of building, based on the created Pareto-frontier, an ensemble of pipelines and searches
the configurations space in a parallel manner. Since it is a framework that is implemented to find suitable
ML pipelines for unseen data sets, it does not incorporate benchmark data sets. The time sensitivity while
training implicitly includes the complexity of theML pipeline created. To optimise theML pipelines towards
their complexity, e.g. their length or the size of the ensemble, TPOT proposes to integrate a time-sensitive
metric. Another approach for multi-objective AutoML is proposed by Pfisterer et al. [187] which uses BO
extended by sub-evaluations to include multiple metrics and thus to build a Pareto-frontier. This approach
is build on Autoxgboost [227], whereby it automatically configures a XGBoost instance and thus do not
incorporate a ML pipeline as defined in Definition 3. However, Pfisterer et al. [187] do not incorporate a
time sensitive evaluation for their proposed approach. Finally, Gardner et al. [93] propose a multi-objective
and constrained approach that builds on a EA approach. It creates a Pareto-frontier based on different TP
and FP rates and thus does not consider time restrictions. As Pfisterer et al., Gardner et al. do not consider
a ML pipeline but a search space based on various different models.

Especially for real-world applications, multi-objectiveNAS is a central tool for balancing available constraints,
such as sufficiently high predictive accuracy, low energy consumption, or fast execution. This led to the
development of various works towards multi-objective NAS that incorporate the training time in the form of
FLOPS (FLoating point Operations Per Second). As TPOT [177] supports NAS in form of the automatic
configuration of MLP networks, it is listed in Table 3.2 twice. In NAS it uses the same underlying GP
algorithm as for AutoML. However, it differs from other NAS approaches in that it searches MLP network
architectures of variable size and thus is commonly used on tabular data sets used for classification and
regression tasks. A large part of the related work relates to image classification and consider data sets such
as CIFAR-10, CIFAR-100 or ImageNet. Existing approaches aim at efficiently maximizing sets of objectives
L by exploiting RL [114], EA [73, 128, 53, 159] or BO [167, 66]. Within MONAS, Hsu et al. [114] use a
RL agent that propose based on an encoding different neural architectures. It varies the structure based on
AlexNet [137] different neural architectures. The reward for the RL agent is given by a linear combination of
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prediction accuracy and othermetrics that incorporateFLOPS. Elsken et al. [73] proposewithin LEMONADE
an approach that searches a Pareto-frontier by applying lamarchian EA. Further, it introduces a Benchmark
search space for further researches in multi-objective NAS. However, LEMONADE does not consider a time
or resource-sensitive evaluation but utilises a warm-stating mechanism incorporating weight sharing. Nemo,
proposed by Kim et al. [128], optimise simultaneously time and accuracy for CNN architectures and Chu
et al. [53] propose within MONAS a multi-objective NAS approach that applies NSGA-II on a cell-based
search space and incorporate FLOPS as well as the number of trainable parameters of the neural architecture.
Mendoza et al. [167] use fixed FNN parameter configuration space and evaluate their approach based on
the training time and error rate on tabular data sets. Further, the approach uses a SMAC as the underlying
optimiser. NSGA-Net, proposed by Lu et al. [159] propose as Chu et al. [53] NSGA-II as underlying solver to
handle trade-off among multi-objectives. Further, it uses BO to profit from the search history. Finally, Dong
et al. [66] propose in PPPNet an EA approach that incorporates a RNN to regress a pursued multi-objective
metric and thus to select in each generation suitable neural architectures.

Comparing the proposed multi-objective AutoML and NAS approaches the drawback of Pareto-optimization
comes apparent. Considering large Pareto-frontiers, that already in single-objective NAS approaches are
computationally expensive, comparisons as stated in Definition 17 become even more expensive. A further
drawback is that it assumes that the end-user is fully aware of all objectives and is capable of interpreting
the Pareto-front.

3.3 Online Ensemble Learning

In this section, we present the related work towards online ensemble learners. Ensemble techniques are
related to AutoML in that they use, accordingly to Definition 6 a set of models to learn a joint function r̂

that performs better than an individual model. However, these models can either be single models or ML
pipelines without the goal of optimising their configuration. While Definition 6 is applicable on online
ensemble algorithms, not all ensemble techniques defined in 2.2.4.6 are applicable on data streams. In
Table 3.2, we provide an overview of the related work towards ensemble learning techniques. We divide the
proposed ensemble techniques into the underlying model used within the evaluation and the strategy to build
the ensemble. Further, we investigate whether the ensemble technique uses homogeneous or heterogeneous
underlying models and whether they use a sliding window or a change detector to adapt to data streams.
While Voting [133, 21, 26, 169] , Bagging [181] and Boosting are commonly applied ensemble techniques,
Stacking, where different models are aggregated by training newmodels based on the predictions made, is not
applied within online learning environments. However, in [180], Oza and Russell provide an experimental
comparison towards online and batch-based bagging and boosting methods and show the superiority of
online ensembles. The nature of data streams even opens new ensemble techniques such as proposed by van
Rijn et al. [233].

72



3.3 Online Ensemble Learning

Table 3.3: Related work for online ensemble learning techniques, considering the underlying (i) Model for evaluation, the ensemble
(ii) Strategy, whether the ensemble is capable of using (iii) Heterogeneous Models and if the ensemble applies (iv) Sliding
Windows or (v) Change Detectors.

Approach Model Strategy Heterogen
Models

Sliding
Window

Change
Detector

Oza and Russell [181] MLP & NB bagging &
boosting

✕ ✕ ✕

Kolter and Maloof [133] NB voting ✕ ✕ ✕

Bifet et al. [26] HT voting ✕ ✓ ✓

Bifet et al. [24] HNBT2 voting ✕ ✓ ✓

Minku and Yao [169] Decision Tree voting ✓ ✓ ✓

Brzezinski and Stefanowski [41] HT - ✕ ✓ ✓

van Rijn et al. [233] - last best ✓ ✓ ✕

Gomes et al. [98] Random Forest voting ✕ ✓ ✓

Gomes et al. [99] HT voting ✕ ✓ ✓

Bahri et al. [9] k-NN - ✕ ✓ ✓

Oza and Russell [181] propose OB (Online Bagging) and Online Boosting as ensemble techniques on data
streams. OB updates a set of models by weighting each instance from the stream with a Poisson(1)

distributed number. In order to illustrate the similarities and differences between our approach presented in
Section 9.3 and OB, we depict in Algorithm 1 the OB algorithm.

Algorithm 1 Online Bagging, adopted from Oza and Rus-
sell[181]
1: Input:
2: Data stream S, Set of models P ,
3: Output:
4: Prediction: ŷ
5:
6: if et then ▷ Start Data Stream
7: for f ∈ P do ▷ Update each model
8: k ← Poisson(1)
9: loop ▷ Repeat k times
10: f.fit(et)
11: end loop
12: end for
13: end if

The Online Boosting algorithm proposed by Oza and Russell [181] simulates sampling with replacement
from the batch learning approach. Further, it updates the weights for each model’s error and estimates
the prediction ŷ based on these weights. Kolter and Maloof [133] propose a dynamic weighted majority
voting that creates and removes base algorithms in response to changes in performance. This dynamic
weighted majority voting is evaluated on NB classifiers but supports similar to online bagging and boosting,
heterogeneous models, without using sliding windows or change detectors. In “New Ensemble Methods
for Evolving Data Streams” [26], Bifet et al. propose to use a bagging ensemble of HT with different tree

2 Hoeffding Naive Bayes Tree
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sizes. Further, LB (Leveraging Bagging) is proposed in [26] and refined in [24], where the sampling k

(see Algorithm 1) follows a Poisson(6) distribution and an ADWIN change detector is applied to remove
the worst model of the ensemble and to replace it with a new model. Minku and Yao [169] propose with
DDD an ensemble method that operates in two modes: prior and posterior drift detection. Instead of an
ADWIN change detector an EDDM is applied. The modes of operation are switched, whether the EDDM
detector detect a concept drift or not. The approach is evaluated based on 25 decision trees. A generic
block ensemble is proposed by Brzezinski and Stefanowski [41], where the data stream is partitioned into
blocks to train each model within the ensemble accordingly to a models quality measure. An ensemble
method that builds on OB and uses heterogeneous ensembles is BLAST (Best Last) proposed by van Rijn
et al. [233]. BLAST selects from an ensemble of models an active model that is used for prediction. However,
the active model is determined by the past performances of each model of the ensemble. ARF (Adaptive
Random Forest), proposed by Gomes et al. [98] use an ensemble of Random Forests models that is trained
and adapted regarding an ADWIN change detector and a warning detector. Further, Gomes et al. propose
in “Streaming Random Patches for Evolving Data Stream Classification” [99] Streaming Random Patches
(SRP) that combines random subspaces and bagging while using a strategy to detect drifts similar to the one
introduced in ARF [98]. Bahri et al. [9] adapt k-NN models to data streams, whereby the disadvantage of
storing the data is reduced by random projection

Concluding the related work for online ensembles, most approaches employ homogeneous algorithms with
identical configurations. Further, they do not consider pipeline configurations. Assuming algorithm and
hyperparameter search spaces, such as employed in autosklearn (|Λ| = 110 possible configurations) in an
offline learning environment, training all possible base algorithms within ensembles (e.g., OB [181] and
LB [24]) becomes increasingly inefficient. Further, they do not consider search heuristics to determine a
combination of suitable algorithms within the algorithm search space. However, to consider larger search
spaces, the related work provides some concepts that lead to online AutoML.

3.4 Online Deep Learning

In Section 2.5.4.3, we already depicted the general applicability of NNs as part of the Foundations. This
section, however, presents the related work for approaches that apply NNs in an online learning environment
and illustrates the broad range of applications for NN in online learning. Further, the related work for online
learning NNs illustrates the heterogeneity of the applications that we aim to homogenise within the online
DL framework. However, we base this part of the related work on the survey papers Jain et al. [123] and
Pérez-Sánchez et al. [186] and limit to NN for supervised learning scenarios. Jain et al. [123] presents
the related work published between 2003 and 2013 and highlights the used architecture types as well as
the application domains. Pérez-Sánchez et al. [186] provide a review of techniques that adapt to concept
drifts and states the main strategies to face concept drifts are (i) sliding windows, (ii) instance weighting
and (iii) ensembles. This review includes concepts and strategies toward structural adaption (NAS) methods.
However, empirical evaluations are pending, and the suitability ofNAS to face concept drifts is not presented.
In Table 3.4, we provide an overview of selected approaches that are related to the application of NNs in an
online learning environment. For a complete overview we refer to the survey provided by Jain et al. [123]
and Pérez-Sánchez et al. [186].
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Table 3.4: Selected related work for online DL techniques, considering the (i) Application, the (ii) Architecture, the
underlying (iii) Optimiser and whether the evaluation of the approach is sensitive to (iv) concept drifts.

Approach Application Architecture Optimiser Change
Lee et al. [148] Evacuation FNN - ✓

Sheng Wan and Banta [210] Medicine MLP PIL ✕

Akhbardeh et al. [3] Medicine ART - ✕

Zhou and Lai [251] Finance MLP SGD ✓

Ergen and Kozat [77] Finance LSTM SGD ✕

Lobo et al. [157] - SNN - ✓

Sahoo et al. [204] - MLP HBP ✕

Baydin et al. [14] - MLP SGD, Adam ✕

Nose et al. [175] Mobility CNN SGD ✕

Lobo et al. [156] - SNN - ✕

Liu et al. [154] - RBF SGD ✓

Considering the related work for NNs in an online learning environment, recent approaches either focus on
new neural architecture types [153, 3] or the application of new optimizers for specific neural architectures
[148, 236, 157]. Both are crucial for the application in real-world scenarios. As data streams often have
the characteristics of time series where the instances of the data stream are not stationary but partially
dependent on their order of arrival. For instance, this requires a neural architecture that can account for time
dependencies. Further, when concept drifts occur, a fast strategy to adapt to the changing pattern is necessary.
This, however, compromises the development of optimisers that adapt the weights of a neural architecture
when concept drifts occur. Lee et al. [148] propose a General Regression Neural Network (GRFNN) that is
applicable on data streams. This approach was developed to predict the evacuation time of a karaoke centre
in the event of a fire and employed incremental learning to reduce its computational requirements. Sheng
Wan and Banta [210] propose a PIL (Parameter Incremental Learning) approach where the strategy is that in
the process of adapting the network to training data by adjusting its parameters, the past learning steps of the
networks are also explicitly required to be perceived to a certain extent. In comparison to SGD, PIL shows
in [210] a faster convergence of a MLP architecture to the data stream. Another architecture used in online
learning is the ART (Adaptive Resonance Theory) network, where a central feature is a pattern matching
process that compares an external input with the internal memory of a network. Akhbardeh et al. [3] use
ART networks to classify cardiac cycles. However, ART networks are commonly used in health care [123]
in an unsupervised learning scenario. Zhou and Lai [251] present a model based on EMD that incrementally
learns and forecasts gold markets. EMD is used to divide a time series into different subsets and then to
perform a back-propagation step on a MLP network. Ergen and Kozat [77] evaluate LSTM architectures
and predict stock prices as well as the exchange rates in an incremental manner. Besides SGD, Ergen and
Kozat applies particle swarm optimisation techniques in order to incrementally update the weights of the
LSTM architecture. Referring to the functioning of the human brain and the premise that we are exposed
to constant streams of data, Lobo et al. [157] propose a SNN architecture that evolves over the data stream.
SNNs incorporate the concept of time in that they do not transmit information at each propagation step of
the data stream. In this approach, the SNN architecture and the weights of the architecture evolve based on a
sliding window and a ADWIN drift detector. Lobo et al. evaluate their approach based on various real-world
data streams that range from electricity to weather forecasts. In “Spiking Neural Networks and Online
Learning: An Overview and Perspectives”, Lobo et al. [156] further present an overview of applications of
SNN architectures in an online learning environment. In this review, the ability to adapt to the concept drifts
is addressed.
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Recent approaches address the adaptation of the NN underlying optimiser to data streams [204, 14]. Sahoo
et al. [204] further addresses the vanishing gradient problem in DL networks with multiple layers and
proposes an approach that dynamically evolve the depth of the FNN . The HBP (Hedge Backpropagation)
optimiser optimises the weights as well as the smoothing parameters of Softmax functions inserted in each
layer of the network. In “Online Learning Rate Adaptation with Hypergradient Descent”, Baydin et al. [14]
extend SGD and Adam to a hyper-gradient learning rate that reduces the time and resources needed to tune
the learning rate by simultaneously showing faster convergence. This optimiser is applied toMLP networks
in an online learning scenario, as well as on CNN architectures in an offline learning setting. Another
approach that applies CNN but in an online learning setting is proposed by Nose et al. Nose et al. [175]. The
goal is to train a lane-keeping assistant incrementally, where the input is a sequence of images annotated by
a driver’s steering input. While Baydin et al. takes the resource consumption into account and thus considers
the requirements defined by Bifet et al. [23], Nose et al. gives a structural approach without considering
the resource consumption. Finally, Liu et al. [154] propose a NN architecture based on RBF (Radial Bias
Function) that automatically replaces the worst performing hidden nodes within the NN and compares this
approach against LSTM architectures. It considers changes within the data stream based on a synthetic
Rossler chaotic time-series data stream but does not incorporate drift detection algorithms such as ADWIN .

In order to enable NAS in an online learning environment, Liu et al. and [157] propose first systems, that
dynamically adapt a specific network type to a data stream. However, considering multiple network types or
a framework that enables the simple application ofNAS on different data sources as depicted in Section 2.3.3,
further research needs to be conducted. The related work, presented in Table 3.4, also shows the different
areas of applications, whereby each application is an isolated solution and does unfortunately not consider
a generic framework to open research across the application, architecture and the underlying optimiser.

3.5 Summary

This chapter presented the related work towards a utility- and stream-based adaptation of ML and AutoML
systems. For a utility-based adaptation, we presented in Section 3.1 Metric Learning and Human Guided
Machine Learning as concepts that enable the adaptation ofML systems or pipelines towards a certain utility
by implicitly or explicitly learning a metric functionL∗ Further, in Section 3.2, we presentedMulti-objective
ML approaches that are related in that they aim to optimise a set of objectives by retrieving a Pareto-frontier
and thus reflecting the end-user’s or domain expert’s utility. Searching a Pareto-frontier, however, might
remain computationally expensive. As stated in Definition 17, the larger the Pareto-front becomes, the more
solutions need to be considered and evaluated regarding all metrics within L in each iteration for possible
improvements. Mainly when the pursued utility comprises many metrics, the advantage of metric learning
approaches becomes clear.

Towards stream adaptation, Section 3.3 presents the related work towards online ensemble learning methods.
This part of the related work shows that recent developments in ensemble learning for online learning
scenarios showed impressive results in terms of performance and adaptivity to concept drifts. However,
only a few approaches consider heterogeneous base models to build an ensemble, and none considers online
learning ML pipelines. Finally, in Section 3.4, we presented, following the foundations for online NN
depicted in Section 2.5.4, the related work towards online DL models. A common framework is required to
consolidate the research that has been conducted and make research in this area perspectively comparable.
The presentation of the related work in this chapter supports the research questions presented at the beginning
of this thesis in Section 1.3 and shows the significance of the contributions toward utility- and stream-based
adaptation of ML and AutoML systems incorporating DL methods.
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Part III

Utility Adaptation

"All models are wrong, but some are useful."

–Box [35], 1979
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4
Preference Learning

This chapter investigates preliminarily Hypothesis I and is about learning preferences that combine differ-
ent already available metrics and thus about the adaption to a particular utility. It mainly builds on the
publications “Personalized Automated Machine Learning” (ECAI - 2020) and “Personalized Neural Archi-
tecture Search” (ICDMW - 2021), where the general approach towards utility adaption in both publications
is similar but both investigate different systems (AutoML and NAS) and require thus different metrics and
evaluations.

Hypothesis I (Utility Adaptation)
Existing approaches for AutoML and NAS aim efficiently maximising individual or sets of
objectives L. By variation of the target function L, the output of AutoML systems can be
adapted and tailored to the needs of the user and thus to a utility.

With a retrospective of the provided foundations and the related work, this chapter aims to provide an
approach that is able to vary the underlying target function of a AutoML or NAS system. Within the
foundations, we systematically defined a ML pipeline and showed the vast configuration space of AutoML
but also NAS systems. Further, we presented in Section 2.6 different metrics that might be pursued and
showed the heterogeneity of these metrics that, in the first place, measure the distance between two data
points. To include resource-sensitive goals, we stated in Section 2.6 an extension to the formalisation of
a metric L(·, ·) that incorporates not only two instances (−→x or y), but also the model f (L(·, ·)) that can
with regard to the aim of this thesis be a neural architecture or a ML pipeline P . In Chapter 3, we depicted
the related work and presented different approaches that incorporate different metrics within the learning
process, namely (i) metric learning, (ii) HGML and (iii) multi-objective ML. The related work showed that
metric learning is commonly applied on ML models that incorporate a distance metric (e.g. k-NN), HGML
is mainly applied on user interaction tasks and multi-objective AutoML and NAS frameworks aim at taking
a small number of metrics into account. Thus, the goal is to depict an system that might answer, how an
AutoML (RQ I) or NAS (RQ II) system can be adapted to a utility an end-user or domain expert might pursue.
In order to depict a utility-based adaptation, we assume in this chapter again an offline learning scenario,
where all data is available at the beginning of the learning process. Assuming an online learning scenario for
preference elicitation, the underlying utility might evolve over time as a data stream. This further increases
the complexity and blurs the evaluation.

First, we formalise in Section 4.1 the problem following the CASH problem (see Definition 9) and the NAS
formalisation (see Definition 10) defined within the Foundations in Section 2. We introduce the general
approach in Section 4.2 by its components for learning new metrics L∗ based on a pairwise ranking model
and introduce its components within the Sections 4.2.1 - 4.2.4. In the following chapters of this part, we
then present an AutoML and NAS sensitive evaluation.



4 Preference Learning

4.1 Problem Formalisation

In this section we formalise the problem towards a utility-based adaptation of AutoML and NAS. While the
goal ofHGML is to create systems that allow domain experts to use domain knowledge to steer the search for
a suitable model, the aim of metric learning is to learn a metric that measures the distance (or performance)
of data points and thus the model’s performance. Derived from both research fields, HGML and metric
learning, we can set the following requirements, which were already roughly depicted at the beginning of
this work.

Requirements II. Utility-based ML, derived from Gil et al. [95] and Li and Tian [150] :

R II–1. Certain variables and parameters of the underlyingmodel may be givenmore priority
by an end-user.

R II–2. The end-users utility should reflect within the metric.

R II–3. A utility-based metric should influence the optimisation of an underlying model in
the direction of the utility

R II–4. The utility score should follow a symmetry.

R II–5. The utility score should be non-negative.

The first requirement (Requirement R II–1) describes the ability of an end-user to be able to state their
preference towards their priority [95] (or utility). This requirement thus concerns the access to a system that
can be adapted to the user’s needs. Requirement R II–2 is about the metric that should reflect the utility.
To measure the fulfilment of this requirement, we can measure the performance regarding the distance of
a predefined utility and the predicted utility by the newly generated metric. In order to steer an AutoML,
NAS or ML system, the newly generated metric should not only reflect the end-user’s or domain expert’s
utility, but also it should have an impact on the optimisation process of the underlying optimisation process
(Requirement R II–3). The Requirements R II–4 and R II–5 are derived from Li and Tian [150] and are
general requirements to a metric. However, these metrics are often neglected in practice, but compliance
with these has advantages in certain circumstances. A symmetric metric (Requirement R II–4) where the
order of the metric’s inputs has no impact on the metric’s score (L(yi, yj) = L(yj , yi)) has the advantage,
when considering a metric L(·, ·) and one input y as ground truth and one input ŷ, that differences in
prediction and ground truth are symmetric and also evaluated symmetrically. Considering a metric as
distance measurement, Requirement R II–5 becomes apparent. To avoid questioning whether a score of 1 is
equal, better or worse than a score of −1, the advantages of a non-negative metric become apparent.

With regard to the Requirements II, the advantages and disadvantages of different approaches towards utility
adaptation presented in this work (HGML,metric learning andmulti-objectiveML), we base our utility-based
AutoML and NAS system on a metric learning approach. In Definition 18, we formally define our metric
learning approach that learns a metric based on a set of heterogeneous metrics.
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4.1 Problem Formalisation

➢ Definition 18. Metric Learning
Let L = {L(1), . . . ,L(l)} be a set of available metric functions, then the goal becomes to
learn a novel (metric) function:

L∗ : L(1) × · · · × L(l) → R+ (4.1)

By assuming that one can model a function ϕ : L → Rl which generates a feature vector
for the available set of metrics, we can reduce learning a novel metric L∗ to a regression
problem, where we attempt to learn

hL∗ : ϕ(L)→ R+ (4.2)

As in Definition 17 for the multi-objective CASH problem, our metric learning approach receives a set of
available metric functions L. The goal is to learn a new metric function L∗ where ĥL∗ is an approximated
regression model for the novel metric function L∗. We have to learn weights θ ∈ R|L|, e.g. ĥL∗ = ϕ(L)T θ

for the linear case. This learning task can further be integrated within the CASH as well as the NAS problem.
In Definition 19, we define the utility-based CASH problem based on the metric learning definition in
Definition 18, we aim to solve within this chapter.

➢ Definition 19. Utility-based CASH and NAS problem.
Combining the CASH problem from Definition 9 and the metric learning problem from
Definition 18, then the resulting utility-based CASH problem can be defined as follows.

g∗,
−→
A ∗,
−→
λ ∗,L∗,∈ argmin

−→
A∈A|g|,

−→
λ∈Λ,L∈L

1

K

K∑

i=1

ĥL∗(P
g,
−→
A,

−→
λ
(D(i)

train),D(i)
valid) (4.3)

Extending the NAS problem (see Definition 10) where a loss function L is assumed to be
given with the metric learning problem from Definition 18, then the resulting utility-based
NAS problem can be defined as follows.

g∗,−→z ∗,
−→
λ ∗,L∗ ∈ argmin

g∈G,−→z ∈Z,L∈L

1

K

K∑

i=1

ĥL∗(f
g,−→z ,

−→
λ
(D(i)

train),D(i)
valid) (4.4)

where ĝL∗ is the approximated regressor for the novel metric function L∗ for which we have
to learn weights θ ∈ Rl, e.g. ĥL∗ = ϕ(L)T θ for the linear case.

In Definition 19 the search for an optimised metric L∗ is integrated within the search for an optimal
parametrisation of AutoML (g∗,

−→
A ∗ and

−→
λ ∗) in Equation 4.3 and of NAS (g∗, −→z ∗ and

−→
λ ∗) in Equation 4.4.

However, the integration of the metric learning problem into the CASH or NAS system does not necessarily
mean a simultaneous optimisation of all parameters. In the following, we provide a system that aims to solve
the Problems defined within this section.
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4 Preference Learning

4.2 Approach

In this section, we depict the overall system towards the utility-based adaptation of AutoML and NAS that
is designed to consider (human) feedback. We consider a metric learning approach and inject a pairwise
ranking model as metric function L∗ into the AutoML and NAS system as shown in Figure 4.1.

First, we present the interactions between the system’s components, as well as the overall algorithm. Then
we depict the components of the systems accordingly to the in and outputs of the components defined in
Algorithm 2 in more detail.

ML Layer
𝑿𝒕𝒓𝒂𝒊𝒏,
𝒀𝒕𝒓𝒂𝒊𝒏 ,
𝑿𝒕𝒆𝒔𝒕 ,
L

𝒀$𝒕𝒆𝒔𝒕∗

Evaluation Generator

Automated Machine 
Learning

Metric Learner

Preference Interface

Evaluation Initiator

Figure 4.1: Approach towards an utility-based adaptation of AutoML, incorporating NAS.

The system depicted in Figure 4.1 consists of five components and takes as stated in the foundations in
Section 2.3.2 a data set D as well as a set of metrics L. Furthermore, accordingly to the process for metric
learning systems, depicted in Figure 3.1, our approach incorporates (human) feedback from a Preference
Interface. The main components of the system are an Evaluation Initiator, a single objective AutoML
system, an Evaluation Generator, a Preference Interface and a Metric Learner. The Evaluation Initiator
component generates a diverse set of ML pipelines or NAS systems by calling AutoML instances regarding
different metrics within L. The AutoML component is referred to a single-objective AutoML system, that
searches for suited ML pipelines or neural architectures following one predefined metric L. ML pipelines
or neural architectures created and trained by the AutoML (incorporating NAS) system are further processed
by the Evaluation Generator. This component processes the ML pipelines in that it evaluates the pipelines
regarding all metrics L ∈ L or generates user interpretable visualisations. We refer to these visualisations
that contain all information an end-user or domain expert requires to state their preference to as Segments
U (see Figure 3.1). Within the Preference Interface, an end-user or domain expert states their preference by
rating the proposed Segments in a pointwise, pairwise or list-wise manner. Rated Segments are referred to
as U judged and processed within the Metric Learner component. The Metric Learner learns accordingly
to Definition 18 a new metric L∗. This utility-based metric is then passed in a last step to the AutoML
system, which then optimises the underlying ML pipeline or neural architecture towards the utility of the
end-user or domain expert stated within the Preference Interface. To learn an underlying metric, we base
our approach on pairwise comparisons. This approach is, in comparison to the other proposed ranking
approaches in Section 2.4 preferable, as within pointwise preference elicitation approaches, an end-user or
domain expert is assumed to be able to state the metric score of a pipeline configuration without knowledge
about the performances of other pipeline configurations. Further, a list-wise approach, where an end-user
or domain expert, states his or her preference based on ordered sublists, can be reduced to multiple pairwise
comparisons.
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4.2 Approach

Algorithm 2 Utility-based AutoML
1: Input:
2: Dataset Dtrain = {Xtrain, ytrain},
3: Dataset Dvalid = {Xvalid, yvalid},
4: Set of Metrics L,
5: Number of pairwise comparisons ω
6:
7: Output:
8: Fitted ML pipeline P∗

9:
10: \\ Generate set of pipeline configurations P :
11: P ← ∅ ▷ Initialise set of pipeline configurations
12: S ← ∅ ▷ Initialise set of segments
13: for L ∈ L do
14: f ← AutoML(L, Xtrain, ytrain) ▷ Fit AutoML instance
15: PL ← AutoML.get_pipelines() ▷ Get all evaluated P

g,
−→
A,

−→
λ

16: P ← P ∪ PL
17: end for
18: \\ Generate segment pairs Upair :
19: Upair ← SegmentGenerator(P,Dvalid, ω) ▷ see Algorithm 4
20: \\ Get users preference U judged :
21: U judged ← UserPreference(Upair) ▷ see Section 4.2.3
22: \\Train learning to rank, see Section 4.2.4
23: X(1), X(−1)SampleComparisons(U judged)
24: L∗ ← RankNet.fit(X(1), X(−1))
25: f∗ ← AutoML(L∗, Xtrain, ytrain) ▷ Train AutoML instance on L∗

26: Return P∗

In Algorithm 2, we depict the overall process towards an utility-based adaptation of AutoML. This adaptation
can be extended to NAS by replacing a pipeline configuration P

g,
−→
A,

−→
λ
with a neural architecture f

g,−→z ,
−→
λ
.

However, within Chapter 6, we propose in Algorithm 5 an integrated NAS optimisation process based on
ES that is sensitive to the number of generated neural architectures in that it uses an initial population of
neural architectures for the generation of pairwise segments Upair and for the evolutionary process. As for
the multi-objective case of AutoML, Algorithm 2 takes as AutoML systems a data set D, split into Dtrain

and Dvalid. Furthermore, it takes a set of metric L that of metrics and a predefined value ω for the number
of pairwise comparisons. The output of the algorithm is a to a utility suited ML pipeline P∗. The different
phases of Algorithm 2 are depicted within the components in the following sections.

4.2.1 Evaluation Initiator

Within the initialisation phase (Algorithm 2, l.11ff.) the Evaluation Initiator generates different pipeline
configurations P

g,
−→
A,

−→
λ
. In order to obtain a diverse set of pipeline configurations for each metric L(i) ∈ L

an AutoML instance is trained on Dtrain. We denote the pipeline configurations obtained by an AutoML
instance based on a specific metric as PL(i) and the set of all generated configurations as P . Denote that
within the initialisation, we obtain not only the best pipeline configuration P∗

L(i) of an AutoML instance
fitted on L(i), we obtain all evaluated pipeline configurations evaluated during training. Thus the number
of pipeline configurations obtained by the AutoML system is significantly higher than the number of metric
functions |L|. The aim of the Evaluation Initiator is thus to generate a set of pipeline configurations that is as
diverse as possible for the later preference elicitation approach. We now describe the Evaluation Generator,
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4 Preference Learning

which is called after the initialisation phase (Algorithm 2, l.19), and that takes the generated set of pipeline
candidates P , a validation data set, and the number of segments to generate.

4.2.2 Evaluation Generator

The aim of theEvaluationGenerator component is to process the generated pipeline configurations and to ob-
tain Segments that can be visualised within the preference interface component. Thus, this component takes
the generated pipeline configurations P and the number of segments ω that should be generated. We denote
a segment si as tuple (Xvalid, yvalid,P(i)

g,
−→
A,

−→
λ
) that contains the data setDvalid in form of the featuresXvalid

and the ground truth labels yvalid as well as pipeline configuration P(i)

g,
−→
A,

−→
λ
. A segment enables to obtain

all performance measurements or metrics an end-user or domain expert might pursue. For example, perfor-
mance metrics such as the accuracy can be obtained by performing L(accuracy)(yvalid,P(i)

g,
−→
A,

−→
λ
(Xtrain))

(see Equation 2.26). As we pursue a pairwise preference elicitation approach, where an end-user or domain
expert states their preference by pairwise comparisons (see. Section 2.4), the question of which segments
to compare for ranking also takes part. In Algorithm 3, we depict the process for generating segment pairs
Upair. It executes a random generation of segment pairs. However, to train a metric learning algorithm
with preferences, it might be favourable to choose within the pairwise setting segments that are ranked
relatively close to each other. Techniques that train an algorithm based on the uncertainty of the algorithm
are called active learning techniques. These could further boost the performance of the metric learner in
order to converge faster to the underlying utility. However, to avoid losing the scope of this work and putting
the general framework and function into perspective, we base ourselves on a naive, random approach. In
Algorithm 2, the Evaluation Generator is executed in line 9.

Algorithm 3 Segment Generation
1: Input:
2: Set of configurations P,
3: Number of segment pairs to be generated ω,
4: Validation dataset Dvalid = {Xvalid, yvalid},
5:
6: Output:
7: Set of segment pairs Upair

8:
9: while |U pair| ≤ ω do
10: i, j ← Select random i, j ∈ P

11: si ← (Xvalid, yvalid,P(i)

g,
−→
A,

−→
λ
)

12: sj ← (Xvalid, yvalid,P(j)

g,
−→
A,

−→
λ
)

13: if (si, sj) ̸∈ Upair then
14: U pair = U pair ∪ {(si, sj)}
15: end if
16: end while
17: Return Upair

In Algorithm 3, we first select two random pipelines (or architectures) configurations from a set of config-
urations. For both configurations, a segment s is generated and combined to a tuple (si, sj). A segment
contains all the information necessary to make a preference selectable for the end-user or domain expert.
If the tuple (si, sj) is not already in the set of segment pairs Upair, the tuple is appended to the set Upair.
This process is repeated until the number ω of necessary segment pairs Upair is reached. Denote that the
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4.2 Approach

maximal number of segment pairs is given by all possible combinations of P (i) ∈ P , without taking into
account the order of segments within the segment pairs Upair.

4.2.3 Preference Interface

Considering the generated segment pairs Upair from the Segment Generation component, the Preference
Interface component is the interface between the end-user and the domain expert. Thus, this component
visualises the generated segment pairs Upair so that the user is capable of judging which segment in Upair

is preferred to the other one in the pairwise setting. The tuple (Xvalid, yvalid,P(i)) of each segment is
visualised in that metrics, labels, or other performances are generated based on the configuration P(i). In
Figure 4.2, we provide an exemplary visualisation of segment pairs, where the end-user or domain expert
could decide whether to choose the left or right segment and thus the preferred pipeline or architecture
configuration.

Figure 4.2: Visualisation Preference Interface for AutoML based on the OpenML 179 [124] data set, where the task is to classify
whether a person’s yearly income is over 50K or not.
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The exemplary Preference Interface in Figure 4.2 is based on the OpenML 179 data set. The task
in this data set is to classify whether a person’s income is over 50K a year or not. The visualisa-
tion contains a confusion matrix as well as a tabular visualisation of the ground truth label yvalid, the
predicted label ŷ from the configuration. Further, it contains on which features Xvalid these predic-
tions have been executed. The interface enables the end-user or domain expert to state their preferred
configuration based on the provided information or to calculate on the already judged segment pairs
U judged a new metric. Besides the computation of performance metrics, such as the accuracy, the
Preference Interface component can compute latency metrics or in NAS architecture-specific features,
which enables a user-centric comparison of pipeline or architecture configurations. Performing NAS on
image data sets, further, enables i.ex. the integration of explanations of the underlying configuration.

Figure 4.3: Illustration for feature importance on
NASNet based on Grad-Cam.

Such a visualisation that explains why a configuration works
the way it does is exemplarily provided by Grad-Cam [208].
In Figure. 4.3, Grad-Cam [208] visualises regions that a CNN
architecture configuration payed attention on. Grad-Cam esti-
mates important regions of an image by considering activation
layers of a NN’s configuration before the output layer. Based
on the visualisation of the performance metrics, as well as the
activation functions, the end-users or domain experts can state
their preference within pairwise comparisons as depicted in
Figure 4.2. However, suggesting the domain expert or end-user
suitable visualisations is a separate field of research we explic-
itly excluded from this work. Instead, we provide through the
notation of a segment Si = (Xvalid, yvalid,P(i)

g
−→
A,

−→
λ
) the possi-

bility to generate all kinds of visualisations an end-user might
find helpful and thus offer a clearly defined system boundary.
As depicted in Algorithm 2, the Preference Interface retrieves
judged segment pairs, denoted to as U judged, where all judgments from an end-user are stored as triples
(si, sj , c). The variable c corresponds to the end-users or domain experts preference, where c ∈ {−1, 1}.
When the left segment was chosen, c equals −1, and when the right segment was selected, c equals 1.
Considering the Requirements II, the Metric Learner component and the segments within Upair enable
Requirement R II–1, in that an end-user is able to give pipeline or neural architecture configurations based
on their parameters and variables more priority.

Given the judged segment pairs U judged, the Metric Learner component is called to learn based on the
judgements, a new utility-based metric L∗

4.2.4 Metric Learner

Within theMetric Learner component a new metric L∗ is trained based on the judged segment pairs Upair.
Thus, this component is the core component towards a utility-based AutoML and NAS system. It gets a set of
judgments U judged as input to generate a new, utility-based metric function L∗. Since we assume a pairwise
metric learning approach, we chose RankNet [44] as the underlying ranking approach (see Section 2.4.2),
where a siamese NN takes the segment pairs as input to maximise the span between the judged segment
pairs. Further each segment s ∈ U judged contains a pipeline or architecture configuration P (i) ∈ P and thus
we can compute for all configurations P (i) ∈ P all predefined metric scores L ∈ L. The metric scores are
then used for the pairwise LTR (Learning To Rank) approach. To use an already trained LTR model within
this component as a utility-based metric function L, it generates, based on the calculated metric scores, a
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new set of features x. In Algorithm 4, we depict the scoring function L∗, where a set of predefined metrics
are used to generate the features for the underlying RankNet metric function.

Algorithm 4 Rank based Scoring function L∗

1: Input:
2: Ground truth y, and prediction ŷ
3: Trained RankNet model NNRankNet
4: Set of metric functions L = {L(1), . . . ,L(l)}
5:
6: Output:
7: Metric L∗(x)
8:
9: Initialize X ← ∅
10: Initialize L∗ ← NNRankNet
11: for L(i) ∈ L do
12: x← x ∪ L(i)(ŷ, y)
13: end for
14: Return L∗(x) \\prediction

However, to train the underlying RankNet LTR approach (see Algorithm 2, l.21), two data sets X(1) and
X(−1) needs to be generated. Similar to an already trained scoring function in Algorithm 4, the data sets are
generated based on the pipeline configuration of each segment s in U judged. Thus, both data sets X(1) as
set of the preferred configuration and X(−1) as set of the corresponding non-preferred configurations have
the same shape.

RankNet

𝑈(𝒋𝒖𝒅𝒈𝒆𝒅)

𝑋(()

SampleComparisons

𝑋()()

Base Networks

MLP

ReLU

Meta Network

Substract

Sigmoid

Figure 4.4: Integration of RankNet [44]
within the Metric Learner.

Following a supervised offline learning setting, the RankNet algorithm is
trained on training data setsX(1)

train andX(−1)
train. The structure of RankNet

is divided into a siamese base structure and a meta-network. The base
network proposed by Burges et al. [44] is aCNN architecture evaluated on
NLP tasks. As in our case, we aim to rank pipeline or neural architecture
configurations by a set ofmetricsL; we chose aMLP architecturewith one
hidden layer and aReLU activation layer to complywith the non-negativity
requirement ofmetrics. The output of the base network takes a data setX .
It is used in Algorithm 4 to score based on L, Dvalid and the pipeline or
neural architecture configurations the performance of the configuration.
The meta-network connects two siamese base networks that share their
weights simultaneously. However, on base network scores onX(1)

train and
the other on X

(1)
train. The difference between both scores distinguishes if

the predicted scores provides a correct ranking within X
(1)
train and X

(−1)
train

or not. While training, the aim of RankNet is to maximise within the
meta-network the difference between the scores of X(1)

train and X
(−1)
train

achieved within the base networks that share their weights. Considering
e.g. a judgement (s1, s2,−1) we calculate for s1 L1 = {L(1)

1 , . . . ,L(l)
1 }

and for s2 all metrics L2 = {L(1)
2 , . . . ,L(l)

2 } [139]. From the Preference
Interface we know, that s1 is ranked lower than s2. To generate the
training data set the features of s2, generated on basis of L are added to X

(1)
train and the generated features of

s1 are added to X
(−1)
train . The resulting data sets from all judgements U judged of the Preference Interface are

then used to train a RankNet instance. Since both base networks share their weight, it is irrelevant which base
network is later used as a scoring function of L∗. Regarding the last layer of the base network, we full-fill the
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metric Requirement R II–5, that L∗ cannot become negative. Furthermore, the RankNet model follows by
definition and due to its siamese architecture a symmetry in that L∗(X(1), X(−1)) = L∗(X(−1), X(1)). In
Algorithm 4, we defined following the metrics presented in Section 2.6.1 the input asL∗(·, ·). This input can,
as also discussed in Section 2.6.1, be extended in that the function takes three (X ,y and the configuration
P) inputs.

The generated metric functionL that is trained towards an end-user or domain expert utility is in Algorithm 2
finally used to train an AutoML or NAS instance towards the utility.

4.3 Summary

In this section, we presented our approach toward a utility-based adaptation of an AutoML or NAS system.
To incorporate a diverse set of metrics, we base this system on a metric learning approach, where we
integrate a pairwise LTR system, namely RankNet, into our system. Around a single-objective AutoML or
NAS system, we depicted the Evaluation Initiator, that generates based on a predefined set of metrics L a
diverse set of configurations. These pipeline or neural architecture configurations are preprocessed for the
Preference Interface within the Evaluation Generator component. Within Section 4.2.3, we illustrated the
broad possibilities of the Preference Interface but also excluded the graphical preparation of segments from
this work. The Metric Learner component takes the preferences from the Preference Interface and trains
a RankNet LTR algorithm. The RankNet model learns a utility-based metric and is finally used to execute
a AutoML instance towards the utility-based metric L∗. Regarding the Requirements for utility-based ML
an end-user is able to give certain variables or parameters of a AutoML or NAS system more priority by
indicating his preference in a pairwise manner. Further, theMetric Learner component follows a symmetry
(Requirement R II–4) and is non-negative (Requirement R II–5) owing to the RankNet architecture. However,
the requirements, whether a utility is reflected by the RankNet approach (Requirement R II–1), as well as
the impact of a utility-based metric on the underlying AutoML or NAS system (Requirement R II–3) are part
of the following evaluation.
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Automated Machine Learning

This chapter provides an empirical evaluation of our approach toward a utility-based adaptation of AutoML.
Considering the requirements for utility-based ML, the Requirements R II–1, R II–4 and R II–5 are already
fulfilled by the systems architecture. To answer RQ I, we provide in Section 5.1 a brief recap of the research
questions and in Section 5.2 the experimental setup depicting the data sets and predefined metrics used for
evaluation. In Section 5.3, we evaluate whether the Metric Learner component is capable to learn a certain
metric (RQ I.1) as well as if this newly generated metric is steers an AutoML instance into the direction of
the metric (RQ I.2).

ML Layer
𝑿𝒕𝒓𝒂𝒊𝒏,
𝒀𝒕𝒓𝒂𝒊𝒏 ,
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Bayesian optimizer
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Figure 5.1: Approach towards a utility-based AutoML System

In Figure 5.1, we depict the overall system incorporating an AutoML system such as autosklearn, TPOT or
h2o. The AutoML system takes besides the training data setDtrain and a metricL that steers theML pipeline
creation process into the metrics direction. The results of this chapter have been published in “Personalized
Automated Machine Learning” [139].

5.1 Recap Research Questions

Within the foundations provided in Chapter 2 it has become clear that AutoML systems are diverse in their
functionality, but their potential is enormous. They generate ML pipelines considering data preprocessing,
feature engineering as well as model selection. Further, they consider pipelines of variable length and thus
go beyond pureHPO. However, the search for suitableML pipelines needs a search direction to find pipelines
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that fit the requirements and expectations an end-user or domain expert might pursue. In particular, we
investigate in this chapter the following main research question through the experiment:

RQ I How can an AutoML system be adapted to a utility an end-used might pursue?

Regarding the requirements towards a utility-based adaptation ofML derived from Gil et al. [95] and Li and
Tian [150], RQ I is two-folded and can be split into the research questions:

RQ I.1 How can a new target function L∗ be learned?

RQ I.2 How can we optimise an AutoML system for metrics beyond established metrics?

The first research question, RQ I.1, is elementary for a utility-based AutoML. In Chapter 4, the overall system
was already depicted. Within this system theMetric Learner component (see Figure 5.1) takes a key role to
steer an AutoML system into the direction an end-user or domain expert might pursue. Within the Metric
Learner component, proposed in Section 4.2.4, we already referred to a LTR approach that learns a ranking
ofML pipelines created from an AutoML instance. However, pursuing RQ I.1 will shed light on whether the
proposed RankNet LTR approach is able to learn a new target function L∗. Further, this research question
can be answered in several directions. One direction is, whether the underlying LTR approach is able to
learn linearly or even more complex connections between predefined metrics. Another direction concerns
the parameter ω in Algorithm 2 and the question about how many pairwise comparisons are necessary to
learn these connection and thus the underlying utility. An empirical evaluation towards the Metric Learner
component is presented in Section 5.3.1.

RQ I.2 concerns the overall system and aims to investigate the influence of different learned metrics on the
performance of the system. This includes the influence of a learned metric on a diverse set of predefined
metrics and investigates the sensitivity of AutoML systems towards the underlyingmetric. If, for example, the
choice of the metric has only a minor influence on theML pipelines performance, the additional components
of our approach, including the Metric Learner component, would be redundant. This could be the case
when the search space of the AutoML system is too small or does not bring any changes in performance
when changing the configuration. To measure the impact of a learned metric on the optimisation process of
the AutoML system, we provide in Section 5.3.2 an empirical evaluation of the overall system depicted in
Figure 5.1. The overarching research question (RQ I) can finally be answered by combining both evaluations
and thus showing the capability of our approach in adapting to a specific utility.

5.2 Experimental Setup

This section aims to provide the experimental setup for our approach. As depicted in Figure 5.1, our approach
takes, besides a data setD, a set of metrics or preferences that an end-user might pursue. In Section 5.2.1, we
present the data sets and in Section 5.2.2 we define the set of metrics L on which we evaluate our approach.
We executed all experiments on an Intel(R) Xeon(R) Platinum 8180M CPU with 2.50 GHz base clock and
1.5 terabytes of RAM without consideration of further GPU acceleration.

5.2.1 Data Sets

We base the evaluation of our approach on five different data sets retrieved from theOpenML [234]. The data
sets are chosen based on the evaluation data sets from the autosklearn [81, 80] and TPOT [177] frameworks.
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Further, we assume in all data sets a classification task, where the set of labels y is categorical and finite. All
data sets are accessible based on the OpenML API1. The data sets range from real-world healthcare (thyroid
disease) to artificially generated and simulated tasks.

Thyroid Disease: The thyroid disease data set was first introduced by Quinlan et al. [194]. It
has 9172 data points containing 15 categorical and six continuous attributes. The features
range from age, sex, and sickness to medical treatments. The task is to determine whether
a patient is hypothyroid referred to the clinic. However, the data set contains three classes
referring to a healthy functioning thyroid gland, a subnormal functioning and a hyper-
function. Further, the data set is corrupted because it contains 5.4% missing values. As in
OpenML, we refer to this data set by its id 38.

Quake: The Quake data set (OpenML id 772) is a binary classification data set that contains
2178 instances. The data set is provided by the National Earthquake Information Center,
which determines the location and the size of all significant earthquakes worldwide. Thus,
it has three features, where the task is based on the longitude, latitude and focal depth
to determine whether the eruption source is an earthquake or another source. Since
earthquakes are proportionally much more frequent in this data set than other sources in
this data set, the AutoML instance has to cope with highly imbalanced data.

Friedman: The Friedman data sets are artificially generated data sets [88] that contain linear and
non-linear relations between the features and the output label. Further, it adds noise (e) to
the output of the function in that the friedman function is defined as follows:

y = f(−→x ) = 10 sin(πx1x2) + 20(x3 − 0.5)2 + 10x4 + 5x5 + e

It thus contains five continuous features, where X ∈ [0, 1]. To test whether the underlying
model is capable of selecting important features, other random features can be randomly
added to the feature space X . The OpenML id 917 contains 1.000 instances and adds 20
random features to the relevant ones. The target is to determine if the label is under or
above a given threshold.

PC4: This data set (OpenML id 1049) was proposed by Shirabad, Menzies, et al. [211] and
contains data from earth orbiting satellites, where the task is to detect defective software.
The data contains 1.458 instances and 38 features ranging from the number of lines and a
number of operators to the percentage of comments within the software code. The features
were defined to characterise code features associated with software quality objectively. As
a result, the features are retrieved by the feature extractors proposed by [59].

Telescope: This data set (OpenML id 1120) simulates within a Monte Carlo process gamma
particles in a ground-based Cherenkov telescope using imaging techniques. The task is
to identify gamma-ray events hidden in charged cosmic ray background in Cherenkov
telescopes. The available information consists of pulses left by incoming and simulated
photons and allows the discrimination of the information caused by the gamma signals. It
consists of 19.020 instances and 11 continuous features.

1 www.openml.org, last accessed January 30, 2023
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5.2.2 Preferences

In order to evaluated our approach for AutoML, we define in this section the set of metrics used within our
system. Although we focus on classification tasks, we have used all available metrics from the Scikit-learn
library [185] that support numerical inputs and also that go beyond the classification task. This is due
to the reasoning that the underlying utility cannot be initially determined based on a metric and that this
is originally unclear. We choose for the set of metrics L the following metrics and refer for an in-depth
description to the Scikit-learn library. For classification, we choose the Precision, Recall, F1 metrics and
additional for regression the MSE, the maximal error and the log loss. Additionally, we use the hamming
loss, which estimates the fraction of labels that are incorrectly predicted and the jacquard score, which is
defined by the size of the intersection divided by the size of the union of two label sets. Denote that the
direction for some metrics in L is distinct. Thus, the Metric Learner’s task becomes more difficult in that
important metrics may need to be weighted in the opposite direction of other metrics.

For the general setup we used TPOT [177] as AutoML component to (i) create pipeline configurations for
the subsequent preference elicitation and (ii) to perform the optimisation process based on a learned metric
L∗. For each metric function L(i) ∈ Lwe fitted an AutoML instance for one hour and extracted all evaluated
pipeline configurations. Since the execution of the first AutoML instances only serves to generate segments,
whereby the evaluation time for each pipeline configuration depends on the size of the training data setXtrain,
we can set a tight time limit. Within one hour TPOT generated on a small data set, such as OpenML 38 up
to 19452 different configurations and thus different segments. Considering larger data sets (OpenML 179)
with a high number of instances TPOT still generated 2349 segments. In this case 2349 leads to 2.757.726

possible segment pairs Upair. Based on the generated segments and predefined preferences we evaluate in
Section 5.3.1 the chosen learning to rank approach and in Section 5.3.2 its integration into a new AutoML
instance.

5.3 Evaluation

This section evaluates the proposed LTR approach towards its application on AutoML. First, we evaluate in
Section 5.3.1 theMetric Learner component and thus give answer to the question how a new target function
L∗ can be learned considering the performance metrics in Section 5.2.2. The second part of this evaluation
concerns the overall system and the impact of the learned metric L∗. We show that our approach is capable
of taking preferences stated within the Preference Interface into account. Further, it suggests based on an
integrated single-objective AutoML instanceML pipelines that can outperform AutoML instances trained on
a static, predefined metric.

5.3.1 Metric Learner

Within the Evaluation Generator and theMetric Learner component in Sections 4.2.2 and 4.2.4 we propose
to use different metrics as features to build a new metric function an end-user or an domain expert may want
to pursue. However, to evaluate whether the proposed approach can learn a utility-based metric besides the
performance of the underlying RankNet LTR learner, also the number of needed pairwise comparisons is an
indicator for the Metric Learners capabilities to learn a utility.

For evaluation, we assumed three different utilities. First, we assumed that the utility follows a selective
metric, the accuracy metric. Thus the task for the RankNet model becomes to select from a set of metrics L
the accuracy metric. Within a linear combination, we assume that the utility follows a linear combination of
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metrics, where each metric inL has with consideration of the direction of the metric a predefined and equally
distributed weight. The F1 score shows whether the RankNet model can learn a metric that goes beyond
a linear combination. To evaluate the RankNet model regarding the number of pairwise comparisons, we
generate from the set of pipeline configurations for each data set 1, 250 segment pairs Upair. This set is split
into an 80/20 train-test-split, where up to 1, 000 segment pairs are used for training, and 250 pairs are used
to evaluate the model. In Table 5.1, we present the achieved results of correct predicted rankings regarding
different training data set sizes.

Utility OpenML
ID

Training Size
10 100 250 500 1000

Accuracy

38 0.913 0.963 0.972 0.975 0.977
179 0.913 0.945 0.960 0.966 0.967
772 0.963 0.956 0.966 0.975 0.977
917 0.943 0.974 0.981 0.984 0.986
1049 0.890 0.966 0.977 0.978 0.979
1120 0.917 0.958 0.967 0.971 0.973

Linear
Combination

38 0.896 0.935 0.935 0.935 0.935
179 0.791 0.825 0.810 0.810 0.805
772 0.593 0.687 0.888 0.933 0.937
917 0.949 0.965 0.968 0.968 0.969
1049 0.861 0.943 0.957 0.967 0.972
1120 0.913 0.961 0.968 0.974 0.979

F1

38 0.937 0.972 0.971 0.977 0.978
179 0.889 0.931 0.961 0.974 0.977
772 0.876 0.966 0.972 0.972 0.974
917 0.964 0.982 0.982 0.983 0.985
1049 0.883 0.932 0.970 0.980 0.981
1120 0.940 0.951 0.964 0.977 0.990

Table 5.1: RankNet - Percentage of correct predictions on test judgements [139]

In the following, we discuss, based on the results in Table 5.1, the results achieved for the different predefined
utilities.

5.3.1.1 Accuracy

The aim of this experiment was to show, whether RankNet is capable to learn to select the set of metrics L.
We set the accuracy metric as a predefined metric and ranked 1, 250 segments based on the accuracy. The
results show that RankNet is capable, accordingly to the accuracy metric, of ranking correctly 222 out of
the 250 segment pairs held out for testing after only ten pairwise comparisons. Considering more than ten
pairwise comparisons, the percentage of correctly ranked segment pairs increases. In this setting, it shows
that RankNet can learn to select metrics within ten pairwise comparisons. However, increasing the number
of judgements increases the percentage even more. Still, here the question is whether a percentage of at least
89% on the Friedman data set is sufficient to steer an AutoML instance.
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5.3.1.2 Linear Combination

Within the second experiment, we tested whether RankNet is capable of learning a metric out of a linear
combination. The sum of all weights is one. However, this task results in a more complex setting in that
some metrics, e.g. MSE, are unbounded in that they possibly can get infinite. In Table 5.1, we see that in
the case of a linear combination, the RankNet mode performs slightly worse than in the case of a selective
metric. In general, this can be compensated by considering more pairwise comparisons. However, within
ten pairwise comparisons, at least 59.3% (OpenML 772) are correctly ranked, and when considering 100
judgements, at least 68.7% pairwise judgements are correctly ranked on the test set.

5.3.1.3 F1

In this experiment, we show that our experiment can learn preferences that go beyond a linear combination.
We remove from the set of metricsL the F1 metric and set it further as the metric that should be pursued. As
shown in Section 2.6.1, the F1 score can be expressed by a combination of precision and recall. Assuming
a F1 metric, the equation for the F score (Equation 2.25) can be reduced to

F1(precision, recall) = 2
precision ∗ recall
precision+ recall

(5.1)

By following the F1 metric, we show, on the one hand, similar to the selective case, that RankNet is capable
of neglecting metrics and, on the other hand, that RankNet can learn complex correlations in the form of
non-linearity. Table 5.1 shows that RankNet is capable of achieving at least a score of 87.6% on all data sets
after 10 pairwise comparisons.

Summarising the capabilities of the RankNet model within the metric learning setting, this section clearly
shows that it can learn an underlying metric in about ten pairwise comparisons. However, it is also necessary
to point out the weaknesses of this approach. Within Section 5.2.2, we depicted the metrics that were limited
to the performance metrics. Thus, the mapping range of the benefits is now also limited to the metrics in L.
Until now, we did not consider utilities such as the latency or the complexity of the ML pipeline, and thus
these can not be mapped within the Metric Learner component. However, to answer RQ I.1, we showed in
this evaluation that a RankNet model can learn a new metric within 10 to 100 comparisons considering a set
of predefined metrics L.

5.3.2 System Evaluation

Another important aspect is the impact of the learned metric on the performance of an AutoML regarding
the predefined utilities. This section aims to evaluate this impact and thus answer RQ I.2. As depicted in
Figure 5.1 and similar to Section 5.3.1, we created based on the metric functions in L variousML pipelines.
Following Algorithm 3 within the Evaluation Generator component, we randomly created segment pairs and
judged them based on the predefined utility (accuracy, linear combination and F1-score). The judgements
are as stated in Section 5.3.1 used to train a RankNet model with the Metric Learner component.

In this section, we execute the RankNet models as utility-based metrics within an AutoML instance and
measure the difference in performance and whether it leads to better performances regarding the predefined
utility. To further compare the differences, we trained accordingly to the utility metrics for each metric a
AutoML instance directly based on the predefined metric. We split each data set into a 80 / 20 train-test split
and passed it together with the trained RankNet metric or directly with the assumed utility.
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Utility OpenML
ID

AutoML Metric
Utility RankNet

Accuracy

38 1.00 0.874
179 0.710 0.611
772 0.714 0.686
917 1.00 0.984
1049 0.774 0.618
1120 0.922 0.899

Linear
Combination

38 0.790 0.951
179 2.207 1.100
772 0.481 0.474
917 4.861 3.395
1049 6.261 2.023
1120 1.692 1.067

F1

38 0.971 0.966
179 0.706 0.700
772 0.793 0.754
917 1.000 0.978
1049 0.978 0.733
1120 0.984 0.963

Table 5.2: Evaluation utility-based AutoML [139]

In Table 5.2, we present the results achieved accordingly to the utility metric. Since we compare the approach
with a Metric Learner component against AutoML instances directly fitted on the utility, the aim of this
experiment is not to surpass the utility metric but to get as close as possible to the performance of the
AutoML instance directly fitted on the utility. The scores presented for each utility were achieved on the 20%
test split Dtest. In the following, we present as in Section 5.2.2 the evaluation for each predefined utility.

5.3.2.1 Accuracy

Considering the selective case, where we assume that the utility is represented within the accuracy metric,
the RankNet model achieved after ten comparisons a score of at least 89.0%. However, for the overall system
evaluation, it shows that in Table 5.2 RankNet manages to steer AutoML into the direction of the utility. In
some cases (OpenML 38 and 1049) the AutoML instance with RankNet predicts significantly worse than the
the AutoML instance directly fitted on the underlying utility. For the OpenML data sets 772 and 1120 the
AutoML instance with Metric Learner component show, that RankNet is capable to steer the optimisation
process closely into the direction of the utility. In average the AutoML instance with the RankNet Metric
Learner component performance in average 7.4%worse than the instance directly fitted on the utility. These
performance differences show preliminary the impact of choosing different metrics and that the approach
with Metric Learner component is capable of steering AutoML optimisation processes in the direction of
the utility.
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5.3.2.2 Linear Combination

Considering the case of a linear combination of metrics from the set L, the task for the RankNet model
becomes more difficult. Denote that the combination of metrics i.ex. the MSE is highly dependent on the
data set and thus can possibly be infinite. However, Table 5.2 shows, that in the linear case the AutoML with
the Metric Learner component is in some cases (OpenML 38) able to exceed the achieved performances of
an AutoML instance directly fitted on the underlying metric. Since the range of this metric is undefined, the
complexity of evaluating utility-based metrics becomes apparent. For example, the MSE score may have,
due to its possibly higher value range than an accuracy metric, also higher importance when searching for
suitable ML pipelines.

5.3.2.3 F1

In the last experiment, where we consider an F1 score as a utility to pursue, the task for the RankNet
model was to neglect irrelevant metrics from L and to learn from the precision and recall metrics of the F1
metric score. Apparently, already in Section 5.3.1, we noticed that RankNet metric was capable to learn
unexpectedly well this complex utility. However, this result is also reflected within Table 5.2, where the
RankNet model is capable of steering the AutoML model in the direction of the utility and thus results in
intimate performances to the AutoML instance directly fitted on the utility. On average the AutoML instance
directly fitted on the predefined utility achieved 5.6% better performances than the AutoML instance fitted
on the Metric Learner component.

In Table 5.2, we depicted the different performances of AutoML instance trained on the Metric Learners
metric or directly on the underlying utility. However, the F1 score depends on precision and recall, which
enables the visualisation of ML pipelines created by AutoML instances fitted on precision, recall and the
learned F1 metric.

(a) AutoML instances on OpenML 38 - Precision, Recall curve [139] (b) AutoML instances on OpenML 1049 - Precision, Recall curve [139]

Within the Figures 5.2a and 5.2b, we visualise the last 50 ML pipeline configurations created by AutoML
instances following a precision, recall or learned F1 metric. The F1 metric is plotted as a function of
precision and recall, where a higher colour intensity means a better F1 metric score. This experiment
aims to show that the Metric Learner component is capable of steering the optimisation process of an
AutoML instance in the direction of the F1 score depending on Precision and Recall scores. Denote that the
RankNet scorer does additionally learn from all metrics within L without considering the F1 score within
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this set. In Figure 5.2a, we can see that the AutoML instances fitted on the precision or recall metric point
in the direction of the respective metric. Further, it shows that the RankNet model can steer the AutoML
optimisation process in the direction of the learned F1 score. While the ML pipeline configurations created
by AutoML instances following the precision and recall scores optimise along the x and y-axis, the pipeline
configurations optimised towards the learned F1 metric optimise towards the F1 metric. Thus, would an
end-user’s or domain expert’s preference be the F1 metric but fits an AutoML instance based on the precision
or recall metric, the AutoML instance would search for pipeline configurations that perform best on the x or
y-axis. The AutoML instance fitted on the learned F1 score leads to better results than only fitting AutoML
on the precision or recall metric when following the F1 score as a utility. The evaluation on OpenML 1049
depicted in Figure 5.2b demonstrates even clearer, that when an AutoML instance is trained on a metric an
end-user or domain expert wants to pursue partially, the AutoML instance trained on a metric the user defined
within pairwise judgements outperforms the other AutoML instances. Regarding RQ I.2, we showed, that
theMetric Learner component is able to steer AutoML instances beyond a set of predefined metrics. This is
particularly evident in evaluations depicted in Figures 5.2a and 5.2b.

5.4 Summary

In this chapter, we evaluated our approach proposed in Chapter 4 based on AutoML. We proposed a system
that enables the integration of an end-users or domain experts utility and provided an empirical evaluation
by assuming three synthetically generated utilities. Within the Metric Learner component, we integrated
a RankNet model and showed that this model is capable of learning a new metric (RQ I.1) based on a few
pairwise comparisons. Furthermore, the Metric Learner component steers an AutoML (RQ I.2) instance in
the direction of the utility learned within the RankNetmodel. The RQ I.1 and RQ I.2 defined at the beginning
of this work, can be answered within the evaluations in Sections 5.3.1 and 5.3.2 in that the RankNet model
is able to learn a new target function L∗ within a few pairwise comparisons and it steers the optimisation
process of an AutoML system into the direction an end-user or domain expert may want to pursue. However,
the limitations of our approach are the dependency on the set of already predefined metrics L. It constrains
the expressibility of the utility stated within the pairwise comparisons to this set. However, the set of
available metrics can be extended with less effort. Further, we based our evaluation on randomly chosen
pairwise comparisons. Here, the Evaluation Generator could improve the performance in that it actively
selects pairs of segments where the RankNet model is uncertain.

97





6
Neural Architecture Search

This chapter provides an empirical evaluation of our approach toward the utility-based adaptation of NAS.
In Chapter 5, we showed for AutoML that the general approach towards utility-based adaptation is capable
of learning performance metrics by a few pairwise comparisons and thus that it is capable of steering the
optimisation process of AutoML. However, as the underlying optimisation process is switched from a search
towards the best suitedML pipeline to the best suited neural architecture, the search becomes more complex.
The high variability and applications of NNs lead to enormous search spaces. Furthermore, the expensive
computational training of NNs requires an efficient search in that only a few architectures are explored to
find a suitable neural architecture. Even further, the high resource consumption implies that the underlying
utility may not only rely on performance metrics such as the accuracy, precision but also on recall or the F1
score; It may incorporate metrics that go beyond the predictive performance and include, e.g. the latency
of a NN . Thus in this chapter, we base our evaluation on metrics that go beyond the predictive performance
and evaluate our approach against state-of-the-art multi-objective NAS approaches. As in Chapter 5, we
provide in Section 6.1 a brief recap of the research questions, we aim to answer in this chapter. Further, we
present in Section 6.2 an integrated utility-based NAS process, that considers the computational expensive
evaluation of neural architectures and thus integrates an ES based NAS approach (following Real et al.
[197] and Saltori et al. [205]) into the general utility-based system depicted in Figure 4.1 to reduce the
number of needed evaluations. In Section 6.3, we depict the experimental setup by presenting the used
data sets as well as the utility metrics that we aim to follow within the optimisation process. Finally, in
Section 6.4, we evaluate whether the Metric Learner component is capable of learning a metric that goes
beyond the predictive performance and whether the search for NAS system based on a learned metric is
competitive against multi-objective NAS approaches. The results of this chapter have been published in
“Personalized Neural Architecture Search” [140]. Furthermore, the implementations for the baselines as
well an OpenAI-Gym environment for NATS-Bench [67] are made publicly available on Github 1.

6.1 Recap Research Questions

The search for suitable NNs is technically similar to the search for suitableML pipelines. Further, they even
incorporate similar HPO techniques. However, the architecture of NNs is diverse, complex and brings new
challenges. As stated in the foundations (Chapter 2), NAS can take several days or weeks to find suitable
neural architectures and thus opens a new dimensionality in complexity, compared to AutoML frameworks
where the task is to find suitable ML pipelines. The optimisation process’s emphasis may not lie in the
predictive performance but in metrics that go beyond. While the main research question for NAS remains
similar to the research question of utility-based AutoML systems, namely:

1 https://github.com/kulbachcedric/, accessed on January 30, 2023
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RQ II How can an NAS system be adapted to an end-user’s needs?

The complexity as well as the possibilities of architectures and thus the enormous search spaces lead to the
following sub research questions:

RQ II.1 How can a new target functionL∗ beyond predictive performance measurements
be learned?

RQ II.2 How does a tailored target function influence NAS towards the pursued utility?

While for AutoML the research question was about the learning of a target function (RQ I.1, the first sub-
question in NAS asks for a target function L∗ that goes beyond the predictive performance measurements.
An efficient search in NAS is crucial. Since an end-user or domain expert may not only retrieve a NN
that has a good performance as well as a low latency, but also a suitable neural architecture that does not
require training and testing the entire search space. Thus the impact of the learned metric needs to steer the
optimisation process even better than in AutoML. RQ II.2 asks accordingly to the influence of the learned
metric on the NAS optimisation process.

6.2 Integrated Utility-based Process

In this section, we present accordingly to Algorithm 2 an integrated approach towards utility-adaptation of
NAS. This is motivated by the complexity of NAS. Thus, the aim is to minimise the number of NNs that need
to be evaluated within the optimisation process. As in the AutoML setting, where the Evaluation Initiator
component is part of aML layer, that was not further addressed, in our approach the Evaluation Initiator as
a single-objective NAS component part of a NAS layer (see Figure 6.1). As depicted in Section 4.2.1, the

NAS Layer
𝑿𝒕𝒓𝒂𝒊𝒏,
𝒀𝒕𝒓𝒂𝒊𝒏 ,
𝑿𝒕𝒆𝒔𝒕 ,
L

𝒀$𝒕𝒆𝒔𝒕∗

Evaluation Generator

Neural Architecture 
Search

Metric Learner

Preference Interface

Evaluation Initiator

NAS

NN 
Initialization

Neural Network

Conv1
Evaluation 

metricsConv2

Input

conv
stem

Flatten

D
ense

Predictions

O
utput

HPO

Figure 6.1: Utility-based NAS System

Evaluation Initiator generates a set of ML pipelines or neural architectures to create then a set of segments
that are judged by an end-user or domain expert. However, considering an evolutionary approach, the initial
generation of a population does not require an underlying metric. Thus, the generated set P can be used to
(i) generate segments for the Metric Learner component and as (ii) initial population for the evolutionary
NAS algorithm.

100



6.2 Integrated Utility-based Process

Algorithm 5 Utility-based NAS, following [197, 205]
1: Input:
2: Data set Dtrain = {Xtrain, ytrain},
3: Data set Dvalid = {Xvalid, yvalid},
4: Set of Metrics L,
5: Number of pairwise comparisons ω,
6: Population Size p,
7: Sample Size s,
8: Cycles c
9:
10: Output:
11: Neural Architecture f∗

g,−→z ,
−→
λ

12:
Ensure: p ≥ s & c ≥ p
13: P,H ← ∅
14: for i = 0 to p do ▷ Generate Population P
15: f

g,−→z ,
−→
λ
← RandomArch(G,Z,Λ)

16: f
g,−→z ,

−→
λ
.fit(Xtrain, ytrain) ▷ Train architecture

17: P ← P ∪ f
g,−→z ,

−→
λ

18: H ← H ∪ f
g,−→z ,

−→
λ

19: end for
20: U pair ← SegmentGenerator(P,Dvalid, ω) ▷ see Algorithm 3
21: U judged ← PreferenceInterface(U pair) ▷ see Section 4.2.3
22: X(1), X(−1) ← SampleComparisons(U judged)
23: L∗ ← RankNet.fit(X(1), X(−1)) ▷ see Algorithm 4
24: while iter ≤ c do ▷ Start NAS iterations
25: S ← sample s architectures f (i) ⊂ P
26: f (parent) ← argmaxf∈S L∗(f(Xvalid), yvalid)
27: f (child) ← f (parent).mutate()
28: f (child).fit(Xtrain, ytrain)
29: P ← P ∪ f (child)

30: H ← H ∪ f (child)

31: P ← P \ P .oldest
32: end while
33: f∗

g,−→z ,
−→
λ
← argminf

g,−→z ,
−→
λ
∈H L∗(f

g,−→z ,
−→
λ
(Xvalid), yvalid)

34: Return f∗
g,−→z ,

−→
λ

Based on this idea, we depict in Algorithm 5 the overall process for an integrated utility-based adaptation
of NAS. As ES we follow the regularised evolutionary single-objective NAS proposed by Real et al. [198].
In Algorithm 5, a population P of size p is randomly generated and trained in lines 13-19. Accordingly to
Figure 6.1, in lines 20-23 the Segment Generator generates a set Upair of segment pairs that are judged by
the end-user or domain expert within the Preference Interface. The Segment Generator component uses the
initially generated population P to create the set of segment pairs. In lines 22-23 of Algorithm 5, theMetric
Learner component learns the underlying utility and passes it to the single-objective NAS optimiser. Within
Algorithm 5, the regularised evolutionary algorithm proposed by Real et al. [198] uses in line 24 the initial
population P and generates new populations by drawing individual architectures out of the population P ,
mutating and training them. In each cycle the oldest architecture is removed from the population. We denote
the proposed approach in the following as regularised evolutionary algorithm.
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6.3 Experimental Setup

In this section, we provide as for AutoML the experimental setup for an algorithm-centred evaluation. First,
we present in Section 6.3.1 the data sets on which we evaluate our approach. We base our evaluation on the
NATS-Bench [67] data set, that provides besides the data sets CIFAR-10, CIFAR-100 and ImageNet16-120 a
unified search space. Further, it supports a broad range of underlying optimisation techniques, and in total,
it contains 32.8k unique neural architectures distributed over the three data sets. NATS-Bench is split into a
topology search space and a size search space, where the topology search space aims to represent different
cell structures and the size search space seeks to optimise the number of cells in each layer. However, both
search spaces are part of a fixed macro skeleton structure for the architecture candidates.

Considering a unified search space enables the comparison of different NAS approaches. Regarding RQ I.2
we integrated the regularised evolutionary algorithm, LEMONADE [73] andMONAS [114]. To measure the
influence of a learned metric on NAS, we evaluate in Section 6.4.2 the regularised evolutionary algorithm,
as well as MONAS with and without Metric Learner. In MONAS, Hsu et al. [114] considers a RL agent
that learns to configure neural architectures based on a reward. This reward, however, is composed of
different predefined metrics, and thusMONAS uses a single-objective optimiser (agent) to search for suitable
architectures. It enables the integration of MONAS into our general utility-based approach. For this
purpose and to foster the research on RL based optimisation techniques in NAS, we provide an OpenAI-Gym
environment that contains the NATS-Bench search space as environment and returns based on a predefined
metric L a reward. Furthermore, we use the predefined metrics proposed by Hsu et al. [114] depicted in
Section 6.3.2 as utility for the evaluation of the Metric Learner component. LEMONADE, proposed by
Elsken et al. [73] learns via Lamarckian evolutions a Pareto-frontier based on a set of metrics L. Since
it already optimises a Pareto-frontier, our LTR approach is not applicable. However, since it takes as our
approach a set of metrics L, it is comparable and thus part of our evaluation. Based on the unified NATS-
Bench data set, we published the implementations of LEMONADE, the regularised evolutionary algorithm,
MONAS and as well the OpenAI-Gym environment on Github.

In the following, we depict the data sets on which NAS is performed within the NATS-Bench data set and
then the synthetic utilities accordingly to Hsu et al. [114].

6.3.1 Data Sets

For evaluation purposes we evaluate our approach based on the NATS-Bench [67] benchmarking data set.
This technique has the advantage that we have access to a broad database of already trained NNs, and thus,
it fosters research towards effective search strategies for NAS. In comparison to other NAS benchmark data
sets such as NAS-Bench-101 [247], NAS-Bench-201 [68] and NAS-Bench-301 [213], NATS-Bench contains
besides the performance metrics fine grained information in different states of the training process of the
neural architecture, further parameters such as the test/train accuracy and loss, the number of parameters
and the latency.

The used data sets within NATS-Bench are presented in the following:

Cifar 10 The CIFAR-10 data set contains 60k colour images, where the task is to classify the images into
10 classes. The images have 32× 32 pixels, where each pixel has three colour channels, and thus, an
image contains 3, 072 features to classify it, ranging from aeroplanes to animals. It was collected by
Krizhevsky [137] in 2009.
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Cifar 100 Similar to the CIFAR-10 data set the CIFAR-100 data set has 60k colour images and was also
collected by Krizhevsky [137]. However, it contains 100 classes (600 images per class) that can be
grouped into 20 superclasses.

ImageNet 16-120 The ImageNet [62] data set contains 14M images that are annotated accordingly to
the lexical database WordNet [168]. It contains 20, 000 different classes, whereby ∼ 1, 2M images
have bounding boxes and contain information about the location of the class within the image. In
NATS-Bench, however, the images are downsampled to a size of 16 × 16 pixels (768 features) and
filtered in that the images containing the first 120 classes (151, 7k images) are considered.

Comparing the data set with the data sets used within the evaluation of AutoML in Chapter 5, the image
data sets contain significantly more features. This large number of image features is one reason why neural
network training needs many computing resources. However, it emerges that the number of features and the
complexity of NNs reinforce the necessity for an efficient optimisation strategy.

6.3.2 Metrics

We evaluate theMetric Learner component, as well as the performance of the state-of-the-art multi-objective
NAS approaches in accordance with the metrics defined in “Efficient Multi-Objective Neural Architecture
Search via Lamarckian Evolution” by Elsken et al. [73]. As in for the evaluation of AutoML, these metrics
are divided into selective and combined metrics. Further, we normalise each metric L(i) ∈ L so that the
point in the same direction and to [0, 1]. Thus, higher return values for each L(i) ∈ L are better than lower
return values.

Selective Metrics: The NATS-Bench benchmark data set provides for each NN the model’s test/train
accuracy and loss, the latency and the number of parameters are given. Considering a selective utility,
one or few metrics L(i) ∈ L are pursued. The utility haccuracy (Equation 6.1) pursues the test
accuracy, hlatency (Equation 6.2) pursues the networks latency and hparams (Equation 6.3) follows
the number of trained parameters [140].

haccuracy(L) = L(accuracy test) (6.1)

hlatency(L) = L(latency) (6.2)

hparams(L) = L(params) (6.3)

Combined Metrics A combined utility can be a weighted metric as in the evaluation towards a utility-
based AutoML, where each metric L(i) ∈ L is weighted by a parameter α(i) (Equation 6.4). Further,
we integrated constraint metrics, where the return is zero if the number of FLOPS or the accuracy
exceeds a certain threshold. In Equation 6.5, we constrain the the FLOPS in that the metric returns the
accuracy metric until the FLOPS do not exceed the median value of all neural architectures within the
NATS-Bench data set. Further, in Equation 6.6, we constrain the accuracy in that the metric returns
the FLOPS as values until the median accuracy of all neural architectures within the NATS-Bench data
set is not exceeded.

hweighted(L) =
∑

L(i)∈L

α(i)L(i) (6.4)

hflop constraint(L) =

{
L(accuracy), if L(flop) > threshold

0, else
(6.5)
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haccuracy constraint(L) =

{
L(flop), if L(accuracy) > threshold

0, else
(6.6)

In addition to the evaluation towards utility-based AutoML, we add in the evaluation of an utility-based NAS
system the assumption of constraint metrics. This has primarily a practical purpose. Since NN are relatively
resource-intensive and in we want to provide a prediction in a limited amount of time and thus FLOPS, we
consider that NNs that exceed a specific number of FLOPS are not applicable and thus have no utility.

6.4 Evaluation

In this section, we provide accordingly to the evaluation of AutoML an evaluation of the Metric Learner
component in Section 6.4.1 that is sensitive to the number of pairwise judgments. The new requirements in
NAS require as stated in Section 6.3.2 different metrics take the complexity of NNs into account. However,
these metrics go beyond the predictive performance as evaluated in Chapter 5 for AutoML and may be
constrained in that a certain threshold of FLOPS is not allowed to be exceeded or the end-user requires a NN
with a minimum of accuracy. These new utility assumptions are evaluated in the Section 6.4.1 Further, we
present in Section 6.4.2 the evaluation towards the impact of the Metric Learner component in comparison
to other state-of-the-art multi-objective NAS approaches. While in AutoML we based the evaluation on one
AutoML framework, namely TPOT , the research in NAS enables with benchmarks such as NATS-Bench [67]
and the proposed approaches towards multi-objective NAS, the integration and comparison towards our
general approach. This overall evaluation is presented in Section 6.4.2 based on the regularised evolutionary
algorithm (see Algorithm 5 and [197]),MONAS [114] with and withoutMetric Learner component, as well
as LEMONADE [73].

6.4.1 Metric Evaluation

To evaluate the Metric Learner component we randomly sampled 100 architectures f
g,−→z ,

−→
λ
∈ P within

the Evaluation Initiator component. The architectures are accordingly to Algorithm 3 processed to 1, 2,
3, 4, 5, 10, 25, 50 and 100 segment pairs Upair

train within the Evaluation Generator component. As for
the Metric Learner in AutoML, we use the predefined metrics from Section 6.3.2 to judge the segment
pairs synthetically. Further, we repeat this process for all data sets within the NATS-Bench data set and
all predefined metrics (Equation 6.1 - 6.6). In contrast to the evaluation of AutoML in Chapter 5, we
evaluate applied the top-10 precision metric. This metric measures whether the RankNet model manages
to rank the top 10 architectures out of 100 test architectures. Thus, a top-10 precision of 0.3 means that
the ranking algorithm can recommend from the 100 generated test architectures three correctly within the
top-10 architectures. In Table 5.1, we present the results for each data set and predefined utility accordingly
to a variable number of training comparisons. It qualitatively shows that ∼ 10 − 25 pairwise comparisons
are needed to learn a utility an end-user or domain expert might pursue. However, Table 6.1 also shows
that the constraint metrics (accuracy constraint and flop constraint) are more difficult to approximate. We
assume that a rough knowledge of the underlying utility is necessary to steer the NAS optimisation process.
Comparing the learning process considering a weighted utility of the AutoML approach, we note within the
experiments of the Metric Learner component for NAS that it performs better than the constraint metrics.
Furthermore, the selective metrics are well approximated after 10 pairwise comparisons, while the constraint
metrics achieve their maxima in top-10 precision after ∼ 50 comparisons. Concluding the evaluation of
Metric Learner considering a NAS environment, the results are approximately the equivalent of those of
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Table 6.1: RankNet - Top - 10 precision on test architectures

Data set metric train comparisons
1 2 3 4 5 10 25 50 100

Cifar-10

accuracy constraint 0, 216 0, 265 0, 284 0, 269 0, 206 0, 382 0, 285 0, 394 0, 369

accuracy 0, 105 0, 617 0, 570 0, 471 0, 705 0, 746 0, 692 0, 622 0, 833

flops constraint 0, 282 0, 215 0, 288 0, 168 0, 234 0, 241 0, 232 0, 294 0, 419

latency 0, 713 0, 696 0, 512 0, 770 0, 703 0, 753 0, 659 0, 671 0, 665

weighted 0, 642 0, 703 0, 663 0, 740 0, 810 0, 735 0, 766 0, 898 0, 858

params 0, 321 0, 312 0, 428 0, 418 0, 308 0, 682 0, 577 0, 539 0, 565

Cifar-100

accuracy constraint 0, 275 0, 239 0, 234 0, 250 0, 226 0, 212 0, 235 0, 354 0, 265

accuracy 0, 417 0, 244 0, 623 0, 640 0, 594 0, 783 0, 683 0, 727 0, 826

flops constraint 0, 296 0, 206 0, 236 0, 199 0, 236 0, 236 0, 194 0, 297 0, 265

latency 0, 539 0, 527 0, 494 0, 611 0, 557 0, 569 0, 572 0, 600 0, 566

weighted 0, 349 0, 494 0, 483 0, 527 0, 474 0, 546 0, 677 0, 679 0, 770

params 0, 227 0, 369 0, 434 0, 324 0, 400 0, 610 0, 509 0, 630 0, 527

ImageNet16-120

accuracy constraint 0, 257 0, 257 0, 159 0, 162 0, 184 0, 144 0, 240 0, 265 0, 317

accuracy 0, 242 0, 696 0, 637 0, 679 0, 698 0, 527 0, 803 0, 790 0, 832

flops constraint 0, 217 0, 213 0, 226 0, 227 0, 119 0, 232 0, 275 0, 337 0, 326

latency 0, 391 0, 310 0, 323 0, 340 0, 322 0, 148 0, 191 0, 268 0, 421

weighted 0, 421 0, 572 0, 573 0, 576 0, 594 0, 616 0, 628 0, 742 0, 685

params 0, 331 0, 489 0, 351 0, 545 0, 444 0, 688 0, 571 0, 759 0, 604

AutoML. We can answer RQ II.1 in that the proposed LTR approach is capable of learning a new objective
that goes beyond the predictive performance within∼ 20 pairwise judgements. In the following, we evaluate
the impact of the learned utility on the NAS optimisation process.

6.4.2 System Evaluation

Following the evaluation of the Metric Learner component and to further reduce the amount of necessary
NN evaluations, we assume that only a rough knowledge of the underlying utility is required to steer the
NAS optimisation process. In the following evaluation, when training the Metric Learner component, we
set the number of pairwise comparisons to 10. Thus, we set for the regularised evolutionary algorithm (see
Algorithm 5) as well as for LEMONADE a population size p = 10 and a sampling size of s = 5. As stated
in Section 6.3, we evaluate the regularised evolutionary algorithm and MONAS with and without Metric
Learner component, whereby the regularised evolutionary approach without Metric Learner corresponds
to the algorithm proposed by Real et al. [197]. The MONAS evaluation without Metric Learner component
evaluated on the different metrics defined in Section 6.3.2 corresponds to the approach proposed by Hsu
et al. [114]. Denote, that the results are due to the unified search space intra comparable but not comparable
with results reclaimed in original publications [197] and [114]. Since LEMONADE searches a Pareto-
frontier, we performed the search based on all metrics available within L. We limited for each algorithm and
data set the number of epochs to 100, whereby the generation of the population is included within the number
of epochs. In Figure 6.2, we depict the the results of LEMONADE, as well as forMONAS and the regularised
evolutionary algorithm with and without Metric Learner component when pursuing a selective accuracy
metric. It shows that the pairwise ranking model can steer the population of the regularised evolutionary
approach in the direction of the predefined utility. However, when evaluating the NAS algorithm without
Metric Learner component, the regularised evolutionary approach achieves within 100 epochs a score of
99.7% on CIFAR-10, 99.6% on CIFAR-100 and 99.8% on ImageNet16-120 the best performances. Denote
that the utility is based on normalised metrics. Thus, the scoring is relative to the best possible neural
architecture and means that theNAS algorithm found an architecture that has 99.7% of the performance from
the best architecture within the NATS-Bench data set. LEMONADE achieves with 99.4% on CIFAR-10,
96.6% on CIFAR-100 and 99.8% on ImageNet16-120 comparable results to the regularised evolutionary
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Figure 6.2: Utility scores based on a selective accuracy forMONAS, LEMONADE and the regularized evolutionary algorithm evaluated
on CIFAR-10, CIFAR-100 and ImageNet16-120

approach. ForCIFAR-100 and ImageNet16-120,MONAS performs significantly inferior and achieves 58.7%
on ImageNet-120 and 64.9% on Cifar-100.

Considering the approach with Metric Learner component MONAS achieves 91.5% and the regularised
evolutionary approach 99, 8% on CIFAR-10 within the selective accuracy utility setting. However, for
CIFAR-10, as well as for ImageNet16-120, MONAS performs as well as in the setting without Metric
Learner component significantly inferior (64.8% onCIFAR-100 and 58.8% on ImageNet16-120) considering
the NATS-Bench search space. The regularised evolutionary approach achieves withMetric Learner similar
results (99.2% on CIFAR-100 and 97.1% on ImageNet16-120) as without Metric Learner component.
Since the difference between the approach with Metric Learner component and without LTR approach are
marginal in both cases,MONAS and the regularised evolutionary algorithm, it shows that theMetric Learner
component is capable to steer the optimisation process into the direction of the desired (selective accuracy)
utility. Considering a weighted utility, where all metrics in L are equally weighted (Equation 6.4), the
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Figure 6.3: Utility scores based on an equallyweighted preference forMONAS,LEMONADE and the regularized evolutionary algorithm
evaluated on CIFAR-10, CIFAR-100 and ImageNet16-120 [140]

experiments show similar results. In Figure 6.3, we present the evaluation considering this weighted utility.
For CIFAR-10, MONAS achieves a score of 79.3% and can compete against LEMONADE (79.5%) as well
as the regularised evolutionary algorithm (79.4%). It is noticeable that the weighted utility is generally
more complex to approximate than the selective accuracy utility. Both are due to the normalisation of all
metrics in L comparable. The regularised evolutionary approach, as well as LEMONADE, perform within
the 100 epochs similarly well. Furthermore, the differences between the approaches trained directly on the
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underlying utility and trained with theMetric Learner component are negligible for CIFAR-10 and CIFAR-
100. Differences coma apparent when training the regularised evolutionary approach on ImageNet16-120.
Here, the regularised evolutionary approach achieves better results when directly trained on the predefined
underlying metric. However, a central motivation was to empirically prove that the proposed LTR approach
is capable of steering a NAS optimisation process (RQ II) in the direction of the utility an end-user or
domain expert might pursue. Since the evaluation of the Preference Executor component has shown that
pairwise comparisons can learn a suitable metric and thus lead to an appropriate recommendation of neural
architectures (RQ II.1), we can answer the overall RQ II for NAS in that our proposed approach enables the
steering of the optimisation process beyond predictive performance metrics.

6.5 Summary

In this chapter, we provided utility-based adaption ofNAS. We empirically showed thatNAS systems could be
adapted to an end-user’s or domain expert’s utility that goes beyond predictive performance. We implemented
state-of-the-art (multi-objective) approaches, as well as an OpenAI-Gym environment to evaluate various
NAS approaches based on a unified benchmark search space (NATS-Bench). Our results for CIFAR-10,
CIFAR-100, and ImageNet16-120 from the NATS-Bench data set are promising in that our LTR approach
depicted in Chapter 4 is capable to steer the search process into the direction an end-user or domain expert
might pursue. This, however, enables the consideration of key figures such as latency and FLOPS and thus
an optimisation that searches in the direction of an underlying utility. In summary we can answer RQ II in
that our LTR approach proposed in Chapter 4 is able to adapt to the utility of an end-user or domain expert.

However, since we provide an algorithm-centred evaluation towards a utility-based adaptation of AutoML
and NAS, a human in the loop evaluation as often conducted inHGML is an exciting research field. However,
these approaches are highly dependent on an adequate interface to allow the end-user to express their
utility and thus represent a research field itself. As in Chapter 5 discussed, an active learning approach
within the Evaluation Generator component, where the pairwise segments are chosen based on the expected
information gain of a judgement, would possibly result in better steering of the underlying optimisation
process.
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In the previous chapters, we investigated the adaptation of a utility-based system in a batch learning setting.
We focused on the beginning of a DM process, where the task is to understand the business and the data and
thus define the underlying goal of the DM process. In this chapter, we investigate the continuous adaptation,
where the underlying goal is already defined, but the data and the underlying patterns change over time.
Thus, we investigate the evaluation and modelling steps at the end of the DM process. In Hypothesis II we
assume that (i) the configuration of AutoML and NAS systems is according to the requirements defined by
Bifet et al. [23] possible in an incremental manner and that the this adaption (ii) enables better performances
in form of adaptation to potentially infinite data streams and changing patterns of AutoML and NAS systems.

Hypothesis II (Stream Adaptation)
In an online learning environment, the incremental adaptation of hyperparameters enables
superior performance on data streams by aligning the learning process by following the
online learning requirements defined by Bifet et al. [23].

To evaluate AutoML and NAS systems under the assumption of changing data patterns, we presented in
Chapter 3 the related work for online ensembles and online deep learning approaches. Furthermore, we
depicted in Section 2.5 the foundations for an adaptation to data streams and thus the concept of online
learning. These foundations contained according to theML pipeline for the batch learning case the adaptation
of preprocessing steps as well as different established online learning models and approaches. Building on
the foundations and the related work, we present in this chapter an overview over the frameworks that are
developed and evaluated within Chapter 8 (Contribution II - Online Learning framework) and in Chapter 9
(Contribution III - Online Automated Machine learning Framework). Additionally, we present the data
streams used to evaluate the capabilities toward stream adaptation and the general evaluation setup.

While frameworks such as MOA [25], Scikit-Multiflow [172] and river [173] enable the straightforward
application of online learning algorithms, the research towards online deep learning techniques is as stated
within the related work in Chapter 3 diverse and does not necessarily follow the online learning requirements
defined by Bifet et al. [23]:

R I–1 Process an instance at a time and inspect it (at most) once.

R I–2 Use a limited amount of time to process each instance.

R I–3 Use a limited amount of memory.

R I–4 Be ready to give an answer (e.g. prediction) at any time.

R I–5 Adapt to temporal changes.
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Furthermore, these frameworks incorporate buildingML pipelines, but an automated pipeline configuration
is not considered yet. The related work showed that online learning ensembles enable the exploitation of
the different advantages of homogeneous and heterogeneous algorithms but do not incorporate an automated
configuration during the data stream.

7.1 Frameworks for Online Analysis

In this section, we present an overview of existing online learning frameworks As stated within the foun-
dations the application of ML models on data streams require a evaluation and monitoring of the model’s
performance, as well as preprocessing andML algorithms, that are different from traditional batch learning.
Frameworks with a growing community are MOA, creme, Scikit-multiflow and river that are presented in
detail in the following:

MOA1 stands for Massive Online Analysis and was developed at the University of Waikato
by Bifet et al. [25] in 2010. It provides a broad collection of classification, regression,
clustering, outlier detection and recommender system algorithms. It is written in Java and
provides for evaluation purposes a Graphical User Interface as well as an API for further
developments and extensions. The aim ofMOA is to provide a benchmark suite for stream
mining [25] and thus to foster research in the area of online learning.

Scikit-multiflow2 was developed by Montiel et al. [172] in 2018 based on the ideas of Scikit-
learn [185], MOA [25] and MEKA [196] as multi-label learning framework. As MOA
it features a broad range of classification, regression and clustering algorithms. Further,
it follows the Scikit-learn design principles (depicted in Section 7.2) and is designed to
inter-operate with the Python NumPy and SciPy packages. It is implemented in Python
follows a similar API to Scikit-learn and incorporates various evaluation protocols (see
Section 2.6).

Creme3 is another Python library for onlineML that focusses on algorithms that can be updated
with a single observation at a time (Requirement R I–1). While Scikit-multiflow [172]
and Scikit-learn preliminary use Numpy arrays to interoperate with other frameworks or
components, creme uses Python dictionaries. This is advantageous for interpretability since
it enables to access features within a developed ML pipeline by their name.

River4 emerged in 2021 by the fusion of creme and Scikit-multiflow and is actively developed
and maintained by Montiel and Halford [173]. It compromises a the broad range of
algorithms from Scikit-multiflow and the API from creme. While the aim of MOA is to
provide a benchmark suite, the objective of river is to foster the applicability of streaming
algorithms in real-world scenarios. Thus, the ability to orchestrate preprocessing and ML
algorithms simplify the usage of developed algorithms. Like Scikit-multiflow and creme it
is implemented in Python.

1 https://moa.cms.waikato.ac.nz/, last accessed January 30, 2023
2 https://scikit-multiflow.github.io/, last accessed January 30, 2023
3 https://github.com/MaxHalford/creme, last accessed January 30, 2023
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7.2 Scikit-learn Principles

Since river is easy to extend and provides the capability of concatenating algorithms to ML pipelines, we
base our implementations on river and extend it by an online AutoML and DL framework. Furthermore, it
follows the Scikit-learn design principles, that we aim to base on our framework and on which are depicted
in more detail in the following.

7.2 Scikit-learn Principles

With the development of Scikit-learn in 2011 by Pedregosa et al. [185], the application of (offline) ML
algorithms became easy accessible. Nowadays, it is the most widely used Python library for ML and
provides a vast number of algorithms to perform tasks such as classification, regression, but also clustering
or dimensionality reduction. In Scikit-learn, each model is subject to the same API, which essentially fulfils
five main design principles. One key driver for the success of this framework are these design principles,
depicted in the following:

Requirements III. Scikit-Learn’s design principles following [42, 185, 94]:

R III–1. All objects share a consistent and simple interface.

R III–2. All hyperparameters are directly accessible and exposed as public attributes.

R III–3. Algorithms are the only objects to be represented using custom classes. Data sets
are represented as sparse matrices and hyperparameter names as well as their values are
expressed as standard Python strings or numbers.

R III–4. ManyML tasks are expressible as sequences or combinations of transformations to
data. Whenever feasible, algorithms are implemented and composed from existing building
blocks.

R III–5. Whenever an operation requires a user-defined parameter, the library defines an
appropriate default value.

Subsequently, we apply these requirements to the aforementioned online learning frameworks.

7.2.1 Consistency

The first requirement R III–1 targets the consistency in that all objects share a consistent and simple interface.
In river, as well as in Scikit-learn these are Estimators, Transformers and Predictors. Any object in
river or Scikit-learn is based on an estimator, which it implements a learn() or fit() method that adapts
the estimator to the learning setting. To emphasise the incremental training in river an estimator additionally
implements a learn_one() method. Some estimators can also transform data and data streams. Typically
these are transformers and used to preprocess the data according to the steps depicted in Section 2.2. In
addition to the estimators they implement a transform() method that transforms a given input into a
defined or learned output. The prediction (classification or regression) is executed within a predictor that is,
as well as the transformer, an estimator. It implements, in addition to the estimator, a predict() method,
which is used to return a class or a value based on the previously seen training instances. Considering our

4 https://riverml.xyz/latest/, last accessed January 30, 2023
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framework that integrates DLmodels, a NN (based on Tensorflow or PyTorch) can be integrated as predictor
for both supervised- as well as unsupervised learning problems. Since the emphasis of this thesis lies
within supervised learning problems, we confine the description of the framework to supervised learning,
predominately classification problems.

7.2.2 Accessibility

The second requirement R III–2 targets the accessibility of parameters of an estimator. To perform HPO
and to understand the principles of operation, the parameters of the estimators need to be accessible. That
incorporates getting and setting parameters in a uniform interface. In river this is achieved by passing a
Python dictionary with key-value pairs to the estimator, which then works with the underlying model. This
enables, in principle, the adaption of parameters while the model is consuming data from the underlying
data stream. Since parameters, like the optimiser to be used, are often categorical, finding suitable values
and adapting them during operation is another challenging tasks which we address in Chapter 9. For our
frameworks, this design principle mainly considers simple access and configuration of the neural architecture
as well as the underlying optimiser for theDL framework and an easy configuration of the AutoML estimator.

7.2.3 Classes

The third requirementR III–3 targets the non-proliferation of classes. In Scikit-learn data sets are represented
and exchanged in between the estimators as NumPy arrays. In river due to the nature of data streams, Python
dictionaries are used to represent instances of the stream and to be exchanged between the estimators. Relying
on rudimentary objects lowers the barrier of entry, avoids framework code and keeps the number of different
objects to a minimum [185]. Furthermore, hyperparameters are regular strings or numbers, which eases the
application of HPO techniques.

7.2.4 Composition

The fourth requirement R III–4 targets the composition of estimators. Considering different estimators
within Scikit-learn or river, ML pipelines are mapped by concatenating estimators. In Scikit-learn and
river, these pipelines are mapped by an arbitrary created sequence of transformers followed by a final
classification or regression estimator. As depicted in Section 2.2 the aim of AutoML is to automatically
build ML pipelines. The composition of estimators enables building ML pipelines and is thus the basis
for AutoML. The application of NNs as Predictor within river as part of our frameworks enables the
concatenation of further estimators such as cleaning and normalisation steps are possible.

7.2.5 Default Variables

The last requirement R III–5 targets the default parametrisation of an estimator. A reasonable default
parametrisation enables a simple usage and a rapid development of ML pipelines. Furthermore, it reduces
the complexity of the underlying model. This design principle is crucial for the application of NN in online
learning considering the heterogeneous related work in this research field. Furthermore, established default
values in offline learning may not be applicable in online learning, particularly not, when considering the
online learning requirements (R I).
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7.3 Framework Design Overview

As we aim according to Hypothesis II to perform AutoML and enable NAS on data streams, we depict in this
section the overall framework and evaluation design. This design also reflects the structure and the ordering
of the evaluation. As depicted in the previous section, we build our frameworks (AutoML and DL) on the
river library. In Figure 7.1 we depict the framework dependencies, whereby the frameworks are depicted
in more detail in Chapter 8 (online DL) and Chapter 9 (AutoML and NAS). Besides the algorithms that are
categorised in Transformers and Predictors, the river library provides different data streams (depicted
in Section 7.4) and evaluation protocols.

Online Learning Framework Dependencies

River Online Neural Networks

Data Streams Algorithms

Protocols

Automated Machine Learning Neural Architecture Search

Classifiers Regressors

Anomaly

Figure 7.1: Illustration of the online learning framework dependencies.

In Figure 7.1 the boxes in dark grey are referred to as the frameworks that are part of the contributions of this
thesis. While the online DL and the AutoML libraries are implemented as separate frameworks, NAS utilises
the onlineDL framework as search space and theAutoML framework as underlying streamingHPO optimiser.
The online DL framework is implemented separately to river, since NN and especially their architectures
are diverse in their configuration opening a separate research field to river. In batch learning Scikit-learn
incorporates only a small fraction of NNs (e.g. logistic regression) and frameworks such as PyTorch and
Tensorflow allow the development of complex neural architectures. According to this development, we
separate the development of online NNs from the river library. To implement neural architectures, we base
our framework on PyTorch and follow the river API. This combination of both frameworks aims to simplify
the application of online learning models within a unified stream processing API and to design complex
neural architectures within the capabilities of PyTorch.

Accordingly AutoML systems in batch learning that rely on Scikit-learn (e.g. autosklearn [81, 80] or
TPOT [177]) and to the development of Scikit-learn and PyTorch or Tensorflowwe build our online AutoML
framework separate from river, which it follows as the online DL library the river API.

7.4 Data Streams

In this section, we provide an overview over the data streams used to evaluate the online DL and the AutoML
framework. In comparison to offline learning tasks, where huge data sets are collected and labelled (e.g.
CIFAR), in online learning synthetically generated data streams are commonly applied to evaluate online
learning algorithms. Furthermore, the generated streams have the advantage that they can be parametrised.
However, besides these synthetically generated data streams, possibly infinite, some real-world data sets
are iteratively processed and thus used as data streams. These data streams are depicted in the following,
whereby their configuration is part of the experimental setup of the respective evaluation.
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7 Online Learning

7.4.1 Real-world Streams

Real-world data sets that are commonly applied in online learning to evaluate new algorithms are preliminary
the Covertype and the Electricity data set. Both are considered can be depicted as follows:

Covertype [28] The Covertype data set contains forest cover type information collected
by the US Forest Service. It contains 581,012 samples with 54 attributes ranging
from binary variables such as the soil to continuous values such as the elevation
of 30m × 30m cells. The task is to classify the cell into one of 7 possible cover
type classes. In online learning applications, the data set is iteratively processed and
contains dependencies within the order of the input sequence [27].

Electricity [25] The electricity data set with 45, 312 instances, is a relatively small set that
is used to evaluate algorithms on data streams. It contains six continuous features
of the Australian New South Wales Electricity Market. The goal is to identify the
electricity price change relative to the moving average of the last 24 hours. The data
stream is thus a binary classification task. As the electricitymarket price evolves, it has
a time dependency and can, like, the Covertype data stream, be seen as multivariate
time series.

7.4.2 Synthetic Streams

In contrast to synthetic data streams, real-world data streams have the advantage that they can be parametrised
and assume a particular function or distribution to be learned. Furthermore, they are possibly infinite, and
by changing the underlying distribution or the pattern, concept drifts can be implemented artificially at a
point in time or in a time range. Due to their infinite nature, they are also referred to as generators.

Agrawal [2]: The Agrawal generator was proposed by Agrawal et al. [2] in 1993. Based on
6 numerical and 3 categorical features that compromise e.g. salary, age or education
level the task is to predict whether a loan will be approved or not. This ground
truth of this binary classification is based on ten predefined functions. The generator
calculates attribute-values according to value-ranges appropriate for the respective
features. A concept drift can be implemented within the stream by changing the
underlying classification function.

SEA [219]: The Streaming Ensemble Algorithm contains 3 features ranging between 0 and
10. Two of the features are relevant and classify the features as true if:

Variant 1: f(−→x ) = x1 + x2 > 8

Variant 2: f(−→x ) = x1 + x2 > 9

Variant 3: f(−→x ) = x1 + x2 > 7

Variant 4: f(−→x ) = x1 + x2 > 9.5

The third feature is irrelevant. A concept drift can be implemented by switching the
variant during the data stream.
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Hyperplane [116]: The Hyperplane data stream creates as the name states a hyperplane
that splits an n-dimensional space and thus classifies n features according to if they
are above or under the hyperplane. The hyperplane is defined by:

d∑

i=1

wixi = w0 (7.1)

This generator supports setting the number of features, whereby all features are
relevant. Furthermore, drifts can be implemented by changing a predefined number of
features from the feature set according to a preset magnitude of change. The features
ranges from 0 to 1.

LED [98]: This generator produces a stream with 24 binary attributes of which 17 are
irrelevant for classification. The goal is to predict a digit displayed on an LED panel
with seven segments. Thus it contains ten different classes, classified by seven binary
labels. The features are randomly created, whereby each attribute has a 10% chance
of being inverted. The structure of this data stream does not allow for synthetically
inserted concept drifts.

Sine [91]: The Sine generator is likewise the Hyperplane generator a binary classification
stream that classifies whether a generated feature set is above or under a certain
function. However, the stream consists of 4 features, where only two are relevant and
classified as true if:

Variant 1: f(−→x ) < sin(x1)− x2

Variant 2: f(−→x ) ≥ sin(x1)− x2

Variant 3: f(−→x ) < x1 − 0.5− 0.3 sin(3πx2)

Variant 4: f(−→x ) ≥ x1 − 0.5− 0.3 sin(3πx2)

A concept drift can be introduced by changing the underlying classification variant.

Random RBF : The Random RBF produces a radial basis function by a number of cen-
troids. Each centroid has a random initial position and a weight. Every new instance
is assigned randomly to one of the centroids according to its weight. A concept drift
is implemented by randomly shifting the initial position of a centroid by a Gaussian
distributed length.

While the RBF and the Hyperplane generator support continuous concept drifts, generators with different
variants can change their distribution at a certain point. To detach this binding to a certain point p by a
change width w a concept drift can be introduced by following a sigmoid function:

f(t) =
1

1 + e−4 t−p
w

(7.2)

The sigmoid function defines the probability that each new instance xt of the stream belongs to the new
concept after the drift.
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8
Online Deep Learning Framework

To foster research in online deep learning in a unified and reproducible form we depict in this chapter an
online deep learning framework that builds on river [172] as online learning andPyTorch [184] as commonly
used DL library. Furthermore, it follows the Scikit-Learn’s design principles, depicted in Section 7.2, that
have proven to be the key drivers of a broad adoption by the ML community. Within the foundations
(Chapter 2), Section 2.5.4.3 briefly addressed the theoretic applicability of NNs in online learning. Further,
the related work presented in Section 3.4, showed that NNs are applied in an online learning environment in
a broad range of applications (see. Table 3.4). However, these approaches are insular in that they are limited
to their domain and developed isolated in their application to other approaches. As the applicability of
NNs was already addressed the question of suitability of NNs regarding the requirements of online learning
remains open:

RQ III.1 Are neural networks suitable for online learning?

Locating the application of NN on data streams in the context of this thesis towards the adaptivity of AutoML
and NAS techniques; this research question is fundamental for the application of NAS techniques. However,
the aim of this chapter is to answer the suitability of NN regarding the requirements defined by Bifet et
al. [23] which results in an online DL framework published on Github 1. Therefore, we depict in Section 8.1
the underlying mode of function of the proposed framework by also considering the Scikit-learn’s design
principles. In Section 8.2, we provide the experimental setup towards an evaluation that shows that NNs are
suitable for online learning. One requirement of the Scikit-learn’s design principles is to provide reasonable
default values (Requirement R III–5) for all algorithms. To answer research question RQ III.1 based on a
suitable parametrisation, we evaluate our approach against different single algorithms and present the results
in Section 8.3. The idea for this framework emerged within a research stay at Télécom ParisTech together
with Professor Albert Bifet, Jacob Montiel and Maroua Bahri. It predominately aims to foster research in
DL techniques for online learning.

8.1 Approach

In this section we depict the approach towards an online DL framework developed in Python. While the
frameworks MOA [25], Scikit-Multiflow [172] and river [173] simplify the application of online learning
algorithms, frameworks such as PyTorch [184] or Tensorflow [1] provide large capabilities in designing and
executing deep learning models based on a given data set. In online Learning, however, river is becoming
the leading Python platform for ML applications on data streams. Further, most of the design principles

1 https://github.com/kulbachcedric/, last accessed on January 30, 2023
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of Scikit-learn are adopted in river in that it is developed according to the Requirements III depicted in
Section 7.2.

In offline learning, PyTorch developed by Paszke et al. [184] in 2016 and Tensorflow Abadi et al. [1] are two
broadly used open source Python frameworks for DL. Both rudimentary support online learning techniques,
but they are designed for batch learning. When considering e.g. requirement R III–5, the default parameters
in a offline learning may not be suitable to online learning. For instance, the sequential processing of
instances within the stream or the adaptation to concept drifts may require a higher learning rate. We
base our implementation on PyTorch, as it is capable to dynamically change neural architectures while it is
executed and it relies on Torch, which aligns with R III–1 as lightweight interface. In comparison, Tensorflow
requires a defined Graph structure at the beginning of the data stream and wraps each instance of the data
stream into a Tensor class. Thus, PyTorch is capable to processes data in form of streams in comparison
to Tensorflow faster (R I–2) and with less memory (R I–3) consumption as it does not require to wrap each
instance into a separate class. Further, the related work that proposes optimisers or architectures that are
specifically designed to adapt to data streams (e.g. [204]) may not be applicable in offline learning and
thus are often not considered in these frameworks. Thus, from a technical point of view, another aim of
our framework is to merge the stream focussed river framework with the frameworks that allow an eased
implementation of NNs. In the following, we depict the merge of PyTorch with the river API within a
separated framework. The integration of DLmodels is achieved by implementing compatibility wrappers as
river Predictors for PyTorch.

This integration has the advantage of merging the large capabilities of river in that we follow the consistency
requirement R III–1 and enable the composition R III–4 of already existing estimators within the river
environment out of the box. Furthermore, it opens the broad capabilities of designing NN in established
frameworks and thus contributes to the non-proliferation of classes R III–3. In Listing 8.1, we depict the
integration of a logistic regression using PyTorch as underlying DL library.

Listing 8.1: Application classification model

from r i v e r import compat
from r i v e r import d a t a s e t s
from t o r c h import nn
from t o r c h import opt im

def b u i l d _ t o r c h _ l o g i s t i c _ r e g r e s s i o n ( n _ f e a t u r e s ) :
n e t = nn . S e q u e n t i a l (

nn . L i n e a r ( n _ f e a t u r e s , 1 ) ,
nn . Sigmoid ( )

)
re turn n e t

model = compat . P yT o r c h 2R i v e rC l a s s i f i e r (
b u i l d _ f n = b u i l d _ l o g i s t i c _ r e g r e s s i o n ,

l o s s _ f n = ’ bce ’ ,
o p t im i z e r _ f n = ’ sgd ’ ,
l e a r n i n g _ r a t e =1e−3
)

In Listing 8.1 it emerges, that the wrapper class PyTorch2RiverClassifier is imported in line 2 from
the river framework and thus is part of the river framework. As Scikit-learn integrates basic functionalities
for DL, we integrated the PyTorch2RiverClassifier into the river framework. This allows according to
the Scikit-learn design principles basic functionalities in implementing NNs. However, for the development
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of a broad variability of NNs, as well as to build a library that includes architecture solutions for a wide
range of applications, we created a separate framework. This framework includes beside the wrapper
functionalities of PyTorch into river custom optimisers and architecture modules (e.g. LSTM) to perform
not only supervised classification and regression tasks, but also to perform anomaly detection. To meet the
requirement of a simple interface (R III–1), we integrated the wrappers that enable rudimental FNN neural
architectures into the river framework and refer to our framework for the application of sophisticated NNs.
To avoid losing the scope of this work, we will rely in this thesis on the classification and regression task for
NNs that enable the application of NAS on data streams.

8.1.1 Configuration

Listing 8.1 depicts the configuration of the wrapper predictor to execute it within river. While parameters
are configured as strings or numbers, the neural architecture is passed as a function into the wrapper class.
These architectures can range from simple linear logistic regression or MLP to complex CNN and RNN
architectures. Passing a function instead of a string or number violates requirement R III–2; however, due to
simplicity and in accordance with an existing (batch learning) Tensorflow wrapper within the Scikit-learn
framework, we define a neural architecture within a function and pass this function into the wrapper function.
Note that other parameters are set by the requirements R III–2. Additional features for the neural architecture
required within the initialisation can be specified as a function parameter of the NN build function (see
Listing 8.1) and passed to the wrapper class within the initialisation. To automatically set the number of
features that the data stream contains, the NN build function includes a n_features parameter that is set
within the first instance of the data stream when the NN is initialised within the wrapper class. In the
following we depict the training process as part of the learn_one() function from the river API.

8.1.2 Training Process

The general training process for NNs on data streams, considering a (gradient-based) back-propagation
technique, iteratively updates the weights of a neural architecture by predicting a label for each instance of
the data stream and performing on the prediction made an optimisation step. In Algorithm 6, we depict this
general process and consider that additionally to the neural model and the data stream, an optimiser optim
(e.g. SGD or Adam) as well as a loss metric L are given. Furthermore, we consider that the optimiser is
preconfigured in that parameters such as a learning rate are already parametrised within the initialisation of
the PyTorch2RiverClassifier class. The back-propagation steps are applied based on on a prediction of
the features −→x t that are part of a streaming instance et.
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Algorithm 6 Back-propagation on Data Streams
1: Input:
2: Data stream S,
3: Neural model f

g,−→z ,
−→
λ
,

4: Loss metric L,
5: Optimiser optim
6:
7: if et then ▷ Start Data Stream
8: ŷ ← f

g,−→z ,
−→
λ
(xt)

9:
−→
λ ∗ ← optim.optimise(

−→
λ ,L(yt, ŷ))

10: f
g,−→z ,

−→
λ
← f

g,−→z ,
−→
λ ∗

11: end if

Considering a streaming based back-propagation enables to process an instance at a time (Requirement R
I–1), however, this comes with the cost of performance. In offline learning all data instances are available
at a time in form of a data set D. Processing data in a batch, however, enables an efficient and parallel
processing of largematrices within the optimizer optim that is often accelerated by the use ofGPUs or TPUs.
The iterative processing when considering data streams prevents the calculation of data batches and thus
the acceleration of GPUs and TPUs. Furthermore, the iterative processing might have a significant impact
on the models performance. When updating the weight according to a over the data instances leveraged
gradient (batch), the model might generalise better, since it considers more data points at once. Updating
the weights of a NN iteratively with the data stream has in consequence that e.g. a too small learning rate
does lead to convergence with the underlying distribution or a too slow adaptation to concept drifts and a
too high learning rate leads to too large weight updates and thus to a non learning NN . Another challenge is
the underlying optimiser, as data streams often occur in real-world applications with time dependencies, an
optimiser that considers the momentum of the data stream might be beneficial towards the evaluation.

While Algorithm 6 is applicable on tasks where the output might not change over time, e.g. regression,
for classification, the number of classes may change over time. For example, the first instance of a data
stream only considers the information for the label y1 of one class. The second instance may consider the
information for a second class or may even have the same label as y1. Thus, at the beginning of the data
stream, the number of class labels is unknown, which means for a NN that, the number of outputs needs to
be adapted over time.

𝑝! 𝑝"
(a) NN with two outputs p1 and p2 before a new class occurs within the

data stream

𝑝! … 𝑝|#$%&&'&|

(b) Adapted NN with averaged weight initialisation after new classes
occurred within the data stream.

Figure 8.1: Schematic view for the adaptation of the last layer of an NN to new classes that occur within the data stream.
p1, . . . , p|classes| indicate the output of the last layer and thus the probability for the classes 1, . . . , |classes|. The
grey arrows denote the weights of the already existing NN and the black arrows denote the new weights initialised by
averaging the old weights (see. Algorithm 7) of the algorithm.

Considering the case, where the number of labels or classes is unknown, we provide a class adaptive wrapper
in Algorithm 7.
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Algorithm 7 Class Adaptive Back-propagation on Data Streams
1: Input:
2: Data stream S,
3: Neural model f

g,−→z ,
−→
λ
,

4: Loss metric L,
5: Optimiser optim
6:
7: classes← ∅ ▷ Set of classes
8: if et then ▷ Start Data Stream
9: classes← yt
10: while |classes| > |f(−→x )| do
11: −→w (out) ← f.get_layer(−1) ▷Weights of last layer
12: µw ← mean(−→w (out))
13: −→w (out).append(µw)
14: f.set_layer(−1,−→w (out))
15: end while
16: ŷ ← f

g,−→z ,
−→
λ
(xt) ▷ See Algorithm 6

17:
−→
λ ∗ ← optim.optimise(

−→
λ ,L(yt, ŷ))

18: f
g,−→z ,

−→
λ
← f

g,−→z ,
−→
λ ∗

19: end if

In Algorithm 7 the class adaption is applied in lines 9ff and further illustrated in Figure 8.1 In accordance
to the data stream the classes, that occur within the stream are tracked within the classes set. When the
number of classes (|classes|) is higher than the number of output nodes of the underlying NN f , then the
class adaption is applied in lines 11-14. In Algorithm 7 this is determined by a forward pass through the
model (f(−→xt)), but can in practice efficiently be called by the current underlying architecture at a time step
t. The class adaption step takes the last trainable layer of the model (f.get_layer(−1)) and appends a new
(linear) node to this layer by leveraging the weights of the previously trained weights from the last layer (line
12) and appending it to the weights of the last layer. The new weights −→w (out) replace with an additional
output node the last trainable layer of f

g,−→z ,
−→
λ
. By leveraging the weights of the last layer to initialise the

additional node for the new occurring class within the data stream, we assume that the initial new class’s
probability is equal to the average of all other classes in this last layer. Whereby according to the instance et
all weights of the new NN are updated by Algorithm 8.

8.1.3 Prediction Process

As stated in the training process, the model performs predictions according to the NN’s output. Considering
a regression task, where the output of the model is fixed by the first instance of the data stream, the NN’s
width of the output layer can also be set by the first instance of the stream. The value based on the forward
pass on −→x t can be used as the regression value for the prediction. In the case of classification, the output of
the NN’s forward pass is used as a probability for each class. Denote that the sum of all layer outputs is not
necessarily equal to 1 as it depends on the chosen activation layer.

In this section, we presented the extension of a well-knownmachine learning framework, river, to train neural
networks in an online setting. It is the foundation for performing online NAS. We presented the consistent
and simple API (R III–1 and R III–2) according to the river framework that enables the concatenation with
other estimators from this framework (R III–4). However, a contribution, which was developed during
the process of this thesis, is a separate online learning framework for DL, mainly based on PyTorch that
simplifies and unifies the execution of DL models in an online learning setting. This incorporates a broad
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variability of predictors and transformers (e.g. auto-encoders), as well as predefined neural architectures.
The framework aims to make DL approaches that prevail easy to apply and bring the success that NN have
in batch learning to online learning. Furthermore, this framework is intended to simplify and unify research
in this area. To define appropriate default values and thus investigate the requirement R III–5, we provide in
the following an empirical evaluation of the learning rate as well as a suitable optimiser.

8.2 Experimental Setup

In the previous section we preliminary investigated the requirements R III–1 to R III–4. In this section we
investigate Requirement R III–5 as well as a general evaluation towards the suitability of NN (i.ex. MLP) in
online learning. While PyTorch provides reasonable default parametrisations, as well as established neural
architectures in the case of batch learning, they might not be appropriate for online learning. When assuming
an online learning scenario, a further challenge is an adaptation to concept drifts, where a too small learning
rate leads to non-convergence with the underlying distribution or a too slow adaptation to the concept drifts.
However, a too high learning rate might lead to over sensibility regarding an occurring concept drift. Another
challenge in online DL is the underlying optimiser; as streams often occur in real-world applications with
time dependencies, an optimiser that considers the momentum of the data streammight be beneficial towards
the application ofNN . Thus, a reasonable parametrisation in online learning is crucial. Therefore we present
in the following an empirical evaluation for the (i) learning rate as well as the underlying (ii) optimiser. Note
that these values can be set in addition to the search for a suitable architecture as a hyperparameter within
NAS. According to Algorithm 6, the learning rate and the underlying optimiser are preset when applying
NNs on data streams and thus require a reasonable default parametrisation when following requirement R
III–5.

First, we depict the parametrisation of the used data streams in Section 7.4. We then present in Section 8.2.2
the experimental setup towards a reasonable default parametrisation, which also shows the first indications
of the suitability of NN in online learning. This experimental setup includes the evaluation of a broad
range of learning rates and different available optimisers. Based on the estimated default values, we evaluate
different neural architectures against a selection of algorithms implemented within the river library. We
executed all experiments on an Intel(R) Xeon(R) Platinum 8180M CPU with 2.50 GHz base clock and 1.5

terabytes of RAM without consideration of further GPU acceleration.

8.2.1 Data Streams

We base our evaluations in this chapter on a subset of the data streams depicted in Section 7.4. The
configuration of the data streamgenerators is presented in Table 8.1. In Table 8.1, we depict the configurations
of the data stream generators. The SEA generator is implemented with three drifts considering a predefined
drift width of w. The first drift occurs at 1/4, the second at 1/2 and the third at 3/4 of the data stream. The
Agrawal stream is configured considering one drift at half of the stream and is configured likewise the SEA
generator by a drift width of w.
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Table 8.1: Configuration of Data Stream Generators with Concept Drifts

Data Stream Setting
SEA Generator 3 Features, 2 classes
Drifts three drifts are assumed with a change width of w, denoted as SEA(w)

First Drift:
Drift Position: 1/4 of instances
Original Drift: SEA Variant 2
Drift Stream: SEA Variant 3

Second Drift:
Drift Position: 1/2 of instances
Original Drift: SEA Variant 3
Drift Stream: SEA Variant 4

Third Drift:
Drift Position: 3/4 of instances
Original Drift: SEA Variant 4
Drift Stream: SEA Variant 0

Agrawal Generator 9 Features, 2 classes
Drift one drift is assumed with a change width of w, denoted as Agrawal(w)

Drift:
Drift Position: 1/2 of instances
Original Drift: Agrawal Variant 1
Drift Stream: Agrawal Variant 5

Random RBF Generator 10 Features, 2 classes, a centroids, denoted as RBF(a, b)
Drift continuous change magnitude of b, whereby half of the centroids are consid-

ered to change within the drift
Hyperplane Generator a Features, 2 classes, denoted as HYP(a, b)
Drift continuous change magnitude of b

The Random RBF generator considers ten features and is configured as a binary classification stream, where
the magnitude of change and the number of centroids are kept variable. The Hyperplane generator is
configured with different magnitudes of change. Within the experiments, we set the number of centroids of
the RBF generator to 10 and the number of features of the hyperplane generator to 10.

Besides the configurable generators, we evaluate our framework on the non-configurable synthetic streams
LED and Sine and the real-world data sets Covertype and Electricity. Each experiment is evaluated on a
stream with a length of 100, 000 instances.

8.2.2 Default Parametrisation

With regard to the framework’s default parametrisation, we consider the learning rate and the underlying opti-
miser as parameters that are configured besides the neural architecturewithin thePyTorch2RiverClassifier.

Table 8.2: Experimental Setup Default Parametrisation

Parameter Setting
Stream Generators Agrawal(50, 000), Agrawal(50), Covertype, Electricity,

HYP(50, 0.0001), HYP(50, 0.001), LED, RBF(10, 0.0001),
RBF(10, 0.001), SEA(50000), SEA(50), Sine

Metric Rolling Accuracy with a window size of 1, 000 instances
Preprocessing Standard Scaling
Models River Logistic Regression (only learning rate), Torch Logistic Regression,

Torch Static MLP, Torch Dynamic MLP
Experiment Configurations

Learning Rate optimizer: SGD
learning rates: 10−9, 10−8, 10−7, 10−6, 10−5, 10−4, 10−3, 10−2,
10−1, 1, 10, 25, 50, 100

Optimiser optimizer: SGD, SGDHD, RMSProp, Adam, AdamW
learning rates: 0.01
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In Table 8.2, we depict the experimental setup for the evaluation of the sensitivity of the learning rate
and the choice of the optimiser. Both experiments are evaluated based on a prequential test-then-train
evaluation with a window size of 1, 000 instances, and all instances of the data stream are passed through an
online standard scaling algorithm included from the river library. We apply for both experiments identical
neural architectures, whereby within the experiments for the learning rate, we add the implementation of
a logistic regression from the river framework. Furthermore, to depict eventual differences between the
implementation of the logistic regression in river and our wrapper class, we implement a logistic regression
architecture according to Listing 8.1. To measure the influence of different learning rates and optimisers, we
implement a static MLP architecture that contains two hidden layers with five neurons, each followed by a
Softmax layer. The DynamicMLP architecture implements its architecture according to the number of input
features, where the first hidden layer contains five times the number of features neurons and the second layer
two times the number of features. The last layer is, similar to the static MLP architecture, a Softmax layer.

For the evaluation of the impact of the learning rate, we choose learning rates ranging from 10−9 to 100.
This range origins from commonly applied learning rates in batch learning that range between 0.1 to 10−5

[101] that we enlarged for our evaluation. We base this experiment on a traditional SGD optimiser since it
establishes the weight adaption solely on the learning rate and is not influenced by other parameters such as
the momentum.

The evaluation for the choice of the underlying optimiser is performed based on the optimisers SGD and
Adam presented within the foundations in Section 2.2.4.5. The iterative processing of instances depicted in
Algorithm 6, as well as the nature of data streams regarding time dependencies, may favour optimisers with
decay factors or momentum. The SGDHD optimiser was introduced by Rumelhart et al. [201] in 1986 and
adds a momentum to SGD that remembers the weight update at each iteration. It determines the next weight
update as a linear combination of the gradient and the previous update. This momentum might be beneficial
in online learning, especially for the adaptation to concept drifts. As Adam is an extension to RMSProp,
AdamW is an extension toAdam, proposed by Loshchilov andHutter [158] where theL2 regularisation factor
of Adam is decoupled from the optimisation process and thus improves the generalization performance. The
experiments with different underlying optimisers are performed based on the results of the experiments with
a variable learning rate and thus set to 0.01.

8.2.3 Suitability of Neural Networks

The experiments towards the general suitability ofNNs are based on the results of theHPO experiments. We
evaluate in this section the suitability of NNs on data streams, that are similar configured to the data streams
depicted in Section 8.2.2 Further, we base the evaluation on an evolving accuracy metric. To show the
general suitability of NNs in online learning, we present in Table 8.3 the configuration for this experiment.
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Table 8.3: Experimental Setup suitability of NN

Parameter Setting
Stream Generators Agrawal(50, 000), Agrawal(50), Covertype, Electricity,

HYP(50, 0.0001), HYP(50, 0.001), LED, RBF(10, 0.0001),
RBF(10, 0.001), SEA(50000), SEA(50), Sine

Metric Accuracy
Memory consumption in Mb
Time efficiency

Preprocessing Standard Scaling
Models

River Logistic Regression learning rate: 0.01
optimiser: SGD

Hoeffding Tree split criterion: information gain
max depth: no
max size 100Mb

Gaussian Naive Bayes
Torch Logistic Regression learning rate: 0.01

optimiser: SGDHD
Torch Static MLP learning rate: 0.01

optimiser: SGDHD
architecture: 2 hidden layers, 5 neurons each final Softmax layer

Torch Dynamic MLP learning rate: 0.01
optimiser: SGDHD
architecture: 5× #features, 2× #features, final Softmax layer

We consider in this experiment different algorithms from the river library to evaluate the competi-
tiveness of different neural architectures. Additionally to the MLP networks implemented within the
PyTorch2RiverClassifier, we select GNB, HT and the Logistic Regression from the river library. As
the Logistic Regression implementation in river supports only a small fraction of optimisers, we chose SGD
as the underlying optimiser. For the NNs we select the identical architectures as depicted in Section 8.2.2,
whereby we use the results of the experiment towards a reasonable default parametrisation in that we set a
learning rate of 0.01 and a SGDHD optimiser. Furthermore, we evaluate in this experiment not only the
Rolling Accuracy but also the memory consumption in Mb and the avg. time needed to evaluate 100, 000
instances.

8.3 Results

In this section, we discuss the results achieved by the conducted experiments. The first experiment inves-
tigated the search for a suitable learning rate and optimiser for an underlying NN . This experiments aim is
to investigate according to the Scikit-learn design principles the requirement R III–5. Within the second
experiment, we show the general competitiveness of NNs applied on data streams and thus substantiate a
possible application of NAS.

8.3.1 Default Parametrisation

The experiment towards a reasonable default parametrisation (R III–5) is two-folded. We identifiedwithin the
implementation of the PyTorch2RiverClassifier class, besides the neural architecture, two parameters
that need to be set; (i) the learning rate and the (i) underlying optimiser. In Figure 8.2, we depict the box-plots
of the measured rolling accuracies over the evolving SEA(50) data stream of the different learning rates and
models. We depict a detailed view of the results for this experiment within the Appendix in Table A.3 for
the Logistic Regression as smallest NN and in Table A.4 for the static and dynamic MLP classifier.
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(a) River Logistic Regression
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(b) Torch Logistic Regression
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(c) Torch Static MLP Classifier
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(d) Torch Dynamic MLP Classifier

Figure 8.2: Impact of Learning Rate for SEA(50) Concept Drift Stream

Figure 8.2 shows exemplarily on the SEA data stream that lower learning rates perform worse than higher
learning rates. The results furthermore show that the average performance of the NN increases from a
learning rate of 10−5 for all classifiers. But also, the variance decreases significantly as the learning rate
increases. For the Logistic Regression models, the peak performance is achieved with a learning rate of
0.01. However, it is noticeable that the performance of the Logistic Regression model implemented in river
drops stronger from a learning rate of 0.1 than that of the PyTorch implementation. TheMLP classifiers act
similarly to the Logistic Regression models. The peak performance is achieved at a learning rate of 0.01,
whereby again, besides the performance, the variance of the rolling accuracy decreases significantly. While
the static MLP model starts to decrease in performance and increase in variance at a learning rate of 0.1 to
a plateau at 60%, the performance of the dynamic MLP classifier drops to a performance of 30%. Similar
results are obtained for the other data streams in Tables A.3 and A.4. However, we assume 0.01 as a learning
rate best suited as the default parameter as the average rolling accuracy is the highest. The low variance,
however, indicates a better adaptation to concept drifts.
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Table 8.4 shows the results regarding the choice of a suitable optimizer. In Figure 8.3, we depict further
the learning curves for the SEA(50) data stream. As for the results for the experiments towards a suitable
learning rate, depict according to Table 8.4, the results for the PyTorch Logistic Regression in Table A.1 and
for the static MLP classifier in Table A.2 within the appendix.

Table 8.4: Rolling Accuracy comparison Torch Dynamic MLP classifier considering the optimisers Adam, AdamW, SGD, SGDHD
and RMSprop Accuracy is measured as the average rolling percentage of examples correctly classified. The best model
accuracies are indicated in boldface

Data Stream Torch Dynamic MLP Classifier
Adam AdamW RMSprop SGD SGDHD

Agrawal(50,000) 76.28 ±0.05 75.5 ±0.05 75.47 ±0.06 75.25 ±0.07 75.3 ±0.07
Agrawal(50) 91.5 ±0.1 91.6 ±0.05 90.75 ±0.08 88.98 ±0.12 85.32 ±0.11
Covertype 80.15 ±0.11 78.04 ±0.1 91.34 ±0.1 91.27 ±0.09 85.73 ±0.22
Electricity 81.54 ±0.06 79.37 ±0.08 90.85 ±0.03 86.72 ±0.07 85.37 ±0.08
HYP(50, 0.0001) 78.71 ±0.04 81.89 ±0.04 84.09 ±0.05 92.02 ±0.06 92.22 ±0.06
HYP(50,0.001) 80.06 ±0.04 81.22 ±0.04 85.19 ±0.04 91.4 ±0.06 91.52 ±0.06
LED 74.37 ±0.05 72.48 ±0.05 73.48 ±0.04 74.26 ±0.1 74.53 ±0.1
RBF(10,0.0001) 99.52 ±0.01 99.31 ±0.01 99.5 ±0.02 99.37 ±0.05 99.38 ±0.05
RBF(10,0.001) 97.99 ±0.01 97.86 ±0.02 98.52 ±0.02 98.93 ±0.05 98.89 ±0.05
SEA(50) 98.65 ±0.01 97.39 ±0.01 98.52 ±0.01 97.73 ±0.06 97.77 ±0.06
SEA(50000) 93.39 ±0.02 92.6 ±0.02 93.09 ±0.02 91.65 ±0.06 91.7 ±0.06
Sine 98.59 ±0.02 97.56 ±0.02 98.7 ±0.01 95.7 ±0.12 95.75 ±0.12
Avg. Accuracy 87.56 87.07 89.96 90.27 89.98
Avg Rank 2.67 3.92 2.53 3.25 2.33

Table 8.4 shows, proximate results over changing optimisers. While the choice for the learning rate influenced
the model’s rolling accuracy in the order of magnitude of up to 70%, the choice of the underlying optimiser
influences the rolling accuracy in the order of magnitude of ∼ 5%. In addition to the the average rolling
accuracy for each data set, we depict in Table 8.4 the averaged rolling accuracy over all data streams and the
average rank achieved by the underlying optimiser. These results show, that SGD achieves for the dynamic
MLP classifier in average better accuracy scores, however, SGDHD achieves the best average rank. In case
of the other classifiers it turns out, that SGDHD performance marginally better than the other optimisers.
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Figure 8.3: Impact of the underlying optimiser on SEA(50) and SEA(50000) evaluated on 100, 000 instances
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In Figure 8.3, we illustrate the impact of the underlying optimiser on SEA(50) and SEA(50000). As depicted
in Section 8.2.2, the SEA stream contains three drifts that are applied within a width ofw = 50 (abrupt drift)
and w = 50, 000 (continuous drift) Comparing both figures shows that the underlying optimiser performs
equally well in both change widths. Furthermore, it shows that the optimiser only marginally influences
the performance of the Logistic Regression model. The impact of the optimiser for the static as well as
the dynamic MLP is higher in that RMSProp shows, compared to the other optimisers, a comparably lower
variance. However, taking the results in of the other architectures in Table A.1 and A.2 into account it turns
out that SGDHD is a suitable optimiser for NNs in online learning. By evaluating the models based on a
rolling accuracy, we furthermore showed that NN are capable of adapting to temporal changes (R I–5) In the
following, we base our evaluations on SGDHD.

Concluding the results for a default parametrisation of NN , we showed in this section that a learning rate of
0.01 and SGDHD as underlying optimisers are suitable default configurations. Furthermore, it emerges that
the DL models (dynamic and static MLP) achieve a higher average rolling accuracy.

8.3.2 Suitability

In this section we evaluate the general suitability of NN and compare according to the experimental setup
depicted in Section 8.2.3 an evaluation considering various models from the river framework, as well as the
requirements for online learning. While NN follow the online learning requirements R I–1, R I–4] by nature
and the adaptivity of NN can be derived from the experiments based on the evaluations towards a reasonable
default parametrisation, we investigate in this evaluation the requirements R I–2 and R I–3. In Figure 8.4,
we present a resource aware evaluation of the SEA(50) data stream.
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Figure 8.4: Accuracy curve and memory (in Mb) for various NNs and river algorithms

Looking at accuracy, we see that NN models show competitive performance compared to HT , GNB and the
Logistic Regression model implemented in river. However, the dynamic MLP model adapts comparably
slower to the underlying distribution, but it emerges that all models are resistant to the concept drifts
implemented within SEA. Denote that we evaluate this experiment based on an accuracy metric that gets

130



8.3 Results

insensitive to performance changes over time. We choose in this experiment an accuracy metric since the
emphasis lies on the model’s performance rather than on its adaptation. Furthermore, we depict in Figure 8.4
the memory consumption of each algorithm. Overall, the results indicate that the HT model increases its
memory consumption in comparison to the other algorithms. This brings additional advantage of NN in
online learning. While the HT builds a decision tree that increases over time, the neural architecture when
applying NN remains fixed, and thus the memory consumption does not increase over time. To solve the
issue of HT ’s memory consumption, a HAT can be applied, or a maximum depth of the tree can be set.

Table 8.5: Accuracy comparison of EvoAutoML against baselines. Accuracy is measured as the final percentage of examples correctly
classified. The best individual accuracies are indicated in boldface

Data Stream GNB HT River Logistic
Regression

Dynamic MLP
Classifier

Torch Logistic
Regression

Static MLP
Classifier

Agrawal(50,000) 60.37 ±0.06 77.06 ±0.02 59.87 ±0.02 75.33 ±0.04 59.03 ±0.02 74.98 ±0.03
Agrawal(50) 62.51 ±0.09 90.55 ±0.03 63.90 ±0.03 89.10 ±0.08 63.44 ±0.03 80.71 ±0.04
Covertype 37.35 ±0.07 79.39 ±0.11 22.03 ±0.04 91.42 ±0.08 87.90 ±0.05 87.25 ±0.11
Electricity 76.14 ±0.03 79.78 ±0.03 83.70 ±0.01 87.03 ±0.06 85.51 ±0.01 87.11 ±0.06
HYP(50, 0.0001) 93.38 ±0.02 83.95 ±0.01 92.81 ±0.02 92.20 ±0.07 91.57 ±0.02 92.51 ±0.07
HYP(50,0.001) 85.29 ±0.02 82.40 ±0.01 92.17 ±0.02 91.59 ±0.06 91.37 ±0.01 91.94 ±0.07
LED 76.60 ±0.02 63.62 ±0.07 13.91 ±0.01 74.56 ±0.12 76.63 ±0.02 72.86 ±0.11
RBF(10,0.0001) 94.34 ±0.02 88.18 ±0.03 30.35 ±0 99.64 ±0.06 99.77 ±0 96.03 ±0.08
RBF(10,0.001) 63.60 ±0.11 71.81 ±0.07 29.99 ±0 99.19 ±0.05 97.33 ±0.01 97.51 ±0.08
RBF(50,0.0001) 67.74 ±0.08 84.13 ±0.02 41.17 ±0 98.49 ±0.1 96.64 ±0.02 94.79 ±0.12
RBF(50,0.001) 35.41 ±0.13 58.38 ±0.06 36.69 ±0.01 96.12 ±0.09 83.71 ±0.02 74.64 ±0.09
SEA(50,000) 94.72 ±0.01 95.67 ±0.01 96.78 ±0 95.53 ±0.07 96.79 ±0.01 96.34 ±0.04
SEA(50) 95.52 ±0.01 96.88 ±0.01 99.41 ±0.01 98.03 ±0.07 99.44 ±0.02 98.78 ±0.05
Sine 93.83 ±0.01 98.77 ±0.01 98.39 ±0.01 95.90 ±0.12 98.40 ±0.01 98.78 ±0.03
Avg. Accuracy 74.06 82.18 61.51 91.72 87.68 88.87
Avg. Rank 4.79 4.00 4.21 2.57 2.79 2.64

In Table 8.5, we depict the achieved results on all data streams. It shows that the dynamic mlp classifier
achieved the best-averaged accuracy with 91.72% and the best rank (2, 57). Furthermore, the results indicate
that NNs implemented within the PyTorch2RiverClassifier perform better on the selected data steams.
Looking at each individual data stream, the dynamic MLP model dominates with 91.42% on Covertype,
and the staticMLP dominates with 87.11% on the Electricity data stream against the other models. Overall,
the results indicate that NN are competitive to other models in their predictive performance. To evaluate the
time (R I–2) and memory (R I–2) consumption of NNs, we depict in Table 8.6 the memory consumption,
the average time needed to iterate over the data streams and the RAM-hours (in Mb hours) employed during
iteration.
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Table 8.6: Comparisons of memory consumption (in Mb) and Avg. Time (in s) of NNs against different baselines. One RAM-Hour
equals to 1 Mb of RAM deployed for 1 hour.

Data Stream GNB HT River Logistic
Regression

Dynamic MLP
Classifier

Torch Logistic
Regression

Static MLP
Classifier

Agrawal(50,000) 0.016 0.933 0.006 0.045 0.023 0.037
Agrawal(50) 0.016 0.920 0.006 0.045 0.023 0.037
Covertype 0.263 1.750 0.018 0.057 0.036 0.050
Electricity 0.015 0.466 0.006 0.044 0.023 0.037
Hyperplane(50, 0.0001) 0.078 3.710 0.015 0.054 0.032 0.046
Hyperplane(50,0.001) 0.078 3.710 0.015 0.054 0.032 0.046
LED 0.051 0.346 0.005 0.045 0.023 0.037
RBF(10,0.0001) 0.145 2.740 0.016 0.055 0.033 0.047
RBF(10,0.001) 0.145 6.210 0.016 0.055 0.033 0.047
RBF(50,0.0001) 0.178 3.730 0.016 0.055 0.033 0.047
RBF(50,0.001) 0.178 2.390 0.016 0.055 0.033 0.047
SEA(50,000) 0.007 0.268 0.005 0.043 0.022 0.036
SEA(50) 0.007 0.316 0.005 0.043 0.022 0.036
Sine 0.006 0.210 0.004 0.043 0.022 0.036
Avg. Time 168.729 217.456 116.585 360.329 161.667 191.442
RAM-Hours 0.109 1.614 0.007 0.078 0.020 0.034

Considering the time efficiency (R I–2) of the underlyingmodels, Table 8.6 shows that the Logistic Regression
implemented in river consumes the least time, followed by the Logistic Regression implemented within the
PyTorch2RiverClassifier. This behaviour is expected as the model wraps the data stream and passes it
through a PyTorchmodel. It is rather remarkable that the NNs is capable of processing the data stream at the
same magnitude of speed as the HT classifier. Another expected result in Table 8.6 is that the time required
increases with the size of the NN as the number of operations increases. However, comparing the time
consumption with regard to the fulfilment of R I–2) it shows that NN are more complex in the computations
and thus need more computation time. This increased time consumption, however, is decent, which makes
smaller NNs quite suitable for data streams.

Considering the memory efficiency (R I–3) of the underlying models, it again shows that the Logistic Re-
gression implemented in river employs with 0.007Mb hours the least RAM-hours. Followed by the Logistic
Regression implemented within the PyTorch2RiverClassifier with 0.020 Mb hours. Accordingly to
Figure 8.4, the dynamic and staticMLP classifier consume less memory thanGNB orHT . TheHT classifier,
in particular, shows its disadvantages when it is not restricted in its tree depth.

To conclude the suitability of NN regarding R I–2 and R I–3, this section showed, that NNs are suitable
models for online learning. Due to their versatile possibilities in their underlying architectures, they can be
adapted to the processing time and memory requirements and are thus well suited for data streams.

8.4 Summary

This chapter presented and evaluated an online DL framework that wraps the popularPyTorch DL library into
a river Predictor in case of a supervised learning task. This framework aims to simplify the development
of DL models specially designed for data streams. This is achieved by following the Scikit-learn design
principles that we think are an enabler towards the application of NN in online learning. As we rely in this
thesis on supervised learning (preliminary classification) tasks, we emphasise the training and prediction of
NNs in a supervised online learningmanner. In the second part of this chapter, we focused on the fulfilment
of the requirements in online learning and presented a resource-aware evaluation of the NNs in general. We
further show in an empirical evaluation that incorporates the smallestNN , the Logistic Regression, as well as
MLPs that the general application of (architectural smaller) NNs in online learning can be beneficial. Since
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we restrict the evaluation to simple neural architectures that showed the competitiveness in online learning
and concerning the versatile development of neural architectures in offline learning, a fruitful direction
towards the adaptation of NN in online learning is shown.

133





9
Incremental HPO

This chapter investigates the automated configuration of ML pipelines and NNs on data streams. Within
Chapter 7, we presented Hypothesis II and depicted the overall framework design towards the adaption
of AutoML and NAS. Chapter 8 lays the foundation for online NAS by providing a framework for online
application of NNs. We propose in this chapter an AutoML framework (Contribution III) that enables a
continuous adaption to data streams by as well following the river API and the Scikit-learn design principles.
Following the river API design within an incrementalHPO enables in combination with the proposed online
DL framework the application of NAS in an online learning environment. Thus, derived from Hypothesis II,
we aim to answer in this chapter the following research questions.

RQ III.2 How can the hyperparameters ofML pipelines (AutoML) and NNs (NAS) incre-
mentally be adapted to data streams?

RQ III.3 Does an incremental adaptation of hyperparameters in AutoML or NAS systems
enable better performances on data streams?

In the research question (RQ III.2), we propose a general approach that enables the adaptation of hyperparam-
eters concerning the automated configuration of ML pipelines and neural architectures on the data streams.
Following the CASH definition from Feurer et al. [81] for batch learning, we formalise in Section 9.1 an
online CASH problem. To solve the online CASH problem, we propose in Section 9.2 an ensemble approach
that aims to solve the online CASH problem that can be applied on NAS. In Section 9.3, we evaluate our
approach towards the search for suitable ML pipelines. And in Section 9.4, we apply the incremental HPO
approach to a NAS search space and evaluate it with respect to the online learning requirements (I). Parts
of this chapter have been published in “Evolution-Based Online Automated Machine Learning” [141] by
Cedric Kulbach, Jacob Montiel, Maroua Bahri and Albert Bifet on PAKDD 2022.

9.1 Problem Formalisation

As part of the related work we presented in Section 3.3 online ensemble techniques that aim to to adapt
to data streams by training a set of homogeneous (e.g. LB [24], OB [181] , SRP [99]) or heterogeneous
(e.g. BLAST [233]) model configurations. However, the configuration of heterogeneous models during the
evolving data stream has not been part of the research. The configuration of models during the stream entails
multiple difficulties. The underlying models are mostly configured at the beginning of the data stream, and a
reconfiguration leads to a new model that needs to adapt to the data stream. Furthermore, the configuration
of ML pipelines accordingly to the offline CASH problem that concatenate different algorithms in online
learning has yet not been part of the research. Thus, the question of changing and adapting the configuration
of an algorithm as well as the orchestration of models without infringing the requirements [23] for online
learning remains open. Following the definition from [253], aML pipeline structure g ∈ G can be modelled
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as an arbitraryDAG, where each node represents an algorithmA ∈ A. The online CASH problem is defined
in Definition 20.

➢ Definition 20. Online CASH, adapted from [81]
LetA = {A(1), . . . , A(R)} be a set of step independent algorithms, and let the hyperparam-
eters of each algorithm A(j) have a domain Λ(j). Further, let S = e1, e2, . . . , et, . . . be an
ordered sequence of examples of possibly infinite length and let t be the current observed
example. Further, let S− = e0, . . . , et be an ordered sequence of past examples. Each
example ei = {xi, yi} is a tuple of p predictive attributes xi = (xi,1, . . . , xi,p) and the cor-
responding label yi. Let L(P

g,
−→
A,

−→
λ
(ST ),SV ) denote the loss that algorithm combination

P (j) achieves on a subset of validation examples SV ⊂ S− when trained on ST ⊂ S− with
hyperparameters

−→
λ . Denote that ST ∩ SV = ∅.

Then the Online CASH problem is to find the joint algorithm combination and hyperparam-
eter setting that minimises based on a validation protocol V the loss:

g∗,
−→
A ∗,
−→
λ ∗ ∈ argmin

P (j)∈P,λ∈Λ(j),A∈A,g∈G

V(L,P
g,
−→
A,

−→
λ
,ST ,SV ) (9.1)

The changes to the offline CASH problem in comparison to Definition 20 do not appear to be major at first
glance. Whereby the nature of data streams poses new challenges in that the order of the data instances is
crucial. This ordering entails a new dimension to the CASH problem in that the question arises when to
adapt to the configuration of the underlying model. The change from data sets to data streams, thus, excludes
k-fold cross-validation (see Section 2.6) and includes evaluation protocols suitable for online learning,
such as test-than-train or prequential evaluation. In ensemble learning (e.g. ARF [98] or HAT [21]) or
in conceptual approaches towards the application of offline AutoML approaches on data streams such as
proposed by Imbrea [121] concept drift detectors are used to determine when to change the underlying
configuration. The formalisation in Definition 20 reveals two major tasks towards the application of AutoML
to data streams; The determination of (i) when to adapt the underlyingML pipeline or neural architecture as
well as (ii) a variable concatenation of algorithms in the context of AutoML. In the following, we propose
our approach that aims to solve the defined online CASH problem.

9.2 Approach

Inspired by the CASH problem, aGA approach and online ensemble techniquesOB [181, 180] we propose in
this section an approach that enables online training in a high-dimensional algorithm- and hyperparameter-
search spaces. However, the CASH solution does not consider the adaption of parameters in an evolving data
stream environment so far; on the other hand, the established online ensemble algorithms are only capable
of processing a small set of homogeneous algorithms. Whence, our proposal uses a GA approach, which
naturally adapts its configurations within a small ensemble (population) to enable the adaption of a large
algorithm- and hyperparameter-search space to evolving data streams. The core of our training and adaption
procedure depicted in Algorithm 8 is a GA inspired by Real et al. [197]. Accordingly, to the underlying GA
approach, we refer to our approach as EvoAutoML (Evolution-based Online Automated Machine Learning).

The algorithm takes a data stream S, a population size p, a sampling rate fSS as well as a loss function L
and a configuration space A,Λ, G. When considering a data stream of a fixed length, the number of cycles
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of the underlying GA can be referred to as ⌊t/fSS⌋. However, due to the unbound nature of data streams,
the number of cycles is infinite, and thus the GA evolves as the data stream does. Whereby the sampling
rate fSS estimates how many instances are processed without evolution and mutation steps. Following the
AutoML system design in offline learning, the loss function L is externally set. Regarding NAS, we assume
furthermore that the search space that contains all possible configurations g ∈ G, algorithms A ∈ A and
algorithms configurations Λ is set externally and additionally required. In Algorithm 8, we present the
training procedure of EvoAutoML.

Algorithm 8 EvoAutoML Training
1: Input:
2: Data stream S, population size p, sampling rate fSS , loss function L,

configuration space A,Λ, G
3: Output:
4: Set of suited algorithms configurations:
5: p∗ = {P(1), . . . ,P(P )}
6:
7: P ← ∅ ▷ Initialization
8: while |P | < p do
9: P ← Random(G,A,Λ)
10: P ← P ∪ P
11: end while
12: t← 0
13: if et then ▷ Start Data Stream
14: if t mod fSS == 0 then
15: Pbest ← minP∈P L(P)(P(ST ),SV )
16: Pweak ← maxP∈P L(P)(P(ST ),SV )
17: Pmut ← Mutate(Pbest)
18: P ← P ∪ Pmut

19: P ← P\Pweak

20: end if
21: ω ← Poisson(6)
22: for P ∈ p do ▷ Update Population
23: loop ω
24: P .fit(et)
25: end loop
26: end for
27: t← t+ 1
28: end if

In Algorithm 8, we refer toML pipelines P that are configured by g,
−→
A and

−→
λ . This notation can be adapted

or replaced to the search space of neural architectures, where a NN f is configured by g,−→z and
−→
λ .

The population of the underlying GA in Algorithm 8 is initialised within lines 7 - 12, where configurations
are picked randomly from the search space and appended to a population set P . Notice that by initialising
P with random online learning pipelines before the data stream starts, the algorithm is able to predict at any
time (R I–4). The data stream and thus the evolutionary steps of the GA start in line 13 of Algorithm 8. The
evolution steps are applied with a sampling rate of fSS (line 14). The mutation incorporates a mutation step
that is applied based on the best pipeline configuration within P . The mutated pipeline Pbest replaces the
weakest pipeline configuration. The applied mutation step follows the implementation of Real et al. [197]
where one parameter of the search space is randomly changed. Since the metric L evolves with the data
stream and the model’s performance, each pipeline configuration in P requires a separate metric function
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L(P). To follow the test-than-train protocol, the population is trained after the mutation step based on
the new instance et in lines 21-25. Accordingly to Oza and Russell [181], we repeat the training on the
instance et following a Poisson distribution. Whereby the number of trainings is not separately chosen for
each model in P and for the expected value of the Poisson distribution we follow Bifet et al. [24] with a
Poisson(6) distribution.

Considering the online learning requirements, our approach follows R I–4 by initialising a set of online
learning algorithms and further processing one instance of the stream at a time R I–1. Our approach
aims to continuously adapting an ensemble of algorithms to the data stream (R I–5) accordingly to Oza
and Russell [181] and Bifet et al. [24], but also considers the underlying configurations and heterogeneous
models. However, the adaptation towards the memory and time consumption of EvoAutoML is shown
within the results for AutoML in Section 9.3 and NAS in Section 9.4. EvoAutoML trains a population of
ML pipelines, or NNs and is thus an ensemble learner that has access to a population of trained pipelines
at each point of the data stream. This leads to a further advantage that EvoAutoML predicts an unlabelled
instance based on a majority voting. During the evaluation and development of Algorithm 8 it emerged that
a hard majority voting performed best on the evaluated data streams. A hard majority voting predicts for a
classification task an instance ŷ based on

ŷi = mode{P.predict(et) ∈ P} (9.2)

where the class with themost votes is elected as prediction value. Under the assumption that the configuration
of the underlyingML pipeline or NN evolves accordingly to the never ending data stream, we approach a GA
and presented within Algorithm 8 an automated configuration strategy towards stream adaptation. Further,
we implemented the framework likewise the PyTorch2RiverClassifier depicted in Chapter 8, river
Estimator that implements Algorithm 8 within the learn_one method and the majority voting within the
predict_one method. The underlying configuration space (G,A,Λ) is defined within the initialisation of
the EvoAutoML estimator, whereby the graph structure g ∈ G and the algorithm space are combined within
a Python dictionary. The parametrisation space Λ is as well a configurable Python dictionary, whereby
possible configuration candidates are represented within iterables. In the following, we evaluate EvoAutoML
on ML pipelines.

9.3 Online AutoML

In this section, we evaluate the approach depicted in Section 9.2 based onML pipelines. Besides the predictive
performance and thus the capabilities in adaptation, we investigate within the evaluation the time (R I–2)
and memory (R I–3) requirements. In Section 9.3.1, we depict the experimental setup that incorporates the
used data streams as well as the search space to build ML pipelines. Based on the experimental setup, we
present the achieved results in Section 9.3.2.

9.3.1 Experimental Setup

This section provides the experimental setup for the evaluation of EvoAutoML. As in Chapter 8, we apply a
test-then-train evaluation. In addition to the fulfilment of the requirements R I–4 and R I–1, we evaluate our
approach against state-of-the-art single and ensemble algorithms. We show that EvoAutoML is compatible
with recent online algorithms and thus fulfils for AutoML all requirements of [23] (R I). In Table 9.1, we
present an overview of the experimental setup to evaluate the predictive performance and as well the time
and memory consumption of EvoAutoML. We executed all experiments on an Intel(R) Xeon(R) Platinum
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8180M CPU with 2.50 GHz base clock and 1.5 terabytes of RAM without consideration of further GPU
acceleration.

Table 9.1: Experimental Setup EvoAutoML

Parameter Setting
Stream Generators Agrawal(50, 000), Agrawal(50), Covertype, Electricity, HYP(50, 0.0001), HYP(50, 0.001),

LED, RBF(10, 0.0001), RBF(10, 0.001), RBF(50, 0.001), RBF(10, 0.0001), SEA(50),
Sine

Metric Accuracy
Memory consumption in Mb
Time efficiency

Preprocessing Standard Scaling (except for AutoML)
Models

ARF #models: 10
max memory: 32 Mb

OB #models: 10
base model: HT

GNB -
k-NN #neighbors: 5

window_size: 1000
HT max memory: 32 Mb
EvoAutoML population: 10

fSS : 1000
Preprocessing: Standard Scaling, Missing Value Cleaner, Min-Max Scaler
Models: GNB, HT , k-NN , Logistic Regression

According to Chapter 8, we evaluated EvoAutoML on data stream generators as well as real-world data sets
that are iteratively passed to the underlying algorithms. We sampled within the generators 1M instances,
considering all available instances for the real-world data streams. Further, we evaluate EvoAutoML against
state-of-the-art single as well as ensemble learners. The reference models use standard scaling to preprocess
the data stream and are executed on their default configuration. The ARF [98] classifier uses ten random
forest models and a ADWIN change detector to adapt the underlying ensemble to concept drifts. Further,
we limit the memory consumption to 32 Mb. The OB [181] model builds its ensemble based on ten HT
algorithms, that are limited in their memory consumption to 32 Mb. The OB ensemble has thus a maximal
memory consumption of 320 Mb. For the evaluation against single models, we choose GNB, k-NN and HT
as reference models, that are also part of the EvoAutoML models step.

The configuration of EvoAutoML can be depicted by the configurations space (G,A,Λ), whereby it uses
two algorithm types that can be categorised into (i) preprocessors A(i) and (ii) predictors A(ii), and can
be variably linked with each other. The preprocessing step A(i) can either be a Missing Value Cleaner,
Min-Max Scaler, or a Standard Scaler (|A(i)| = 3). Within the prediction step EvoAutoML can configure
four different algorithms, namely GNB, HT , k-NN , and Logistic Regression, that have been chosen for their
different modes of operation. Thus in total EvoAutoML is capable of configuring 3 × 4 = 12 different
algorithm pipelines.

However, all algorithmsAinA can furthermore be parametrised by their domainΛ. While the preprocessors
A(i) do not differ in the parametrisation, the predictorsA(ii) can be parametrised according to their underlying
modes of operation. For example, the k-NN model varies by the number of neighbours and its window size
or the HT model by its maximal depth or on which basis the underlying tree splits should be applied. In
total the configuration space of EvoAutoML considers of 174 possible ML pipeline, whereby the pipeline
structure G is fixed by A(i) followed by A(ii).

Considering this configuration space shows already the advantage of EvoAutoML. While the ensemble
learning techniques are based on homogenous models or ML pipelines that do not consider different or
changing configurations, EvoAutoML is parametrised by a configuration space and thus is capable of handling
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a diverse set of pipeline configurationsA,Λ. Furthermore, as for ARF and OB, we set the population size to
10ML pipelines that are evaluated at once and a sampling rate of fSS = 1000. Denote that both parameters
have a mutual influence on the predictive and time and memory performance. A high population number
and a low sampling rate lead to a broad exploration but also to computational expensive training updates.
It also leads to low exploitation, as the child pipeline configuration (see Algorithm 8) has no prospect of
prevailing against the already established algorithms within the population. During the implementation
and evaluation, the configuration P = 10, fSS = 1000 was accordingly to Requirement R III–5 found to
be a compromise between predictive performance and the number of resources required. Regarding the
computational complexity for large search spaces, we evaluated the related algorithms in their proposed
configuration to pursue the question of the best performing approach.

9.3.2 Results

In this section, we present accordingly to the proposed approach in Section 9.2 and the experimental setup
in Section 9.3.1 the results of EvoAutoML with regard to the automated configuration of ML pipelines.
The results show that EvoAutoML is capable of outperforming state-of-the-art algorithms not only in their
predictive performance but also in their memory and time consumption. We present, according to the
evaluation of the online DL framework, the results against single algorithms. However, as EvoAutoML is a
ensemble learning algorithm, we consider within the results ensemble learning algorithms as comparative
models. Following Requirement R I–5, we depict in Figure 9.1 the development of the accuracy curve over
the course of the Covertype data stream.
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Figure 9.1: Accuracy curve and time (in seconds) for EvoAutoML and baseline algorithms on Covertype.

Comparing the single and ensemble learning algorithms, Figure 9.1 shows significant differences within the
development of the accuracy curve. While both adapt within the first ∼ 50, 000 instances to the underlying
data distribution and reach a performance plateau, the ensembles performance is significantly higher than the
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performance of the single algorithms. Further, the performance of some algorithms (GNB, LB, ARF) drops
after∼ 225, 000 instances, which could be due to a concept drift within the Covertype data set [27]. LB and
ARF achieve at the beginning of the stream the best peak performances, but decreases slightly at∼ 225, 000

instances; however, the accuracy curve of EvoAutoML remains stable over the stream and achieves with
91.09% marginally better performances than ARF (89.70%) and LB (90.41%). OB achieves with 83.66%

better performances than the single best algorithms, HT (66.67%), GNB (63.64%) and k-NN (73.74%), but
performs worst within other ensemble learners on Covertype.

A significant drawback of ensemble learners comes apparent when considering the time needed to process
the Covertype data stream. The ensembles need considerably more time to process incoming data instances.
WhileEvoAutoML needs at the beginning of the data stream in comparison to the other models the most time,
it increases as LB linearly within the time consumption depicted in Figure 9.1. OB, however, increases super-
linear and considering the unbound nature of data streams, it might lead to runtime problems. Furthermore,
the single algorithms show that they are capable of processing the underlying data stream multiple times
faster. For Covertype EvoAutoML achieves on a processor with 2.5GHz (Intel(R) Xeon(R) Platinum 8180M)
a throughput of 36 Hz, OB 32 Hz and LB 38 instances per second. The single algorithms, however, are
with 431 Hz (HT ), 1447 Hz (GNB) and 903 Hz k-NN a multiple times faster than the ensemble techniques.
Considering both accuracy and the time consumption, the ARF ensemble model returns with 89.7% accuracy
and a throughput of 283 Hz, the best compromise between predictive performance and time consumption
on Covertype. However, for a low-frequency data stream, EvoAutoML returns the highest accuracy score.

In Table 9.2, we depict the final percentage of instances correctly classified by the single as well as the
ensemble learning techniques on various stream generators and the real-world data sets Covertype and
Electricity. Furthermore, we measure the average rank over the data streams by comparing all evaluated
models. Table 9.2 shows that EvoAutoML achieves with 2.08 the best rank averaged over all data streams.

Table 9.2: Accuracy comparison of EvoAutoML against baselines. Accuracy is measured as the final percentage of examples correctly
classified. The best individual accuracies are indicated in boldface

Data Stream EvoAutoML HT GNB KNN ARF LB OB
Agrawal(50) 99.02 ±0.01 98.09 ±0.01 62.31 ±0.09 55.73 ±0.02 94.98 ±0.95 99.69 ±0.00 98.46 ±0.01
Agrawal(50000) 94.43 ±0.02 91.84 ±0.02 62.33 ±0.09 55.52 ±0.02 93.03 ±0.93 97.52 ±0.01 92.89 ±0.02
HYP(50,0.0001) 87.51 ±0.02 84.38 ±0.00 91.61 ±0.01 67.93 ±0.00 71.19 ±0.71 84.54 ±0.01 87.14 ±0.01
HYP(50,0.001) 83.69 ±0.01 81.79 ±0.01 80.83 ±0.02 68.01 ±0.00 71.67 ±0.72 83.95 ±0.01 84.43 ±0.01
LED 76.49 ±0.01 75.95 ±0.01 76.48 ±0.01 66.6 ±0.00 76.47 ±0.76 76.48 ±0.01 76.42 ±0.01
RBF(10,0.0001) 99.82 ±0.00 89.32 ±0.03 65.86 ±0.09 100 ±0.00 99.85 ±0.01 99.64 ±0.00 98.07 ±0.00
RBF(10,0.001) 99.63 ±0.00 77.61 ±0.02 39.75 ±0.11 99.99 ±0.00 99.22 ±0.99 99.01 ±0.00 93.68 ±0.01
RBF(50,0.0001) 97.51 ±0.01 83.05 ±0.03 35.26 ±0.13 99.83 ±0.00 98.21 ±0.98 98.71 ±0.01 96.17 ±0.01
RBF(50,0.001) 96.99 ±0.01 48.15 ±0.04 25.32 ±0.07 99.80 ±0.00 94.31 ±0.94 93.56 ±0.01 71.87 ±0.03
Sine 99.87 ±0.00 99.63 ±0.01 93.62 ±0.00 98.75 ±0.00 99.74 ±0.01 99.68 ±0.00 99.77 ±0.01
SEA(50) 98.99 ±0.00 97.78 ±0.01 95.65 ±0.00 97.23 ±0.00 99.64 ±0.01 99.67 ±0.01 98.34 ±0.01
Electricity 88.09 ±0.01 79.61 ±0.02 72.87 ±0.03 79.53 ±0.01 87.79 ±0.88 87.32 ±0.01 81.74 ±0.02
Covertype 91.09 ±0.07 66.67 ±0.10 63.64 ±0.11 73.74 ±0.12 89.7 ±0.09 90.41 ±0.08 83.66 ±0.12
Avg. Acc. 93.32 82.61 66.58 81.74 90.45 93.09 89.43
Avg. Rank 2.08 5.31 5.92 4.77 3.46 2.54 3.85

Furthermore, it achieves with 93.32% the best averaged percentage of instances correctly classified. Similar
to Figure 9.1, EvoAutoML is followed by LB with an averaged rank ranging from of 2.54 and an accuracy
of 93.09%. Again, Table 9.2 supports the results stated within the Covertype data set in Figure 9.1 in
that the ensemble techniques perform with an average rank from 2.08 to 3.85 significantly better than the
single algorithms (4.77 to 5.92). Comparing EvoAutoML against the single baseline approaches shows that
EvoAutoML outperform the single algorithm by at least 10.71%. While the ensemble LB and EvoAutoML
perform complainingly well. The OB and ARF ensembles achieve ∼ 3% worse average accuracy than
EvoAutoML or LB. To further depict the memory and time consumption, we present in Table 9.3 the
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memory consumption (in Mb), as well as the avg. time required to process the data streams. To compute

Table 9.3: Comparison of memory consumption (in Mb) and avg. Time (in s) of EvoAutoML against different baselines. One RAM-
Hour equals to 1 Gb of RAM deployed for 1 hour.

Data Stream EvoAutoML HT GNB KNN ARF LB OB
Agrawal(50) 17.609 0.604 0.013 0.455 11.093 12.205 6.008
Agrawal(50000) 56.854 2.223 0.013 0.455 12.920 37.600 21.501
HYP(50,0.0001) 104.576 18.287 0.066 2.020 229.900 528.847 180.870
HYP(50,0.001) 127.877 18.516 0.066 2.020 356.600 395.203 187.146
LED() 35.954 2.104 0.048 0.379 10.133 39.723 18.570
RBF(10,0.0001) 24.527 13.359 0.133 2.020 25.803 22.897 134.988
RBF(10,0.001) 36.107 30.530 0.133 2.020 11.668 4.893 291.346
RBF(50,0.0001) 64.458 24.165 0.166 2.020 27.117 35.643 236.124
RBF(50,0.001) 29.288 9.173 0.166 2.020 25.453 8.023 98.340
Sine 9.760 0.421 0.004 0.169 14.622 11.128 4.211
SEA(50) 17.833 0.716 0.005 0.205 8.408 14.070 7.454
Electricity 12.697 0.205 0.012 0.417 6.850 1.729 1.938
Covertype 12.082 0.125 0.080 2.170 4.750 15.549 19.368
Avg. Time 33,638 4,635 1,489 2,119 56,786 58,347 35,243
RAM-Hours 7.19 0.32 0 0.01 50.38 44.55 24.35

the RAM-hours consumed by the underlying model, we multiply with a granularity of each 1, 000th step
the memory with the time required. Whereby one RAM-hour equals to 1 Gb of RAM memory deployed
for one hour. In accordance with Figure 9.1, Table 9.3 shows that the single algorithm approaches are
a multiple faster in processing the data streams depicted in Section 9.3.1. While the single algorithms
are in a magnitude of a few hours (< 5 h), the ensemble approaches require up to 16 h on average to
process 1M instances within the data stream generators. Notably, the Hyperplane data stream with 50

features is computationally expensive. Comparing EvoAutoML with the other ensemble learners, it takes,
on average, the least time. Considering the memory (R I–3) consumption a similar pattern is emerging as in
the evaluation of the time consumption. The single algorithm learners consume a fraction of the memory
compared to the ensemble learners. Combining the time required and the memory consumed within the
employed RAM-hours, EvoAutoML requires for the ensembles with 7.19 RAM-hours the least resources
and only a fraction of the RAM-hours. Concluding the results of this section, it emerges that the ensemble
learners perform best concerning the final percentage of correctly classified instances. Including the time
and memory requirements in the evaluation, it is shown that the single algorithms consume only a fraction of
the resources in comparison to the ensemble learners. Within the ensemble learners, EvoAutoML achieved
marginally better results than LB, ARF and OB, whereby it required the fewest resources when considering
the time (R I–2) and memory (R I–3) requirements.

In summary, we show beside the requirements R I–4 and R I–1 in this section that EvoAutoML meets the
requirements R I–2, R I–3 and R I–5 defined by [23] by consuming less time and memory as state-of-the-
art ensemble learners and adapting to the underlying data patterns. We presented within EvoAutoML an
approach that evolves the underlyingML pipelines configurations as the data stream evolves and thus answer
RQ III.2 for AutoML by applying EvoAutoML on the online ML pipelines. Regarding RQ III.3 the predictive
performance of AutoML increases slightly in comparison to ensemble learning approaches and significantly
in comparison to single algorithms. Further, it consumes less time and memory than the compared ensemble
learning techniques.
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9.4 Online NAS

This section investigates the application of NAS in an online learning environment. As basis, we proposed
within Chapter 8 an online DL framework and showed the suitability ofNNs in online learning environments.
In Section 9.2, we proposed inEvoAutoML an incrementalHPO framework that configures underlyingmodels
and ML pipelines in an online learning manner. Within the previous section, we applied this framework on
ML pipelines that are configured by a search space (G,A,Λ) and showed that the identically named AutoML
(EvoAutoML) approach outperformed state-of-the-art ensemble models. Another outcome in this section is
the greater consumption of computing resources of ensemble learners, whereby EvoAutoML required the
least amount of time and the least amount of memory to process the data streams when considering only
ensemble learners. In this section, however, we aim to perform NAS by combining the online DL and the
EvoAutoML framework.

The structure of this section starts accordingly to Section 9.3 with the description of the experimental setup
in Section 9.4.1 followed by the presentation of the results in Section 9.4.2.

9.4.1 Experimental Setup

The experimental setup follows the experiment design of the previous sections, whereby we choose a test-
than-train evaluation protocol and similar data streams with 1M instances as in the earlier evaluations.
Furthermore, we evaluate the accuracy and the time and memory efficiency. For the baseline models, we
chose the identical single and ensemble learners as implemented for the evaluation of EvoAutoML in Section
9.3. The experimental setup is summarised in Table 9.4.

Table 9.4: Experimental Setup EvoNAS

Parameter Setting
Stream Generators Agrawal(50, 000), Agrawal(50), Covertype, Electricity, HYP(50, 0.0001), HYP(50, 0.001),

LED, RBF(10, 0.0001), RBF(10, 0.001), RBF(50, 0.001), RBF(10, 0.0001), SEA(50),
Sine

Metric Accuracy
Memory consumption in Mb
Time efficiency

Preprocessing Standard Scaling
Models

ARF #models: 10
max memory: 32 Mb

OB #models: 10
base model: HT

GNB -
k-NN #neighbors: 5

window_size: 1000
HT max memory: 32 Mb
EvoNAS population: 10

fSS : 1000
optimizer: SGDHD
learning rate: 0.01
architecture: MLP
width: 1,2,3,10,15 or 20 neurons
depth: 1,2,3,4,5 or 6 layers
activation: LeakyReLU, ReLU, Sigmoid, Softmax or None

To combine theEvoAutoML framework and the online DL framework, theEvoAutoML estimator is initialised
with a single algorithm type A(i); the online DL estimator. As depicted in Chapter 8, this estimator can be
parametrised by various NN functions, optimisers or learning rates. We consider within our NAS approach
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only structural changes within the NN and thus build the evaluation on a MLP search space. The MLP
structure has the significant advantage that the structure can be relative to other architecture types such
as CNN and LSTM relatively simple to be manipulated. The width of the MLP ranges from 1 to 20 (see
Table 9.4) neurons and the MLP’s depth from 1 to 6 layers Each layer can be followed by a LeakyReLU,
ReLU, Sigmoid, Softmax or no activation layer. The neural architecture’s configuration space Λ can be set
accordingly to the Scikit-learns design principles within a build function. The build function that is passed
for initialisation to the online DL estimator is depicted in Listing 8.1. However, considering the search space
of the underlying MLP, EvoNAS searches within 6× 6× 5 = 150 different neural architectures.

Listing 9.1: MLP build function with variable depth, width and activation function

from t o r c h import nn

def bu i l d _nn ( n _ f e a t u r e s , dep th , width , a c t i v a t i o n ) :
modules = [ ]
modules . append ( nn . L i n e a r ( n _ f e a t u r e s , wid th ) )
f o r d in range ( d ep th ) :

modules . append ( nn . L i n e a r ( width , wid th ) )
i f a c t i v a t i o n == 1 :

modules . append ( nn . LeakyReLU ( ) )
e l i f a c t i v a t i o n == 2 :

modules . append ( nn . ReLU ( ) )
e l i f a c t i v a t i o n == 3 :

modules . append ( nn . Sigmoid ( ) )
e l i f a c t i v a t i o n == 4 :

modules . append ( nn . Softmax ( ) )
e l s e :

pass

modules . append ( nn . L i n e a r ( width , 1 ) )
modules . append ( nn . Sigmoid ( ) )
n e t = nn . S e q u e n t i a l ( modules )
re turn n e t

In Listing 9.1, theNN’s configuration (g,−→z ,
−→
λ ) is createdwithin a list ("modules"), whereby the architecture

can vary in its depth (g), it its activation and thus in its node types −→z . Each neural network of the NAS
search space takes within the first layer the number of features (determined within the first instance of the
data stream) and converts it to the MLPs width. Within each step of the loop over the depth of the NN , a
new layer with the according activation is added to the structure of the NN . TheMLP’s last layer summarises
the width in one layer to the output of the NN , followed by a Sigmoid activation function. This output
layer is accordingly to Algorithm 7 adapted to the different classes occurring within the data stream. The
MLP structure, allows to show the capability to EvoAutoML to fully configure a NN by its structure g, its
node types −→z and their configurations

−→
λ . According to the results achieved within the evaluation of online

DL in Section 8.3, the NAS optimiser searches in comparison to offline learning NAS search spaces (e.g.
NATS-Bench) for relatively small NNs. Furthermore, this experimental setup answers research question
R III–2 technically in that it illustrates the simplicity towards the combination and configuration of the
EvoAutoML and the online DL frameworks to a online NAS system.
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9.4.2 Results

This section aims to answer research question RQ III.3 for the application of NAS in an online learning
environment. Accordingly to the evaluation of EvoAutoML, we present in Figure 9.2 the accuracy curve and
time consumption of the evaluated instances for EvoNAS against the baseline approaches on the Covertype
data stream. It again shows the superiority in the predictive performance of the ensemble learners, but also
their exhaustive time consumption.
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Figure 9.2: Accuracy curve and time (in seconds) for EvoNAS and baseline algorithms on Covertype.

In contrast to the evaluation of EvoAutoML, EvoNAS performs inferior on the evolving accuracy against
the other ensemble learners and shows within the time plot the complexity of NAS. The time required to
train ten NN in a parallel manner remains computational expensive. Comparing further the time plot of
EvoAutoML in Figure 9.1 with the time consumption of EvoNAS it is noticeable, that the consumption
of EvoNAS remains linear from the first instance, while the time consumption of EvoAutoML increases
super-linear within the first instances and then increases linearly. While the linear increase of EvoAutoML
is slower than the increase of the other ensemble learners, EvoNAS requires the most time to process the
Covertype data stream. A similar results can be seen in Table 9.5 for the other data streams. Accordingly to
the evaluation of EvoAutoML, we present in Table 9.5 the final percentage of examples correctly classified,
the averaged final accuracy of all evaluated data streams and the average rank in comparison to the other
approaches.
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Table 9.5: Accuracy comparison of EvoNAS against baselines. Accuracy is measured as the final percentage of examples correctly
classified. The best individual accuracies are indicated in boldface

Data Stream EvoNAS HT GNB KNN ARF LB OB
Agrawal(50) 89.03 ±0.07 98.09 ±0.01 62.31 ±0.09 55.73 ±0.02 94.98 ±0.95 99.69 ±0 98.46 ±0.01
Agrawal(50,000) 88.07 ±0.06 91.84 ±0.02 62.33 ±0.09 55.52 ±0.02 93.03 ±0.93 97.52 ±0.01 92.89 ±0.02
HYP(50, 0.0001) 94.58 ±0.05 84.38 ±0 91.61 ±0.01 67.93 ±0 71.19 ±0.71 84.54 ±0.01 87.14 ±0.01
HYP(50,0.001) 93.85 ±0.02 81.79 ±0.01 80.83 ±0.02 68.01 ±0 71.67 ±0.72 83.95 ±0.01 84.43 ±0.01
LEDDrift() 73.95 ±0.11 75.95 ±0.01 76.48 ±0.01 66.6 ±0 76.47 ±0.76 76.49 ±0.01 76.42 ±0.01
RBF(10,0.0001) 98.83 ±0.07 89.32 ±0.03 65.86 ±0.09 100 ±0 99.85 ±1 99.64 ±0 98.07 ±0
RBF(10,0.001) 94.46 ±0.07 77.61 ±0.02 39.75 ±0.11 99.99 ±0 99.22 ±0.99 99.01 ±0 93.68 ±0.01
RBF(50,0.0001) 83.86 ±0.09 83.05 ±0.03 35.26 ±0.13 99.83 ±0 98.21 ±0.98 98.71 ±0.01 96.17 ±0.01
RBF(50,0.001) 43.82 ±0.05 48.15 ±0.04 25.32 ±0.07 99.8 ±0 94.31 ±0.94 93.56 ±0.01 71.87 ±0.03
SINE() 98.27 ±0.03 99.63 ±0.01 93.62 ±0 98.75 ±0 99.74 ±1 99.68 ±0 99.77 ±0.01
SEA(50) 99.57 ±0.03 97.78 ±0.01 95.65 ±0 97.23 ±0 99.64 ±1 99.67 ±0.01 98.34 ±0.01
Elec 79.78 ±0.07 79.61 ±0.02 72.87 ±0.03 79.53 ±0.01 87.79 ±0.88 87.32 ±0.01 81.74 ±0.02
Covtype 69.11 ±0.09 66.67 ±0.1 63.64 ±0.11 73.74 ±0.12 89.7 ±0.9 90.41 ±0.08 83.66 ±0.12
Avg. Acc. 85.17 82.61 66.58 81.74 90.45 93.09 89.43
Avg. Rank 4.23 4.92 5.92 4.62 2.85 2.15 3.31

Table 9.5 shows, that EvoNAS is with an averaged accuracy of 85.17% in average the weakest ensemble
learner, but performs better than the best evaluated single algorithm, HT with 82.61%. Only on the
Hyperplane data streams, EvoNAS shows the best performances against the single and the ensemble learners.
The results show furthermore, that when not consideringEvoAutoML,LB performs best onmost data streams,
followed by ARF. Comparing the results of EvoNAS (on 1M instances) with the predictive results achieved
within the evaluation of the online DL framework (on 100, 000 instances), EvoNAS performs in average
worse than the static or dynamic MLP classifiers. Within the experimental setup in Section 9.4.1, we
defined a search space that configures regarding the complexity small NNs, with up to 6 layers (depth).
EvoNAS mutates these architectures by changing accordingly to Real et al. [197] on parameter of a parents
configuration. This child configuration is reinitialised and thus trained from scratch. The evaluation of
the online DL framework showed in Figure 8.4, that the MLP configurations require more instances to
learn the underlying data distribution. The slower adaptation to the data stream of MLP and the changing
configuration within EvoNAS might lead to the lower predictive performance of EvoNAS. In Table 9.6, we
depict the memory consumption accordingly to the evaluation of EvoAutoML in Section 9.3.

Table 9.6: Comparison of the avg. memory consumption (in Mb) and avg. time (in s) for EvoNAS. One RAM-Hour equals to 1 Gb of
RAM deployed for 1 hour.

Data Stream EvoNAS HT GNB KNN ARF LB OB
Agrawal(50) 0.541 0.604 0.013 0.455 11.093 12.205 6.008
Agrawal(50,000) 0.546 2.223 0.013 0.455 12.920 37.600 21.501
HYP(50, 0.0001) 0.496 18.287 0.066 2.020 229.900 528.847 180.870
HYP(50,0.001) 0.468 18.516 0.066 2.020 356.600 395.203 187.146
LED 0.480 2.104 0.048 0.379 10.133 39.723 18.570
RBF(10,0.0001) 0.644 13.359 0.133 2.020 25.803 22.897 134.988
RBF(10,0.001) 0.642 30.530 0.133 2.020 11.668 4.893 291.346
RBF(50,0.0001) 0.567 24.165 0.166 2.020 27.117 35.643 236.124
RBF(50,0.001) 0.509 9.173 0.166 2.020 25.453 8.023 98.340
Sine 0.489 0.421 0.004 0.169 14.622 11.128 4.211
SEA(50) 0.403 0.716 0.005 0.205 8.408 14.070 7.454
Electricity 0.451 0.205 0.012 0.417 6.850 1.729 1.938
Covertype 0.655 0.125 0.080 2.170 4.750 15.549 19.368
Avg. Time 62,564 4,635 1,489 2,119 56,786 58,347 35,243
RAM-Hours 3.64 0.32 0 0.01 50.38 44.55 24.35

Table 9.6 shows even clearer the computational complexity of EvoNAS. While the memory consumption
in comparison with the other single algorithms remains comparable and in comparison with the ensemble
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learners the consumption remains a multiple lower, the average time to process the data stream is the
highest. In accordance with the evaluation of online DL and EvoAutoML these results are expected in that
the evaluation showed already a comparable memory consumption and a lower throughput (time measure)
for single NNs, EvoNAS multiplies this result, since it trains an ensemble of ten NNs. This results in the
highest time consumption in comparison to the other approaches. Considering the consumed RAM-hours,
EvoNAS requires a fraction of the RAM-hours compared to the ensemble learners. Due to the time required
to process the underlying data stream of EvoNAS the required RAM-hours are a multiple times higher than
the RAM-hours required by the single algorithms.

For the application of EvoAutoML in the context ofNAS, we defined a search space that configures smallNNs
wrapped within the online DL estimator. Already smallMLP architectures showed in Section 8.3 comparable
results and substantiate the application of NNs in an online learning environment. The application of
NAS with an underlying evolutionary HPO, however, showed inferior results concerning the predictive
performance, but also the time and memory requirements for online learning. The results presented in
this section show the applicability of NAS in an online learning environment, its complexity, and also
new challenges. While in offline learning the search process is decoupled from the application of the NN ,
the application within online learning environments integrates the search for suitable architectures with the
application. The idea similar to the application of AutoML on data streams was that the configuration evolves
with the underlying data stream. The conflation of the search for neuronal architectures and the simultaneous
use of found NNs, however, also shows that it negatively influences the latency and, thus, the throughput of
the underlying algorithm. A further disadvantage is the slower convergence of larger NN (see. Figure 8.4),
influences the performance of EvoNAS negatively in that it is not suitable A viable solution to this problem
is the application of network morphisms; that reuse the weights of already trained architecture components
and thus achieve a faster adaptation of the data distribution. Considering research question RQ III.2 towards
the application of NAS we presented an approach to perform NAS with an underlying evolutionary approach
on data streams. The presented approach showed, in comparison to the state-of-the-art approaches, inferior
results considering the online learning requirements. However, the possibilities in varying the underlying
optimisation process, using network morphisms or expanding the search space for other neural architectures,
such as LSTMs, show a vast range of possibilities for the adaptation of data streams.

9.5 Summary

In this chapter, we introduced an incremental HPO framework that enables the automated configuration of
ML pipelines (AutoML) and NNs (NAS). We first formalised accordingly to the CASH problem definition
for offline learning an online CASH problem in Definition 20, presented the EvoAutoML framework that
incrementally adapts configuration spaces based on an evolving population of algorithms and algorithm
pipelines. The application of aML pipeline search space showed thatEvoAutoML is capable of outperforming
state-of-the-art single learners, as well as ensemble learners in predictive performance. Regarding the
memory and time requirements and thus the throughput of the algorithms, it emerged that EvoAutoML
outperformed the ensemble learner. Still, the application of single algorithms requires a fraction of the
resources for processing a data stream. The application of NAS on data streams showed that the proposed
evolutionary approach does not lead to better performances in predictive accuracy but also in the time and
memory requirements when executing on data streams. With both empirical evaluations for AutoML and
NAS, we tested Hypothesis II and showed that the incremental adaption of hyperparameters enables better
performances on data streams by following the online learning requirements for AutoML but not for NAS.
Thus we can answer the research questions RQ III.2 and RQ III.3 in that we proposed with EvoAutoML
an evolution-based approach to incrementally adapt a configuration space to data streams. Regarding the
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performance EvoAutoML leads to better performances for the configuration of ML pipelines, but to inferior
performances forNAS. The search for neural architectures under the online learning assumption leads to new
challenges,For the incremental adaptation of NAS, To this end, we have introduced an online DL framework
that merges the vast capabilities of PyTorch for NNs and the simple application of algorithms in an online
learning environment. This framework fosters further research towards the application of NAS.
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10
Conclusion and Outlook

This thesis investigated the adaptivity of AutoML and NAS systems towards certain utilities that go beyond
the predictive performance and the adaptivity to data streams in online learning environments. Motivated by
a traditional KDD process, we locate the adaptation towards a specific utility of AutoML and NAS techniques
at the beginning and the adaptation to data streams at the end of the process, whereby AutoML aims to
automate the steps in between by building a ML pipeline. Accordingly to the adaptivity of AutoML, we
evaluate our approaches on the to AutoML related research field NAS, where the task is to search for suitable
neural architectures. To this end, we provide in Part III a LTR system that learns an underlying metric to
steer the search for suitable configurations of ML pipelines and neural architectures. And in Part IV, we
present two frameworks, that aim to enable and simplify the application of NNs and AutoML systems in
online learning environments by following the Scikit-learn design principles. This chapter summarises and
synthesises our main findings regarding the adaptivity to a specific utility and the adaptivity to data streams.
We conclude this thesis with an outline of promising future research topics.

10.1 Summary

Recent systems, incorporating the search for suitable neural architectures (NAS), have shown impressive
results by concatenating and configuring ML pipelines and NNs on predefined objectives and data sets.
However, it is often challenging to design objectives well-suited to the particular data and task of interest.
Further, recent AutoML and NAS systems assume that all data are available at the beginning of the learning
process and do not change over time. This assumption often contradicts the way data is produced. IoT
and IIoT sensors, for example, continuously produce a vast amount of data, where the underlying data
distribution might change due to changing environments over time, or real-time data analysis is required.
The term "adaptive" in this thesis was thus manifold in that it aimed to (i) steer the search process of AutoML
and NAS systems toward a specific utility (Part III) that goes beyond the predictive accuracy and (ii) to adapt
the search process to data streams (Part IV) within an online learning environment.

Part II provides the foundations and the related work for this work. Starting from theKDD process, we build
the concept of a ML pipeline and depict various HPO techniques that aim to automate based on the CASH
problem the search for suitable pipeline configurations. To adapt this search process to a specific utility, we
introduce LTR approaches that enable the estimation of a ranking for ML pipelines or neural architectures
based on pointwise, pairwise and list-wise comparisons. For the adaptation of AutoML and NAS, we present
within the foundation the online learning concept, the differences for the evaluation setup and the principal
algorithms that provide incremental adaptation, but also online learning capabilities. Within the related
work (Chapter 3), we depict the state-of-the-art approaches towards (i) LTR, incorporating HGML that
includes human interfaces for ML applications, the related work for (ii) multi-objective AutoML and NAS,
(ii) mphonline ensemble learning approaches, and finally approaches that include (iv) online DL.



10 Conclusion and Outlook

Part III was driven by the research questions that asked for a system that adapts AutoML (RQ I) and NAS
(RQ II) to a certain utility an end-user might pursue. We derived from the research questions Hypothesis I:

Existing approaches for AutoML and NAS aim efficiently maximising individual or sets
of objectives L. By variation of the target function L, the output of AutoML and NAS
systems can be adapted and tailored to the needs of the user and thus to a certain utility.

Based on the CASH problem, we formalised and integrated the search for a suitable goal, also known as
metric learning. To test Hypothesis I, we depicted, based on the formalisation, a metric learning system
that incorporates pairwise rankings to learn the underlying preference and ordering of ML pipelines created
by AutoML systems or neural architectures created by NAS systems. We divided the evaluation for AutoML
and NAS into two parts. The first evaluation concerned the capability of learning an objective L by pairwise
comparisons that express a utility an end-user might pursue. We assumed a predefined metric and showed
within the evaluation that the underlying RankNet approach is capable of learning a utility metric within
∼ 10 pairwise comparisons. For AutoML systems, we assumed a set of metrics that are based on the
predictive performance of the underlyingML pipeline and thus calculated based on the prediction the model
makes and the available ground truth label. For NAS systems, we assumed, due to the broad variability and
thus complexity, utilities that incorporate the latency and the complexity of the underlying architecture and
thus utilities that go beyond the predictive performance of the underlying neural architecture. We showed
in both cases that a utility-based metric could be approximated within a few pairwise comparisons. The
second evaluation for the AutoML and NAS systems concerned the impact of the learned metric on the
performance regarding the underlying utility that is pursued. For AutoML, we based our approach on TPOT .
We showed that the utility learned within ten pairwise comparisons can steer the optimisation process of
TPOT in the direction of the underlying utility. Considering NAS, we based our evaluation on the NATS-
Bench benchmark data set and compared our evolution-based optimisation approach against state-of-the-art
multi-objective approaches. With the evaluation of the utility-based adaptation for AutoML and NAS, we
showed that both are capable of steering the optimisation process toward a certain utility (Hypothesis I).

Part IV investigates the adaptation of AutoML andNAS to data streams. Based on the main research question
of this part, whether HPO techniques can be applied in an |online learning environment and leads to better
performances, we derived the following hypothesis

Considering an online learning environment, the incremental adaptation of hyperpa-
rameters enables better performances on data streams by following the online learning
requirements [23].

To test this hypothesis for NAS and AutoML, we provide two main frameworks in this part. In order to
enable NAS, we provide a online DL framework, that combines the vast possibilities of the batch learning
DL framework PyTorch and the simple online learning API of the river framework. This framework aims
to unify and foster the research in online learning for NNs and to simplify the application and engineering
of DL models on data streams. To follow the Scikit-learn design principles, we show the general suitability
and competitiveness of NN with the evaluation of the smallest possible NN , the logistic regression and of
smaller MLP architecture on established data streams and data stream generators. The second framework,
EvoAutoML, introduced in this part, aims to enable the incremental adaptation of configuration spaces and
thus the application of AutoML and NAS on data streams. Based on the assumption of possibly infinite and
evolving data streams, it is based on an evolutionary strategy that develops a population of configuration
candidates over the instances of the stream. As the online DL framework it follows the Scikit-learn design
principles and the river API. We present on a small configuration space that EvoAutoML follows the
requirements for online learning and is capable of generating ML pipelines in an ensemble that outperform
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state-of-the-art approaches in predictive performance but also in memory and time consumption. In order
to perform NAS on data streams, we combined the EvoAutoML and the online DL framework within a
predefined MLP search space. The evaluation showed the complexity of applying NAS on data streams,
as it achieved inferior performances and lower throughput of instances when evaluating the data streams.
Considering Hypothesis II, we showed that the incremental adaptation of hyperparameters leads to better
predictive and less computational requirements for AutoMLwhen compared against other ensemble learners.
This, however, does not apply to the application of NAS. The evaluation of the proposed systems and the
frameworks are made publicly available on Github 1

10.2 Discussion

In this section, we discuss the results of the utility and data stream based adaptation of AutoML and NAS.
The results of the utility-based adaptation of AutoML and NAS showed that the pairwise ranking approach
aims to learn an underlying utility within a few comparisons and steers the system in the direction of
the utility. Within this LTR approach, we assumed predefined human feedback and based the evaluation
on synthetic pairwise comparisons. A central motivation for this synthetic evaluation was to empirically
prove that learned metrics can be utilised for improving the AutoML and NAS search process concerning
predefined targets. Since a human evaluation is dependent on an adequate interface, it is essential to first
develop and evaluate such an interface on its own. However, the evaluation of a utility-based system showed
the influenceability of data-centric approaches and the complexity when incorporating multiple and diverse
objectives. However, a limitation of our approach is the dependency on the learned objective on a set of
predefined metrics, as it constrains the utility to weighted combinations of individual metrics. The set of
metrics is easily extensible. It may require more comparisons to learn the underlying utility but has no
computational influence on the search process than approaches that search a Pareto-frontier.

Within the results for the adaptation ofAutoML andNAS systems to data streams, we propose two frameworks,
the online DL and EvoAutoML framework. The online DL framework fosters research and simplifies the
application ofNNs in an online learning environment. While in an offline learning scenario, the architectural
complexity increased over time (e.g. in image processing tasks) to solve more and more complex tasks, the
application of NNs remained unsuitable in an online learning environment as the architectural complexity.
The back-propagation optimisation process tended to infringe the requirements for an efficient and fast
processing of data streams. Within this framework, we empirically show that architectural simple and
lightweight neural architectures achieve comparable results on data streams to established single online
learning algorithms. This finding fosters further research for DL architectures such as RNN (e.g. LSTM)
or small CNN architectures and is further supported by the online DL framework that builds a connection
between the established offline DL library PyTorch and the simple to use API of the online learning
library river. A particular drawback of merging the PyTorch and the river library for straightforward
development of neural architectures in online learning is the emerging overhead in complexity which
inhibits the throughput of the data stream. The second framework, EvoAutoML, enables the application
of incremental HPO techniques and thus the application of AutoML and NAS on data streams. It trains
an ensemble of ML pipelines or neural architectures and evolves over a predefined configuration space by
applying evolutionary strategies. EvoAutoML outperformed state-of-the-art ensemble learning algorithms,
respectively, their predictive performance but also their memory and time consumption by searching for
online ML pipelines consisting of preprocessing and prediction steps. This, however, did not apply to NAS
as the training of multiple NNs requires a considerable amount of time to process an instance of the data

1 https://github.com/kulbachcedric, last accessed January 30, 2023
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stream. Further, within the evaluation of the online DL framework, it emerged that larger neural architectures
require more instances to learn the underlying data pattern and thus adapt slower, which results in an inferior
accuracy over the processed data streams.

Given the title "Adaptive Automated Machine Learning", we presented in this thesis the adaptation of
AutoML and NAS towards a utility that goes beyond the predictive performance and the adaptation of
AutoML and NAS to data streams. The utility-based configuration of ML models and algorithm pipelines
in AutoML or NAS during a data stream entails multiple difficulties in that the question towards the best
suitable configuration gets accordingly to the utility adaptation of AutoML and NAS presented in Chapter 4
an additional time dimension. This additional dimension incorporates that the underlying data patterns may
change within concept drifts of the data stream, but also the underlying utility might change due to changing
environments.

10.3 Outlook

The utility-based adaptation of AutoML and NAS showed a fruitful direction to extend the search for suitable
ML pipelines and neural architectures. A possible direction is to warm-start the utility-based system with
preferences that other end-users pursued. Such a warm-start would also be directly applicable to theMetric
Learner component of the proposed system, which could then converge with fewer samples. Further, the
system boundaries of the proposed system enable to development of different user interfaces for variousML
tasks. As metric learning incorporates approaches with and without (human) feedback, data-centric metric
learning approaches that integrate the search for a suitable utility within the optimisation process of the
underlyingML algorithm could be integrated within the search for suitable AutoML and NAS configurations.
This, therefore, excludes the possibility of steering the optimisation process of the AutoML or NAS system
more independently from the underlying data distribution. Within the Evaluation Initiator, we proposed,
for the sake of simplicity, a random selection of The random choice of candidates could be extended in the
form of active learning to gradually choose candidate comparisons that lead to faster convergence to the
underlying utility.

Concerning the adaptation of AutoML and NAS, we build with the EvoAutoML and online DL frameworks
a fruitful direction for further research. For the application of AutoML on data streams, the underlying
optimisation process while the data stream is executing is crucial for the predictive performance, but also
for the memory and time consumption and thus for the throughput of the algorithm. Furthermore, the
search space could be further extended in that feature engineering algorithms are applied feature-wise. As
some features might be categorical within the data stream, further encoding steps (e.g. one-hot-encoding)
could be automatically applied to this data stream feature. Such an extension would massively increase the
search space but also the capabilities of executing AutoML on data streams. While NAS showed inferior
performances when considering the online learning requirements, an incremental HPO technique that uses
network morphisms would accelerate the adaptation ofNNs. An optimisation technique that does not rely on
ensembles of NNs might further lead to better predictive performances but also to a better time and memory
consumption. At this end, the proposed online DL framework enables the search for neural architectures that
are suitable for online learning. Network architectures and parametrisations that work well on data streams
can be discovered within the framework and are standardised for further use and applications. At this end,
DL techniques showed not only impressive results for supervised learning but also for unsupervised learning
tasks such as anomaly detection with auto-encoders. The detection of anomalies within the data streams is
essential for the processing of, e.g. IoT and IIoT sensor data as it identifies malfunctioning data sources in
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early stages and may protect downstream steps from significant damage. Here, the online DL framework will
provide auto-encoded anomaly detection approaches that learn the underlying distribution of a data stream.
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A
Appendix

A.1 Results Online Deep Learning

This section provides additional results achieved within the proposed online DL framework. Table A.1
depicts the rolling accuracy with an window size of 1, 000 instances for a logistic regression classifier
implemented within the online DL framework for different optimisers. And Table A.2 provides the rolling
accuracies with a similar window size for the static MLP implementation regarding different optimisers.

Within Tables A.3 and A.4, we depict the results for the Logistic Regression and MLP models on different
learning rates and data streams.

Table A.1: Rolling Accuracy comparison Torch Logistic Regression considering the optimisers Adam, AdamW, SGD, SGDHD and
RMSprop. Accuracy is measured as the average rolling percentage of examples correctly classified.

Data Stream Torch Logistic Regression
Adam AdamW RMSprop SGD SGDHD

Agrawal(50,000) 57.8 ±0.06 57.74 ±0.06 57.83 ±0.06 58.99 ±0.06 59.08 ±0.06
Agrawal(50) 62.2 ±0.09 62.14 ±0.09 62.18 ±0.09 63.39 ±0.09 63.5 ±0.09
Covertype 84.61 ±0.08 84.25 ±0.08 89.34 ±0.07 87.82 ±0.08 90.38 ±0.08
Electricity 83.48 ±0.05 82.96 ±0.06 87.99 ±0.03 85.46 ±0.04 88.54 ±0.03
HYP(50, 0.0001) 88.18 ±0.02 87.53 ±0.02 88.42 ±0.02 91.49 ±0.02 91.62 ±0.02
HYP(50,0.001) 88.2 ±0.02 87.52 ±0.02 88.41 ±0.02 91.3 ±0.02 91.37 ±0.02
LED 76.57 ±0.02 76.6 ±0.02 76.59 ±0.02 76.52 ±0.02 76.52 ±0.02
RBF(10,0.0001) 99.83 ±0 99.47 ±0 99.82 ±0 99.76 ±0 99.76 ±0
RBF(10,0.001) 98.73 ±0.01 97.6 ±0 98.45 ±0.01 98.95 ±0.01 97.52 ±0.01
SEA(50) 99.19 ±0.01 98.86 ±0.01 99.11 ±0.02 99.06 ±0.02 99.06 ±0.02
SEA(50000) 92.65 ±0.02 92.59 ±0.02 92.65 ±0.02 92.55 ±0.02 92.55 ±0.02
Sine 98.32 ±0.01 98.15 ±0.01 98.38 ±0 98.35 ±0.01 98.35 ±0.01
Avg. Accuracy 85.81 85.45 86.60 86.97 87.35
Avg. Rank 3.00 4.42 2.53 2.83 2.42
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Table A.2: Rolling Accuracy comparison Torch Static MLP classifier considering the optimisers Adam, AdamW, SGD, SGDHD and
RMSprop. Accuracy is measured as the average rolling percentage of examples correctly classified.

Data Stream Torch Static MLP Classifier
Adam AdamW RMSprop SGD SGDHD

Agrawal(50,000) 75.72 ±0.06 76.84 ±0.05 74.95 ±0.06 74.91 ±0.05 75.22 ±0.06
Agrawal(50) 92.31 ±0.08 89.79 ±0.08 89.5 ±0.08 80.61 ±0.11 80.77 ±0.11
Covertype 76.25 ±0.13 80.66 ±0.11 84.52 ±0.12 87.08 ±0.14 83.23 ±0.14
Electricity 77 ±0.1 74.64 ±0.13 91.48 ±0.03 86.8 ±0.07 84.9 ±0.08
HYP(50, 0.0001) 92.53 ±0.03 89.62 ±0.02 92.42 ±0.03 92.32 ±0.06 92.43 ±0.06
HYP(50,0.001) 91.98 ±0.03 89.74 ±0.02 91.8 ±0.03 91.75 ±0.06 91.82 ±0.06
LED 71.94 ±0.05 72.38 ±0.05 70.6 ±0.05 72.58 ±0.09 72.84 ±0.1
RBF(10,0.0001) 99.65 ±0.01 99.53 ±0.02 99.51 ±0.02 95.75 ±0.08 96.07 ±0.08
RBF(10,0.001) 97.36 ±0.02 99.25 ±0.01 96.94 ±0.02 97.24 ±0.06 97.15 ±0.06
SEA(50) 98.7 ±0.01 97.8 ±0.01 98.67 ±0.01 98.42 ±0.04 98.49 ±0.04
SEA(50000) 93.41 ±0.02 92.82 ±0.02 93.31 ±0.02 92.92 ±0.04 92.92 ±0.04
Sine 98.77 ±0.01 97.79 ±0.01 98.8 ±0.01 98.63 ±0.03 98.63 ±0.03
Avg. Accuracy 88.80 88.41 90.21 89.08 92.71
Avg. Rank 3.08 3.58 2.83 3.50 2.80
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