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Abstract— In this paper, we present TEScalib, a novel extrin-
sic self-calibration approach of LiDAR and stereo camera using
the geometric and photometric information of surrounding
environments without any calibration targets for automated
driving vehicles. Since LiDAR and stereo camera are widely
used for sensor data fusion on automated driving vehicles,
their extrinsic calibration is highly important. However, most
of the LiDAR and stereo camera calibration approaches are
mainly target-based and therefore time consuming. Even the
newly developed targetless approaches in last years are either
inaccurate or unsuitable for driving platforms.

To address those problems, we introduce TEScalib. By apply-
ing a 3D mesh reconstruction-based point cloud registration,
the geometric information is used to estimate the LiDAR to
stereo camera extrinsic parameters accurately and robustly. To
calibrate the stereo camera, a photometric error function is
builded and the LiDAR depth is involved to transform key
points from one camera to another. During driving, these two
parts are processed iteratively. Besides that, we also propose an
uncertainty analysis for reflecting the reliability of the estimated
extrinsic parameters. Our TEScalib approach evaluated on the
KITTI dataset achieves very promising results.

I. INTRODUCTION

Autonomous systems like robots and automated driving
vehicles are often equipped with multi-modal sensors for
environment perception. A sensor setup composed of dif-
ferent sensor measuring principles make perception robust
to the variety of environments. For fusing measurements of
different sensor systems, it is a key requirement to firstly
obtain the extrinsic parameters between them accurately.
Most common extrinsic calibration approaches for LiDAR
and stereo camera use calibration targets such as chessboards
or other objects with a known shape. The extrinsic param-
eters are estimated by minimizing the back-projection error
of the corresponding calibration targets in the LiDAR or
camera domain. An experimental environment with enough
calibration targets is usually needed, which introduces much
manual work. However, this manual work can not be easily
done by customers themselves, because some professional
knowledge is also needed. Especially for custom automated
driving vehicles in the future, the mounted sensors need to
be re-calibrated continuously after they are sold.

In the work [1], the authors propose a targetless LiDAR
and camera extrinsic calibration approach based on mutual
information (MI) using LiDAR intensity measurements and
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Fig. 1: TEScalib: a targetless LiDAR stereo camera extrinsic
calibration approach for automated driving platforms. By
applying a 3D mesh reconstruction-based point cloud reg-
istration and a photometric error function, the LiDAR and
stereo camera are calibrated accurately and robustly.

camera gray values. Cameras measure rich photometric in-
formation and LiDARs accurate geometric information of the
surroundings. Only using the inaccurate LiDAR intensity to
obtain the extrinsic parameters between LiDAR and camera
seems unpromising. The work in [2] co-registers the camera
edge pixels and LiDAR discontinuity features. However, it
faces a parallax issue since sensors can not be mounted
with a same pose. The co-registered features do not always
represent a same feature in the real world. Besides that, all
targetless approaches just give us a calibration result in the
end, but can not decide whether the result is reliable.

Therefore, as shown in Fig. 1 we propose TEScalib: a
novel targetless extrinsic self-calibration approach of LiDAR
and stereo camera using both geometric and photometric
information of the surrounding environments. Our TEScalib
contains mainly four parts: LiDAR-stereo calibration, left
and right camera calibration, cooperative calibration (so
called co-calibration) and uncertainty analysis. As shown
in Fig. 2, for the LiDAR-stereo calibration, a 3D mesh
reconstruction-based robust point cloud registration method
is applied, which achieves a very large convergence range
and a high accuracy. A photometric error function using
camera image key points and LiDAR depth is minimized to
obtain the left and right camera calibration precisely. During
driving, both approaches are processed iteratively and an
uncertainty analysis is involved to evaluate the reliability of
the estimated parameters under different driving scenarios.
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Fig. 2: TEScalib pipeline overview. The LiDAR-stereo calibration (in blue) uses the environment geometric information and
achieves robust and accurate results by applying a 3D mesh reconstruction-based point cloud registration method. By the left
and right camera calibration (in violet), camera key points and LiDAR depth are used to build a photometric error function,
by minimizing which the transformation between two cameras is estimated accurately. These two parts run cooperatively and
iteratively (in red). An uncertainty analysis (in orange) is done to obtain the reliability of the estimated extrinsic parameters.

The main contributions of this work can be listed as:

• LiDAR-stereo calibration using 3D mesh reconstruction
achieves a large convergence range and a high accuracy.

• Left and right camera calibration with a photometric
error function is sensitive to camera poses but not to
the key point depth from the LiDAR 3D meshes, which
makes an online iterative co-calibration beginning with
a bad LiDAR depth initialization meaningful.

• An uncertainty analysis helps to evaluate the reliability
of the estimated extrinsic parameters in each single
dimension separately under different driving scenarios.

II. RELATED WORK

The targetless extrinsic calibration of the LiDAR and
camera sensor is the problem to estimate the rigid body
transformation between the LiDAR and camera coordinate
systems without any calibration targets. The existing ap-
proaches can be mainly divided into 2 categories: the motion-
based approaches and the feature-based approaches.

For the motion-based approaches like [3], [4], an initial-
ization is not required to ensure the convergence. Chanoh et
al. [5] use the motion estimated from a LiDAR odometry
to transform camera feature points into a single coordinate
system in order to build a back-projection error function,
by minimizing which the extrinsic parameters between the

LiDAR and camera can be obtained. However the motion-
based approaches achieve usually low accuracy because of
the existing noise inside of the estimated motion. Besides
that, in order to fix the motion degeneration problem, it re-
quires at least 2 Degrees of Freedom (DoF) rotational motion
to make all translational extrinsic parameters observable.

The feature-based approaches need an initialization and
can usually achieve a higher accuracy. In [1], [6], the extrin-
sic parameters between the LiDAR and camera are estimated
by maximizing the MI obtained from the sensor-measured
surface intensities. However the influence of intensities by
sunlight or shadow can damage the calibration results. The
works proposed in [7], [8] estimate extrinsic parameters
by aligning edges or lines detected in both LiDAR and
camera domains. In [9], the LiDAR Simultaneous Localiza-
tion and Mapping (SLAM) technique is used to map the
road surface. The mapped road surface features are then
back-projected into images in order to build residuals. The
authors in [10] apply a motion-based approach to estimate
the extrinsic parameters coarsely and use the feature-based
method to refine the result. However finding the right feature
correspondences from different sensors is a big challenge
and wrong associations can strongly reduce the estimation
accuracy. Besides that, the detected features like lines from
the LiDAR and camera do not always represent the same



feature in the real world due to the parallax effect.
Another big challenge of a targetless LiDAR and camera

extrinsic calibration algorithm is the reliability analysis of the
estimated calibration result. Due to the lack of the constraints
generated from different driving scenarios, residuals after
optimization could be quite small but the elements in some
specified dimensions of the calibration result could still have
large errors. The recent targetless calibration approaches
lack a mechanism to make an uncertainty analysis of the
estimated extrinsic parameters, which could be very helpful
to evaluate the reliability of the calibration result on the
one hand. An the other hand, it is also very meaningful for
an automatic selection of driving scenarios for an optimal
calibration with small uncertainty in all 6 DoF.

To address the problems, we propose TEScalib. For the
LiDAR-stereo calibration, instead of only using special fea-
tures like lines or edges, we use all geometric information of
driving surroundings. No explicit association is needed and
thanks to the LiDAR 3D mesh reconstruction we achieve a
very large convergence and a high accuracy. For the left
and right camera calibration, the accurate LiDAR depth
reduces the false key point association ratio, which makes the
calibration robust and accurate. Besides that, the uncertainty
analysis evaluates the reliability of the estimated extrinsic
parameters under different driving scenarios.

III. LIDAR-STEREO CALIBRATION

The LiDAR-stereo calibration contains three steps: data
preprocessing, coarse calibration and fine calibration. By the
data preprocessing step, the 3D environment geometry is
extracted from the LiDAR and stereo camera measurements.
The goal of the coarse calibration is to estimate the extrinsic
parameters with a large convergence range robustly based on
a bad initialization. Afterwards the fine calibration refines the
extrinsic parameters with a very high accuracy.

A. Data Preprocessing

To extract the 3D environment geometry from stereo cam-
era images, a dense disparity image is calculated using the
Semi-Global Block Matching (SGBM) approach presented in
[11] implemented in OpenCV [12]. Subsequently, we use the
known camera intrinsic parameters to reconstruct the stereo
camera 3D point clouds from these estimated dense disparity
images. Instead of using points directly, 3D reconstructed
triangle meshes are used to represent environment geometric
primitives from the LiDAR measurements, which helps us
to stabilize our data association process during the coarse
calibration and increase the convergence range.

B. Coarse Calibration

Generally, the coarse calibration is responsible for estimat-
ing extrinsic parameters with a high convergence range and
a high robustness, which is however strongly effected by the
correct rate of data association. Because of mismatches and
holes in disparity images and the large initial bias of extrinsic
parameters, which lead to an inaccurate association, a robust
point-to-plane data association strategy is developed.
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Fig. 3: Strategies to calculate the point triangle face distance.

The traditional Iterative Closest Point (ICP) algorithm
only uses the Euclidean distance to search the nearest neigh-
bors and ignores the surface normal information. Since there
are many large planes in urban environments, the surface
normals can provide extra information to increase the data
association quality. Therefore we add the surface normal
information into our association searching process and the
adapted searching criterion is defined as:

arg min
Cpi∈Nc

‖(Cpi −L pi) + ω · (Cni −L ni)‖2, (1)

where Nc denotes the stereo point cloud, Cpi denotes a
stereo point and Lpi the centroid of the corresponding
LiDAR triangle face. Cni is the normal vector at the stereo
point and Lni the normal vector of the corresponding LiDAR
triangle mesh. ω is a scalar hyperparameter to balance the
importance of the center point position and the normal
vector. As shown in Fig. 3, the surface normal information
provides extra geometric information to achieve better data
association results. In Fig. 3a, the stereo point A and centroid
D of the LiDAR triangle face MD have the shortest distance,
if only the perpendicular distance from a point to a triangle
mesh is considered. The stereo point A is then associated to
the LiDAR triangle face MD. However, if the surface normal
is also considered as shown in Fig. 3b, the stereo point A
will be associated to the LiDAR triangle face MB correctly.
Therefore, during the point cloud registration, we consider
the surface normal information in the objective function:

arg min
T

∑
pi

s,p
i
m

ni
m(LCTpi

m − pi
s)

‖ni
m‖

+ ω ·LC Tni
m × ni

s, (2)

where ni
s and ni

m denote the normal vector of a stereo point
and the normal vector of the corresponding LiDAR triangle
mesh. L

CT denotes the LiDAR-stereo extrinsic parameters.
pi
s is a stereo point and pi

m the centroid point of the
corresponding LiDAR triangle mesh. Since the normal vector
estimation of the ground and big walls is accurate, this
objective function makes our coarse calibration accurate.

C. Fine Calibration

During the fine calibration step, a point to point objective
function is developed to refine the calibration results accu-
rately. Because the point cloud from the stereo camera is
relatively noisy, the corresponding normal vector calculation



is not accurate enough, a point to point Euclidean distance
is utilized to search the nearest neighbors. Due to the high
accuracy of the LiDAR depth measuring, the normal infor-
mation of the LiDAR points are used to set the projection
direction and the objective function is defined as:

arg min
T

∑
pi

l,p
i
s

Lnᵀ
i [LCT(Lpi +L wi)− F(Cdi +C wi)], (3)

where F(.) denotes the disparity to point cloud transform
function, L

CT denotes the extrinsic parameters, Lwi and Cwi

denote the noise of LiDAR and stereo point clouds.

IV. LEFT AND RIGHT CAMERA CALIBRATION

An important requirement for the LiDAR-stereo calibra-
tion is the well calibrated stereo camera setup. To ensure
this, we design a stereo left and right camera extrinsic cali-
bration approach with a camera key point-based photometric
objective function using the LiDAR depth information.

A. Key Point Projection Function

A LiDAR triangle mesh in the 3D space can be observed
from the left and right camera with the projection function:

drpr = K ·rl T
(
K−1dlpl

)
, (4)

where pr = (ur, vr, 1)
ᵀ and pl = (ul, vl, 1)

ᵀ denote the
left and right camera image key point. dr and dl denote the
depth of the points pr and pl. K denotes the camera intrinsic
parameters and r

lT the stereo extrinsic parameters. An affine
relationship exists between the projected triangle in the left
and right image, since K is not an orthonormal rather than a
full range matrix. Using the LiDAR triangle meshes, points
on the triangle face can be linear interpolated with:

p = αa + βb + γc

α+ β + γ = 1, (5)

where a,b, c are the triangle mesh vertices. Because Eq.5
describes a proportional relation, we can use α, β, γ to find
the projection point in another camera image directly.

B. Photometric Objective Function

Similar as in the Stereo Direct Sparse Odometry (DSO)
[13], the photometric objective function is denoted as:

pl =
[
α β γ

]
� K ·CL T

[
a b c
1 1 1

]
pr =

[
α β γ

]
� K ·rl T ·CL T

[
a b c
1 1 1

]
Elr =

∑
pl∈Pl

∑
p̃l∈Npl

ωp̃l
‖Ir [p̃r]−br−

ear

eal
(Il [p̃l]−bl)‖γ

ωp =
c2

(c2 + ‖∇I (p)‖22)
, (6)

where a = (ax, ay, az)
ᵀ, b = (bx, by, bz)

ᵀ and c =
(cx, cy, cz)

ᵀ are the triangle face vertices, α, β and γ are
the triangle face based parameterization of the point pl, �
denotes that the last row needs to be normalized. Pl is the left

image point set. Npl
is the used image pattern of the point pl

to calculate photometric errors. p̃r is the projection point of
pl in the right image. The brightness correction approach
presented in [13] is here applied and the corresponding
parameters al, bl, ar and br are jointly estimated during the
optimization process. ‖·‖γ denotes the robust Huber norm
and c is a hyperparameter to set the weight.

C. Sensitivity Analysis

To know whether the photometric objective function is
suited for the left and right camera calibration using the
LiDAR depth in the camera frame, which could be noisy
because of a bad LiDAR-stereo calibration initialization, we
need to analyze the sensitivity of the objective function to the
camera pose and LiDAR depth. We assume that the depth of
the same key point in the left and right camera is the same:
d = dl = dr. The sensitivity depends on Eq. 6 to the camera
pose r

lT and to the LiDAR depth d are denoted as:

Jr
lT

=
1

dr
K
[
r
lT
(
K−1dlpl

)
, I
]
∈ R3×6

Jdr =
1

d2r
K r

lRpl ∈ R3×1. (7)

By applying camera intrinsics, the rotation and translation
Jacobian of the camera pose and key point depth are then:

Jr
lR

=

 cxv fx
(
tx
d −u

)
+cx fxv

fy
(
tx
d −u

)
−cy cy fy

v 1 0


Jr

lT
=

 fx
d 0 cx

d

0
fy
d

cy
d

0 0 1
d


Jdr =

1

d2r

 fxu+ cx
fyv + cy

1

 . (8)

As shown in Eq. 8, the photometric objective function is
sensitive to the camera pose but not to the LiDAR depth.
Therefore the photometric objective function can tolerant
some LiDAR stereo calibration noise and still realize an
accurate left and right camera calibration.

V. CO-CALIBRATION

The LiDAR-stereo calibration is robust and accurate, when
the stereo camera setup is well calibrated. The left and right
camera calibration is accurate and can tolerant some LiDAR
stereo camera extrinsic parameter error. During driving, these
two approaches are processed cooperatively and iteratively,
which is called as co-calibration. We stop this process until
both of the extrinsic parameter estimations are stable.

VI. UNCERTAINTY ANALYSIS

Most of LiDAR and camera calibration approaches can not
decide automatically whether the calibration result is reliable
when the residuals are small after optimization. We propose
a novel uncertainty analysis to evaluate the reliability of the
estimated extrinsic parameters under different scenarios.



A. Measurement Noise Model

Measurement noise leads to the uncertainty of the extrinsic
parameter estimation. To analyze the estimation uncertainty,
sensor noise models are needed. The stereo point cloud is
obtained from the disparity image. Let Cwi ∈ N (0,C Σi)
be the disparity noise of each pixel. The covariance matrix
is CΣi = σ2

i I1×1. The disparity of each pixel can be
described as Cdgti =C di +C wi. Similar as [14], let Lwi

be the measurement noise of the LiDAR point Lpi. Based
on the measuring principle of LiDAR sensors, this noise can
be divided into the beam direction noise and the distance
noise assuming that the beam direction has a perturbation
in the tangent plane. Let lwi ∈ N (0,l Σi) be the beam
direction noise. The covariance matrix is lΣi = σ2

i I2×2. The
beam direction ωgt

i = ebN(ωi)
lwi×cωi, where b ×c denotes

the skew-symmetric matrix mapping, N(ωi) = [N1,N2] ∈
R3×2 is the orthonormal basis of the tangent space at ωi. Let
dwi ∈ N (0,d Σi) be the distance noise, where dΣi ∈ R1×1.
The distance is described as ldgti =l di +d wi. Combining
these two noise sources, the ground-truth LiDAR point Lpgt

i

combined with its measurement Lpi can be described as:
Lpi

gt =l dgti · ω
gt
i

≈ ldi · ωi︸ ︷︷ ︸
Lpi

+ dwi · ωi −l dibωi×cN(ωi)
lwi︸ ︷︷ ︸

Lwi

. (9)

Therefore, the covariance matrix of the LiDAR point mea-
surement noise Lwi ∈ N (0,L Σi) can be described as:

LΣi = Ji

[
dΣi 01×2
02×1

lΣi

]
Jᵀ
i

Ji = [ωi, −ldibωi×cN(ωi)] ∈ R3×3. (10)

B. Uncertainty Analysis under Different Driving Scenarios

Based on the constraints generated from different driving
scenarios, the estimated extrinsic parameters can have high
accuracy in some dimensions and low accuracy in other
dimensions. Therefore, we introduce a novel uncertainty
analysis approach to evaluate the reliability of the LiDAR-
stereo calibration result. The corresponding objective func-
tion Eq.3 can be approximated as:

0 =L nᵀ
i [LCT(Lpi +L wi)− F(Cdi +C wi)]

≈ resi + JTi
δLCT + Jwi

δwi, (11)

where

resi =L nᵀ
i [LCT(Lpi)− F(Cdi)]

L
CT =

[
R t

03×1 01×1

]
JTi =L nᵀ

i

[
−bRLpic, I

]
Jwi

=L nᵀ
i

[
R,−∂F

∂di

]
wi =

[
Lwi
Cwi

]
∈ R4×1

Σi =

[
LΣi 0
0 CΣi

]
∈ R4×4. (12)

Assuming no bias in the left and right camera calibration,
the uncertainty of the LiDAR-stereo calibration only depends
on the noise of LiDAR points and pixel disparities. Based
on the forward and backward propagation, the LiDAR-stereo
calibration uncertainty can be defined as:

L
CΣT =

 ∑
Lpi,Cdi

Jᵀ
Ti

(
JwiΣiJ

ᵀ
wi

)−1
JTi

−1 . (13)

VII. EXPERIMENTAL EVALUATION

A. Dataset and Parameters

For the experimental evaluation, we use the urban se-
quence 00 from the KITTI dataset [15]. For comparison,
the ground-truth extrinsic parameters between the LiDAR
and stereo camera setup as well as between the left and
right stereo camera provided by the KITTI dataset are
used. We also compare our LiDAR-stereo calibration results
based on the provided left and right camera ground-truth
calibration against other state-of-art targetless approaches,
which are also evaluated on the KITTI dataset. Besides that,
the co-calibration, which combines these two approaches, is
also evaluated. We evaluate our uncertainty analysis of the
estimated extrinsic parameters under some typical driving
scenarios and explain the meaning of the estimated uncer-
tainty. The evaluation shows that our approaches are accurate
and robust by applying urban driving scenarios.

B. Results and Analysis

1) LiDAR-stereo calibration: To use the approach pre-
sented in Sec. III-B and Sec. III-C to extrinsic calibrate the
LiDAR and stereo camera setup, a batch optimization with a
batch size of 20 is applied. This procedure is processed as a
sliding window approach over time of a driving sequence. To
use measurements with meaningful information, we select
measurements with a time interval of 0.5 s. The rotation
initialization error is gaussian randomly simulated with a
mean error of 3.0◦ and the translation initialization error with
a mean error of 0.3 m. The hyperparameter to balance the
point coordinates and normal vector ω in Eq.1 is chosen as
0.5. The calibration results based on an the KITTI sequence
00 are plotted in Fig. 5 and the comparison of our calibration
results on the KITTI dataset against other state-of-the-art
approaches are shown in TABLE. I.

As shown in Fig. 5, the coarse calibration is robust against
bad initializations. After the coarse calibration, the rotation
error of the calibration result is smaller than 0.6◦ and the
translation error smaller than 0.2 m. After the fine calibra-
tion, the rotation error of the result is smaller than 0.1◦ and
the translation error about 0.01 m. The estimated extrinsic
parameters between the LiDAR and stereo camera have a
lower covariance and our approach has a high consistency.
Besides that, as shown in TABLE. I, our two-stage LiDAR-
stereo calibration approach outperforms all of other state-of-
the-art targetless extrinsic calibration approaches.

A calibration result example tested on the KITTI dataset
is illuminated in Fig. 4. Fig. 4a shows the reprojection error



(a) The reprojection error in the image domain

(b) The distance error in the 3D space

Fig. 4: An LiDAR-stereo calibration error example tested on
the KITTI dataset in the image domain and the 3D space.
The green points and meshes denote the LiDAR points and
triangle faces. The black points denote the stereo points.

on the image plane and both of the pillar edges are matched
accurately. The calibration results are also shown in Fig.4b
in the 3D space. The wall and vehicles in the LiDAR and
stereo point clouds are aligned also accurately. This example
proves that our approach achieves high-accurate results.

2) Left and right camera calibration: In this section, we
evaluate the left and right camera calibration presented in
Sec. IV-A and Sec. IV-B. We assume that the transformation
between the LiDAR and stereo camera setup is known. As
same as the LiDAR-stereo calibration, we apply a batch
optimization with a batch size of 20 and the measurements
are sampled with a time distance of 0.5 s. The initial rotation
and translation error are gaussian randomly simulated with
a mean errors of 1.0◦ and 0.1 m. The calibration results
evaluated on the KITTI sequence 00 are shown in Fig.
5 in blue. Our approach achieves a high-level accurate
performance. The most rotation error is smaller than 0.1◦

and the translation error smaller than 0.01 m.
3) Co-calibration: In this section, we evaluate the co-

calibration process, which estimates the LiDAR-stereo ex-
trinsic parameters and the left and right camera extrinsic
parameters iteratively. Firstly, we start with the left and
right camera calibration using the LiDAR depth informa-
tion, because as explained in Sec. IV-C this approach is
not sensitive to the key point depth noise. And then we
run the LiDAR-stereo calibration with the estimated stereo
camera calibration. Afterwards, the estimated LiDAR-stereo
extrinsic parameters are fed into the left and right camera

TABLE I: Comparing our LiDAR-stereo calibration with
other state-of-the-art approaches like HEC[16], STC[17],
SOIC [18], MBC [19] and ECM [20] tested on the KITTI
dataset. Our approach outperforms all of these approaches.

Rx(◦) Ry(◦) Rz(◦) Tx(cm) Ty(cm) Tz(cm)
Ours -0.002 -0.012 0.037 0.664 -0.513 0.331
HEC 0.800 -5.360 1.600 1.460 13.310 56.970
STC -0.390 0.010 0.060 -2.150 -31.710 9.800
SOIC 0.070 -0.170 -0.230 6.100 -8.600 9.000
MBC 0.438 0.415 0.154 6.300 7.500 2.000
ECM 0.353 0.283 0.313 2.300 3.800 2.300
ECE 0.042 0.030 -0.040 -0.520 0.700 1.310

calibration process. This operation is repeated until both of
these two calibration processes are converged. The batch
optimization has a batch size of 10 and a sampling interval
of 0.5 s. The initial rotation and translation error is gaussian
randomly simulated with a mean errors of 1.0◦ and 0.1 m.
The calibration results evaluated on the KITTI sequence 00
are shown in Fig. 7. For the left and right camera calibration,
most of the rotation error is smaller than 0.1◦ and the
translation error smaller than 0.02 m. For the LiDAR-stereo
camera calibration, most of the rotation error is smaller than
0.3◦ and the translation error smaller than 0.05 m.

C. Uncertainty under Different Driving Scenarios

The targetless calibration approaches can provide extrinsic
parameters automatically without any calibration targets.
However, most of the targetless approaches have limitations
on suitable driving scenarios. Using the uncertainty analysis,
the estimation reliability of the extrinsic parameters under
different scenarios can be obtained after optimization. We
select 2 typical scenarios for the uncertainty analysis evalu-
ation of our LiDAR-stereo calibration approach. The Fig. 8a
and Fig. 8b denote a highway and an urban environment from
the KITTI dataset. The calibration errors from the highway
and urban environment are shown in Eq.14 and Eq. 15.

In the highway scenario, the translation error along the x-
and z-axis as well as the rotation error along the y-axis are
larger than the error in other dimensions. It is actually easy
to understand. In this scenario, we try to align 2 planes. If
these two planes have a big translation difference along the
x- and z-axis and a big rotation difference along the y-axis,
the residuals are still small. It means that the reliability of
the calibrated translation result along the x- and z-axis and
the rotation result along the y-axis is poor.

ER =
(

0.2116 1.8645 0.0398
)

(◦)

ET =
(
−1.3658 0.0218 −2.2419

)
(m) (14)

In the urban scenario, the error in each dimension is
small, because the scenario provides enough constraints in
each direction. Our algorithm achieves accurate and reliable
calibration result by applying constraints from this scenario.

ER =
(

0.036 −0.042 0.042
)

(◦)

ET =
(

0.004 0.015 0.006
)

(m) (15)



Fig. 5: The LiDAR-stereo as well as the left and right camera calibration results evaluated on the sequence 00 of the KITTI
dataset. The red line shows the LiDAR-stereo coarse calibration result errors (gaussian randomly initialized with a rotation
mean error of 3.0◦ and a translation mean error of 0.3 m). The blue line shows the left and right camera calibration result
errors (gaussian randomly initialized with a rotation mean error of 1.0◦ and a translation mean error of 0.1 m).

Fig. 6: The left and right camera calibration using a photo-
metric error function. The upper image comes from the left
camera. The middle and lower image come from the right
camera before and after calibration. The key points in the
blue rectangle are aligned accurately after the optimization.

The uncertainty ratio (the uncertainty under the highway
scenario element wise divided by the uncertainty under the
urban scenario) shown in Eq. 16 reflects the calibration
reliability under these two driving scenarios.

ΣR =

 0.705 −120.293 −0.308
−120.293 5.593 91.499
−0.308 91.499 0.062


ΣT =

 12.364 −9.272 −13.966
−9.272 0.728 2.215
−13.966 2.215 3.989

 (16)

The rotation uncertainty along the y-axis and the transla-
tion uncertainty along the x- and z-axis under the highway
scenario are larger than the uncertainty under the urban
environment. Because more LiDAR and stereo points on
the ground under the highway scenario are used so that

the translation uncertainty along the y-axis and the rotation
uncertainty along the x- and z-axis is smaller than the
uncertainty under the urban environment. So the uncertainty
analysis can provide us automatically the reliability of the
estimated extrinsic parameters in all 6 DoF.

VIII. CONCLUSION AND FUTURE WORK

In this work, we present TEScalib, a targetless LiDAR and
stereo camera extrinsic self-calibration approach especially
for autonomous driving platforms. During the LiDAR-stereo
calibration, a novel geometric information-based data associ-
ation and objective function using point position and surface
normal information are applied to estimate the extrinsic
parameters accurately and robustly. The left and right camera
calibration uses image key points and LiDAR depth to build
a photometric objective function, which is then minimized to
realize a highly accurate stereo camera extrinsic calibration.
During driving, the so called co-calibration processes these
two approaches iteratively. Besides, we propose an uncer-
tainty analysis, which reflects the reliability of the estimated
extrinsic parameters under different driving scenarios.

Our TEScalib makes it possible for autonomous driving
platforms to extrinsic calibrate the LiDAR and stereo camera
setup online robustly and accurately only using urban driving
scenarios without any manufactured calibration targets from
bad initializations. Using our uncertainty analysis, the quality
of the estimated extrinsic parameters can be judged for
different moving dimensions separately. Besides that, this
automatic judgement also allows us to reject bad driving
scenarios automatically to improve the calibration results.

For the future work we will address three points: realizing
the LiDAR-stereo calibration and the left and right camera
calibration in one optimization jointly; designing an online
monitoring system to detect the calibration error and to de-
cide whether a new calibration process should be triggered;
analyzing of constraints for each single dimension.



Fig. 7: The co-calibration results evaluated on the sequence 00 of the KITTI dataset. The red line denotes the LiDAR-
stereo calibration result errors and the blue line the left and right camera calibration result errors. The initialization of the
co-calibration is gaussian randomly simulated with a rotation mean error of 1.0◦ and a translation mean error of 10.0 cm).

(a) Highway scenario

(b) Urban scenario

Fig. 8: Uncertainty analysis under two scenarios. The stereo
points are green colored and the LiDAR points white colored.
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