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Abstract

Purpose: The primary fluence of a proton pencil beam exiting the accelerator is enveloped by a region of secondaries, com-
monly called “spray”. Although small in magnitude, this spray may affect dose distributions in pencil beam scanning mode
e.g., in the calculation of the small field output, if not modelled properly in a treatment planning system (TPS). The purpose of
this study was to dosimetrically benchmark theMonte Carlo (MC) dose engine of the RayStation TPS (v.10A) in small proton
fields and systematically compare single Gaussian (SG) and double Gaussian (DG) modeling of initial proton fluence pro-
viding a more accurate representation of the nozzle spray.
Methods: The initial proton fluence distribution for SG/DG beam modeling was deduced from two-dimensional measure-
ments in air with a scintillation screen with electronic readout. The DGmodel was either based on direct fits of the twoGaus-
sians to the measured profiles, or by an iterative optimization procedure, which uses the measured profiles to mimic in-air
scan-field factor (SF) measurements. To validate the DG beam models SFs, i.e. relative doses to a 10 � 10 cm2 field, were
measured in water for three different initial proton energies (100 MeV, 160 MeV, 226:7 MeV) and square field sizes from
1 � 1 cm2 to 10 � 10 cm2 using a small field ionization chamber (IBA CC01) and an IBA ProteusPlus system (universal
nozzle). Furthermore, the dose to the center of spherical target volumes (diameters: 1 cm to 10 cm) was determined using the
same small volume ionization chamber (IC). A comprehensive uncertainty analysis was performed, including estimates of
influence factors typical for small field dosimetry deduced from a simple two-dimensional analytical model of the relative
fluence distribution. Measurements were compared to the predictions of the RayStation TPS.
Results: SFs deviated by more than 2 % from TPS predictions in all fields < 4 � 4 cm2 with a maximum deviation of
5:8 % for SG modeling. In contrast, deviations were smaller than 2 % for all field-sizes and proton energies when using
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the directly fitted DG model. The optimized DG model performed similarly except for slightly larger deviations in the
1 � 1 cm2 scan-fields. The uncertainty estimates showed a significant impact of pencil beam size variations (�5%)
resulting in up to 5:0 % standard uncertainty. The point doses within spherical irradiation volumes deviated from calcu-
lations by up to 3:3 % for the SG model and 2:0 % for the DG model.
Conclusion: Properly representing nozzle spray in RayStation’s MC-based dose engine using a DG beam model was
found to reduce the deviation to measurements in small spherical targets to below 2 %. A thorough uncertainty analysis
shows a similar magnitude for the combined standard uncertainty of such measurements.

Keywords: Pencil beam scanning; Small field dosimetry; Low-dose envelope; Double Gaussian beam model
1 Introduction

Advances in proton beam delivery techniques and image
guidance allow for irradiation of small target volumes such
as boost volumes or small lesions in pediatric patients. This
brings up new challenges for both treatment planning and
clinical quality assurance. Determination of dose is con-
ducted according to international standards, like the IAEA
Technical Reports Series No. 398 [1]. It states that the phys-
ical quantities that enter the beam quality correction factor
kQ;Q0

are assumed to be reasonably independent of measur-
ing depth and field size.

However, in treatment fields smaller than 4 � 4 cm2

stopping-power ratios and perturbation factors might be
impacted by field dimensions. In photon beam dosimetry
this field size dependence has been extensively investigated
and is accounted for by output correction factors that are
numerically or experimentally assessed for each individual
detector model [2]. The IAEA Technical Reports Series
No. 483 [2] provides a systematic and standardized proce-
dure for dose measurements with high resolution detectors
in small photon fields. In proton therapy no unified standard
for small field dosimetry has been established. Although the
general effects such as volume averaging are expected to be
comparable in magnitude, an increased experimental uncer-
tainty must be assigned to dose measurements in small pro-
ton fields as the current knowledge is somewhat limited.

More importantly, accurate clinical dose calculation is
also challenging under small field conditions. Even when
using Monte Carlo (MC)-based dose engines minor inaccu-
racies in the initial beam model can alter the lateral equilib-
rium in the center of the irradiation field. A proton pencil
beam consists of a Gaussian-shaped core which is enveloped
by a region of low fluence originating from large angle scat-
tering. Following the terminology of Gottschalk et al. [3],
charged secondaries originating from single large angle scat-
tering in the medium are named halo whereas scattered radi-
ation originating from the beamline components is referred
to as nozzle spray. Several studies found that treatment plan-
Please cite this article as: F. Kugel, Jörg Wulff, C. Bäumer et al., Validating a double Gaussian s
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ning and dose calculation can be affected when the low dose
envelope is not properly represented in the algorithm’s beam
model [4–12].

In modern treatment planning systems (TPS) the halo is
inherently accounted for by MC-based dose algorithms,
which explicitly model hadronic interaction processes on a
microscopic level. The nozzle spray is not included in the
dose computation procedure, but rather enters the calculation
as the initial beams phase. Here, the impact of the fluence
model depends strongly on the proton nozzle design. By
approximating the initial beam profile with a single Gaussian
(SG) function, as it is state of the art for most clinical dose
algorithms, the off-axis proton fluence may be insufficiently
modeled. This possibly influences calculated dose distribu-
tions, especially for small proton beams.

The exact shape of the pencil beam has been experimen-
tally determined in various studies [5–7] and sophisticated
models have been proposed and successfully tested [8,9].
Ideally, the complete beam-transport through the pencil
beam scanning nozzle would be simulated, intrinsically lead-
ing to an accurate prediction of the proton fluence [10,11].
However, a weighted sum of two Gaussian functions can
currently be considered the most practical approach regard-
ing the balance between accuracy, computational speed
and modelling efforts.

The aim of this work was to dosimetrically validate
Monte Carlo dose calculations of the RayStation TPS (v.
10A; RaySearch Laboratories, Sweden) in small proton
fields and systematically compare single Gaussian and dou-
ble Gaussian (DG) modeling of the initial proton fluence. It
was hypothesized that the use of a DG fluence model would
result to a more accurate dose predictions in small proton
fields due to a more precise representation of nozzle spray.
For this purpose, two DG source models were created for
the RayStation TPS from experimental data. To validate
these models, MC-based dose calculations were conducted
for monoenergetic square fields and energy modulated irra-
diation fields using both the SG and DG beam models.
The resulting dose values were then compared to experimen-
ource model for small proton fields in a commercial Monte-Carlo dose calculation engine, Z
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tal data to systematically investigate the possible advantages
of DG over SG source modeling within the MC-based
algorithm.

2 Methods

All experiments were performed at the fixed beam line in
the Proteus�PLUS facility (Ion Beam Applications Louvain-
Neuve, Belgium) at the Westdeutsches Protonentherapiezen-
trum Essen (WPE). First, scan-field factors (SF) in monoen-
ergetic square fields were measured to benchmark the dose
algorithm under standardized conditions. In a second exper-
imental series, spherical volumes of different diameters were
irradiated to validate the dose calculation under clinically
relevant conditions. A comprehensive uncertainty analysis
was performed. The latter considered experimental influ-
ences associated with small field sizes i.e., positioning
uncertainties, volume averaging and beam application
uncertainties.

2.1 Source modelling in the TPS

Three different source models, an SG and two variants of
a DG source model were commissioned in the RayStation
TPS, to systematically compare the different approaches in
terms of accuracy for dose predictions. RayStation’s MC
dose engine uses these analytical models of the initial beam
fluence to sample individual protons for MC dose
calculation.

The single spot in-air dose profiles used in the beam mod-
eling were recorded using the two-dimensional (2D) scintil-
lator detector Lynx PT (IBA Dosimetry, Germany).
Measurements were taken in five different distances to the
isocenter (�25 cm, �15 cm, 0 cm, þ10 cm, þ30 cm) for
proton energies covering 100 MeV to 226:7 MeV in steps
of 5 MeV. To determine the profile tails down to a sub-
percent level, the ‘pair magnification’ method, originally
introduced by Lin et al. [4], was followed. In short, fluence
distributions were acquired at two intensity levels by adjust-
ing the proton machine monitor-units, thus leading to one
image with a signal of 80 % at maximum and one with a
factor 10 higher, i.e. saturated. A post-processing routine
was implemented in MATLAB (R2019a, MathWorks, Nat-
ick, US), scaling and merging the single measurements to
a composite 2D image with signals down to 0:01 % of the
maximum.

The SG beam model was created with the RayStation
auto modeling module. This procedure reconstructs the
Fermi-Eyges (FE) parameters, a set of spatial-angular distri-
bution moments defined at the isocenter plane: the angular
variance, spatial-angular covariance, and spatial variance
of the Gaussian distributed proton fluence U. These param-
eters were optimized by minimizing the difference between
Please cite this article as: F. Kugel, Jörg Wulff, C. Bäumer et al., Validating a double Gaussian s
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measured and calculated spot sizes (standard deviation) for
each initial proton energy at various distances [12–14]. This
optimization procedure in RayStation uses the average of
one-dimensional profiles along the main axes of the 2D
measurements.

Additionally, two different DG models were created,
referred to as ‘profile fit’ and ‘optimized fit’ in the following.
The two-dimensional models comprised a weighted sum of
two 2D Gaussian functions with the radial distance r from
the beam axis, with the individual weights x1 and x2 and
the respective standard deviations r1 and r2.

U rð Þ ¼ x1e�r2=2 r21 þ x2e�r2=2 r22 ð1Þ

For the DG model ‘profile fit’ the parameters x1 and x2

and the standard deviations r1 and r2 were determined using
a least-squares fit in MATLAB (R2019a) for each dataset per
energy and distance. The fit was performed on the 2D
images in linear space down to the aforementioned intensity
level of 0:01%. The underlying fit model was constrained to
a symmetric solution along the main axes, i.e. a possible
spot-shape rotation and asymmetry was not considered. Pur-
suing the approach of the built-in auto modeling in RaySta-
tion, the FE-parameters were then deduced by minimizing
the difference of measured vs. calculated spot size by solv-
ing the linear-quadratic FE transport-function, independently
for the primary and secondary Gaussian. Finally, the param-
eters x1 and x2 were taken as an average over all five dis-
tances to isocenter for each energy.

The parametrization of the DG model ‘optimized’ used
the same input data as the ‘profile fit’ model, but the fit
was not performed using the measured single spot profiles
directly. Instead, the single spot profiles were used to simu-
late the cross-section profiles of scanned quadratic fields of
varying size. The simulation was realized by superposition-
ing of the measured single spot profiles organized in a reg-
ular spot pattern that corresponded to the simulated scanned
field. In the extraction of the phase space parameters, the
modelled profiles were calculated using error functions tak-
ing the standard deviations r1 and r2, as well as the param-
eters x1 and x2 in equation (1) as input [15]. For each
energy, the relative weights, and the phase space parameters
of the two Gaussians at isocenter were determined in an opti-
mization including fits to the simulated profiles of all field
sizes and all distances from isocenter simultaneously. In
each optimization iteration, the modelled spot size at each
distance from isocenter was computed from the phase space
parameters at isocenter by FE transport assuming vacuum
[16]. The potential advantage of this method is that the fit
is performed on data that is closer to how the model will
be used, and that one can focus on a certain field size range
for the model. For the ‘optimized’ DG model of this study,
field sizes between 1 � 1 cm2 and 10 � 10 cm2 were used,
ource model for small proton fields in a commercial Monte-Carlo dose calculation engine, Z
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and the profiles at isocenter were weighted higher in the
optimization than the upstream/downstream profiles.

The transport mechanics and physics models used in the
range shifters and in the phantom were identical for all beam
models, i.e. particle transport starts with propagated FE-
parameters at the range shifter entrance [17]. The RayStation
MC-algorithm has been shown to sufficiently represent the
halo in medium [14]. Properties of range shifters in terms
of thickness and material were provided by the user as part
of the beam-model. The derived energy-dependent FE-
parameter tabulations were finally loaded into separate
RayStation beam models. We note that there is no field size
dependent output correction factor in the RayStation beam
model.
2.2 Dosimetric Validation

The dosimetric validation consisted of two experimental
series with varying complexity. The performance of dose
calculations with the SG and DG beam models was com-
pared to dosimetric measurements. At first SFs i.e., the cen-
tral dose in monoenergetic square fields of different sizes
relative to the central dose of a 10 � 10 cm2 scan-field, were
acquired. Under these conditions, the influence of proton
energy and field size on the agreement between calculated
and measured dose was investigated.

In the second experimental series, modulated proton
fields covering spherical volumes were studied. The depth
and diameter of the spheres were varied to cover possible
clinical cases in small field proton therapy.

All fields were applied using the pencil beam scanning
mode without any additional collimation. All dose distribu-
tions were calculated using the RayStation 10A clinical
Monte Carlo algorithm v5.0 on a 1 � 1 � 1 mm3 voxel grid
ensuring a mean relative statistical uncertainty of 0:2 % or
less in the relevant parts of the field.

2.2.1 Scan-field factors
Monoenergetic square fields with eight scan-field sizes

ranging from 1 � 1 cm2 to 10 � 10 cm2 and proton ener-
gies of 100 MeV, 160 MeV and 226:7 MeV were studied.
The energies were selected to cover the full commissioned
range at WPE. The approach of Shen et al. [18] was fol-
lowed to measure all eight scan-field sizes within a single
beam request. For this purpose, the spot pattern of a
10 � 10 cm2 reference field was divided into eight concen-
trical bands that were irradiated and measured individually.
Beam pauses were induced after every portion of the field
to read out the measured charge. By summing up all read-
ings up to a certain scan-field size, the charge per resulting
field size was obtained.

Here and in the following, the term ‘scan-field size’ refers
to the spatial dimensions of the nominal spot positions. The
Please cite this article as: F. Kugel, Jörg Wulff, C. Bäumer et al., Validating a double Gaussian s
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spot pattern for the square fields was created by manually
editing the machine files using a 2:5 mm spot spacing and
constant spot weights. Spot sigma was 8:1 mm, 5:1 mm
and 3:2 mm at the iso plane for 100 MeV, 160 MeV and
226:7 MeV, respectively.

Measurements were performed in the plateau region of
the Bragg peak at 3 cm water-equivalent depth (WED) in
the center of the square fields using the small volume
(1 � 10�2cm3) IC CC01 (SN: 8972, IBA Dosimetry, Ger-
many), a DOSE-1 reference class electrometer (IBA Dosime-
try, Germany) and a type 41023 water phantom (PTW-
Freiburg, Germany) with a custom-made chamber holder.
The detector was irradiated radially and the shift of the effec-
tive point of measurement (EPOM) from the IC’s center was
accounted for by 0:75 times the inner radius of the individual
IC (DIN 6801-1). The entrance window of the phantom was
aligned perpendicular to the beam central axis using the X-
ray imaging system. The isocenter was positioned in 3 cm
WED and alignments of the detector and the phantom were
verified by X-ray imaging.

2.2.2 Small irradiated volumes
Spherical target volumes with diameters of 1 cm, 2 cm,

4 cm, 6 cm and 10 cm were irradiated in WED of 5 cm,
10 cm, 20 cm and 25 cm. The isocenter was positioned at
the point of measurement in the center of the spherical target
volumes.

The irradiation fields were optimized within RayStation
leading to a uniform RBE-weighted dose of 180 cGy within
the target structure. Here, 98 % of the respective target vol-
ume had to receive at least 175 cGy of RBE-weighted dose.
Additionally, a dose fall-off objective from 180 cGy to
90 cGy RBE-weighted dose within 1 cm was defined. The
default spot and layer spacing of RayStation (“automatic
with scale 1”) was applied, i.e. spot spacing of 1:06 times
the average projected sigma and layer spacing that corre-
sponds to an intersection at the 80 % dose level of the next
distal Bragg peak.

Range shifters (polymethyl methacrylate) were used to
cover shallow targets: 74 mm water equivalent thickness
(WET) for 5 cm depth and diameters of 10 cm, 6 cm and
4 cm. 51 mm WET for 5 cm depth and diameters of 2 cm
and 1 cm. And 25 mm WET for 10 cm WED and diameters
of 10 cm and 6 cm.

Experiments employed the IBA CC01, the DOSE-1 elec-
trometer and the type 41023 water phantom to measure dose
to water in the center of the spheres. The detector position in
the corresponding depth was validated by means of X-ray
imaging. The dose to water was evaluated according to
DIN6801-1 [19] including correction factors for air density,
polarity effect and detector positioning (EPOM). Ion recom-
bination correction was evaluated for proton energies of
100 MeV, 160 MeV and 226:7 MeV using the two-voltage
ource model for small proton fields in a commercial Monte-Carlo dose calculation engine, Z
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method and ks taken as a mean value over all energies [20].
The beam quality correction factor kQ;Q0

¼ 1:060 was
assessed from a cross calibration with the Exradin T1. Ref-
erence dosimetry with the T1 IC was established at WPE
[21,22] and literature values for the T1’s kQ;Q0

are in good
agreement with water calorimetry [23].

2.2.3 Uncertainty analysis and numerical estimations
Experimental uncertainties of both measurement series

were evaluated as type B standard uncertainties according
to the Guide to the Expression of Uncertainty in Measure-
ment (GUM) [24] and compiled in an uncertainty budget.

The uncertainty of the calibration and calibration drift of
both the detector and the electrometer were taken from cal-
ibration certificates and manufacturer’s manual. If standard
uncertainty was not explicitly stated, it was estimated by
uc ¼ M=

ffiffiffi

3
p

assuming a constant probability density with
M being the maximum given deviation [1,24].

The uncertainty resulting from disregarding the correction
factors for humidity kh and temperature kT were acquired
according to DIN 6801-1 [19]. The experimental uncertainty
of measuring in fields smaller than the reference field size,
which originates from changes in Bragg-Gray cavity condi-
tions, was estimated based on publications by Gomà et al.
and Kretschmer et al. [25,26]. Goma et al. investigated
Spencer–Attix water/medium stopping-power ratios in sin-
gle proton pencil beams, while Kretschmer et al. simulated
perturbation correction factors for cylindrical ICs in
monoenergetic proton beams. Maximum variations of these
quantities were used to estimate a type B uncertainty for
measurements in smaller than reference field sizes. Again,
constant probability density was assumed [24].

Since the reproducibility of field application and the cor-
rection factors for air mass kq, ion recombination ks, polarity
effect kp and beam quality kQ;R were experimentally
assessed, an uncertainty budget was compiled for each of
these quantities including some of the above-mentioned
uncertainties.

Additionally, four aspects that may have affected the
measurement in the monoenergetic square fields were stud-
ied: detector positioning errors, impact of volume effect,
pencil beam positioning and variation in pencil beam size.
For this purpose, a two-dimensional numerical model of
the dose distribution was created in MATLAB R2020b. In
this model, single pencil beam positions of square monoen-
ergetic fields (2:5 mm spot spacing) were defined by a two-
dimensional Dirac comb and convolved with a two-
dimensional Gaussian function, representing the proton flu-
ence of a single pencil beam. This operation resulted in a
high-resolution (0:1 mm) image of the two-dimensional dis-
tribution in the experimental square fields. Under the
assumption that proton fluence is proportional to dose in
Please cite this article as: F. Kugel, Jörg Wulff, C. Bäumer et al., Validating a double Gaussian s
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the lateral plane, the calculated distribution was used for esti-
mating the measurement uncertainty. The r (standard devia-
tion) of the 2D-Gaussians was chosen to represent different
proton beam energies in accordance with spot profiles mea-
sured in air. The additional broadening due to scattering in
3 cm WED was not considered. Detector specific SF mea-
surements were mimicked by determining mean values over
a central square area, representing the detectors cross sec-
tion, and calculating dose ratios to a 10 � 10 cm2 field.
The CC01’s cross sectional area was estimated to be
7:2 mm2 by assuming a rectangular shape with side lengths
of the nominal chamber diameter (2 mm) and chamber
length (3:6 mm) [1]. By changing the spot pattern and r, a
variety of field sizes and proton energies were modeled.
The influence of detector positioning errors, volume averag-
ing effect, pencil beam positioning errors and variation in
pencil beam size on the SF measurements were calculated
as follows.

Detector’s volume averaging: The relative deviation
between the mean value over the detector cross-section
and central pixel values (0:1 � 0:1 mm2) were considered
as limit of a uniformly distributed probability density. The
experimental standard uncertainty resulting from disregard-
ing the volume averaging effect was calculated based on this
detector-specific value. Since the volume effect in proton
radiation fields is mainly due to volume averaging rather
than density perturbations by non-water equivalent detector
components [27], this calculated uncertainty was considered
a reasonable estimate for neglecting the volume effect.

Detector positioning errors: Uncertainties were estimated
by horizontally and vertically shifting the detector area by a
normally distributed random number with standard deviation
of 0:5 mm. These shifts corresponded to treatment table posi-
tioning uncertainties of�0:1 mm and the collinearity between
the X-ray system and proton beam axis of < 0:5 mm. SF cal-
culations using the MATLAB model were repeated multiple
times for each field sizewith the number of repetitions increas-
ing towards smaller field sizes. The experimental uncertainty
due to detector positioning errors was taken to be the standard
deviation for every set of calculations.

Pencil beam positioning errors: Experimental uncertain-
ties were estimated by randomly shifting spot positions (s-
tandard deviation: 0:25 mm) and determining the standard
deviation of repeated SF calculations per field size. A similar
approach has recently been published by Medin et al. [28].

Spot size deviations: Spot sigma in the MATLAB model
was changed by �5 %. Maximum deviations of the numer-
ically generated SFs were taken as a limit of a uniformly dis-
tributed probability density to calculate the experimental
standard uncertainty. Deviations of spot sizes from TPS
commissioning values were tested regularly in clinical qual-
ity assurance procedures and are typically � 5 %.
ource model for small proton fields in a commercial Monte-Carlo dose calculation engine, Z
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3 Results

3.1 Source modelling in the TPS

Fig. 1 displays the standard deviation r1 and r2 and the
parameters x1 and x2 for the optimized DG source model
depending on proton energy. Both standard deviations
increased with decreasing proton energy. The relative differ-
ence between r1 and r2 became considerably larger at low
proton energies, while the relative weight of the second
Gaussian substantially increased towards higher energies
(see Fig. 1).

3.2 Dosimetric validation

3.2.1 Scan-field factors
Fig. 2 (a) displays the scan-field factors measured for the

three proton energies. The measured values decreased
towards smaller scan-field sizes, i.e. following the general
behavior known from small field photon and passive proton
beam dosimetry [29]. This characteristic field size depen-
dency was more pronounced at lower proton energies, since
spot size typically increases with decreasing energy [30]. A
SF as low as 0:3 was measured for the 1 � 1 cm2 field at
100 MeV.

The relative deviations of the experimentally determined
SFs from the values calculated with the different source
models are shown in Fig. 2 (b)–(d). Small field SFs calcu-
lated with the DG source models showed closer agreement
to experimental values than those calculated with the SG
source model. When using the SG model in scan-field sizes
< 4 � 4 cm2 the relative deviations exceeded 2 % at all
energies, with a maximum error of 5:6 %. In contrast, all
deviations were within 2 % (AAPM tolerance limit for SF
Figure 1. Optimized DG beam model: (a) sigma of first and second G
Gaussian depending on proton energy.

Please cite this article as: F. Kugel, Jörg Wulff, C. Bäumer et al., Validating a double Gaussian s
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calculation with MC-based TPS in photon therapy [31])
for the ‘profile fit’ DG model. The relative deviations for
the optimized DG model in the 1 � 1 cm2 scan-field were
slightly larger, with 2.8%, 3.6% and 2.1% at 100 MeV,
160 MeV and 226:7 MeV, respectively. This could likely
be improved by a higher weight of the smallest field size
in the beam modeling (see Section 2.1).
3.2.2 Small irradiated volumes
Fig. 3 illustrates the deviation DDw ¼ ðDexp � DTPSÞ=DTPS

between measured dose Dexp and calculated dose DTPS in the
center of spherical target volumes as a function of the sphere
diameter for the different sphere depths. Panels (a) to (c) dis-
play the data for each of the three different beam models.
Note that the shaded area represents the standard uncertainty
of CC01 measurements (see Section 3.2.3).

For the SG model, DDw increased systematically with
decreasing sphere diameter. Like in the SF series, the devi-
ations exceeded 2 % below target sizes of 4 cm for all but
the shallowest depth. For the DG models, DDw appeared
more random and stayed within 2 % as well as within the
CC01’s standard uncertainty for all field-sizes. No clear dif-
ference was seen between the two types of DG models.

In large proton fields (> 4 cm), in which the measured
dose is expected to agree well with the TPS-calculated val-
ues, a constant dose offset of about 0:5 % to 1 % could be
observed for water depths of 10 cm to 25 cm and for all
source models, which was however well within the esti-
mated uncertainty (see Fig. 3).

3.2.3 Uncertainty analysis and numerical estimations
Table 1 and Table 2 present the uncertainty budgets

for measuring the SF and the dose to spherical volume,
aussian depending on proton energy; (b) relative weight of second

ource model for small proton fields in a commercial Monte-Carlo dose calculation engine, Z
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(a) (b) 

(c) (d) 

Figure 2. (a) Scan-field factors (SFs) measured with CC01 chamber at three different proton energies depending on scan-field size; (b)-(d)
deviation DSF between measured and calculated SFs for different source models; scan-field size is given as side length of square spot
pattern; lines between data points are intended to guide the eye and do not represent continuous data.

F. Kugel et al. / Z Med Phys xxx (2022) xxx–xxx 7
respectively. The experimental uncertainty for smaller than
reference field sizes was estimated to be 0.4%.

The experimental uncertainty for the dose measurements
in spherical fields was dominated by the kQ;Q0

cross calibra-
tion uncertainty of 1:9 %. This uncertainty originated from
the experimental uncertainty of charge measurements, the
calibration uncertainty of both ICs, the uncertainty of beam
quality correction kQ;Q0

(estimate taken from TRS-398, table
10.IV) and the uncertainty of the correction factor kTP .

Fig. 4 illustrates the numerically determined standard
uncertainties from detector positioning errors, volume aver-
aging effect, pencil beam positioning and variation in pencil
beam size (see Section 2.2.3). In general, uncertainties grad-
ually increased with decreasing scan-field sizes below
4 � 4 cm2.
Please cite this article as: F. Kugel, Jörg Wulff, C. Bäumer et al., Validating a double Gaussian s
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As expected, the calculations showed that disregarding
volume averaging in the measurement process results in sig-
nificant inaccuracies in small proton beams. Uncertainties
increased with decreasing scan-field size reaching their max-
imum in the 1 � 1 cm2 field at maximum proton energy (see
Fig. 4).

The numerical model showed that uncertainties due to
spot sigma variations of �5 % have by far the largest impact
on combined standard uncertainty, covering up most of the
remaining influence factors. A standard uncertainty of up
to 5:0 % was assessed for proton energies of 100 MeV
(see Fig. 4a). The measurement uncertainty due to volume
averaging was substantially lower and was less than 1%
for all proton energies. In the numerical analysis lower
proton energies generally resulted in higher standard
ource model for small proton fields in a commercial Monte-Carlo dose calculation engine, Z
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(a) (b) 

(c) 

Figure 3. Deviation DDw between measured (CC01) and calculated dose to spherical target volumes; depth of sphere as parameter; (a) SG
source model; (b) DG source model fitted to spot profiles; (c) DG beam model optimized by SF calculations; light blue shading represents
the standard uncertainty of CC01 measurements; lines between data points are intended to guide the eye and do not represent continuous
data.
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uncertainties, except for volume averaging and detector
positioning in the smallest scan-field size of 1 � 1 cm2.
4 Discussion

4.1 Scan-field factors

The deviations between SF measurements and TPS calcu-
lations were affected by the type of beam model as well as
detector effects of the IC CC01 like volume averaging and
perturbations and other experimental uncertainties. This
impedes distinguishing how these quantities affect the agree-
ment of dose predictions and experimental data.

Considering the small field validation limit of RayStation
MC of 4 � 4 cm2 and the AAPM tolerance limit for SF cal-
culation with MC-based TPS in photon therapy (2 %),
Please cite this article as: F. Kugel, Jörg Wulff, C. Bäumer et al., Validating a double Gaussian s
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experiments showed highly satisfying agreements with cal-
culations done using DG beam model, even for field sizes
< 4 � 4 cm2 [17,31]. Under these conditions, 77:8 % of
the measured values showed deviations � 2 %. Differences
between SG and DG beam models were most pronounced
when using 226:7 MeV proton energies to irradiate fields
< 4 � 4 cm2 (see Fig. 2d). Despite higher proton energies
generating less nozzle spray and smaller second Gaussian
sigma, the relative weight of the second Gaussian becomes
considerably larger resulting in improved agreement to
experimental data (see Fig. 1).

In analytical dose engines, the impact of neglecting halo
and nozzle spray in beam modeling has already been exten-
sively investigated. In a work similar to the present study,
Zhu et al. [32] compared SFs calculated with Eclipse’s
pencil beam algorithm with experiments done on a first
ource model for small proton fields in a commercial Monte-Carlo dose calculation engine, Z
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Table 1
Uncertainty budget for SF measurements using different detectors
including standard uncertainties u.

No. influence on measurement u [%]

1 dosimeter reading
1.1 uncertainty of charge measurement 0.1
1.2 neglection of volume averaging* 2
1.3 detector positioning* 0.7
2 beam application
2.1 spot size variability* 5
2.2 pencil beam positioning* 1
2.3 reproducibility 0.1
3 beam quality
3.1 scan-field size 0.4
4 combined standard uncertainty** 0.4

* Estimates from numerical model; maximum values regarding detector
size, scan-field size and proton energy are given.
** Combined standard uncertainty is given without numerically estimated
uncertainties (neglection of volume averaging, detector positioning, spot
size variability, pencil beam positioning) because these depend on energy,
field size and detector model.

Table 2
Uncertainty budget for measuring dose to spherical target volumes
using the ionization chamber CC01 including standard uncertainties
u.

No. influence on measurement u [%]

1 calibration factor
1.1 uncertainty of detector calibration 0.5
1.2 drift of calibration 0.3
2 dosimeter reading
2.1 uncertainty of electrometer calibration 0.1
2.2 drift of electrometer calibration 0.06
2.3 uncertainty of charge measurement 0.1
2.4 neglection of volume averaging* 0.2
2.5 detector positioning* 0.1
2.6 beam application reproducibility 0.1
3 beam quality correction
3.1 kTP 0.3
3.2 kh(humidity)** 0.06
3.3 ks 0.2
3.4 kp 0.6
3.5 kT (temperature effects other than air density)** 0.06
3.6 k

f ref

Qref ;Q0
(cross calibration) 1.9

3.7 kf clin ;fref
Qclin ;Qref

(correction for field size)** 0.4

4 combined standard uncertainty 2.2

* Maximum values regarding beam size are given.
** Correction factors according to DIN 6801-1; uncertainty resulting from
disregarding correction.
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generation PBS nozzle (Hitachi). They found that disagree-
ments between calculated and measured SFs peaked towards
the smallest field size of 2 � 2 cm2 with deviations of up to
15 % when using a single Gaussian beam model. With the
Please cite this article as: F. Kugel, Jörg Wulff, C. Bäumer et al., Validating a double Gaussian s
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addition of a second Gaussian in the fluence model, the error
could be kept below 2 % for most energies and depths. It is
important to note that Zhu et al. [32] and Shen et al. [18]
manually adjusted the weight and size of the second Gaus-
sian to compensate the inadequate handling of the halo pro-
duced within the water phantom. In the work of Zhu et al.
[32] the field size error was as large as 10 % when the sec-
ond Gaussian model was fitted directly to measured in-air
spot profiles. Even though the resulting agreements for the
DG model are of the same magnitude as those presented
in this paper, results are not comparable, because here DG
beam modeling is based on in-air measurements only. Fur-
ther, the deviation of pencil beam profiles from a single
Gaussian distribution is more pronounced for the Hitachi
nozzle used by Zhu et al. [32] and Shen et al. [18] compared
to the IBA nozzle used in the present study.

In another previous experiment Harms et al. [30] used a
clinical MC-based TPS with SG source model to calculate
SFs for comparison with IC measurements. At low proton
energies and small field sizes, substantial disagreements
were detected, indicating a poorly modeled nozzle spray.
The authors argued that a DG representation of the initial
beams phase might improve the observed deviations. The
results of the present study support the hypothesis that DG
beam modeling can improve agreement to experimental val-
ues even for MC-based TPS.

The results of SF measurements in small proton fields
(< 4 � 4 cm2) show that the agreement between experimen-
tal dose values and MC-based dose calculations can be
improved by utilizing DG modeling for a more accurate rep-
resentation of the nozzle spray, keeping the dose error below
2 % even for targets as small as 1 cm. In the center of broad
irradiation fields, differences in the SG and DG beam model
are canceled out by neighboring pencil beams. For small
field sizes, the DG beam model yields lower doses on the
central axis because more proton fluence is deposited outside
the irradiation field compared to the SG beam model.

4.2 Small irradiated volumes

Spherical target volumes with diameters starting at 1 cm
served as substitute for clinically relevant targets while also
allowing for a systematic evaluation of the field size depen-
dence. Deviations DDw between CC01 measurements and
calculations were within 2 % for DG beam modeling, which
is the tolerance level for MC-based patient dose calculations
in photon therapy defined in the AAPM report 157 [31].
Additionally, the deviations DDw remained smaller than
the combined standard uncertainty when using the DG
source model (see Fig. 3). Considering that, results demon-
strate that reliable dose predictions can be made even below
the smallest field size (4 cm) validated in the RayStation
[17]. Especially in small fields (� 2 cm) DG beam modeling
ource model for small proton fields in a commercial Monte-Carlo dose calculation engine, Z
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(a) (b) 

(c) 

Figure 4. Experimental standard uncertainties due to disregarding volume averaging, spot sigma variations of 5 %, spot positioning errors
(normally distributed with sigma of 0:25 mm) and detector positioning errors (normally distributed with sigma of 0:5 mm); values were
analytically estimated using two-dimensional numerical calculations; scan-field size is given as side length of square spot pattern; lines
between data points are intended to guide the eye and do not represent continuous data.
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improved agreement compared to SG beam modeling (see
Fig. 3).

The results of CC01 measurements demonstrate that
treatment planning, field application and quality assurance
procedures in our facility are well suited for the treatment
of the smallest clinically relevant lesions, with planning tar-
get volumes starting at a diameter of 1 cm. The DG beam
model provides better results in these small proton fields,
that are highly challenging in clinical application.

There is a considerable contribution to CC01 measure-
ment uncertainty from cross calibration. A more direct com-
parison of the models would be possible if the same IC was
used for absolute dose calibration of the TPS beam model
and the determination of the dose in the center of the spher-
ical targets. In this case, the calibration would be purely
Please cite this article as: F. Kugel, Jörg Wulff, C. Bäumer et al., Validating a double Gaussian s
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based on detector reading. One could also envision to use
MC based kQ;Q0

and corresponding uncertainty estimations.
Generally, these kQ;Q0

factors carry a lower uncertainty [33].
In an experiment similar to the present study, Würl et al.

[34] irradiated spherical target volumes at 15 cm water
depth. Here, the diameter of the fields was varied between
2 cm and 10 cm. Maximum deviations of 0:8 % were
observed when comparing the experimental results to dose
values calculated with a commercial pencil beam algorithm
[34]. Considering the large differences between experimen-
tal and TPS-calculated SFs reported in the same paper it
remains unclear if the dose calculation for the spherical tar-
gets was internally corrected by output factors and/or further
validation data. Therefore, the reported agreements between
calculated and measured dose, that are of similar magnitude
ource model for small proton fields in a commercial Monte-Carlo dose calculation engine, Z
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Figure 5. Comparison of a dose distribution in head and neck tumor patient calculated with RayStation MC dose engine using SG model
(a) vs. DG source model (b). The original plan was optimized with the SG model.; (c) spatial dose difference in percent (SG-DG); (d) line
doses along the indicated in panel (a).
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as those presented in Fig. 3 (b) and (c), might not be compa-
rable due to differences in the dose calculation procedure.
All dose calculations presented here utilize source models
created on experimental, in-air data only and are not subse-
quently corrected, e.g. for field size. The 0:5% to 1 % offset
observed for larger proton fields (see Fig. 3) could have been
caused by calibration drift of the detector, which is
accounted for in the uncertainty budget.

Fig. 5 exemplarily illustrates the impact of using a DG
source model as compared to an SG source model for dose
calculations with the RayStation MC algorithm in a two-
field, pediatric head and neck tumor patient. Dose differ-
ences of up to 3 % can be observed in this relatively small
treatment field demonstrating the clinical relevance. Further
analysis is beyond the scope of this study and more research
is needed to assess the clinical impact.
4.3 Uncertainty analysis and numerical estimations

The numerical uncertainty estimates showed increasing
contributions to the measurement uncertainty for scan-field
Please cite this article as: F. Kugel, Jörg Wulff, C. Bäumer et al., Validating a double Gaussian s
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sizes < 4 � 4 cm2. This matches the small field limit men-
tioned in photon dosimetry [35].

Variations in spot size of �5 % were found to have the
largest impact on combined standard uncertainty. Even
though Rana et al. [36] demonstrated that the long-term fluc-
tuation in spot-sizes for an IBA proton therapy system was
less than 5 % (especially for lower energies) and day-to-
day spot size variations in our facility stay well within
5 %, this tolerance was used in the numerical model as a
conservative estimate. In literature, changes of 10 % to
50 % are typically assumed to have a negligible effect on
clinical dose distributions [37–41]. The results illustrated
in Fig. 4 indicate that variations of �5 % can already have
a notable effect on dosimetry in small proton fields.

Numerically estimated uncertainties were generally lower
for higher proton energies. This can be attributed to the fact
that the spots are smaller at higher energies, resulting in a
more homogeneous dose in the field’s center (see Fig. 4).
A reversal of this trend was observed in the 1 � 1 cm2 irra-
diation field for uncertainties that result from detector posi-
tioning errors and disregarding volume averaging. The
ource model for small proton fields in a commercial Monte-Carlo dose calculation engine, Z
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1 � 1 cm2 irradiation field is generated of only 25 pencil
beams so that the field mainly consists of the field’s edge.
Here, lower proton energies lead to broader fields inside
the detector area so that uncertainties due to positioning
errors and volume averaging are less pronounced.

The standard uncertainty due to the neglected volume
averaging effect was calculated to be of the same magnitude
as correction factors for non-reference field-size known from
photon dosimetry [42]. This supports the validity of the
numerical approach, since variances of similar magnitude
are to be expected in small field proton dosimetry [43] and
the volume effect in proton radiation is mainly caused by
volume averaging [27].

5 Conclusion

The present study investigated the impact of double
Gaussian beam modeling on proton dose calculations done
with RayStation 10. While previous works focused on DG
beam modeling in analytical dose algorithms taking the field
size measurement results as input, this study investigated
DG beam modeling based on in-air measurements only, in
a commercial MC-based dose engine for the first time.
Results show that DG beam modeling improved the agree-
ment between TPS and experimental data in small proton
fields (< 4 � 4 cm2), indicating that MC-based dose engi-
nes can benefit from an accurate representation of the nozzle
spray in the initial beam phase modeling. Since the DG
model was based on in-air measurements only, these results
also show that the modeling of, mainly, the non-elastic
nuclear scattering in the RayStation 10 MC dose engine is
sufficiently accurate to predict dose to within 2 % accuracy
for target sizes down to 1 cm at depths ranging from 5 cm to
25 cm. When irradiating spherical target volumes with diam-
eters corresponding to the smallest clinically relevant struc-
tures, disagreements between DG-based calculations and
dose measurements were within the AAPM limit for patient
dose calculations in photon therapy (2 %). These dosimetric
measurements are well supported by a comprehensive anal-
ysis of experimental uncertainties. Therein, numerical esti-
mations showed that variations in spot size of �5% could
significantly impact dosimetry of small proton fields.

In conclusion, findings indicate that DG beam modeling,
available for MC dose calculation in RayStation, is not only
practicable in clinical applications but can also significantly
improve dose calculations in small proton irradiation fields.
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