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ABSTRACT 

Exploring the catalytic properties and reactivity of actinide complexes towards activation of small 

molecules is important as human activities have led to the increased distribution of these species 

in nature. Toward this end, it is important to have a computational protocol for studying these 

species, in this thesis we provide details on the performance of multiconfigurational pair-density 

functional theory (MC-PDFT) in actinide chemistry. MC-PDFT and Kohn-Sham Density 

Functional Theory (KS-DFT) perform well for these species with indications that the former can 

be used for species with even greater static electron correlation effect. In addition, we study the 

activity of organometallic trans-uranium complexes towards the electrocatalytic reduction of 

water. We conclude that, with a guided choice of ligand, neptunium complexes can provide similar 

reactivity when compared to organometallic uranium complexes. 

Conversion of methane to methanol has been a major focus of research interest over the years. 

This is largely due to the abundance of natural gas, of which methane is the major constituent. 

Copper-exchanged zeolites have been shown to be able to kinetically trap activated methane as 

strongly-bound methoxy groups, preventing over-oxidation to CO2, CO and HCOOH. In this  

stepwise process, there are three cycles; an initial activation step to form the copper oxo active 

site, methane C-H activation and lastly simultaneous desorption of methanol  and re -activation of 

the active site.. We provide detailed description of the pathway for the formation of over oxidation 

products. It is observed that to ensure high selectivity to methanol and prevent further hydrogen 

atom abstraction by extra-framework species, the methyl group must be stabilized from the copper-

oxo active sites. There is a temperature gradient between the steps in the methane-to-methanol 

conversion cycle which is an impediment to industrial adoption of this approach for methane-to-

methanol conversion. To mitigate this, we have investigated the impact of heterometallic extra-

framework motifs on the temperature gradients of each step. Using periodic DFT, we provide 

detailed descriptions of the mechanistic pathways for each of the three steps. We were 

subsequently able to design motif(s) with great methane C-H activities as well as the abilities to 

be formed and regenerated at nearly the same temperatures. We found [Cu-O-Ag] and [Cu-O-Pd] 

to be potential candidates for isothermal or near-isothermal operations of the methane-to-methanol 

conversion cycle.  
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Finally, we provide insights to the changes in optical spectra of activated copper-exchanged 

zeolites, gaining an understanding of the evolution of these systems on a molecular level will 

provide opportunities to achieve improved reactivity.  
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CHAPTER 1. INTRODUCTION 

1.1 Zeolites and their applications 

Zeolites are aluminosilicate materials containing aluminate, AlO4
-, and silicate, SiO4, tetrahedra. 

The excess charge from the aluminate tetrahedra are balanced with positive counterions like 

protons, ammonium or alkali metals.1-2 Interestingly, the counterions can be readily exchanged 

with transition metal ions or transition metal oxide ions.3-4 The resulting species are called metal-

exchanged zeolites. This process of cation exchange enables substitution of the often benign 

counterions with metal ions that are capable of catalytic transformations.4-5 There are many 

different types of zeolitic frameworks, with important differences in the number and sizes of 

micropores (small, medium or large) as well as the inter-connections between these pores. 

Additionally, the catalytic properties of zeolites also depend on the composition (Si/Al ratio, nature 

of charge-balancing ions or extra-framework sites) as well as the size and accessibility of the 

micropores. Zeolites can also be classified by noting that some, like mordenite (MOR zeolite) and 

chabazite (CHA zeolite) are naturally occurring and can be mined in different places across the 

globe; others are synthetic materials, like the pentasil-zeolite (ZSM-5) zeolite with an MFI 

framework.6-7 

Zeolites are applied mainly in industry for catalysis, gas separation and ion exchange. They can be 

used as sieves due to their porous nature, this property enables application in processes like 

purification and gas separation. Zeolites are very useful as catalysts in several important reactions 

that involve organic molecules, such as cracking and hydrocarbon synthesis, making zeolites one 

of the most important catalysts in the petrochemical industry.8-10 

Importantly, in the direct oxidation of methane-to-methanol, the active sites of methane 

monooxygenases are mimicked by incorporating transition metals like Cu and Fe into the zeolite 

framework. These charge-balancing ions are also known as extra-framework species. Metal-

exchanged zeolites have been studied extensively over the last few years for their abilities to 

achieve excellent selectivities for methanol.11-14 Conversion of methane to methanol using metal 

exchanged zeolite occurs in a step-wise fashion. The process is sub-stoichiometric and not catalytic 

as the active site is reduced, resulting in a need for regeneration after production of methanol. The 

process begins with the formation of the active site, usually at high temperatures. The activation 

temperature at which this occurs depends on the nature of the active site as well as the zeolite 

framework. For copper-exchanged zeolites, the temperature for active site formation is usually 
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around 450 °C. The formation of the active site is followed by the activation of the C-H bond in 

methane resulting in strongly-bound methoxy groups and consuming the active site. The last 

process involves regeneration of the active site and methanol release, both concluding the 

methane-to-methanol conversion (MMC) cycle. In general, the methane activation process is 

performed at 200 °C while the methanol release and active-site regeneration step is performed at 

120-200 °C in copper-exchanged zeolites.11, 15-18 

In this thesis, we focus on optimizing various stages in the MMC cycle, with the aim of driving 

the process towards isothermal operation using various quantum-mechanical approaches. 

Specifically, efforts to understand over-oxidation of methane in Cu-exchanged zeolites, study of 

hetero-metallic [Cu–O–M]2+ species (M = Ti–Cu, Zr–Mo and Ru–Ag) in zeolite mordenite as well 

as molecular level understanding of the evolution of Cu species during MMC using UV-Vis 

spectroscopy.19-21 

1.2 Actinides and their uses 

The actinides are the elements on the periodic table with atomic numbers ranging from 89 to 103. 

Their electronic configuration in the ground state is characterized by partially or fully filled 5f 

shell, Table 1.1.  

Table 1.1: Electronic configuration of actinide elements and their various oxidation states. 

Element Configuration Oxidation 

states 

Element Configuration Oxidation 

states 

Actinium [Rn]6d17s2 +3 Berkelium [Rn]5f97s2 +3, +4 

Thorium [Rn]6d27s2 +3, +4 Californium [Rn]5f107s2 +2 to +4 

Protactinium [Rn]5f26d17s2 +3 to +5 Einsteinium [Rn]5f117s2 +2, +3 

Uranium [Rn]5f36d17s2 +3 to +6 Fermium [Rn]5f127s2 +2, +3 

Neptunium [Rn]5f46d17s2 +3 to +7 Mendelevium [Rn]5f137s2 +2, +3 

Plutonium [Rn]5f67s2 +3 to +7 Nobelium [Rn]5f147s2 +2, +3 

Americium [Rn]5f77s2 +3 to +6 Lawrencium [Rn]5f146d17s2 +3 

Curium [Rn]5f76d17s2 +3 to +5     

Naturally occurring uranium (U), thorium (Th) and protactinium (Pa) are the most abundant 

actinides on earth, U and Th can undergo radioactive decay to produce Pa. Human activities like 

nuclear weapon production and nuclear energy production and storage of radioactive wastes, have 
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increased the distribution of actinides in the environment. It is therefore important to understand 

the chemistry of these species to enhance utilization.22-23 

Recent reports by several workers have shown U can catalyze conversion of small molecules like 

N2, H2, H2O, and CH4 into useful chemical feedstocks. However, there is not enough understanding 

of the abilities of trans-uranium complexes to undergo such useful transformations.24-28 In this 

thesis, we study the activity of trans-uranium complexes towards catalyzing small-molecule 

transformations in comparison to their U analogues. Specifically, we study the electrocatalytic 

evolution of hydrogen from water (HER) using actinide complexes, the actinides of interest are U, 

neptunium (Np) and plutonium (Pu).29 

1.3 Quantum-Mechanical Methods 

1.3.1 Hartree-Fock Theory 

Numerous solutions exist to the time-independent Schrödinger equation given in equation 1.1.  

                                                                             �̂�𝛹 = 𝐸𝛹                    (1.1) 

Some of these solutions are generated without reference to experimental results, i.e. ab initio. An 

essential approximation to solving the Schrödinger equation is the Born-Oppenheimer 

approximation. This involves neglecting the coupling between the nuclei and electronic motions, 

allowing the electronic portion to be solved with the nuclear positions as parameters. Despite this 

approximation, the dynamics for solving a many-electron system can be complicated requiring 

elaborate computations. One of the simplest solutions is the Hartree-Fock (HF) method, an 

independent-particle model, i.e. the motion of a given electron is independent of the motions of 

other electrons in the system. For the HF theory, the interactions between all particles is taken in 

an average fashion, this is known as the mean-field approximation. Each electron is represented as 

an orbital and the wavefunction is given by a product of orbitals arranged in a Slater determinant, 

which is then solved variationally.30-32 

                                     Φ =
1

√𝑁!
[

𝜙1(�⃗�1) 𝜙2(�⃗�1)    ⋯ 𝜙𝑁(�⃗�1)

𝜙1(�⃗�2) 𝜙2(�⃗�2)    ⋯ 𝜙𝑁(�⃗�2)
⋮

𝜙1(�⃗�𝑁)
⋮

𝜙2(�⃗�𝑁)    ⋯
⋮

𝜙𝑁(�⃗�𝑁)

]                              (1.2) 

Since HF theory employs the mean-field approximation, it only accounts for average electron-

electron interaction neglecting electron correlation which is essential for accurate computations. 

The total HF energy of a single slater determinant, E, can then be given as: 
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                                            𝐸 =  ∑ ℰ𝑖
𝑁𝑒𝑙𝑒𝑐
𝑖 − 

1

2
∑ (𝐽𝑖𝑗 −  𝐾𝑖𝑗)

𝑁𝑒𝑙𝑒𝑐
𝑖𝑗 +  𝑉𝑛𝑛                                         (1.3) 

                                                    ℰ𝑖 =  ⟨𝜙𝑖|𝐹𝑖|𝜙𝑖⟩ =  ℎ𝑖 +  ∑ 𝐽𝑖𝑗 −  𝐾𝑖𝑗
𝑁𝑒𝑙𝑒𝑐
𝑗                                       (1.4) 

where ℰ𝑖 is the molecular orbital (MO) energy, 𝐽𝑖𝑗 and 𝐾𝑖𝑗 account for electron-electron repulsion 

contributions representing the coulomb and exchange terms respectively. To account for electron 

correlation, methods that generate multi-determinant wave function must be employed. 

1.3.2 Coupled Cluster 

The idea in Coupled cluster method is to improve the wavefunction by including excitations to an 

infinite order. Starting from the HF wavefunction an excitation operator, T, is used to generate 

excited slater determinants as shown below: 

                                                                            𝛹𝐶𝐶 =  𝑒𝑇𝛷𝑜                                                        (1.5) 

                                 𝑒𝑇 = 1 + 𝑇1 + (𝑇2 +
1

2
𝑇1

2) +  (𝑇3 + 𝑇2𝑇1 +
1

6
𝑇1

3) + ⋯                    (1.6) 

Figure 1.1: Different types of excited slater determinants generated from a HF reference.33 

The final coupled cluster energy, 𝐸𝐶𝐶, can be given as: 

          𝐸𝐶𝐶 =  𝐸𝑜 + ∑ ∑ (𝑡𝑖𝑗
𝑎𝑏 + 𝑡𝑖

𝑎𝑡𝑗
𝑏 + 𝑡𝑖

𝑏𝑡𝑗
𝑎)𝑣𝑖𝑟

𝑎<𝑏 (⟨𝜙𝑖𝜙𝑗|𝜙𝑎𝜙𝑏⟩ − ⟨𝜙𝑖𝜙𝑗|𝜙𝑏𝜙𝑎⟩)𝑜𝑐𝑐
𝑖<𝑗        (1.7) 

The cluster operators, 𝑇𝑖, can be included up to 𝑇𝑁where N is the total number of electrons in the 

system, at this limit coupled cluster will be exact. For this method to be practical, T has to be 

truncated at some level due to the exact form being impossible and computationally expensive 

even for the smallest systems. The lowest level of truncation that provides improvement on the HF 
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energy is setting T = 𝑇2, giving rise to the method known as Coupled Cluster Doubles (CCD).34-35 

At this level, accounting for electron correlation energy begins. The next level of truncated coupled 

cluster is Coupled Cluster Singles and Doubles (CCSD) with T = 𝑇1 + 𝑇2. The truncation 

progresses in likewise manner with systematic improvement to the wavefunction and energy. In 

this thesis, CCSD36 as well as CCSD(T)36 is employed using MOLCAS code, version 8.1.37-38  

1.3.3 Complete Active Space Self-Consistent Field (CASSCF) Theory 

HF and other methods that make use of single slater determinants fail in the description of 

multireference systems, that is, systems that require more than a single slater determinant for 

accurate description of their wavefunction. The kind of electron correlation dominant in these 

systems is static, complete active space self-consistent field theory, CASSCF, is an example of 

multiconfigurational self-consistent field theory, MCSCF, in which full configuration interaction, 

CI, is carried out for a selected number of orbitals and electrons.39-42 This selection must be made 

based on specific considerations, with the most important being the nature of molecular orbitals. 

Practically, the limit of the active space in CASSCF is about 18 to 24 electrons in 18 to 24 

orbitals.43 

Since CASSCF provides static correlation, to improve the solution, dynamic correlation can be 

added by coupling CASSCF with second order perturbation theory to yield CASPT2.44 Both 

methods are employed in this thesis, as implemented by the MOLCAS code.37-38 

1.3.4 Multiconfiguration Pair Density Functional Theory (MC-PDFT) 

In CASPT2, the cost of accounting for dynamical correlation using perturbation theory scales with 

the system and active space size. To circumvent the scaling difficulty associated with CASPT2, 

the post-CASSCF calculation can be done using density functional theory, DFT. This leads to a 

hybrid method, MC-PDFT which captures both static and dynamic electron correlation. The MC-

PDFT energy can be given as; 

𝐸 =  𝑉𝑛𝑛 + 2 ∑ ℎ𝑖  + 2 ∑ 𝑔𝑖𝑖𝑗𝑗

𝑖𝑗𝑖

+ ∑ ℎ𝑣𝑤𝐷𝑣𝑤

𝑣𝑤

+ 2 ∑ 𝑔𝑖𝑖𝑣𝑤𝐷𝑣𝑤 +
1

2
𝑖𝑣𝑤

∑ 𝑔𝑣𝑤𝑥𝑦𝐷𝑣𝑤𝐷𝑥𝑦

𝑣𝑤𝑥𝑦

+  𝐸𝑜𝑡[𝜌, 𝛱] 

where 𝑉𝑛𝑛 is the nucleus-nucleus repulsion energy, h and g represent the one-electron and two-

electron integrals respectively, D is the one-body density matrix. i and j are used to denote inactive 
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orbitals while v, w, x, and y are the active orbitals. The on-top pair-density functional energy, 

𝐸𝑜𝑡[𝜌, 𝛱], is obtained by ‘translating’ existing Kohn-Sham exchange-correlation density 

functionals of ρ into new pair-density functionals of the ρ and Π of a multiconfigurational 

wavefunction.45-46 In this thesis, MC-PDFT as implemented in the MOLCAS software is 

employed. The following functionals were employed in our computations t-LSDA, t-BLYP, t-

PBE, ft-LSDA, ft-BLYP and ft-PBE.47 

1.3.5 Kohn-Sham Density Functional Theory (KS-DFT) 

Density functional theory (DFT) is another independent-particle model. The major advantage DFT 

has over other computational methods and models is its favorable computational cost. DFT 

accounts for dynamic electron correlation at an affordable computational cost, it scales at N3 where 

N is the system size. Initially, DFT was formulated based on the Hohenberg-Kohn theorems, one 

of which states that the external potential (𝑣(𝑟)) and the total energy (𝐸𝐻𝐾) is a unique functional 

of the electron density,𝜌(𝑟). The second theorem establishes that the ground state energy can be 

obtained variationally. The true ground state density is one that minimizes the total energy.48-49  

𝐸𝐻𝐾[𝜌(𝑟)] = 𝐹𝐻𝐾[𝜌(𝑟)] + ∫ 𝑛(𝑟) 𝑣𝑒𝑥𝑡(𝑟)𝑑𝑟                          (1.9) 

In the Kohn-Sham (KS) formulation of density functional theory, the many-body effect of electron 

correlation is modelled by a function of the total energy50. The idea in the KS formalism is to 

divide the kinetic energy into two parts, one which can be calculated correctly and a small 

correction term. For the kinetic energy portion that can be calculated correctly, a system of non-

interacting electrons with the same density as the system of interacting electrons is assumed. The 

remaining kinetic energy is absorbed into the exchange-correlation term. The general energy 

expression for KS-DFT can be given as: 

𝐸𝐷𝐹𝑇[𝜌] =  𝑇𝑠[𝜌] + 𝐸𝑛𝑒[𝜌] + 𝐽[𝜌] +  𝐸𝑋𝐶[𝜌]                 (1.10) 

The exchange correlation term, 𝐸𝑋𝐶, shown in equation 1.10 is made up of the kinetic energy 

correlation, potential correlation and the exchange energy.50 

𝐸𝑋𝐶[𝜌] =  (𝑇[𝜌] − 𝑇𝑠[𝜌]) +  (𝐸𝑒𝑒[𝜌] − 𝐽[𝜌])                            (1.11) 

There exists various approximations to the exchange correlation functional, this gives rise to a 

plethora of density functionals with a somewhat systematic way of ordering then known as the 

Jacob’s ladder.51 
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1.3.5.1 Local Density Approximation (LDA) 

LDA is a simple analytical approximation to 𝐸𝑋𝐶 based on the assumption that density can be 

treated as a uniform electron gas, UEG. The exchange energy for the UEG is given by the Dirac’s 

formula shown below; 

𝐸𝑋
𝐿𝐷𝐴[𝜌] =  −𝐶𝑋 ∫ 𝜌

4

3(𝑟) 𝑑𝑟              (1.12) 

In cases where there is a difference in α and β spin densities as observed in open-shell systems, the 

more acceptable form of LDA is the Local Spin Density Approximation (LSDA).52-53 

𝐸𝑋
𝐿𝑆𝐷𝐴[𝜌] =  −2

1

3𝐶𝑋 ∫ (𝜌𝛼

4

3 + 𝜌
𝛽

4

3 ) 𝑑𝑟          (1.13) 

However, LSDA approximation is effective with systems where slowly varying densities is a valid 

approximation, as observed in extended systems like metals. Beyond these cases, for molecular 

systems, LSDA underestimates exchange energy, consequently overestimating electron 

correlation and bond strengths.54  

1.3.5.2 Generalized Gradient Approximation (GGA) 

Improved functionals beyond LSDA must consider a non-uniform electron gas model to include 

dependence on the derivatives of electron density. This will provide improved performance for 

molecular systems. In GGA functionals, the first derivative of the electron density is included as a 

variable in addition to the electron density. One of the earliest and most popular GGA density 

functionals formulated by A.D. Becke is B88.55 Other examples of GGA exchange functionals 

include: OPTX56 (proposed by Handy and Cohen) and PBE57 (proposed by Perdew, Burke and 

Ernzerhof). Similarly, there are various GGA functionals proposed for correlation energy, a 

popular example is LYP, formulated by Lee, Yang and Parr.58 

In this thesis, PBE density functional is used extensively due to its accuracy, the parameters in 

PBE are not obtained from fitting to experimental data.57 GGA functionals provide improvement 

over LSDA considering binding and formation energies. However, they tend to over delocalize 

electrons. 

1.3.5.3 Meta-Generalized Gradient Approximation (meta-GGA) 

Including the second-order derivative of the electron density (Laplacian) to the components of the 

GGA class of functionals provides improvement, this gives rise to the meta-GGA functionals. In 
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addition to the variables GGA functionals depend on, meta-GGA functionals also depend on the 

Laplacian or the orbital kinetic energy density. Density functionals in this class have an explicit 

dependence on occupied orbitals (as shown in equation 1.14) making them more computationally 

expensive in comparison to GGA functionals. 

τ(r) =  
1

2
∑ ℰi|ϕi(r)|2 occ

i − νeff(r)ρ(r) +  
1

2
∇2ρ(r)                  (1.14) 

Examples of meta-GGA exchange-correlation functionals include; TPSS59 and PKZB60. 

1.3.5.4 Hybrid Functionals 

The formulation of hybrid functionals involves including pure HF exchange into existing GGA or 

meta-GGA functionals to give hybrid GGA or hybrid meta-GGA functionals respectively. Hybrid 

functionals provide significant improvement in accuracy when compared to GGA and meta-GGA 

functionals. Previous work has shown that hybrid functionals are suitable for structural properties, 

reaction energies, and excited state properties of molecular systems and even extended systems 

like zeolites.61-62 

In this thesis, B3LYP density functional is used extensively. It is a very popular functional as it is 

one of the earliest known hybrid functionals. Equation 1.15 shows the general mixing pattern of a 

3-parameter hybrid functional, specifically B3LYP.63 

𝐸𝑋𝐶
𝐵3𝐿𝑌𝑃 = 0.20𝐸𝑋

𝐻𝐹 + 0.80𝐸𝑋
𝐿𝑆𝐷𝐴 + 0.70𝛥𝐸𝑋

𝐵88 + 0.20𝐸𝐶
𝐿𝑆𝐷𝐴 + 0.80𝐸𝐶

𝐿𝑌𝑃          (1.15) 

1.3.6 Periodic Density Functional Theory (Periodic DFT) 

Majority of the computations in this thesis involve zeolitic materials. Due to the crystalline nature 

and large size of zeolites, it is necessary to impose periodic boundary conditions using unit cells 

to ensure accurate and computationally feasible approximations. Using DFT to describe the 

electronic structure of periodic systems involves an application of Bloch’s theorem to the Kohn-

Sham wavefunctions. Bloch’s theorem ensures that the wavefunction for the entire crystal or 

periodic system can be obtained by performing calculation on one simulation cell or unit cell.64 

𝛹𝑘(𝑟) =  𝑒𝑖𝑘.𝑟𝑢𝑘(𝑟)                                                        (1.16) 

where k is a point within the Brillouin zone and 𝑢𝑘(𝑟) describes the periodicity of the Bravais 

lattice. The periodic DFT calculations in this thesis are done using the Quantum Espresso 

software65-66 using the GGA functional, PBE.57 
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1.3.7 Time Dependent Density Functional Theory (TD- DFT) 

In this thesis, TD-DFT was used to simulate the UV-Vis spectra of Cu-oxo active sites to gain a 

molecular understanding of the impact of methane hydroxylation.19 Excited state properties like 

this must be studied using the time-dependent variant, TD-DFT as this provides a solution to the 

time-dependent Schrödinger equation. TD-DFT is based on the Runge-Gross theorem,67 this is the 

equivalent of the Hohenberg-Kohn theorems for stationary DFT. The Runge-Gross theorem 

(equation 1.17) states that, the time-dependent density is a function of the external potential for a 

given initial state. Time-dependent potentials, 𝑣(𝒓, 𝑡) and 𝑣′(𝒓, 𝑡), acting on a system will cause 

different time-dependent densities 𝜌(𝒓, 𝑡) and 𝜌′(𝒓, 𝑡) respectively.  

  𝑣(𝒓, 𝑡) ≠ 𝑣′(𝒓, 𝑡) + 𝑐(𝑡) → 𝜌(𝒓, 𝑡) ≠ 𝜌′(𝒓, 𝑡)         (1.17) 

Like KS-DFT, TD-DFT is formally exact, however, it requires approximation to the exchange-

correlation functional. In this work, ωB2PLYP68 density functional is employed in our 

calculations. It is a long-range corrected double-hybrid functional which allows for good treatment 

of charge-transfer problems and effective description of multi-electron processes. Tamm-Dancoff 

approximation to TD-DFT (TDA-DFT)69 as implemented in ORCA v4.2.1 was employed.70 

1.4 Relativistic Effects 

The fundamental structure of the Schrödinger equation does not account for relativistic effect. 

Relativistic effects are normally negligible for lighter atoms, however, beyond the first three rows 

of elements, relativistic corrections become imperative for geometries and energies especially for 

lanthanides (fifth row) and actinides (sixth row). For a free electron, the Dirac equation, equation 

1.18, was formulated to replace the time-dependent Schrödinger equation. α and β are 4 X 4 

matrices and p is the momentum operator. 

[𝑐𝜶. 𝒑 +  𝜷𝑚𝑐2]𝛹 = 𝑖
𝜕𝛹

𝜕𝑡
        (1.18) 

   𝜶 =  (
0 𝜎𝑥,𝑦,𝑧

𝜎𝑥,𝑦,𝑧 0
)   𝜷 =  (

𝐼 0
0 𝐼

)        (1.19) 

 𝜎𝑥 = (
0 1
1 0

) 𝜎𝑦 = (
0 −𝑖
𝑖 0

) 𝜎𝑧 = (
1 0
0 −1

)  𝐼 = (
1 0
0 1

)       (1.20) 

Relativistic effects either involve a mass correction for heavier atoms also known as scalar 

relativistic or involve electron spin as in spin-orbit coupling. For the computations in this thesis, 

our major concern was accounting for scalar relativistic effects, this resulted in projecting out the 



10 

 

    

 

spin component in the four-component Dirac equation. In modern software codes, scalar 

relativistic effect is usually accounted for using either the Douglas-Kroll-Hess second-order 

Hamiltonian (DKH-2)71-73 or the zeroth-order regular approximation (ZORA)74-75. The 

calculations in this thesis were done using any one of the following software codes; Priroda,76 

ADF77 and MOLCAS37-38. The approximations to the Hamiltonians were coupled with basis sets 

contracted for relativistic calculations. 

1.5 Solvation Effects 

While most of the calculations in this thesis were computed in the gas phase, some were done in 

solution phase. The effect of solvent environment can impact the chemistry of species, making 

accurate description of the solvent environment necessary. Solvation can be implicit or explicit, in 

this thesis, implicit solvation is employed. Explicit solvation involves the addition of solvent 

molecules around the chemical species of interest (solute), making computations more expensive 

as number of solvent molecules increase. For this reason, we employ the implicit solvation model 

for our computations. The implementation of Minnesota’s Solvation Model 12 (SM12)78 in ADF77 

software suite was used in our work, with tetrahydrofuran (THF) as the solvent of interest. 

1.6 Dispersion Effects 

Dispersion interactions are attractive weak interactions originating from the response of electrons 

in one region to density fluctuations in another region. Dispersion effects are not incorporated in 

standard KS-DFT and they play significant role in energetics, electronic excitation and response 

properties like spectroscopic constants. In addition, for accurate computations in large systems like 

zeolites, dispersion needs to be properly accounted for. Dispersion effects within the scope of DFT 

can be divided into the short- and long-range. The electronic density from standard KS-DFT is not 

asymptotically correct because it is based on the UEG model, making it difficult for standard DFT 

to account for long-range dispersion. To account for dispersion in DFT, there are various 

approaches, one of which is adding a non-local correction to the exchange-correlation potential, 

leading to the vdW-DFT class of density functionals.79 Another way to account for dispersion is 

the use of error function, this is the basis of range-separated functionals.80-82 The method most 

used in this thesis is the addition of a 𝐶6-based 
1

𝑟6 type correction. Here, damped atom pair-wise 

potentials are added to the standard KS-DFT result, this is known as the DFT-D method.83 The 
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most commonly used form in this thesis is Grimme’s DFT-D3 dispersion scheme coupled with the 

BJ-damping scheme to give DFT-D3BJ.84 

1.7 Basis Sets 

To construct the wavefunction, Ψ, which is made up of molecular orbitals (MOs), basis functions 

are required to represent the atomic orbitals (AOs). Expanding the MOs using basis functions leads 

to integrals which can then be solved by various quantum chemical software codes.  The ease with 

which the integrals can be solved depends on the type of basis functions employed. There are two 

major types of basis functions, Slater type orbitals (STOs) and Gaussian type orbitals (GTOs). The 

functional form of STOs is shown in equation 1.21. 

         𝜒𝜁,𝑛,𝑙,𝑚(𝑟, 𝜃, 𝜑) = 𝑁𝑌𝑙,𝑚(𝜃, 𝜑)𝑟𝑛−1𝑒−𝜁𝑟                                    (1.21) 

where N is the normalization constant and 𝑌𝑙,𝑚 are spherical harmonic functions. STOs are 

hydrogenic orbitals, they mirror the exact orbitals for the hydrogen atom. STOs have no radial 

nodes, however nodes can be introduced by making linear combinations of STOs. Despite the 

accuracy of STOs, it is difficult to use them in calculations that involving four-center integrals, 

making GTOs a more suitable choice of basis functions.85-87 Equations 1.22 and 1.23, show the 

functional form of GTOs in polar and cartesian coordinates respectively. 

   𝜒𝜁,𝑛,𝑙,𝑚(𝑟, 𝜃, 𝜑) = 𝑁𝑌𝑙,𝑚(𝜃, 𝜑)𝑟2𝑛−2−𝑙𝑒−𝜁𝑟2
              (1.22) 

𝜒𝜁,𝑙𝑥,𝑙𝑦,𝑙𝑧
(𝑥, 𝑦, 𝑧) = 𝑁𝑥𝑙𝑥𝑦𝑙𝑦𝑧𝑙𝑧𝑒−𝜁𝑟2

         (1.23) 

While GTOs are somewhat inferior to STOs, the ease with which required integrals can be 

computed compensate for the inaccuracy. Also, the accuracy of a single STO can be achieved by 

making a linear combination of about three GTOs, leading to contracted GTOs (CGTOs), Figure 

1.2. Basis sets can be classified using the number of basis functions per orbital, with the minimum 

being a single basis function per orbital. The next improvement will be doubling the basis function 

leading to a double zeta type basis (DZ), the next step up in size will be a triple zeta (TZ) basis set.  

To ensure accurate description of chemical bonding, dissociation and some other properties, 

additional functions like polarization (higher-order angular momentum functions added for 

describing bonding) and diffuse functions (functions with the same order of angular momentum 

necessary for interactions at large distances) are added to supplement the standard basis functions. 

There are tons of basis sets contracted for different methods, the chemistry of the system and 

method of choice should be examined before making a choice of basis set to be used. In this thesis, 
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different kinds of basis sets are employed, one of which is the atomic natural orbital basis set, 

specifically ANO-RCC-VTZP.88 Other basis set employed include; correlation consistent cc-

pVTZ89, Ahlrichs and co-worker’s split-valence basis set def2-TZVP and doubly-polarized TZ2P 

basis set.90 

STOs and GTOs are not suited for modelling extended systems, the more suited type of basis 

function are plane wave basis functions generally represented as; 

Figure 1.2: Modelling a 1s-STO with GTOs.33 

     𝜒𝒌(𝑟) =  𝑒𝑖𝒌.𝒓           (1.24) 

The wave vector, k, plays the same role as ζ in GTOs, however, k does not necessarily depict size 

for plane waves, the size of plane wave basis sets depends only on the size of the unit cell. The 

type of plane wave basis employed in this thesis are projector-augmented wave (PAW) 

pseudopotentials as implemented in Quantum Espresso. PAW is a frozen-core all-electron (AE) 

pseudopotential proposed by Blöchl, Kresse and Joubert reformulated the PAW energy functional 

to resemble the pseudopotentials employed in modern periodic codes.91 The two important cut-

offs used to control the waves are the energy and density cut-off which we typically set to 50 and 

250 Ry respectively. 
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1.8 Organization of Thesis 

Subsequent chapters in this thesis are arranged as shown in Figure 1.3. 

Figure 1.3: Schematic description of remaining chapters in this thesis. 
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ABSTRACT: We have examined the performance of Multiconfiguration Pair-Density Functional 

Theory (MC-PDFT) for computing the ground-state properties of actinide species. Specifically, 

we focused on the properties of UN2 and various actinyl species. The properties obtained with 

MC-PDFT at the scalar-relativistic level are compared to Kohn-Sham DFT (KS-DFT), complete 

active space self-consistent field theory, CASSCF, coupled-cluster theory, CCSD(T) and CCSDT, 

as well as multireference perturbation theory, (CASPT2). We examine the degree to which MC-

PDFT improves over KS-DFT and CASSCF while aligning with CASPT2, CCSD(T) and CCSDT. 

All properties that we considered were for the CASPT2 electronic ground states. For structural 

parameters, MC-PDFT confers very little advantage over KS-DFT, especially the B3LYP density 

functional. For NpO2
3+, MC-PDFT and local KS-DFT functionals excessively favor the bent 

structure whereas CCSDT and CASPT2 predict the bent and linear structures as iso-energetic. For 

this special case, hybrid KS-DFT functionals like PBE0 and B3LYP provide results closer to 

CASPT2 and CCSDT than MC-PDFT. On a more positive note, MC-PDFT is very close to 

CASPT2 and CCSD(T) for the redox potentials, energetics of redox chemical reactions as well as 

ligand-binding energies. These are encouraging results since MC-PDFT is more affordable. The 

best MC-PDFT functional is ft-PBE. Our findings suggest that MC-PDFT can be used to study 

systems and excited states with larger strong electron correlation effects than were considered here. 

However, for the systems and properties considered here, KS-DFT functionals do well, justifying 

their usage as the bulwark of computational actinyl chemistry over the last two-three decades.
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2.1 INTRODUCTION  

There has been significant interest in using quantum mechanical calculations for computing 

the structural, electronic, optical, chemical and magnetic properties of actinide complexes. A 

significant proportion of these calculations are performed at the scalar-relativistic Kohn-Sham 

density functional theory (KS-DFT) level.1-5 The relatively low computational cost and fairly 

black-box nature of KS-DFT makes it more affordable and appealing than many correlated 

wavefunction approaches.6-9 The affordability of KS-DFT comes at the expense of non-trivial 

dependence of results on the choice of exchange-correlation density functional. As such, many 

researchers have examined the performance of various KS-DFT functionals for predicting the 

properties of actinide compounds by comparison with experimental data or by comparison with 

results obtained from wavefunction approaches like coupled cluster (CC) theory. In general, CC 

calculations are usually performed at the level of iterative inclusion of single and double 

excitations and a perturbative treatment of triple excitations, CCSD(T). The results of KS-DFT 

calculations on actinide species have also been compared to complete active space second order 

perturbation theory (CASPT2).1, 10-41 Although KS-DFT performs well for predicting some 

properties of actinide species, there are instances of strong disagreements with the wavefunction 

methods.4, 24, 33, 38 Such disparities are often due to the fact that the partially-filled nature of the 5f 

shell of the early actinides (uranium, neptunium and plutonium) confers multiconfigurational 

character on their atoms, ions and complexes. These static correlation effects are not accurately 

accounted for within KS-DFT. These effects are however crucial for accurate description of the 

electronic structures of 5f complexes as well as quantitative description of their optical, chemical 

reactivity and magnetic properties. 

Although CCSD(T)42-47 and CASPT248-50 are accurate for predicting the properties of actinide 

species, they are ultimately limited for studying large complexes. The N7 scaling of conventional 

implementations of CCSD(T) ensures that it is far more expensive than KS-DFT.6, 7, 9 Also, 

CCSD(T) is best suited for studying systems with single-reference character or at worst, modest 

multireference characters.45 While there are many ways of identifying systems with 

multiconfigurational characters, the largest configuration state functions, CSFs, in these systems 

typically have a weight contribution below 90% of the configuration interaction (CI) expansion.51-

53 For systems with significant multireference character, the Hartree-Fock (HF) wavefunction is 

no longer a good starting point for CCSD(T) calculations. Indeed, Fang et al. have shown that 



22 

 

    

 

using HF solutions in CCSD(T) calculations can lead to fairly large errors in the reaction energies 

of some actinide compounds.54 For these systems, it is necessary to employ quantum-mechanical 

methods designed to handle multireference character. CASPT2 is one such approach that has been 

used to study actinide species. For CASPT2 calculations, the initial complete active space self-

consistent field (CASSCF) step as well as the post-CASSCF perturbation theory step become 

increasingly unaffordable as the system size and active space are increased. Indeed, most modern 

CASSCF algorithms can only treat 18-24 electrons in 18-24 orbitals.55-57 This active space size is 

not sufficient to adequately account for static and dynamic correlation in many 5f complexes of 

interest in catalysis, materials and optics. It is in light of these limitations that several workers have 

focused on developing approaches that combine DFT with multireference methods.58-72 We have 

only cited a few examples. A more exhaustive reference can be found in ref.68. In these ‘hybrid’ 

methods, static correlation energy is recovered with either a multiconfigurational approach like 

CASSCF or with singlet-paired coupled-cluster (CCD0) theory.45, 62 Some variant of DFT, is then 

used to recover the dynamic portion of the electronic correlation energy. The ‘hybrid’ 

‘CASSCF/DFT’ methods avoid the scaling difficulties associated with the post-CASSCF step in 

CASPT2. CCD0/DFT avoids incorporation of higher-order excitations in coupled-cluster theory. 

Interestingly, there have only been two instances in which CASSCF/DFT and CCD0/DFT methods 

have been used to study 5f systems. These studies focused mostly on the structural properties of f0 

actinyl systems.16, 60 

In this work, we examine the structural, redox, ligand bonding and reactivity properties of f0, 

f 1, f 2, f 3 and f 4 actinyl species with the aim of comparing the performance of a recently developed 

multiconfigurational pair-density functional theory (MC-PDFT68, 73, 74) approach with KS-DFT, 

CASSCF, CASPT2, CCSD(T) and CCSDT75. The new approach is called multiconfiguration pair-

density functional theory (MC-PDFT).68, 73, 74 In MC-PDFT, the total energy is obtained by adding 

the kinetic energy and classical Coulomb energy of any multiconfigurational wavefunction to an 

“on-top energy contribution” obtained with an “on-top density functional” of the one-electron 

density, ρ, and the on-top pair density, Π,76-78 of the multiconfigurational wavefunction, 2.1. MC-

PDFT is a general ansatz since one can use ρ and Π from any multiconfigurational solution.79-81 

CAS-PDFT is MC-PDFT when one utilizes a CASSCF solution. This is the only type of MC-

PDFT method used in this work. As such we will use CAS-PDFT and MC-PDFT interchangeably, 

henceforth. For MC-PDFT, the total energy is given by: 
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               𝐸 =  𝑉𝑛𝑛 +  ⟨𝜓|�̂� + �̂�𝑛𝑒|𝜓⟩ +  𝑉𝐶[𝜌] +  𝐸𝑜𝑡[𝜌, 𝛱]                          (2.1) 

𝐸 =  𝑉𝑛𝑛 + 2 ∑ ℎ𝑖𝑗  + 2 ∑ 𝑔𝑖𝑖𝑗𝑗𝑖𝑗𝑖 + ∑ ℎ𝑣𝑤𝐷𝑣𝑤𝑣𝑤 + 2 ∑ 𝑔𝑖𝑖𝑣𝑤𝐷𝑣𝑤 +𝑖𝑣𝑤

1

2
∑ 𝑔𝑣𝑤𝑥𝑦𝐷𝑣𝑤𝐷𝑥𝑦𝑣𝑤𝑥𝑦 + 𝐸𝑜𝑡[𝜌, 𝛱]       (2.2) 

where 𝑉𝑛𝑛 is the nucleus-nucleus repulsion energy and ⟨𝜓| is the multireference wavefunction, �̂� 

is the kinetic energy operator, �̂�𝑛𝑒 is the nucleus-electron attraction energy operator while 𝑉𝐶[𝜌] 

and 𝐸𝑜𝑡[𝜌, 𝛱] represent the Coulomb and the on-top pair-density functional energies, respectively. 

A more detailed breakdown of the CAS-PDFT energy is shown in 2.2, where h and g represent the 

one-electron and two-electron integrals respectively, D is the one-body density matrix. i and j are 

used to denote inactive orbitals while v, w, x, and y are the active orbitals.68, 74 

The on-top pair-density functional energy, 𝐸𝑜𝑡[𝜌, 𝛱] in 2.2, is obtained by ‘translating’ or 

‘fully translating’ existing Kohn-Sham exchange-correlation density functionals of ρ into new 

pair-density functionals of the ρ and Π of a multiconfigurational wavefunction.68, 73, 74 The 

translated functionals of ρ and Π are labeled as ‘t-DFT’ (t-PBE, t-LSDA and t-BLYP are 

examples) while the fully translated functionals are labeled as ‘ft-DFT’ (ft-PBE, ft-LSDA and ft-

BLYP are examples). The procedures for these translations have been previously discussed.68, 73, 

74 Various tests have shown that MC-PDFT give results in agreement with CASPT2 for predicting 

the properties of main-group compounds and metal complexes82-87, at much lower costs and 

scaling. There have however been no examination of the relative performance of MC-PDFT to 

KS-DFT, CASSCF, CASPT2, CCSD(T) and CCSDT for actinide complexes.  

The next section presents the details of our computations. We then provide our results and 

discussion. 

2.2 COMPUTATIONAL DETAILS 

2.2.1 Basis Set and Relativistic Effects: With some exceptions, all our CASSCF, CASPT2, MC-

PDFT and KS-DFT calculations were performed with ANO-RCC-VTZP basis sets.88, 89 The 

primitive functions of the ANO-RCC-VTZP basis sets for the actinide, oxygen/fluorine/nitrogen 

and hydrogen atoms are contracted to (9s8p6d4f2g1h), (4s3p2d1f) and (3s2p1d), respectively. 

Scalar-relativistic effects were accounted for with Douglas-Kroll-Hess second-order Hamiltonian 

(DKH2).90-92 CCSDT calculations were performed with the actinide atoms described using small-



24 

 

    

 

core Stuttgart effective core potentials (ECPs) and associated valence basis sets.93 The O and N 

atoms in these calculations were described with cc-pVTZ basis sets.94 

2.2.2 Systems Studied: The systems and reactions that we studied are summarized in Table 2.1. 

As a starting point, we computed the structural properties of UN2 as well as the UO2
m+ (m = 0, 1 

or 2), NpO2
m+ (m = 1 or 2) and PuO2

m+ (m = 1 or 2) species. We then computed the adiabatic 

ionization potentials for these ions. The energies associated with the two-step water-induced 

reduction of the AnO2
2+ species (where An = U, Np and Pu) to the corresponding HOAnO2+ and 

An(OH)2
2+ species have also been calculated, Table 2.1.24, 38 The water-induced reactions are 

summarized in 2.3 and 2.4.  

  Table 2.1: Systems studied in this work. 

Structure Potential Energy Curves Reactivity and Binding Energies 

UO2
2+/+/0 NpO2

3+ UO2F
+ → UO2

2+ + F- 

UN2 UO2F
+ (U-F bond) NpO2F

+ → NpO2
2+ + F- 

NpO2
2+/+ NpO2F

+ (Np-F bond) PuO2F
+ → PuO2

2+ + F- 

PuO2
2+/+ PuO2F

+ (Pu-F bond) UO2
2+ + 

1

2
H2O → HOUO2+ + 

1

4
O2 

 Ionization Potentials HOUO2+ + 
1

2
H2O → U(OH)2

2+ + 
1

4
O2 

 UO2
2+ → UO2

+ NpO2
2+ + 

1

2
H2O → HONpO2+ + 

1

4
O2 

 UO2
+ → UO2 HONpO2+ + 

1

2
H2O → Np(OH)2

2+ + 
1

4
O2 

 NpO2
2+ → NpO2

+ PuO2
2+ + 

1

2
H2O → HOPuO2+ + 

1

4
O2 

 PuO2
2+ → PuO2

+ HOPuO2+ + 
1

2
H2O → Pu(OH)2

2+ + 
1

4
O2 

AnO2
2+ +

1

2
H2O ⟶ AnO2H2+  +  

1

4
O2                    (2.3) 

AnO2H2+ + H2O ⟶ AnO2H2
2+  +  

1

4
O2                 (2.4) 

To further examine the abilities of MC-PDFT to yield good potential curves around equilibrium, 

we studied the Np(VI) species, NpO2
3+.16, 60 Finally, we examined the structure and binding 

energies of the actinide-ligand interactions in UO2F
+, NpO2F

+, and PuO2F
+, Table 2.1. 

2.2.3 Geometries: We obtained the geometries of UN2 and the AnO2
m+ species at the CASSCF, 

CASPT2, CCSD(T), CCSDT, MC-PDFT and KS-DFT levels, Table 2.1. This was done by 

scanning the bond lengths in steps of 0.001 Å. To calculate the adiabatic reduction potentials of 

the AnO2
m+ species, Table 2.1, we carried out single-point calculations at the equilibrium 
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geometries obtained with each method. The ground spin-free states at the CASPT2 level for the 

AnO2
m+ species are presented in Table 2.2. The ground states of actinide species are notoriously 

difficult to accurately determine.95-97 As such, we have focused on determining the geometries and 

properties predicted by MC-PDFT at the CASPT2 ground states. It is quite possible that these 

states are not the MC-PDFT ground states. The ability of MC-PDFT to predict the excited state 

manifolds of various actinide species will be focus of future reports. 

Table 2.2: Ground state character of the AnO2
m+ species. 

 Ground State Character  Ground State Character 

UO2
2+ and UN2 1Σg NpO2

2+ 2Φu (𝜙1) 

UO2
+ 2Φu (𝜙1) NpO2

+ 3𝐻g (𝜙1𝛿1) 

UO2 3Φu (7𝑠1𝜙1) PuO2
2+ 3𝐻g (𝜙1𝛿1) 

NpO2
3+ 1Σg PuO2

+  4Φu (𝜙1𝛿2) 

To compute ligand binding energies as well as the energetics of the water-induced reduction 

reactions for the AnO2
2+ species, 2.3 and 2.4, we optimized the structures of the AnO2

2+, AnO2H
2+, 

AnO2H2
2+, and AnO2F

+ species with the B3LYP functional98, 99 while describing the U, Np and Pu 

atoms with the Stuttgart small-core relativistic effective core potentials and associated valence 

basis sets.93 The H, O and F atoms were described with def2-QZVPPD basis sets.100 Dispersion 

interactions were accounted for with the D3 correction scheme while utilizing the Becke-Johnson 

damping approach, D3BJ.101-103 This combination of DFT functional and basis sets is routinely 

used for optimizing large actinide complexes.2, 17-19, 26, 28, 34, 104, 105 We then performed single-point 

CCSD(T), CASSCF, CASPT2, MC-PDFT and KS-DFT calculations on the optimized geometries.  

To describe the region around the equilibrium metal-fluoride (An-F) bond distances of UO2F
+, 

NpO2F
+ and PuO2F

+, we started from the B3LYP-D3BJ-optimized geometries. The positions of 

the actinide and oxygen atoms of the actinyl groups were fixed. The An-F bond distances were 

then varied in steps of 0.005 Å. The three-dimensional potential energy surface (PES) of NpO2
3+ 

was obtained in a similar fashion: the bond lengths were scanned in steps of 0.0025 Å from 1.64 

to 1.75 Å for every bond angle. The bond angles were scanned in steps of 1.0° from 140° to 180°.  

2.2.4 Vibrational Frequencies: The symmetric vibrational frequencies of the triatomic molecules 

were obtained by a sixth-degree polynomial fitting of the curves near the equilibrium geometries.  

2.2.5 Symmetry: All the calculations in this work were carried out in the C2v abelian sub-group 

rather than in the appropriate C∞v and D∞h groups of most of the studied actinide complexes. 
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Additional information regarding the use of symmetry and identification of CASPT2 ground states 

is provided in the Supplementary Material.  

2.2.6 Multireference Calculations 

2.2.6.1. Complete active space self-consistent field calculations: Except when otherwise noted, 

the frontier molecular orbitals formed from the 2p orbitals of the O and N atoms as well as the 

singly-occupied 5f orbitals of the U, Np and Pu atoms were placed in the CASSCF active space. 

This results in the following active spaces: (12/12) for UO2
2+, NpO2

3+ and NUN, (13/13) for UO2
+, 

UO2H
2+ and NpO2

2+, (14/14) for UO2, UO2H2
2+, UO2F

+, NpO2
+, NpO2H

2+, and PuO2
2+, (15/15) 

for NpO2, NpO2H2
2+, NpO2F

+ and PuO2
+, and (16/16) for PuO2, PuO2F

+and PuO2H2
2+. The 

partitioning of the orbitals into the four representations of the C2v sub-group are similar to previous 

reports.12-14, 37, 104, 105 For F- and H2O, we used (2/2) and (4/4) complete active spaces, respectively. 

2.2.6.2 Complete active space second order perturbation theory calculations: We used an 

empirical ionization-potential–electron-affinity (IPEA) shift106, 107 of 6.80 eV in the CASPT2 

calculations. An imaginary shift of 5.44 eV was used to prevent intruder states.108, 109 

2.2.6.3 Complete active space pair-density functional theory calculations: In the MC-PDFT 

calculations, we used 3 translated (t-PBE, t-BLYP and t-LSDA) and 3 fully-translated (ft-PBE, ft-

BLYP, ft-LSDA) on-top pair density functionals of the CASSCF ρ and Π. 68, 73, 74  

2.2.7 Kohn-Sham DFT Calculations: We studied the actinide species with 5 KS-DFT functionals 

(BLYP,99, 110 B3LYP,98, 99 PBE,111 PBE08, 112 and LSDA113, 114). By including B3LYP and PBE0, 

we are able to compare the improvement of the generalized gradient approximation (GGA) 

functionals either by adding HF exchange or by using the MC-PDFT ansatz with CASSCF ρ and 

Π. t-PBE and ft-PBE have been compared to PBE and PBE0 for various properties.82, 83, 86, 87, 115, 

116  

2.2.8 Coupled Cluster Calculations: Coupled cluster calculations were performed at the 

CCSD(T) and CCSDT levels. All-electron CCSD(T) calculations were performed with the ANO-

RCC-TZVP basis sets while employing the DKH2 Hamiltonian.90-92 In these calculations, the 1s2-

5d10 shells of the actinides and the 1s2 shells of O, N and F were kept frozen. As noted earlier, 
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CCSDT calculations were performed with relativistic ECPs and cc-pVTZ basis sets on the light 

atoms. 11 core orbitals were frozen during the CCSDT calculations. 

2.2.9 Software: All-electron KS-DFT, CCSD(T), CASSCF, CASPT2 and MC-PDFT calculations 

were carried out with MOLCAS 8.1.117, 118 KS-DFT calculations with relativistic pseudopotentials 

were performed with Gaussian 16.119 CCSDT calculations were performed with MRCC.120, 121  

2.3. RESULTS AND DISCUSSIONS 

All the calculations in this work were performed with symmetry. This makes for faster calculations 

and allows us to separate degenerate states into different irreducible representations. However, it 

is interesting to wonder whether MC-PDFT conserves the degeneracy of these states in the absence 

of symmetry constraints. Tests on NpO2
2+ indicate that MC-PDFT conserves the degeneracy of 

the two 2Φu states in the absence of symmetry, see Supplementary Material. These tests were 

performed with state-averaged CASSCF and multi-state MC-PDFT. We arrived at the same 

conclusion when we examined other systems and regardless of the nature of the starting orbitals. 

In addition, we found similar equilibrium Np-O bond distances for NpO2
2+ from the MC-PDFT 

calculations with and without symmetry. This gives us confidence regarding the properties 

computed with symmetry constraints.  

2.3.1 Structural Properties of the Actinyl Groups.  

The mean absolute deviations (MADs) and root mean squared deviations (RMSDs) from CASPT2 

of the calculated bond distances obtained with KS-DFT, MC-PDFT, CASSCF and CCSD(T) of 

UN2 and the AnO2
m+ (An = U, Np, Pu and m is any of 0, 1, 2) species are shown in Figure 2.1. 

These molecules have linear ground state geometries. The dominant CASSCF CSFs have weights 

of 88.3%, 87.9%, 89.7%, 89.6%, 86.3%, 89.0%, 84.4%, 87.6% at the CASPT2 geometries of UN2, 

UO2
2+, UO2

+, UO2, NpO2
2+, NpO2

+, PuO2
2+ and PuO2

+, respectively. Thus these f0, f1, f2 and f3 

systems have moderate/appreciable multireference characters.51-53 The magnitudes of the 

contributions from the dominant configurations suggest that the perturbative treatment of triple 

excitations in CCSD(T) will help correct for some of these multiconfigurational effects. We 

therefore expect that CCSD(T) will give reasonable estimates of the bond distances. As seen in 

Table 2.3, CASPT2 and CCSD(T) results are always within 0.012 Å of CCSDT. For UO2, these 

methods are within 0.010 Å of the experimental value of 1.800 Å for the 3Φu ground state.122  Our 

CASPT2 results also agree with previous reports. Gagliardi et al. obtained a U-N bond length of 

1.734 Å for UN2 and a U-O bond distance of 1.705 Å for UO2
2+.13 These values are within 0.007 



28 

 

    

 

Å of our results. Overall, relative to CASPT2, CCSD(T) has a MAD of 0.004 Å and a RMSD of 

0.004 Å, Figure 2.1. In contrast, CASSCF yields bond distances that are generally longer than 

CASPT2. This is understandable given the excessively antibonding character of CASSCF 

solutions.50, 123 Of the KS-DFT functionals, B3LYP perform best. This functional is always within 

0.010 Å of CASPT2. In contrast, BLYP gives bonds that are far too long (MAD of 0.031 Å) and 

performs worst of all the methods. PBE0 gives bonds that are too short, underestimating by 0.020 

Å. PBE has a MAD of 0.018 Å.  

 

Figure 2.1: MADs and RMSDs relative to CASPT2 for bond distances of actinyls. 

For MC-PDFT, the ft- functionals generally improve slightly over their t- counterparts, which 

already improve over the analogous KS-DFT functionals, Figure 2.1. ft-PBE has the lowest MAD 

and RMSD of all the MC-PDFT methods. It is competitive with B3LYP and CCSD(T), Figure 2.1. 

Importantly, ft-PBE correctly reproduces the trends in the actinyl bond-lengths obtained with 

CCSD(T), CCSDT and CASPT2. The bond-length elongation as one proceeds from AnO2 to 

AnO2
+ and AnO2

2+ are well reproduced, see Supplementary Material. ft-PBE also correctly 

reproduces the contraction as one moves from the U species to the Np and Pu analogues. However, 

due to the rather small margins, ft-PBE confers little advantages over B3LYP for structure 



29 

 

    

 

optimizations, Figure 2.1. Importantly, calculations with B3LYP can be used in a fairly black-box 

fashion and are cheaper. 

Table 2.3: Comparison of the actinyl bond-lengths from all-electron scalar-relativistic 

CASPT2 and CCSD(T) calculations with CCSDT results using scalar-relativistic effective 

core potentials. 

 UO2
2+ UN2 UO2

+ UO2 

CCSDT 1.698 1.726 1.747 1.790 

CCSD(T) +0.002 +0.006 +0.012 +0.007 

CASPT2 +0.000 +0.003 +0.009 +0.003 

 NpO2
2+ NpO2

+ PuO2
2+ PuO2

+ 

CCSDT 1.683 1.741 1.684 1.725 

CCSD(T) +0.002 -0.004 -0.003 -0.007 

CASPT2 +0.007 -0.008 +0.005 -0.008 

2.3.2 Potential Energy Curves.  

2.3.2.1. NpO2
3+: Jensen et al. reported that HF, MP2, CASSCF, CASPT2 and CCSD(T) predict 

NpO2
3+ as being linear.60 These approaches contain 100% of the HF exchange energy. In contrast, 

LSDA, PBE and B3LYP predict NpO2
3+ as a bent molecule with bond angles of 149-165°. These 

functionals contain 0-20% of the HF exchange energy with the residual exchange energy in these 

functionals treated with GGA exchange. Interestingly, Jensen et al have also developed an 

approach for combining multiconfigurational methods with DFT. They employ a range-separation 

methodology.61 Their approach replaces HF exchange with GGA exchange and so favors the bent 

structure for NpO2
3+, just like LSDA, PBE and B3LYP.60 By contrast, Scuseria et al.’s CCD0/DFT 

method favors a linear structure for NpO2
3+.16 CCD0/DFT includes all the HF exchange energy. It 

would thus appear that large amounts of HF exchange is the crucial ingredient for favoring the 

linear structure of NpO2
3+. However, it has been previously suggested that the bending seen with 

some KS-DFT functionals is due to significant static correlation effects.124 We find some evidence 

of this in our results. At the PBE-optimized bent (149°) geometry, the dominant CSF has a weight 

of 81% while with the linear geometry, the dominant CSF has a weight of 83%. These weights are 

suggestive of moderate/appreciable nondynamical electron correlation effects. In contrast, the 

CCSD T1-diagnostics125 for the bent and linear structures are 0.037 and 0.040 respectively while 

the largest double excitation amplitudes are 0.14 and 0.10, respectively. The T1 diagnostics are 
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less than the threshold of 0.050 previously suggested for inorganic species.51 The double excitation 

amplitudes are also fairly moderate. The contrasting pictures from the CASSCF CSF weights and 

the CCSD diagnostics likely indicate that a subtle balance of static and dynamical correlation 

determine the relative energies of the linear and bent structures of NpO2
3+.  

The potential energy curves, PESs, obtained for NpO2
3+ with CCSDT, CASPT2, MC-PDFT and 

KS-DFT are presented in Figure 2.2. 3D PESs are provided in the Supplementary Material. 

CASSCF favors the linear structure, albeit with a minor penalty, < 1 kcal/mol, for bending, see 

Supplementary Material. This is indicative of a flat PES. CCSD(T) also favors the linear structure 

but with near degeneracy for bent structures with bond angles up to 169°. For CASSCF and 

CCSD(T), the potential energy curves of NpO2
3+, although flat, ultimately have only one minimum 

(the linear structure). In contrast, with CASPT2, the lowest energy structure is a bent structure 

(angle of 174°). This bent structure is iso-energetic with the linear structure (relative energy 0.010  

 

Figure 2.2: Potential energy curves for NpO2
3+. Comparison of CASPT2 and CCSDT to (A) 

KS-DFT functionals, (B) KS-DFT and MC-PDFT functionals, (C) Expanded 165-180° 

range of A and (D) Expanded 165-180° range of B. The Np-O bond distances were fixed at 

1.685 Å. 
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kcal/mol), Figure 2.2. CCSDT agrees well with CASPT2. The minimum CCSDT structure has a 

bond angle of 169°. This bent structure is more stable than the linear structure by just 0.080 

kcal/mol, Figure 2.2. From CCSDT and CASPT2, we see that PES of NpO2
3+ has one minimum 

(bent structure) with a negligible energy barrier to inversion. Pure KS-DFT calculations favor 

bending with angles of about 149°, Figure 2.2. These functionals describe the linear structure as a 

saddle point, 4-5 kcal/mol above the bent structures. Addition of HF exchange to the KS-DFT 

functionals favors near-degeneracy of the linear and bent structures. With PBE0, the bent structure 

has an angle of 175° and is 0.02 kcal/mol lower in energy, agreeing with CASPT2 and CCSDT. 

Interestingly, MC-PDFT favors the bent structure, Figure 2.2, like the pure KS-DFT functionals. 

Thus, the hybrid KS-DFT functionals provide a better description than MC-PDFT. MC-PDFT 

however reduces the energy gap between the bent and linear structures. With ft-PBE and t-PBE, 

the bent structure is more stable by 1-2 kcal/mol, in comparison with 4.7 kcal/mol with PBE, 

Figure 2.2. In converse, the most stable structures obtained with MC-PDFT have similar bond 

angles to those from pure KS-DFT. As an example, with ft-PBE and t-PBE, the bond angles are 

unchanged from PBE, 149°, suggesting that MC-PDFT stabilize the linear structure due to some 

static correlation energy carried over from CASSCF via the multiconfigurational ρ and Π. This is 

however not enough to yield larger O-Np-O angles and degenerate linear and bent structures. We 

conclude that static correlation is not the only culprit responsible for excessive stabilization of bent 

NpO2
3+ by pure KS-DFT and MC-PDFT functionals. The pair-density functionals used in MC-

PDFT could be improved with a better balance of GGA and HF exchange. 

2.3.2.2. Actinyl-Ligand Bonds: Good descriptions of the equilibrium region between actinyl 

groups and ligands as well as accurate prediction of actinyl-ligand binding energies are crucial for 

the development of accurate molecular mechanics force field parameters and numerical evaluation 

of vibrational frequencies.126, 127 To study actinyl-ligand interactions, we used the fluoride ion, F- 

and coordinated it to UO2
2+, NpO2

2+ and PuO2
2+. The PESs associated with the U-F bond in UO2F

+ 

are shown in Figure 2.3. The data for NpO2F
+ and PuO2F

+ is presented in the Supplementary 

Material. CCSD(T) and CASPT2 give similar curves. In contrast, the near-equilibrium PESs 

obtained with CASSCF, LSDA, BLYP, t-LSDA and ft-LSDA are quite different from CASPT2. 

The closest results to CASPT2 were found with t-PBE and ft-PBE. These track CASPT2 quite 

closely, Figure 2.3. As such, ft-PBE not only accurately describes the actinyl groups but also 

describes their interactions with environmentally-relevant ligands quite well. 
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Figure 2. 3: Potential energy curves for the U-F bond of UO2F+ obtained with (A) CASPT2, 

CCSD(T) and MC-PDFT functionals and (B) CASPT2, CCSD(T) and KS-DFT functionals.  

2.3.2.3 Actinyl-Ligand Bond Dissociation Energies: We calculated the binding energies of the 

actinide-fluoride bonds in UO2F
+, NpO2F

+ and PuO2F
+. The deviations of the various methods 

from CASPT2 are given in Table 2.4. The MSD and MAD of CCSD(T) from CASPT2 are 5.3 and 

5.3 kcal/mol, respectively, suggesting that CCSD(T) very slightly over-binds F-, relative to 

CASPT2. This agrees with the results presented in Figures 2.1 and 2.3. We see similar behavior 

with ft-BLYP and ft-PBE which have MADs of 1.4 and 4.9 kcal/mol, respectively. These are much 

more improved over BLYP and PBE which have MADs of 9.9 and 15.8 kcal/mol, respectively. ft-

BLYP and ft-PBE also do better than B3LYP and PBE0. The good performance of ft-PBE for the 

structures of the actinyl moieties, Figure 2.1, as well as the actinide-ligand bond parameters, Figure 

2.3, and binding energies, Table 2.4, makes it suitable for the development of high-quality ab  

Table 2.4: Deviations (given in kcal/mol) for CASSCF, CCSD(T), MC-PDFT and KS-DFT 

from CASPT2 for the binding energies of F- to UO2
2+, NpO2

2+ and PuO2
2+. 

 CASSCF CCSD(T) MC-PDFT 

   ft-LSDA ft-BLYP ft-PBE 

Max. deviation -41.1 5.9 18.4 2.2 6.6 

MSD -40.9 5.3 17.2 0.6 4.9 

MAD  40.9 5.3 17.2 1.4 4.9 

  KS-DFT    

 LSDA BLYP PBE B3LYP PBE0 

Max. deviation 32.4 11.5 17.3 8.5 10.9 

MSD 30.6 9.9 15.8 7.4 10.0 

MAD 30.6 9.9 15.8 7.4 10.0 
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initio-derived force-field parameters for actinide complexes. Although B3LYP gives similar 

accuracy for equilibrium geometries, Figure 2.1, ft-PBE is closer to CASPT2 when used to 

describe all the properties necessary for molecular mechanics force-field parameterizations. Of the 

MC-PDFT functionals, ft-LSDA and t-LSDA have the worst performances, with MADs of 17.2 

and 15.8 kcal/mol, respectively. These are however still much improved over LSDA, 30.6 

kcal/mol, and CASSCF, 40.9 kcal/mol. 

2.3.2.4 Vibrational Frequencies: We compare the frequencies of the actinyl symmetric stretching 

vibrational modes obtained with various methods against CASPT2 in Figure 2.4. For UO2
2+, we 

obtained 1029 and 1005 cm-1 at the CCSD(T) and CASPT2 levels, respectively. Gagliardi et al. 

obtained 1043 cm-1 for this system with CASPT2.13 For UN2, we obtained 1060 and 1032 cm-1 

with CCSD(T) and CASPT2, respectively. These are comparable to 1029 and 999 cm-1 from 

previous CCSD(T)105 and CASPT2 calculations.13 The differences in these results are likely due 

to disparate fitting procedures. As such, we used the same sixth-order polynomial fitting procedure 

for all the theoretical methods evaluated in this work. The deviations of the various methods from 

CASPT2 are examined in Figure 2.4 and Table 2.5. CCSD(T) has a MAD of about 26 cm-1 from 

CASPT2, Table 2.5. This is quite good. Similarly, CASSCF yields frequencies that are on average  

 

Figure 2.4: Calculated symmetric stretching vibrational frequencies obtained with various 

methods. 
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Table 2.5: Deviations (cm-1) of various methods from CASPT2 for the frequencies of the 

symmetric stretching vibrational mode of UN2 and actinyl groups. 

 CASSCF CCSD(T) MC-PDFT 

   ft-LSDA ft-BLYP ft-PBE 

Max. deviation +65 +65 +44 -54 -8 

MSD +25 +25 +24 -47 -8 

MAD 25 26 29 47 9 

   KS-DFT   

 LSDA BLYP PBE B3LYP PBE0 

Max. deviation +109 -61 +77 +127 +144 

MSD +48 -33 +9 +54 +91 

MAD  48  41 31 54 91 

quite close to CASPT2 with a MAD of 25 cm-1. The maximum deviation of CCSD(T) and 

CASSCF are however somewhat large, 65 cm-1. These suggest to us that their performance is a bit 

uneven. In contrast, the deviations of ft-PBE from CASPT2 are in a narrower range. ft-PBE has a 

maximum deviation of 15 cm-1. Additionally, ft-PBE tracks CASPT2 for all the actinyls and has 

MAD of only 9 cm-1, Figure 2.4 and Table 2.5. The good performance of ft-PBE for the vibrational 

frequencies is justified given its good performance for structural parameters, Figure 2.1, PESs, 

Figure 2.3, and the bond dissociation energies, Table 2.4.  

2.3.3 Reaction Energies.  

2.3.3.1 Water-induced redox processes: Wahlgren et al. found that for U, CASPT2 predicts that 

reactions 3 and 4 are both endothermic whereas B3LYP predicts that these reactions are 

exothermic.38 They found an overall difference of 26.2 kcal/mol between CASPT2 and B3LYP 

for the energies of these two reactions. This is a substantial difference and it is thus interesting to 

determine whether other DFT functionals behave in a similar manner and whether MC-PDFT and 

CCSD(T) can reduce these errors. We are also interested in the trends of these methods for 

analogous reactions with Np and Pu. The MADs and MSDs of the other methods relative to the 

CASPT2 benchmark are presented in Table 2.6. CCSD(T) has a MAD of 4.0 kcal/mol with a 

maximum deviation of -12.5 kcal/mol. ft-PBE is competitive with CCSD(T) with a MAD of 3.0 

kcal/mol and a maximum deviation of 10.7 kcal/mol from the CASPT2 benchmark. In contrast, 

CASSCF has a MAD of 7.9 kcal/mol, almost double that ft-PBE and CCSD(T). The pure DFT 

functionals, LSDA, BLYP and PBE also do very well with MADs around 3.2-3.7 kcal/mol from 

the benchmark. As to the basic essence of this work, it is encouraging that ft-PBE improves upon 
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CASSCF and does not destroy the good performance of PBE for these reactions. The individual 

reaction energies for the U, Np and Pu species are compared in the Supplementary Material.  

Table 2.6: Deviations (given in kcal/mol) for CASSCF, CCSD(T), MC-PDFT and KS-DFT 

from CASPT2 for the energetics of the water-induced reduction of actinyl groups 

(reactions 1 and 2). 

 CASSCF CCSD(T) MC-PDFT 

   ft-LSDA ft-BLYP ft-PBE 

Max. deviation 17.9 -12.5 -11.8 -14.1 +10.7 

MSD 7.4 -3.2 -3.7 -5.5 -2.7 

MAD 7.9 4.0 4.1 5.5 3.0 

   KS-DFT   

 LSDA BLYP PBE B3LYP PBE0 

Max. deviation +6.7 +10.2 -13.2 -8.2 -7.3 

MSD 2.3 -3.0 -0.7 -4.7 -3.2 

MAD 3.7 3.4 3.2 4.7 3.4 

2.3.3.2 Redox potentials: The adiabatic ionization potentials of UO2
+, NpO2

+ and PuO2
+ as well 

as UO2 obtained at the CASPT2 and CCSD(T) levels are compared to experimental estimates in 

Table 2.7. The experimental estimates of these species have rather large error bars, up to 0.4 eV. 

CCSD(T) and CASPT2 are always within the accuracy limits of the experimental data except for 

PuO2
2+. 

Table 2.7: Experimental and calculated adiabatic reduction potentials (eV) for various 

actinyl species. 

 Experiment CCSD(T) CASSCF CASPT2 ft-PBE 

UO2
2+ 14.6 ± 0.4 14.2 13.3 14.3 14.8 

NpO2
2+ 15.1 ± 0.4 15.2 14.3 15.3 15.3 

PuO2
2+ 15.1 ± 0.4 15.8 14.7 16.0 15.9 

UO2
+ 6.1 ± 0.003 6.0 5.2 6.0 6.1 

Here CCSD(T) and CASPT2  yield 15.8 and 16.0 eV, respectively, compared to the experimental 

estimate of 15.1 ± 0.4 eV. KS-DFT and MC-PDFT also yield ionization potentials above 15.8 eV 

for PuO2
2+. CASSCF is the only method within the error margin of the experiment. CASSCF 

however significantly underestimates the ionization potentials of all the other systems. Indeed, 

apart from LSDA, t-LSDA ft-LSDA and CASSCF, all the methods do well for UO2
2+ → UO2

+, 

UO2
+ → UO2 and NpO2

2+ → NpO2
+. The experimental estimate for PuO2

2+ → PuO2
+, 15.1 eV is 

far too low, Table 2.7, compared to the theoretical methods. That being said, CASPT2 has a mean 

absolute error, MAE, of 0.38 eV, from the experimental data. Figure 2.5. This is reasonably in line 
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with the experimental uncertainties, Table 2.7. CCSD(T), ft-BLYP, ft-PBE, t-BLYP and t-PBE 

are all competitive with CASPT2, Figure 2.5, with MAEs between 0.27 eV and 0.37 eV. In 

contrast, CASSCF fails badly with a MAE of 0.86 eV. KS-DFT is better than CASSCF with 

BLYP, PBE and PBE0 being the best with MAEs of 0.55, 0.56 and 0.53 eV, respectively. It is a 

success story that t-PBE and ft-PBE perform much better than CASSCF, PBE and PBE0. The 

performance of the various methods against CASPT2 as the benchmark are discussed in the 

Supplementary Material. 

Figure 2.5: Mean absolute deviations (A) and signed deviations (B), eV, of KS-DFT, 

CCSD(T), CASSCF, MC-PDFT and CASPT2 from experimental estimates of the ionization 

potentials.  

2.4. CONCLUSIONS 

To explore the possibility of using multiconfigurational pair-density functional theory (MC-PDFT) 

for actinide chemistry, we have examined the structural, electronic and redox properties of various 

actinyl species. We compare the predictions from MC-PDFT against those from CASPT2, 

CCSD(T) and CCSDT. We also investigated the extent to which MC-PDFT improves over Kohn-

Sham DFT. We investigated the performance of these methods at the scalar-relativistic level, 

which is at least sufficient to allow for describing the trends in the properties of many actinide 

complexes. Some of the properties of interest that we considered are equilibrium structures and 

vibrational frequencies, the potential energy curves of NpO2
3+, ligand binding energies as well as 

redox potentials. In all cases, we considered properties predicted by MC-PDFT, CASSCF, 

CCSD(T) and KS-DFT at the CASPT2 electronic ground state. Our calculations were performed 



37 

 

    

 

with symmetry constraints. Importantly, we confirmed that MC-PDFT conserves the degeneracy 

of degenerate electronic states when these constraints are lifted. 

The ft-PBE MC-PDFT functional does quite well for the structural parameters, ligand binding 

energies, vibrational frequencies, redox potentials, as well as redox reactivities. This functional 

supersedes all other MC-PDFT functionals and significantly improves on CASSCF. ft-PBE can be 

particularly useful for understanding small-molecule activation by trans-uranium complexes. It is 

also excellently situated for studying systems with significantly greater static electron correlation 

effects and excited-state properties than those considered in this work. When ft-PBE is compared 

against PBE, PBE0 and B3LYP, the margins are rather narrow as the KS-DFT functionals do quite 

well for the systems studied in this work. This further justifies the extensive use of KS-DFT for 

computational actinide chemistry over the last few decades. The very special case of NpO2
3+ 

illustrates a possible direction for improving on extant MC-PDFT functionals, introduction of 

some Hartree-Fock exchange. To summarize, we recommend the following methods for predicting 

the properties of actinyl complexes: 

1) Structure and vibrational properties: ft-PBE 

2) Ligand binding energies: ft-BLYP, ft-PBE and CCSD(T) 

3) Redox potentials: ft-PBE and CCSD(T) 

4) Redox reactivity: PBE, ft-PBE and CCSD(T).
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ABSTRACT: Organometallic uranium complexes that can activate small molecules are well 

known. In contrast, there are no known organometallic trans-uranium species capable of small-

molecule transformations. Using density functional theory, we previously showed that changing 

actinide-ligand bonds from U-O groups to Np-N- (amide/imido) bonds makes redox small-

molecule activation more energetically favorable for Np species. Here, we determine how general 

this ligand-modulation strategy is for affecting small-molecule activation in Np species. We focus 

on two reactions, one involving redox transformation of the actinide(s) and the other involving no 

change in the oxidation state of the actinide(s). Specifically, we considered the hydrogen evolution 

reaction (HER) from H2O by actinide tris-aryloxide species. We also considered H2 capture and 

hydride transfer by actinide siloxide and silylamide complexes. For the HER, the barriers for 

Np(III) systems are much higher than those of U(III). The overall reaction energies are also much 

worse. An-O → An-N substitutions marginally improve the barriers by 1-4 kcal/mol and more 

substantially improve the reaction energies by 9-15 kcal/mol. For H2 capture and hydride transfer, 

the reaction energies for the U and Np species are similar. For both actinides, like-for-like An-O 

→ An-N substitutions lead to improved reaction energies. Interestingly, in a recent report, it 

seemingly appears that U-O (siloxide) → U-N (silylamide) leads to complete shutdown of 

reactivity for H2 capture and hydride transfer. This observation is reproduced and explained with 

calculations. The ligand environments of the siloxide and silylamide that were compared are vastly 

different. The steric environment of the siloxide is conducive for reactivity while the particular 

silylamide is not. We conclude that small-molecule activation with organometallic neptunium 

species is achievable with a guided choice of ligands. Additional emphasis should be placed on 

ligands that can allow for improved transition state barriers.  
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3.1 INTRODUCTION 

Approaches to activate small molecules like N2, H2O, CH4 and CO2 in order to generate energy 

and industrially-important chemical feedstocks are at the cutting edge of research in inorganic, 

organometallic and materials chemistry. These molecules are often activated with transition metal 

complexes and surfaces. Recent investigations have however shown that uranium (U) can also 

effect small-molecule transformations. U complexes can activate H2, CH4, H2O, CO, NO and N2.
1-

20 Although many of these transformations are stoichiometric reactions, they remain important 

nonetheless. A detailed understanding of the thermodynamics, mechanisms, and kinetics of these 

transformations can provide insights towards the design of catalytic platforms. Additionally, 

catalytic transformations of small-molecules with U species have the potential to alter the use, 

separation, storage and public perception of nuclear waste materials. Nuclear waste forms also 

contain trans-uranium elements like neptunium (Np), plutonium (Pu) and americium (Am). 

However, there are no reports on the ability of trans-uranium complexes to effect small-molecule 

redox transformations.21,22 Thus, there is interest in the development of trans-uranium complexes 

that can activate small molecules in a similar manner to their U analogues.  

Recently, it was shown using density functional theory (DFT) calculations that, while a U complex 

could perform a four-electron reduction of N2, N2 → N2
4-, analogous Np and Pu species could not. 

The Np and Pu analogues could not effect this transformation due to a shift in the balance of redox 

potentials.17 The U complex was initially synthesized and characterized by Falcone et al. They 

also characterized its ability to activate N2 to N2
4-.9 We showed that modulation of the actinide-

ligand bonds as well as the ligand framework can be used to make N2 → N2
4- favorable for the Np 

analogue. Specifically, changing the Np-O bonds to metal-imido Np-NH groups favored N2 → 

N2
4.17 Herein, we examine whether Np-O → Np-N substitution is useful in the activation of other 

small molecules. 

In this work, we use DFT computations to study the electrocatalytic evolution of hydrogen (H2) 

from water by actinide complexes, Scheme 3.1. We considered systems that are based on the 

previously reported U(III) trisaryloxide complex, [((Ad,MeArO)3mes)U] where mes = mesityl, Ad = 

adamantyl and Me = methyl. [((Ad,MeArO)3mes)U] evolves H2 from water with a turnover 

frequency comparable to state-of-the-art transition-metal systems.12,13 The mechanism for H2 

evolution from water by this U complex involves two hydrogen atom abstraction steps as well as 

rare terminal pentavalent U=O and U-OH complexes, Scheme 3.1.23-27 This reaction mechanism 
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is quite similar to the one previously reported by Meyer et al.12,13 The pentavalent U=O complex 

comproportionates with [((Ad,MeArO)3mes)U].OH2 to yield a tetravalent U-OH species which is 

then electrocatalytically reduced in the experiments setup. We compare the stoichiometric process 

for H2 evolution via the intramolecular insertion mechanism, Scheme 3.1, by [((Ad,MeArO)3mes)U], 

[((Ad,MeArNH)3mes)U], [((Ad,MeArO)3mes)Np] and [((Ad,MeArNH)3 mes)Np ] species.  

Scheme 3.1: Mechanism for hydrogen evolution from water by An3+ trisaryloxide species. The 

ligands are not shown to allow for clarity. 

Additionally, a recent experimental report has revealed interesting insights into small-molecule 

activation by uranium amide (U-NR2) complexes. Specifically, reactivity with small molecules 

(CO, CO2 and H2) was demonstrated by the siloxide complex while the silylamide species showed 

no reactivity.16 These results would suggest that An-O → An-N ligand substitution may not always 

lead to improved reactivities. However, close examination indicates that the ligand environments 

of these species are quite different. Specifically, there is a U-O-Si spacer between U and the O-t-

Bu groups in the siloxide whereas the N(SiMe3)2 ligands are rather close-in on the U center in the 

case of silylamide, Figure 3.1. It is thus important that we ascertain that our computational protocol 

can adequately distinguish between cases in which significant ligand modification leads to 

improved or diminished reactivities. We also seek to determine whether a like-for-like O → NH 

substitution in U-OSi(O-t-Bu)3 framework (to U-N(H)Si(O-t-Bu)3) would restore reactivity with 

H2. These questions are also explored for the analogous Np species. To this end, we have 

considered H2 capture and hydride transfer by bis-uranium nitride (U-N-U) siloxide or silylamide 

complexes that were characterized by Palumbo et al., Figure 3.1.16 The two U centers in these 
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complexes are in the +4 oxidation state, bridged by a nitride and are coordinated to three 

siloxide/silylamide groups, with the total charge balanced by a tetrabutyl-ammonium cation, 

NBu4
+. We studied the anionic forms of these complexes, without NBu4

+. These are labelled as 

[(O)U-N-U(O)]- (for the siloxide, OSi(O-t-Bu)3) and [(N)U-N-U(N)]- (for the silylamide, 

N(SiMe3)2), for simplicity, Figure 3.1. We emphasize again that the ligand frameworks of the 

siloxide and silylamide are quite different, Figure 3.1. 

3.2 COMPUTATIONAL DETAILS 

Figure 3.1: Structures of A. [((Ad,MeArO)3mes)U].OH2 B. [((Ad,MeArNH)3mes)Np].OH2 C. 

[(N)U-N-U(N)]- and D. [(O)U-N-U(O)]-. The ligands are depicted with wireframes for better 

visibility. A and B are studied for HER while C and D are studied for H2 capture and 

hydride transfer. 

 

We optimized the structures of the tris-aryloxide and bis-actinide nitride complexes, Figure 3.1, in 

the gas phase with all-electron L1 (double-ζ) extended basis sets at the scalar relativistic level with 

the Priroda code. These calculations were performed with the PBE functional. The description of 

the basis sets and scalar-relativistic approach have been previously described.28-30 Single-point 

calculations accounting for spin-orbit coupling and/or solvent effects were subsequently 
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performed with the ADF code.31,32 We used Slater-type triple-ζ basis sets with two polarization 

functions, TZ2P, and the PBE generalized gradient approximation exchange-correlation DFT 

functional.33,34 This functional provides accurate results for predicting the redox reactivity and 

ionization potentials of actinide species.35-41 Dispersion effects were included in these calculations 

with the DFT-D3 scheme42,43 supplemented with the Becke-Johnson damping scheme, DFT-

D3(BJ).44 Scalar-relativistic effects were accounted for with the zeroth order regular 

approximation (ZORA) approach.45 The TZ2P basis sets used were adapted for use with 

ZORA.46,47 The actinide tris-aryloxides were studied for the HER experiments which were 

performed in solution (THF). In contrast, the bis-actinide-nitride species were studied for H2 

capture and were studied in the gas phase, in accordance with the experiments of Palumbo et al.16 

The spin-orbit DFT calculations were performed in the non-collinear unrestricted fashion at the 

PBE-D3(BJ)/TZ2P level while still employing the ZORA approach. Calculations in the solvent 

phase, specifically in THF were carried out with the SM12 implicit solvation model.48,49 This is 

reasonable as the electrocatalytic experiments of Halter et al. were performed in THF.12,13 The 

dielectric constant of THF was taken as 7.58 while the radius of the solvent molecules was taken 

as 3.18 Å. Unless otherwise stated, our discussions are based on calculations at the PBE-

D3BJ/TZ2P level. 

3.3 RESULTS AND DISCUSSION 

3.3.1 Hydrogen Evolution from Water: The mechanism for H2 evolution from the aquo ligand 

in [((Ad,MeArO)3mes)U].OH2, [((Ad,MeArO)3mes)Np].OH2 and [((Ad,MeArNH)3mes)Np].OH2 are 

compared in Figure 3.2. The mechanistic steps are similar to those reported by Meyer et al.12,13 

Interestingly, our calculation shows that the first hydrogen-atom abstraction step is the rate-

determining step (RDS) for [((Ad,MeArO)3mes)U].OH2. This is in contrast to Meyer et al. who 

predicted the second transition state, TS2, as the rate-limiting barrier. They found that TS2 is 24.6 

kcal/mol above the starting complex, [((Ad,MeArO)3mes)U].OH2. This is rather high for a reaction 

that occurs at room temperature. It is possible that the differences between our results and those of 

Meyer et al. are due to the use of different DFT functionals. We used the PBE-D3BJ functional 

and have recently shown that PBE provides good agreement with high-accuracy wave-function 

theory methods for the structures, redox reactivities and energetics of actinide species.35 With our 

protocol, the rate-determining barrier is 18.7 kcal/mol, indicating that the overall reaction is 

feasible at room temperature for [((Ad,MeArO)3mes)U].OH2. To examine the impact of Np-O → 
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Np-N ligand modulation on the profile of the HER reaction, the actinide-oxo groups in 

[((Ad,MeArO)3mes)Np].OH2 are converted to actinide-imido groups in [((Ad,MeArNH)3mes)Np].OH2 

rather than actinide-amide interactions to avoid steric clashes. From an electronic structure 

perspective, we find that the Mayer bond order of the activated O-H bond in 

[((Ad,MeArNH)3mes)Np].OH2 is 1.3% smaller than the bond order of the similar bond in 

[((Ad,MeArO)3mes)Np].OH2.
50 The decrease in the covalency is confirmed by topological analysis 

with the quantum theory of atoms in molecules, see Supporting Information.51,52 

 

Figure 3.2: Overall reaction energy profiles for [((Ad,MeArO)3mes)U].OH2, 

[((Ad,MeArO)3mes)Np ].OH2 and [((Ad,MeArNH)3mes)Np].OH2. These species are labeled as 

U-O, Np-O and Np-NH respectively. The results based on electronic energies are shown on 

the left while those including enthalpic, solvent and spin-orbit corrections are shown on the 

right.  

We can thus conclude that the activated O-H bond is slightly stronger in the Np-O complex than 

in the Np-NH complex. Interestingly, the RDS barrier is 2.6 kcal/mol lower for the Np-NH 

complex than for [((Ad,MeArO)3mes)Np].OH2, Figure 3.2. The RDS barrier for the Np-NH complex 

is 26.7 kcal/mol, to be compared with 29.3 kcal/mol for the Np-O species and 18.7 kcal/mol for 

the U-O complex. Based on these results, the HER would be significantly faster for U than for the 

Np species. We also conclude that Np-O → Np-N ligand modulation provides a marginal 

improvement in the RDS barrier. We see a similar degree of improvement for the barrier of the 

second proton abstraction step, Figure 3.2. For [((Ad,MeArO)3mes)Np].OH2, the TS2 barrier is 6.8 

kcal relative to the intermediate complex, while for [((Ad,MeArNH)3mes)Np].OH2, this barrier is 

only 2.5 kcal/mol. This is an improvement of 4.3 kcal/mol. The magnitude of this improvement 

remains largely unchanged when we considered only electronic energies, 3.8 kcal/mol, Figure 3.2. 
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The TS2 barriers for these Np species are to be compared to 4.8 kcal/mol for 

[((Ad,MeArO)3mes)U].OH2. 

The energies for the first proton abstraction step and the overall reaction are however strongly 

improved with ligand modulation. The first proton abstraction is exothermic for [((Ad,MeArO)3 

mes)U].OH2, -7.5 kcal/mol, but endothermic for [((Ad,MeArO)3mes)Np].OH2, 14.0 kcal/mol, and 

[((Ad,MeArNH)3mes)Np].OH2, 5.5 kcal/mol. This shows that Np-O → Np-N ligand modulation 

improves the reaction energy by 8.5 kcal/mol. In a similar manner, the overall reaction energy is 

improved from +0.4 kcal/mol (endothermic) to -9.0 kcal/mol (exothermic) after Np-O → Np-N 

ligand substitution. This is again an improvement of about 8.5 kcal/mol. We emphasize that the 

improvement in the reaction energies after Np-O → Np-N substitution is even larger, 16.7 

kcal/mol, when we considered only electronic energies. We therefore conclude that Np-O → Np-

N substitution is a valuable approach for improving the reaction energies for the HER by Np 

species. The overall reaction energies for these Np species are to be compared to -18.2 kcal/mol 

for [((Ad,Me ArO)3mes)U].OH2.  

3.3.1.1. Confirmation of trends for the HER: The calculated trends for [((Ad,MeArO)3mes)U]. 

OH2, [((Ad,MeArO)3mes)Np].OH2 and [((Ad,MeArNH)3mes)Np].OH2 are confirmed in two ways. 

First, we performed single-point scalar-relativistic DFT calculations with the hybrid B3LYP-D3BJ 

functional. With this functional, the reaction barriers are larger and the overall HER is less 

exothermic. Indeed, for [((Ad,MeArO)3mes)U].OH2, the RDS barrier is 37.2 kcal/mol, Figure 3.3.  

Figure 3.3: (left) Reaction profiles for [((Ad,MeArO)3mes)U].OH2, [((Ad,MeArO)3mes)Np].OH2 

and [((Ad,MeArNH)3mes)Np].OH2 obtained with the B3LYP-D3BJ functional. (right) 

Reaction profiles obtained for H2 evolution from water by [U(OMe)3)], [Np(OMe)3)] and 

[Np(NMe2)3)] obtained with the PBE-D3BJ functional.  
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This is quite high for a reaction that proceeds under ambient conditions. Most importantly 

however, B3LYP-D3BJ reproduces the improvement in the RDS barrier and overall reaction 

energies after Np-O → Np-N substitution. Second, the tris-aryloxide ligands are truncated to 

methyl groups. For the small tris-methyl complexes, we find that the first hydrogen atom 

abstraction reaction is still the RDS. Also, the barriers and reaction energies are much favorable 

for the U complex than for the Np species. Most importantly, Np-O → Np-N ligand substitution 

improves the RDS barrier by 1.3 kcal/mol. Also, the overall reaction energy is also improved by 

15.6 kcal/mol, Figure 3.3. These results give us confidence regarding the accuracy of the results 

presented in Figure 3.2.  

3.3.2 Hydrogen Capture and Hydride Transfer by Bis-Uranium Nitrides: As noted earlier 

Palumbo et al. recently compared small-molecule activation by bis-uranium nitride complexes, 

Figure 3.1.16 They compared [NBu4][(O)U-N-U(O)] with a OSi(O-t-Bu)3) ligand framework, 

where t-Bu = tert-butyl, and [NBu4][(N)U-N-U(N)] with a N(SiMe3)2) ligand framework. 

Specifically, they examined the reactivities of these species with H2, CO and CO2. They found that 

the silylamide, [NBu4][(N)U-N-U(N)], was unreactive towards H2 while [NBu4][(O)U-N-U(O)], 

the siloxide, was able to effect H2 capture and hydride transfer to yield [NBu4][(O)U-NH(H)-

U(O)]. It thus appears that the empirical observations contradict our computational results that 

have indicated that An-O → An-N substitutions and ligand modifications leads to improved 

reactivities for HER and N2 activation.17 As such, we have studied [(N)U-N-U(N)][N( SiMe3)2)]
- 

and [(O)U-N-U(O)][OSi(O-t-Bu)3)]
-. These are the anionic moieties in the silylamide and siloxide 

complexes, respectively. We consider the structural properties of these moieties as well as their 

reactivities towards H2. 

3.3.2.1. Structural and electronic properties: The calculated structural properties of the high-

spin quintet (S=2) and open-shell singlet, OSS, (S=0) states of [(O)U-N-U(O)][OSi(O-t-Bu)3)]
- 

and [(N)U-N-U(N)][N(SiMe3)2)]
- are compared to parameters from crystal structures in Table 3.1. 

The bond distances in the OSS states are longer than those of the quintet states by 0.006-0.023 Å. 

In contrast, the structural parameters of the quintet states are closer to the parameters from the 

crystal structures. For the high-spin states, the bond lengths are on average within 0.020 Å of the 

experiment whereas the bond angles are within 1-4°. This level of agreement gives us good 

confidence in our computational protocol. The importance of the structural parameters is illustrated 

by comparing the calculated U-N-U bond angles of [(O)U-N-U(O)][OSi(O-t-Bu)3)]
- to 
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experimental data. For the OSS state, the U-N-U angle is almost linear, 179.2°, whereas for the 

quintet state, we obtained 168.3°, in decent agreement with the experiment. At the level of theory 

used in this work, we find that the OSS and quintet states of [(O)U-N-U(O)][OSi(O-t-Bu)3)]
- and 

[(N)U-N-U(N)][N(SiMe3)2)]
- are isoenergetic, 0.1-0.8 kcal/mol. This conforms with the results of 

Palumbo et al. who used the M06-L and B3LYP functionals.16 In all cases, we found that the quintet 

states are more stable than the OSS.  

Table 3.1: Comparison of the calculated structural properties of [(O)U-N-U(O)][OSi(O-t-

Bu)3)]-  and [(N)U-N-U(N)][N(SiMe3)2)]- to the crystal structure parameters. Bond lengths 

are given in Å while bond angles are given in °. 

 [(N)U-N-U(N)][N(SiMe3)2)]
- 

 OSS Quintet Experiment16 

U-Nnitride 2.106, 2.107 2.099, 2.090 2.076, 2.083 

U-Namide 2.373 2.363 2.35 

U-U 4.212 4.189 4.159 

U-N-U 177.5 177.8 179.0 

 [(O)U-N-U(O)][OSi(O-t-Bu)3)]
- 

 OSS Quintet Experiment16 

U-Nnitride 2.062, 2.071 2.058, 2.073 2.032, 2,067 

U-Osiloxide 2.176 2.179 2.200 

U-U 4.133 4.110 4.090 

U-N-U 179.2 168.3 172.2 

3.3.2.2. Reaction energies for H2 capture and hydride transfer: The reaction energies for H2 

capture and hydride transfer by [(O)U-N-U(O)][OSi(O-t-Bu)3)]
- and [(N)U-N-U(N)][N(SiMe3) 

2)]
- are presented in Table 3.2. For [(N)U-N-U(N)][N(SiMe3)2)]

-, the reaction energy and enthalpy 

are +10.0 and +12.6 kcal/mol, respectively, at the PBE/L1 level. Single-point calculations with all-

electron TZ2P basis sets and the ZORA approach yields reaction energies of +6.0 and +8.3 

kcal/mol at the scalar-relativistic and spin-orbit coupling levels, respectively. As such, we conclude 

that this silylamide will not capture H2 and initiate hydride transfer. In contrast, for [(O)U-N-

U(O)][OSi(O-t-Bu)3)]
-, the reaction energies and enthalpies are negative. This indicates that this 

siloxide complex would be capable of capturing H2 and initiating hydride transfer. The difference 

between the reactivities of the siloxide and the silylamide towards H2 conforms well with the 
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experimental observations.16 Our computational protocol is able to distinguish cases where ligand 

substitution leads to improved reaction energies (activation of H2O and N2) and situations ligand 

substitution leads to diminished reactivities, H2 capture and hydride transfer by [(O)U-N-

U(O)][OSi(O-t-Bu)3)]
- and [(N)U-N-U(N)][N(SiMe3)2)]

-. 

Table 3.2: Calculated reaction energies and enthalpies, kcal/mol, for H2 capture and 

hydride transfer by [(O)U-N-U(O)][OSi(O-t-Bu)3)]- and [(N)U-N-U(N)][N(SiMe3)2)]-. 

 [(N)U-N-U(N)][N(SiMe3)2)]
- [(O)U-N-U(O)][OSi(O-t-Bu)3)]

- 

 ΔE ΔH ΔE ΔH 

Scalar-relativistic     

PBE/L1 +10.0 +12.6 -11.0 -7.0 

PBE-D3BJ/TZ2P +6.0  -16.1  

Spin-orbit coupling     

PBE-D3BJ/TZ2P +8.3  -18.2  

To explain the disparity between the siloxide and silylamide species, we consider a pathway that 

starts with an adduct of H2 to the U-N-U core, Figure 3.4. This is followed by dissociation of H2, 

transfer of a proton to the nitrido and an hydride to a U center. The intermediate HU-NH-U species 

has a near-linear U-N-U angle. This species then undergoes structural re-organization to form the 

final U-(H)(NH)-U product with a bent U-N-U angle, Figure 3.4. The adduct between H2 and 

[(N)U-N-U(N)][N(SiMe3)2)]
- is uphill by 8.1 kcal/mol, due to steric constraints. Formation of the 

intermediate is uphill by an additional 2.2 kcal/mol. Interestingly, re-organization to final product 

is downhill by just -0.3 kcal/mol. These results show that the reaction energy of [(N)U-N-

U(N)][N(SiMe3)2)]
- is dominated by the repulsive interactions with H2 in the adduct. During 

reorganization of the intermediate, the U-N-U core is not sufficiently flexible to account for the 

repulsive nature of the first phase, Figure 3.4. We now examine a similar path for [(O)U-N-

U(O)][OSi(O-t-Bu)3)]
-. Here, formation of the adduct is uphill by only 0.6 kcal/mol, Figure 3.5. 

This conforms with the fact that the environment around the bis-uranium nitride core of [(O)U-N-

U(O)][OSi(O-t-Bu)3)]
- is less confining than that of [(N)U-N-U(N)][N(SiMe3)2)]

-. As started 

earlier, the Si(Me)3 groups are rather close-in to the U-N-U core of the silylamide, whereas the 

siloxide has a Si-O spacer between the U-N-U core and t-Bu groups.16 Formation of the 

intermediate is uphill by 0.6 kcal for [(O)U-N-U(O)][OSi(O-t-Bu)3)]
-, compared to 2.2 kcal/mol 

for the silylamide. However, reorganization of the intermediate is downhill by -11.5 kcal/mol for 

the siloxide, to be contrasted with only -0.3 kcal/mol for the silylamide. The U-N-U core in the 
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intermediate species of the siloxide is thus sufficiently flexible to drive the whole reaction towards 

exothermicity. 

Figure 3.4: Calculated pathway for H2 capture and hydride transfer by [(N)U-N-

U(N)][N(SiMe3 )2)]- obtained at the PBE/L1 level of theory. 

3.3.2.3. H2 capture and hydride transfer by Np analogues: The reaction energies for H2 capture 

by [(O)Np-N-Np(O)][OSi(O-t-Bu)3)]
- and [(N)Np-N-Np(N)][N(SiMe3)2)]

- are shown in Table 3.3. 

Overall, the reaction energies for the Np species are very similar to those of their U analogues, 

Table 3.2. This contrasts greatly with the results obtained for the HER where the barriers and 

reaction energies were more favorable for U. Crucially, for the HER, the oxidation states of the 

actinides are changed from +3 to +5. In contrast, for H2 capture the actinide oxidation states are 

unchanged from +4. Thus Np behaves in a similar manner as U for small-molecule activation 

reactions that do not involve redox transformation of the actinide center.  

3.2.4. Like-for-like ligand transformation: The reaction energies for H2 capture and hydride 

transfer by [(N)U-N-U(N)][(HN)Si(O-t-Bu)3)]
- are compared to those of [(O)U-N-U(O)][OSi(O-

t-Bu)3)]
- in Figure 3.6. In [(N)U-N-U(N)][(NH)Si(O-t-Bu)3)]

-, the U-O bonds of [(O)U-N-

U(O)][OSi(O-t-Bu)3)]
- are transformed into U-NH groups. Comparison of the reaction energies 

for these molecules allows a like-for-like comparison of the impact of An-O → An-NH actinide-
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ligand modulation. The steric environments in these two species are largely similar. The results 

for the Np analogues are also presented. 

 

Figure 3. 5: Calculated pathway for H2 capture and hydride transfer by [(O)U-N-

U(O)][OSi(O-t-Bu)3 )]- obtained at the PBE/L1 level of theory. 

Table 3.3: Calculated reaction energies and enthalpies, kcal/mol, for H2 capture and 

hydride transfer by [(O)Np-N-Np(O)][OSi(O-t-Bu)3)]- and [(N)Np-N-Np(N)][N(SiMe3)2)]-. 

 [(N)Np-N-Np(N)][N(SiMe3)2)]
- [(O)Np-N-Np(O)][OSi(O-t-Bu)3)]

- 

 ΔE ΔH ΔE ΔH 

Scalar-relativistic     

PBE/L1 +10.5 +14.3 -10.6 -8.7 

PBE-D3BJ/TZ2P +6.2  -13.6  

Spin-orbit 

coupling 

    

PBE-D3BJ/TZ2P +5.2  -15.3  

The calculated reaction energies for [(N)U-N-U(N)][(NH)Si(O-t-Bu)3)]
- and its Np analogue are -

3.2 and -2.5 kcal/mol, respectively. These are exothermic and are to be compared with [(N)U-N-

U(N)][N(SiMe3)2)]
- and [(N)Np-N-Np(N)][N(SiMe3)2)]

-, for which H2 capture and hydride 

transfer is endothermic, Figure 3.6. This confirms that [(N)U-N-U(N)][N(SiMe3)2)]
- and [(N)Np-

N-Np(N)][N(SiMe3)2)]
- can not capture H2 due to the steric confinement of their ligand 

frameworks. The inability of these species to capture H2 is not due to the presence of the actinide-
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amide bonds. By comparing [(N)U-N-U(N)][(NH)Si(O-t-Bu)3)]
- and [(O)Np-N-Np (O)][OSi(O-t-

Bu)3)]
-, we see that the U-O-Si-O group is more conducive for reorganization than the U-NH-Si-

O moiety. As we have previously shown for N2 activation, we expect that H2 capture would be 

even more facile for species containing U-NH-Si-NH groups.17 

Figure 3.6: The structure of [(N)U-(H)(NH)-U(N)][(NH)Si(O-t-Bu)3)]- is shown on the left. 

This species is formed after H2 capture and hydride transfer by [(N)U-N-U(N)][(NH)Si(O-t-

Bu)3)]-. The reaction energies for H2 capture and hydride transfer by various species are 

shown on the right. 

3.4 CONCLUSIONS 

Using scalar-relativistic and spin-orbit coupling DFT calculations, we have investigated small-

molecule activation by organometallic uranium (U) and neptunium (Np) complexes. We focus on 

the impact of An-O → An-N ligand substitution on the reactivities of actinide complexes towards 

small molecules. An-O depicts actinide-oxo bonds whereas An-N depicts actinide-imido/amide 

interactions. Specifically we have examined two reactions: First, we examined the reaction 

pathway of the hydrogen evolution reaction (HER) from water. This is motivated by recent work 

showing that An-O → An-N ligand substitution leads to improved reactivities for neptunium 

complexes in the four-electron reduction of N2. Herein, we aim to determine if this trend extends 

to reactivity with water. Second, we compare H2 capture and hydride transfer by various bis-

actinide silylamide and siloxide complexes. Recent experimental work has shown that while the 

siloxides are reactive towards H2, the silylamides are not, suggesting that An-O → An-N ligand 

substitution does not lead to improved reactivities. This seemingly conflicts with our previous 

results. Thus, we sought to explain the discrepancy and also determine whether our computational 
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protocol could differentiate situations in which ligand substitution leads to improved or diminished 

reactivities. 

For the electrocatalytic reduction of water, HER, we considered U and Np tris-aryloxide 

complexes. A previous experimental report demonstrated that the U complex, [((Ad,MeArO)3 

mes)U].OH2, can effect the HER. This is supported by our calculated reaction energies and 

barriers. The rate-determining step barrier is on the order of 18.7 kcal/mol for this complex. By 

contrast, the reaction barriers are significantly higher for [((Ad,MeArO)3mes)Np].OH2. Additionally, 

the overall reaction is endothermic for the neptunium complex. We find that Np-O → An-NH 

ligand substitution leads to marginally lower barriers (1-4 kcal/mol) and improved reaction 

energies (more exothermic by 9-15 kcal/mol). The trends in the barriers and reaction energies seem 

to be slightly correlated with the Mayer bond order of the activated O-H bonds of water.  

For H2 capture, our computational protocol sufficiently reproduces the experimental structural 

properties of the bis-uranium nitride, U-N-U, complexes with silylamide, [(N)U-N-U(N)][N(Si 

Me3)2)]
-, or siloxide, [(O)U-N-U(O)][OSi(O-t-Bu)3)]

-, ligands. H2 capture by [(O)U-N-U(O)][O 

Si(O-t-Bu)3)]
- is significantly exothermic while it is strongly endothermic for the [(N)U-N-

U(N)][N(Si Me3)2)]
-. Based on these results, we expect that reactivity for H2 capture and hydride 

transfer will occur for the former and not for the latter. This conclusion agrees with the 

experimental observations. We found that the reactivities of the Np analogues are very similar to 

those of the U complex. This contrasts to the situation observed for water activation. We rationalize 

this as due to the fact that water activation involves redox transformation of the actinide sites (+3 

→ +5 oxidation states) while the oxidation states of the actinides remain unchanged during H2 

capture.  

We however emphasize that the ligand environments of [(N)U-N-U(N)][N(SiMe3)2)]
- and [(O)U-

N-U(O)][OSi(O-t-Bu)3)]
- are significantly different. The ligand environment around the U-N-U 

core of this silylamide is more crowded. This leads to far greater repulsive interactions with H2 

than in the [(O)U-N-U(O)][OSi(O-t-Bu)3)]
-. Additionally, the final reorganization step is more 

downhill for the siloxide than for the silylamide. We find that if we simply replaced the U-O bonds 

in [(O)U-N-U(O)][OSi(O-t-Bu)3)]
- with U-NH bonds, reactivity towards H2 is established. This 

confirms that [(N)U-N-U(N)][N(SiMe3)2)]
- is un-reactive towards H2, not because of An-O → An-

N ligand substitution, but because the ligand framework is unconducive for this reaction. 

For Np complexes, small-molecule activation processes involving redox transformation of the 



56 

 

 

 

metal site are generally associated with high transition state barriers and endothermicity. Our 

computations suggest that An-O → An-N ligand substitution provides an opportunity for modest 

gains in the kinetics as well as substantial gains in the overall reaction energies. There is thus an 

opportunity for large-scale computational screening of Np complexes that can be useful for 

catalytic activation of various small molecules. Emphasis should be placed on ligands that can 

furnish lower activation barriers. 
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ABSTRACT: Copper-exchanged zeolites are useful for stepwise conversion of methane to 

methanol at moderate temperatures. This process also generates some over-oxidation products like 

CO and CO2. However, mechanistic pathways for methane over-oxidation by copper-oxo active 

sites in these zeolites have not been previously described. Adequate understanding of methane 

over-oxidation is useful for developing systems with higher methanol yields and selectivities. 

Here, we use density functional theory (DFT) to examine methane over-oxidation by [Cu3O3]
2+ 

active sites in zeolite mordenite MOR. The methyl group formed after activation of a methane C-

H bond can be stabilized at a μ-oxo atom of the active site. This μ-(O-CH3) intermediate can 

undergo sequential hydrogen atom abstractions till eventual formation of a copper-monocarbonyl 

species. Adsorbed formaldehyde, water and formates are also formed during this process. The 

overall mechanistic path is exothermic and all intermediate steps are facile at 200 °C. Release of 

CO from the copper-monocarbonyl costs only 3.4 kcal/mol. Thus, for high methanol selectivities, 

the methyl group from the first hydrogen atom abstraction step must be stabilized away from 

copper-oxo active sites. Indeed, it must be quickly trapped at an unreactive site (short diffusion 

lengths) while avoiding copper-oxo species (large paths between active sites). This stabilization 

of the methyl group away from the active sites is central to the high methanol selectivities obtained 

with stepwise methane-to-methanol conversion. 
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4.1 INTRODUCTION 

Natural gas consists mainly of methane and is a cleaner source of energy than coal or petroleum. 

It is also a valuable source of value-added intermediates. However, transportation of natural gas 

to points of end-use is fairly expensive. As such, there is great interest in the development of cheap, 

efficient and environmentally friendly approaches for converting methane to methanol.[1] 

Methanol is a liquid and can be transported with existing infrastructure. Currently, large-scale 

methane-to-methanol conversion, MMC, is carried out via steam reforming and combustion.[2-3] 

Direct oxidation of methane to methanol at moderate temperatures and pressures, while desirable, 

is fairly problematic. This is because the products of full combustion of methane, like CO and 

CO2, are more stable than methanol. As such, at high temperatures methane is readily over-

oxidized to CO and CO2. Selectivity for methanol is poor under these conditions, despite high 

conversion. By contrast, at low temperatures methane conversion is not economically viable 

although it is often easier to achieve high kinetic selectivities for methanol.[4-5] Thus, there is 

significant interest in development of platforms that can provide economically viable yields under 

mild operating conditions, are highly selective for methanol, and/or lead to the formation of 

products resistant to further oxidation.  

Over the years, there has been strong interest in metal-exchanged, especially copper-exchanged, 

zeolites due to their ability to facilitate MMC with fairly high selectivities under mild conditions. 

These systems have been studied with various experimental and theoretical methods.[6-25] 

However, the step-wise process for MMC in these zeolites is stoichiometric. Thus there is a need 

to regenerate the copper-oxo active sites after each cycle. Indeed MMC in these zeolites involve 3 

steps, Figure 4.1. Typically, methane is converted to strongly-bound methoxy species by the active 

copper-oxo sites.[26] Methanol is then released with steam. This steam-facilitated process also 

releases dimethyl ether, DME, as well as over-oxidation products like CO and CO2. The active 

sites are subsequently regenerated with oxidants like atmospheric oxygen in a last step. These 3 

steps, as well as the initial formation of the active sites, are performed at different temperatures. 

Thus, a way to improve step-wise MMC by zeolites involves using active sites that can be used in 

an isothermal or near-isothermal fashion.[27] Additionally, there has been interest in optimizing the 

copper-exchanged zeolites for improved methanol selectivities and yield. To this end, a detailed 

mechanistic understanding of the pathways leading to over-oxidation products is necessary. 
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However, a detailed search of the literature reveals little theoretical investigations of the 

mechanism of methane over-oxidation at the copper-oxo active sites of copper-exchanged zeolites.  

 

Figure 4.1: Activation of methane C-H bond to methanol by [Cu3O3]2+ active site, steam-

facilitated extraction of products and regeneration of the active copper oxo cluster.  

Interestingly, the natures of the active sites responsible for MMC in copper-exchanged zeolites 

remain under some debate. Various active site models have been proposed. It appears that the 

dominant copper-oxo active sites in each zeolite depend on the composition of the zeolite 

precursors as well as the preparation and reaction conditions. On the whole, [Cu2O]2+ and 

[Cu3O3]
2+ are considered as highly reactive for methane activation. MMC by these species have 

been examined and discussed by various workers.[12, 16-17, 19, 21, 23, 28-30] In a complementary fashion, 

quantum-mechanical computations have been used to study the MMC mechanism on these active 

sites. More recently, the spectroscopic properties of these active sites during MMC have been 

described with theoretical calculations.[31-33] Most of these computations have used cluster-model 

or periodic density functional theory, DFT.[34-36] For this reason, it is judicious to examine the 

mechanisms for methane over-oxidation by the copper-oxo active sites with DFT.  

Towards this end, we use cluster-model DFT calculations to probe methane over-oxidation at the 

[Cu3O3]
2+ active site in zeolite mordenite, MOR.[37-38] We chose the [Cu3O3]

2+ site as it possesses 

several oxidizing μ-oxo atoms. This allows us to consider methane over-oxidation via multiple 

hydrogen atom abstraction (HAA) steps between methane and these μ-oxo atoms. It is quite likely 
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that over-oxidation via multiple HAA steps can also occur in zeolites with [Cu2O]2+ active sites. 

In this situation, HAA will require diffusion of CHx (x = 4-0) moieties within the framework to 

other [Cu2O]2+ sites. We chose the zeolite MOR as it has been shown to provide some of the 

highest methanol yields and has been extensively characterized with spectroscopic techniques.[9-

10, 15, 21-22, 28, 31, 39-46] Simply speaking, if [Cu3O3]
2+ can over-oxidize methane, then typical 

experimental setups (moderate temperature and absence of molecular oxygen) for methane 

activation must contain scavengers that rapidly trap the methyl intermediate away from copper-

oxo sites. These scavengers function by helping to avoid formation of 5 in Figure 4.1. 

4.2 COMPUTATIONAL METHODS AND MODELS  

4.2.1 Cluster-model Calculations: Geometry optimizations, transition state searches and 

vibrational frequency analyses were carried out in the gas phase with all-electron (AE) basis sets 

and DFT while using a cluster model for the eight-membered ring (8MR) of MOR. This cluster 

model has been used previously by several workers.[9-10, 22, 31] It reflects location of the [Cu3O3]
2+ 

active site in the 8MR of MOR, Figure 4.2. The edges of this cluster model are terminated with 

protons. The positions of these protons were initially optimized and then fixed during all other 

subsequent optimizations.  

DFT calculations were performed at the scalar relativistic level with the Priroda code.[47-48] We 

used the Perdew-Burke-Ernzerhof (PBE) generalized gradient approximation (GGA) and B3LYP 

hybrid functionals in these calculations.[49-53] PBE yields good structural parameters for copper-

oxo active sites in copper-exchanged zeolites. For these calculations, we employed AE basis sets 

labelled previously as L1 and of double-ζ-polarized quality for the large component and 

appropriate kinetically balanced basis sets for the small components.[54-55] The Al and Si atoms 

were described with 15s11p2d (contracted to 4s3p1d) while the C and O atoms were described 

with 12s7p2d (contracted to 3s2p1d). Hydrogen atoms were described with 6s2p (contracted to 

2s1p). Cu atoms were described with 19s15p10d3f (contracted to 6s5p3d1f). In the scalar-

relativistic approach of Priroda, spin-orbit terms are projected out and neglected from the Dirac 

equation, as described previously.[56] Vibrational frequency analyses were carried out with the 

harmonic approximation. This allows us to characterize all reactants, intermediates and products 

as local minima structures. Transition state species were characterized with one imaginary 

vibrational mode. Unless otherwise stated, all our calculations were for the doublet spin state, S 

=1
2⁄ . Generally, the doublet species are more stable than the quartet species. 
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Figure 4.2: Models for the [Cu3O3]2+ active site in MOR. (A) Periodic unit cell showing the 

immediate environment around [Cu3O3]2+. (B) Rotated view of the unit cell to better 

visualize the location of the active site at the 8MR. (C) Proton-terminated cluster model. H, 

O, Al, Si and Cu atoms are represented with white, red, light pink, grey and brown 

spheres, respectively. 

The optimized geometries at the PBE/L1 and B3LYP/L1 levels were used for single-point 

calculations in the Gaussian 16 software package.[57] The single-point calculations were performed 

at the PBE-D3BJ/def2-TZVPP and B3LYP-D3BJ/def2-TZVPP level while using PBE[51]/L1- and 

B3LYP/L1-optimized structures, respectively.[58-60] Most reports on copper-exchanged zeolites 

have used GGA functionals. However, a truncated cluster-model like ours allow us to use the 

hybrid DFT functionals.[9-10, 22, 31] 

4.2.2 Periodic DFT: The unit cells of the [Cu3O3](H2MOR) species were initially optimized with 

Quantum Espresso 6.4.1.[61-62] In this structure, two protons from precursor H4MOR zeolite were 

replaced with a [Cu3O3]
2+ active site cluster. As noted earlier, this copper-oxo species is placed at 

the mouth of the 8MR, Figure 4.2. Overall, the [Cu3O3](H2MOR) structure has a Si/Al ratio of 11. 

This is very similar to the Si/Al ratio used in several experiments.[11-12, 14, 40] All geometry 

optimizations with periodic DFT were performed by sampling the Brillouin zone at the Γ point 

while using PBE functional and the D3 dispersion scheme, PBE-D3.[63] The ion-core electrons of 

the computed atoms are described with scalar-relativistic Projector Augmented Wave (PAW) 

pseudopotentials. Further details of these pseudopotentials and plane wave basis sets are provided 

in the Supporting Information. We used a kinetic cut-off of 50.0 Ry and a charge density cut-off 

of 350.0 Ry. Geometries and energies were considered as converged at 10-3 Ry/Bohr and 10-6 Ry 

thresholds, respectively. To obtain transition states, we used the climbing-image nudged-elastic 
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band, CI-NEB method.[64-65] 10 images were used between the reactants and products for these 

reaction steps.  

4.3 RESULTS AND DISCUSSION 

4.3.1 Mechanism for Methane Activation and Over-Oxidation: The mechanism for direct HAA 

from methane by the [Cu3O3]
2+ active site is shown in Figure 4.3. This mechanism progresses via  

 

 

Figure 4.3: Activation of methane via 4 successive hydrogen atom abstraction (HAA) steps 

on extra-framework [Cu3O3]2+ in zeolite MOR. 

a radical-like transition state structure with μ-oxo….H…CH3 character. After activation of the C-

H bond, a μ-(OH)….CH3 moiety is formed. At the PBE/L1 level, the barrier for this step is 12.3 

kcal/mol. Addition of free-energy corrections bring the barrier to 11.5 kcal/mol. Additionally, 

formation of the μ-(OH)….CH3 moiety is endothermic by 4.8 kcal/mol based on the electronic 

energies, or 6.2 kcal/mol based on Gibbs free-energies. The magnitude of the calculated transition 

state barriers indicate that methane activation is highly facile at the [Cu3O3]
2+ active site. When 

the results at the PBE/L1 level are compared to those at the PBE- D3BJ/def2-TZVPP level, we see 

that dispersion effects on the calculated barriers and reaction energies are minor. The barrier for 
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activation of a methane C-H bond is 11.0 kcal/mol at the PBE-D3BJ/def2-TZVPP level, within 

1.3 kcal/mol of the results at the PBE/L1 level. Additionally, the reaction energy for this step is 

4.7 kcal/mol at the PBE-D3BJ/def2-TZVPP level, comparable to 4.8 kcal/mol at the PBE/L1 level. 

The PBE-D3BJ/def2-TZVPP results are presented in Table 4.1. Prior to activation of a C-H bond, 

methane is only weakly bound to the [Cu3O3]
2+ active site. Indeed, the distance between the H 

atom of methane and the most reactive μ-oxo atom is 2.464 Å, Figure 4.4. The C-H bonds of 

methane in this weakly-bound complex are 1.101 Å long, same as that of isolated methane, 1.100 

Å at the PBE/L1 level. Also, the distances between the nearest copper, Cu, atoms to the μ-oxo 

atom are 1.829 and 1.808 Å. At the transition state, the activated C….H bond is 1.271 Å. This 

concurs with the direct HAA mechanism and is similar to values obtained for other active site 

motifs.[66-68] The 3 remaining C-H bonds are 1.097 Å long, essentially unchanged from before the 

reaction. Interestingly the Cu to μ-oxo bond distances are now elongated to 1.901 and 1.898 Å. 

After formation of the methyl radical, the hydrogen atom is directly bound to the μ-oxo atom, bond 

length of 0.995 Å. 

Table 4.1: Calculated reaction energies and free-energies, kcal/mol, obtained at the 

PBE/L1, PBE-D3BJ/def2-TZVPP and B3LYP-D3BJ/def2-TZVPP levels for the first 4 HAA 

steps. 

 First HAA Second HAA 

  TS-1   TS-2  

PBE/L1 ΔE 0.0 12.3 4.8 -58.3 -41.2 -74.3 

PBE/L1 ΔG 0.0 11.5 6.1 -52.0 -36.9 -74.1 

PBE-D3BJ ΔE 0.0 11.0 4.7 -63.4 -48.4 -85.0 

B3LYP-D3BJ ΔE 0.0 4.7 -9.1 -89.1 -63.2 -110.5 

 Third HAA Fourth HAA 

  TS-3   TS-4  

PBE/L1 ΔE -74.3 -55.1 -58.6 -96.5 -83.5 -105.0 

PBE/L1 ΔG -74.1 -53.1 -55.1 -92.4 -82.1 -100.8 

PBE-D3BJ ΔE -85.0 -63.5 -68.2 -102.8 -89.6 -100.7 

B3LYP-D3BJ ΔE -110.5 -86.0 -101.5 -120.9 -104.0 -131.3 

Additionally, the Cu to μ-oxo bond distances are now 1.951 and 1.959 Å. These results suggest 

that methane C-H activation is associated with significant structural changes in the active site. This 

concurs with the fact that the spin density on the C atom of methane is 0.00, -0.30 and -0.73, 
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respectively, before C-H activation, at the transition state and in the μ-(OH)….CH3 moiety, Table 

4.2. Additionally, the atomic partition of the density[69-70] shows that the partial atomic charge on 

the C atom is -0.16, -0.10 and -0.07 across the C-H activation reaction path. This is consistent with 

charge transfer between the μ-oxo, C and H atoms involved in the reaction step. 

 

Figure 4.4: Species involved in the first HAA step. Terminating protons are omitted for 

better visibility. Energies and barrier, in kcal/mol and green, at the PBE/L1 level are given 

relative to the reactant complex.  

Table 4.2: Partial atomic charges and spin densities on the C atom during the first and 

second HAA steps.  

 First HAA Step 

 Reactant Complex TS-1 μ-(OH)….CH3 

Charge -0.16 -0.10 -0.07 

Spin density 0.00 -0.30 -0.73 

 Second HAA Step 

 μ-(OH)-Cu-μ-(OCH3) TS-2 μ-(O=CH) 

Charge -0.25 -0.02 0.09 

Spin density 0.00 0.08 -0.01 

As noted earlier, the methyl group of the μ-(OH)….CH3 species is unstable and needs to be 

stabilized. For the [Cu3O3]
2+ active site, there remains 2 free μ-oxo atoms after methane C-H 

activation. The dangling methyl group can rebound to either of these. For smaller copper-oxo 

motifs, like [Cu2O]2+ or [Cu-OH]+, the methyl group will stabilize at other active sites. This would 

especially be possible at low methane pressures. In Figure 4.3, we show that rebound of the methyl 

group to a neighboring μ-oxo atom provides a stabilization energy of -63.1 kcal/mol at the PBE/L1 

level. At the PBE-D3BJ/def2-TZVPP level, this stabilization energy is -68.2 kcal/mol. Based on 

these values, it is easy to assume that the μ-(OH)-Cu-μ-(OCH3) species is highly stable, unreactive 
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and long-living. This species is significantly more stable than the structures formed when the 

methyl group rebounds to a copper center. 

Interestingly, in Figure 4.5, there remains 1 free μ-oxo atom in the μ-(OH)-Cu-μ-(OCH3) species.  

 

Figure 4.5: Species involved in the second HAA step. Energies and barrier, in kcal/mol and 

green, at the PBE/L1 level are given relative to the reactant complex.  

This atom is within 3.221 Å of the carbon atom of the μ-(OCH3) group. A proton of the μ-(OCH3) 

group is within 2.765 Å of the free μ-oxo atom. It is thus conceivable that the latter can abstract a 

hydrogen atom from the μ-(OCH3) group. This HAA step will lead to the formation of a μ-

(O=CH2) moiety. The μ-(O=CH2) moiety is reminiscent of adsorbed formaldehyde. Indeed, recent 

NMR spectroscopic characterizations have revealed the presence of formaldehyde during 

activation of methane by extra-framework Cu2+-based active sites in zeolites.[71] At the PBE/L1 

level of theory, the barrier for the second HAA step is 17.1 kcal/mol, Figure 4.3. After inclusion 

of free-energy corrections, this barrier is only 15.1 kcal/mol. At the PBE-D3BJ/def2-TZVPP level, 

the electronic reaction barrier is also 15.1 kcal/mol. One would expect that this process proceeds 

rapidly at 200 °C, where methane is generally contacted with zeolites. The only way to avoid this 

fate would be to stabilize the methyl group as an entity other than the μ-(OH)-Cu-μ-(OCH3) 

species. We also find that this reaction step is strongly exothermic; -16.0 and -21.6 kcal/mol 

electronic reaction energies at the PBE/L1 and PBE-D3BJ/def2-TZVPP levels respectively; -22.2 

kcal/mol Gibbs free-energy at the PBE/L1 level, Figure 4.3. This is likely because of the strong 

bond between the μ-oxo atom and the CH2 group. Indeed, the O-C bond of the μ-(O=CH2) moiety 

is 1.240 Å long. This is compared with 1.444 Å in the μ-(OCH3) group, prior to the second HAA. 

Interestingly, the second HAA step results in cleavage of a Cu-O bond, revealing that over-

oxidation likely leads to significant disorder in the [Cu3O3]
2+ active site, Figure 4.5. 
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At the transition state, the separated C….H bond is 1.287 Å long, similar to the first HAA step. 

The C….H…..μ-oxo bond angle is 143.4°. This is significantly more obtuse than for the first HAA, 

177.4 ° in Figure 4.4. Indeed, there is a need for greater structural deformation in order to reach 

the transition state for the second HAA step than for the first. This likely explains why the barrier 

for the second HAA is 3.6-4.8 kcal/mol higher than for the first HAA.   

By a similar token, the CH2 group formed after the second HAA can be further oxidized via 

subsequent HAA steps. In a real zeolite, there are likely other μ-oxo atoms at nanometric copper-

oxo sites for these HAA steps. And it is likely that subsequent HAA steps will have similar 

apparent activation energies as the first two. However, in our [Cu3O3]
2+ cluster model, there are 

no more μ-oxo atoms, Figure 4.5. Indeed, after the first 2 HAA steps, we are left with 2 μ-OH 

groups.  For this reason, we considered HAA from the μ-(O=CH2) moiety to a μ-OH group.  The 

third HAA step leads to the formation of a μ-(O=CH) group as well as adsorbed water, Figure 4.6. 

The calculated activation energy for this third HAA step is 19.3 kcal/mol at the PBE/L1 level and 

21.5 kcal/mol at the PBE-D3BJ/def2-TZVPP level. 

 

Figure 4.6: Species involved in the third HAA step. The structures of TS-3 and μ-(O=CH) 

group are slightly rotated to better depict the HAA. Energies and barrier, in kcal/mol and 

green, at the PBE/L1 level are given relative to the reactant complex. 

The activation Gibbs free energy is 18.3 kcal/mol at the PBE/L1 level, Figure 4.3. The magnitude 

of this barrier suggests rapid conversion of the μ-(O=CH2) moiety to the μ-(O=CH) group at 200 

°C. However, this step is endothermic by 16.3 kcal/mol at the PBE/L1 level, Figure 4.3. In any 

case, the μ-(oxo=CH) group is 58.6 kcal/mol more stable than the starting reactant complex at the 

PBE/L1 level, Figure 4.3. The separated C….H distance at the transition state of the third HAA is 

1.421 Å, significantly longer than the cases for the first and second HAA steps. The C….H…. μ-
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OH angle is 147.2°, close to that of the second HAA step. However, examination of the partial 

atomic charges and spin densities reveals no change across the third HAA step. This is clearly 

different from the first 2 HAA steps. These differences suggest that the third HAA step has a much 

later transition state with greater H…μ-O character than the first two steps. As such, the barrier for 

the third HAA step is higher than the first two.     

It is interesting to examine closely the structure of the μ-(O=CH) group formed after the third HAA 

step. The first coordination spheres of the C and O atoms in this group are not fully satisfied, 

Figure 4.6. Based on this, a reorganization can occur to satisfy the coordination for C, Figure 4.7. 

At the PBE/L1 level, this reorganization stabilizes the whole system by 37.9 kcal/mol. The 

structure formed from this reorganization has a μ-C(H)=O character, Figure 4.7, and is 96.5 

kcal/mol more stable than the reactant complex at the PBE/L1 level, Figure 4.3. Additionally, this 

structure is primed for a fourth HAA transfer to the adjacent μ-OH group. This is because the 

distance between the proton of the CH moiety and the μ-OH group is 2.280 Å, significantly shorter 

than the situations for the initial 3 steps. Indeed, the fourth HAA step has a barrier of only 13.0 

and 13.2 kcal/mol at the PBE/L1 and PBE-D3BJ/def2-TZVPP levels, respectively.  

 

 

Figure 4.7: Species involved in the fourth HAA step. Energies and barrier, in kcal/mol and 

green, at the PBE/L1 level are given relative to the reactant complex.  

The Gibbs free-energy barrier is 10.2 kcal/mol at the PBE/L1 level, Figure 4.3. At the transition 

state, the separated C…H bond is 1.249 Å long, commensurate with the first 2 HAA steps. The 

C….H… μ-OH bond angle is 149.3°, similar to those of the second and third HAA steps. This 

reaction step is also exothermic by 8.3 kcal/mol. The 4 HAA steps bring the overall reaction energy 

to -105.0 and -110.7 kcal/mol at the PBE/L1 and PBE-D3BJ/def2-TZVPP levels respectively. At 
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the PBE/L1 level, the Gibbs free-energy for all 4 steps is -100.7 kcal/mol. Lastly, these HAA steps 

lead to the formation of a CO moiety bound to Cu centers, Figure 4.7. Thus, formation of Cu-

monocarbonyls is an outcome of methane over-oxidation, according to the mechanism presented 

in Figure 4.3. 

The Cu-C distances in the monocarbonyl species are 1.843 and 2.044 Å, Figure 4.7. Interestingly, 

calculations at the PBE/L1 level show that release of CO from the Cu-monocarbonyl species costs 

12.9 kcal/mol, Figure 4.3. Indeed, the Gibbs free-energy for CO release is only 3.4 kcal/mol. 

Overall, the mechanism in Figure 4.3 describes the formation of adsorbed formaldehyde, adsorbed 

water, Cu-monocarbonyls and gaseous CO.  

4.3.2 Formation of Formates: In this section, we consider the pathway to formation of formates. 

We start at the μ-(O=CH) species, Figure 4.6. In forming the Cu-monocarbonyl, this group 

reorganizes such that the C atom becomes bonded to two Cu centers, Figure 4.7. There is however 

an alternative path towards stabilization for the μ-(O=CH) species. The μ-(O=CH) moiety can 

simply be rotated to be close to the adjacent μ-(OH) group. This gives 2 possibilities. The first 

involves formation of molecularly-adsorbed formic acid bound to a Cu center in a monodentate 

fashion, Figure 4.8. Notably, desorption of formic acid from the Cu cluster costs 11.9 kcal/mol at 

the PBE/L1 level. However, the Gibbs free energy for formic acid desorption is -2.6 kcal/mol. This 

indicates that formic acid can be easily desorbed from the monodentate species shown in Figure 

4.8. The second option resembles a bidentate formate. 
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Figure 4.8: Conversion of the μ-(O=CH) group to formic acid and formates. Reaction 

energies, in kcal/mol, at the PBE/L1 level of theory are given relative to the μ-(O=CH) 

structure. 

The desorbed formic acid can be adsorbed at another [Cu3O3]
2+ site, Figure 4.8. The binding energy 

is -22.0 kcal/mol and the binding Gibbs free energy is -10.0 kcal/mol, both at the PBE/L1 level. 

Interestingly, the conformation for the adsorbed formic acid is such that a proton can be readily 

abstracted by a μ-oxo atom of [Cu3O3]
2+. Thus, adsorbed formic acid is likely a precursor to 

formation of CO2. A first HAA step leads to formation of a Cu-bound monodentate formate 

moiety. The transition state barrier for this step is 12.0 kcal/mol and the reaction energy is +6.2 

kcal/mol.  

4.3.3 Zeolite Confinement Effects: Several reports have indicated that confinement effects from 

the zeolite framework can significantly affect the methane C-H activation energy.[72-73] In general, 

most of these reports have shown that the framework contributes to reducing the activation energy. 

Towards this end, we examined the first 2 HAA steps with periodic DFT using unit cells of MOR. 

The calculated path for these HAA steps from periodic DFT are compared to results of our cluster 

model in Figure 4.9. 

 

Figure 4.9: Comparison of calculated reaction energies and barriers for the first two HAA 

steps with cluster-model and periodic DFT calculations.  

The barrier for the first HAA step is 12.7 kcal/mol from periodic DFT calculations with PBE-D3, 

Figure 4.9. This agrees quite well with 12.3 and 11.0 kcal/mol from cluster-model calculations 
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with PBE and PBE-D3BJ, respectively, Figure 4.3. For the second HAA step, the barriers from 

the cluster-model calculations are 17.1 and 15.1 kcal/mol with PBE and PBE-D3BJ, respectively. 

These are to be compared with 13.0 kcal/mol from the periodic DFT calculations. Overall, the 

cluster-model calculations provide a similar qualitative picture as the calculations with periodic 

boundary conditions. The magnitude of the barriers computed at both levels indicate that the HAA 

steps will be facile at 200 °C. The confinement effects due to the zeolite framework appear to be 

smaller than the effects due to choice of dispersion effects and basis sets. This makes sense as our 

cluster model includes the first and second-coordination spheres around the [Cu3O3]
2+ active site, 

ensuring adequate description of its reactivity.  

4.3.4 Impact of the Exchange-Correlation Density Functional: Thus far, we have seen how 

sequential HAA steps lead to formation of adsorbed formaldehyde, Cu-monocarbonyls, adsorbed 

water, formates and gaseous CO. These reaction steps were examined with structures optimized 

with the PBE functional. We also have described the impact of dispersion effects, PBE-D3BJ, on 

the calculated results, Figures 4.3 and 4.9. However, one could readily question the dependence of 

the reaction energies and barriers on the choice of exchange-correlation functional. In Table 4.1, 

we present results obtained at the PBE-D3BJ/def2-TZVPP and B3LYP-D3BJ/def2-TZVPP levels. 

We show all relative energies from the reactant complex to formation of the Cu-monocarbonyl. 

In comparing PBE-D3BJ and B3LYP-D3BJ, we see that the barrier for the first HAA is rather low 

for the latter. Thus, B3LYP-D3BJ provides a rather unusual stability for the TS-1 structure. At TS-

1, the activated C….H bond is 1.271 Å in the PBE structure but 1.204 Å in the B3LYP structure. 

Similarly, the μ-O…..H distance is 1.288 Å with PBE but 1.370 Å with B3LYP. Thus, structural 

differences cause massive differences when comparing reaction energies and barriers provided by 

GGA and hybrid DFT functionals. With PBE-D3BJ, the highest barrier is 21.5 kcal/mol, for the 

third HAA step. Thus, PBE-D3BJ predicts that all 4 HAA steps are facile at 200 °C. However, 

with B3LYP-D3BJ, the highest barrier is 25.9 kcal/mol, for the second HAA step. Notably, the 

Gibbs free-energy correction for this step is about -1.1 kcal/mol at 200 °C. This would suggest 

reasonable rates for all methane over-oxidation steps at 200 °C. Thus to avoid these facile over-

oxidation steps, Figures 4.3 and 4.8, copper-exchanged zeolites must contain traps or scavengers 

that rapidly stabilize the methyl group away from the active sites.  

4.4 CONCLUSIONS 

Extra-framework [Cu3O3]
2+ is one of the active site motifs invoked to describe direct conversion 
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of methane to methanol in copper-exchanged zeolites. In the step-wise methane-to-methanol 

conversion (MMC) process, methane is reacted with these copper-oxo sites to form kinetically-

trapped methoxy groups which are subsequently extracted as methanol with solvents. However, 

recent experimental investigations indicate that the methoxy groups are located at the zeolite 

framework, rather than at the copper-oxo active sites. These observations necessitate a quantitative 

understanding of why the methoxy groups are not located at the copper-oxo sites. To rationalize 

these findings, we used density functional theory (DFT) calculations to show how methane over-

oxidation at copper-oxo active sites leads to various oxygenate species (in the absence of molecular 

oxygen).  

Overall, we: 

1) Used the [Cu3O3]
2+ model as it presents several μ-oxo atoms for interaction with methane. If 

we had used smaller copper-oxo clusters, like [Cu2O]2+ or [Cu-OH]+, it would have been 

necessary to consider hydrogen atom abstraction, HAA, at multiple active sites. This would 

require adequate description of the diffusion of CHx (x = 1-4) species between active sites. The 

choice of [Cu3O3]
2+ notwithstanding, we expect our general conclusions to be relevant for all 

copper-oxo active sites.  

2) Found that activation of a methane C-H bond at a μ-oxo atom of [Cu3O3]
2+ is quite facile. This 

direct HAA step leads to the formation of a μ-(OH)….CH3 moiety. The separated methyl group 

can be stabilized at the active site or away from the active site in the zeolite framework. Our 

calculations reveal that over-oxidation occurs if the methyl is stabilized at the active site. The 

intermediate reaction steps in the over-oxidation pathway are all facile and are nearly all 

exothermic. Over-oxidation leads to copper-bound monocarbonyls, gaseous CO, adsorbed 

formaldehyde, adsorbed water and formates.   

3) Conclude that although the step-wise process of MMC spatially and temporally separates 

methane activation and active site regeneration, some over-oxidation is bound to happen. The 

oxo-sites of copper-oxo clusters are quite capable of over-oxidizing methane. As such, 

methanol selectivity cannot reach 100%. Our results also show that high methanol selectivities 

in MMC are made possible only by the presence of scavengers that trap the methyl group 

formed during the first HAA step. Without such scavengers, copper-oxo sites will actively 

over-oxidize methane. Recent experimental results suggest that Brønsted acid sites are the traps 

needed to avoid such over-oxidation. Indeed, short diffusion paths between these traps and 
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copper-oxo sites would be beneficial for methanol selectivity. Additionally, the necessity for 

high copper content must be balanced with necessity of large diffusion paths between the 

nanometric active sites. These findings also allow us to conclude that methanol selectivity for 

[Cu3O3]
2+ will always be substantially lower than those of [Cu2O]2+ or [Cu-OH]+. 
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ABSTRACT: Here, we analyze changes in the optical spectra of activated copper-exchanged 

zeolites during methane activation with Tamm-Dancoff time-dependent density functional theory, 

TDA-DFT, while using the ωB2PLYP functional. Two active sites, [Cu2O]2+ and [Cu3O3]
2+, were 

studied. For [Cu2O]+, the 22700 cm-1 peak is associated with μ-oxo 2p → Cu 3d/4s charge transfer. 

Of the [Cu2O]2+ methane C-H activation intermediates that we examined, only [Cu-O(H)(H)-Cu] 

and [Cu-O(H)(CH3)-Cu] have spectra that match experimental observations. After methane 

activation, the μ-oxo 2p orbitals lose two electrons and become hybridized with methanol C 2p 

orbitals and/or H 1s orbitals. The frontier unoccupied orbitals become more Cu 4s/4p Rydberg-

like, reducing overlap with occupied orbitals. These effects cause the disappearance of the 22700 

cm-1 peak. For [Cu3O3]
2+, the exact structures of the species formed after methane activation are 

unknown. Thus, we considered 8 possible structures. Several of these provide significant decrease 

in intensity near 23000-38000 cm-1, as seen experimentally. Notably, these species involve either 

rebound of the separated methyl to a μ-oxo atom or its remote stabilization at a Brønsted acid site 

in exchange for the acidic proton. These spectral changes are caused by the same mechanism seen 

in [Cu2O]2+ and are likely responsible for the observed reduced intensities near 23000-38000 cm-

1. Thus, TDA-DFT calculations with ωB2PLYP provide molecular-level understanding of the 

evolution of copper-oxo active sites during methane-to-methanol conversion. 
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5.1 INTRODUCTION 

Methane in natural gas is a source of energy and a starting point for making various chemical 

intermediates.1,2 However, due to the expensive nature of storing and transporting natural gas, 

there is great interest in the development of cheap and environmentally friendly approaches to 

convert methane to methanol.3 This conversion of methane to a liquid derivative is one of the holy 

grails of hydrocarbon chemistry and chemical catalysis. A critical challenge is balancing the 

requirement of high temperatures or highly reactive substrates to activate the stable methane C-H 

bond while preventing over-oxidation to species like CO2 or CO. Interestingly, copper-exchanged 

zeolites are one of the most exciting species for achieving this conversion at moderate 

temperatures, albeit in a stoichiometric, rather than catalytic fashion.4-7 Thus, there has been great 

interest in understanding the properties of these zeolites. Specifically, there is interest in 

understanding the nature of the copper-oxo active sites as well as the impact of the zeolite 

framework’s second coordination sphere on methane-to-methanol conversion.8,9 This has led to 

many detailed experimental characterizations of the copper-exchanged zeolites, with great interest 

in the evolution of their properties during the step-wise conversion of methane to methanol. 

Spectroscopic techniques like X-ray diffraction, NMR, EPR, IR and resonant Raman have been 

extensively used to study copper-exchanged zeolites. Additionally, UV-Vis/NIR spectroscopy has 

been used to study the evolution of the copper-oxo active sites during their activation and reaction 

with methane.10-26 By activation, we mean high-temperature processes for forming the copper-oxo 

active sites from Cu2+ ions that are typically introduced into the zeolite by ion-exchange methods.  

In many areas of advanced chemistry, it is common to use quantum-mechanical computational 

analysis to provide insights and support for experimental spectroscopic data.27 However, 

interpretation of the UV-Vis/NIR spectra of copper-exchanged zeolites has not been widespread. 

This is partly because of the size of the zeolitic systems, necessitating the use of periodic boundary 

conditions or large cluster models. This limits one’s ability to use the highest quality 

computational methods to study these systems. For this reason, most studies on the optical spectra 

of copper-exchanged zeolites have used time-dependent linear-response density functional theory 

(TD-DFT) 28 or Hartree-Fock theory (TD-HF).29 As examples, Woertink et al. showed that the 

observed peak at 22700 cm-1 in the optical spectrum of the mono-(μ-oxo) dicopper [Cu2O]2+ active 

site within zeolite ZSM-5 can be reproduced well with TD-DFT calculations while using the 

B3LYP functional.30 Li et al. used a combination of ab initio molecular dynamics and TD-DFT to 
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show the importance of exchange-site heterogeneity and dynamics on the UV-Vis spectrum of 

copper-oxo dimers and polynuclear species in the SSZ-13 zeolite.31 Göltl et al. used a novel, 

parameterized TD-HF-type approach to compute the absorption and photoluminescence spectra 

of Cu(I) sites in the SSZ-13 zeolite.32 Also recently, Ipek et al. used Green functions-based 

methods as well as the Bethe-Salpeter equation33,34 to compute the optical spectra of the μ-(η2:η2) 

bent-peroxo dicopper [Cu2O2]
2+ in the SSZ zeolite.35 Interestingly, TD-DFT is far cheaper than 

the approaches used by Ipek et al. However, TD-DFT calculations on transition metal species are 

often problematic due to static correlation effects as well as other deficiencies in approximate 

Kohn-Sham density functionals.36-38 Some other deficiencies include the presence of ghost 

excitations, incorrect treatment of charge-transfer effects as well as difficulties associated with 

handling systems with broken-symmetry open-shell singlet wavefunctions.28,39,40 Fortunately, 

there have been significant advances in practical TD-DFT over the last few decades. As such, 

some of these problems already have some practical solutions.41 Towards this end, some of us 

recently reported that a fairly new density functional, ωB2PLYP,42-44 can provide excellent 

accuracies for predicting the spectra of several copper-oxo active site motifs implicated in 

methane-to-methanol conversion, MMC.45 This functional is a long-range corrected double-

hybrid functional. It uses a previously-described configuration-interaction singles and double, 

CIS(D)-style42,46,47 scheme to predict electronic transitions, when used for computing absorption 

spectra.42-44 The long-range correction allows for good treatment of charge-transfer problems 

while the corrections for CIS(D)-style scheme might be useful for multi-electron processes. 

Interestingly, despite the various advances within TD-DFT, there has been no detailed quantum-

mechanical description of the changes in the UV-Vis spectra of copper-exchanged zeolites during 

methane activation. 

Here, we use TD-DFT calculations with ωB2PLYP to probe UV-Vis spectra of the mono-(μ-oxo) 

dicopper [Cu2O]2+ and tris-(μ-oxo) tricopper [Cu3O3]
2+ active sites. Specifically, we report the 

calculated spectra for these species, before and after reaction with methane. We provide quantum-

mechanical insights into how methane activation causes the disappearance of some signature 

peaks: 22700 cm-1 for [Cu2O]2+ and 30000-38000 cm-1 for [Cu3O3]
2+.9,48 This is important for 

identifying intermediate species involved during stepwise stoichiometric methane activation. 

Electronic structure understanding of the spectral changes provides a formal description of the 

evolution of the copper-oxo active sites. Additionally, it is important to ascertain the utility of 
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ωB2PLYP during methane activation as well as during active site formation and regeneration. 

This is likely to be very useful in future spectroscopic characterizations of novel active site motifs. 

5.2 METHODOLOGY 

5.2.1 Geometry Optimizations: All cluster models in this work were optimized with the 

B3LYP49-51 functional while accounting for dispersion effects with the D3BJ scheme.52-55 Due to 

the large number and sizes of the complexes, Figures 5.1 and 5.2, we used the def2-SVP basis 

sets56 for all atoms. For [Cu2O]2+ and [Cu3O3]
2+ as well as their intra-zeolite methoxy 

intermediates, we separately optimized the high- and low-spin states. Energies were considered 

to be converged after reaching 1 × 10-8 a.u. thresholds. These geometry optimizations were 

performed with the ORCA v4.2.1 software code.57 Vibrational frequency analyses were carried 

out analytically to ensure that the optimized structures corresponded to local minima. Most of our 

optimized structures had only positive vibrational frequencies. In a few cases with imaginary 

frequencies (less than 200 cm-1), we ascertained that these motions were centered on the 

terminating protons of the cluster models. 

5.2.2 Electronic Structure Analysis: To analyze the characteristics of the molecular orbitals of 

the [Cu2O]2+ and [Cu3O3]
2+ cluster models, we considered the Löwdin orbital populations. This 

maintains the features of Mulliken analysis, without the heavy basis set dependence.  

5.2.3 TD-DFT Calculations: Using the ORCA v4.2.157 software code and the Tamm-Dancoff 

approximation,58 TDA-DFT, we computed the UV-Vis spectra of all species in Figures 5.1 and 

5.2 with the ωB2PLYP functional.42 These calculations were performed with the cc-pVDZ59-61 

basis set. We have shown that TDA-DFT spectra of copper oxo species are largely independent 

of basis set size.45 We used the resolution of identity and chain-of-spheres approximation, 

RIJCOSX,62 with def2-TZVP63 auxiliary correlation basis sets. We requested 100-200 states 

during all TDA-DFT calculations. TDA-DFT spectra for the [Cu2O]2+ and [Cu3O3]
2+ species were 

fitted with a Lorentzian functions64 with full widths at half maxima of 1200 and 3500 cm-1, 

respectively. 

5.3 RESULTS AND DISCUSSIONS 

5.3.1. Dicopper Mono-Oxo [Cu2O]2+ System:  

5.3.1.1. Cluster models: To create a cluster model for [Cu2O]2+, we took this active site and 

achieved charge neutrality by adding two aluminate tetrahedra to the metal centers. We then added 

silicate tetrahedra, ensuring a good description of the second-coordination spheres around the 
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metals, Figure 5.1. We constructed this model from an optimized unit cell of ZSM-5.7,12,65,66 The 

model was extracted from an optimized unit cell with Al atoms placed at the crossing of the 

straight and sinusoidal pores. There are two T-sites between the Al atoms. Cu centers were 

arranged near the aluminate tetrahedra in accordance with the descriptions of Tsai et al.67 and 

Arvidsson et al.66 Cu-ZSM-5 has been demonstrated for stepwise and continuous catalytic MMC. 

The spectroscopic properties of the [Cu2O]2+ active site in this zeolite have also been investigated. 

 

Figure 5.1: Optimized structures of the cluster models of [Cu2O]2+. A is the cluster model 

for the active site. B-E are possible intermediates formed after methane C-H activation. 

The considered spin states are provided. 

To examine the impact of methane activation on the spectra of [Cu2O]2+, we considered strongly-

bound methanol at the active site. This makes sense as Oord et al.68 have demonstrated that 

methane reaction with copper oxo sites is accompanied by detection of vibrational overtones due 

to Cu(CH3)(H2O) or Cu(CH3)(OH) species.69 For [Cu2O]2+, the methyl group and proton from 

methane are bound to the μ-oxo atom, Figure 5.1. This concurs with the mechanism described by 

several workers.66,69-73 Alayon et al. have also proposed the formation of [Cu-O(CH3)-Cu]2+ and 

[Cu-O(H)-Cu]2+ species with the separated methyl group migrating to another active site, Figure 

5.1b and 5.1c, respectively. [Cu-O(H)-Cu]2+ is also relevant if the separated methyl group 

becomes stabilized at a Brønsted acid site, BAS. Stabilization of the methyl group could also occur 

with exchange with an acidic proton. This leads to [Cu-O(H2)-Cu]2+ as shown in Figure 5.1e. 
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5.3.1.2. Spin state of [Cu2O]2+ active site: Single point calculations on the optimized structures 

of the singlet and triplet states of the [Cu2O]2+ cluster model, Figure 5.1a, reveals that the singlet 

state is more stable. Indeed with B3LYP, CAM-B3LYP74 and ωB2LYP, we found that the singlet 

state is favored over the triplet state by 2.8, 3.0 and 2.6 kcal/mol, respectively. Based on these 

relative energies, the triplet state will contribute less than 1.2% of the population for the [Cu2O]2+ 

active site, assuming a Boltzmann population distribution. This agrees very well with the absence 

of any EPR signal in experiments on copper-loaded ZSM-5 by Groothaert et al.13 As such, we 

shall focus most of our discussions on the singlet state. 

5.3.1.3. Ground state electronic structure: The frontier orbitals of the singlet state of the [Cu2O]2+ 

cluster model are shown in Figure 5.2. The highest singly occupied molecular orbitals (HSOMOs) 

are largely made up of μ-oxo 2p atomic orbitals (AOs), albeit with appreciable contributions from 

Cu 3d AOs. Specifically, in the α-electron manifold, the HSOMO has 72.2% μ-oxo 2p and 12.4% 

Cu 3d AO contributions. Similarly, the HSOMO in the β-electron manifold is made of 71.5% AO 

from the μ-oxo 2p and 12.5% from the Cu 3d. We see the same behavior in the next highest 

SOMOs, HSOMO-1s. In the α-electron manifold, the HSOMO-1 is made up of 38.6% from the 

μ-oxo 2p, 30.3% from the μ-oxo 2p and 13.8% from the Cu 3d AOs. And in the β-electron 

manifold, there is 55.6% from the μ-oxo 2p, 11.1% from the μ-oxo 2p and 14.5% from the Cu 3d 

AOs, Figure 5.2. On the other hand, the lowest unoccupied molecular orbitals (LUMO) of the 

[Cu2O]2+ cluster model are largely localized on the Cu centers. In the α-electron manifold, the 

LUMO contains 33.5% Cu 4s and 38.5% Cu 3d AO contributions. In the β-electron manifold, the 

LUMO contains 29.4% Cu 4s and 45.1% Cu 3d. Based on this analysis of the frontier molecular 

orbitals (MOs), excitations from the HSOMOs and HSOMO-1s to the LUMOs will mainly be of 

μ-oxo 2p → Cu 3d/4s charge transfer character.   

5.3.1.4. Methane activation and electronic structure: After activation of the methane C-H bond, 

one possible intermediate is strongly-bound methanol is shown in Figure 5.1d. We chose to 

analyze the electronic structure of this species (1d) due to spectroscopic observations of methanol, 

after contacting methane with activated zeolites. This is even prior to treatment with water. The 

frontier orbitals for the singlet state this species are shown in Figure 5.3. For this species, the 

singlet state is 39.8 kcal/mol more stable than the triplet state. Interestingly, there are no frontier 

orbitals with significant μ-oxo 2p AO contributions after methane activation. Indeed between 

HSOMO and HSOMO-30, a span of about 4.5 eV (36432 cm-1), the highest μ-oxo 2p contributions 
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to any MO are less than 3%. Close examination reveals that the μ-oxo 2p AOs are significantly 

stabilized due to hybridization with the methyl C 2p AOs. 

 

Figure 5.2: Frontier orbitals of the open-shell singlet ground state of the [Cu2O]2+ cluster 

model obtained with the ωB2LYP functional and cc-pVDZ basis sets.  

These MOs now have eigenvalues around -16 to -20 eV, Figure 5.2, in contrast to the situation 

before methane activation, Figure 5.2, where they have eigenvalues of around -11 eV. Thus, the 

nature of the HSOMO and HSOMO-1 have dramatically changed. After methane activation, these 

are now predominantly Cu based. As example, HSOMO contains 52.2% contribution from Cu 3d 

AOs. Interestingly, the LUMOs are now predominantly of Cu 4s and 4p character after methane 

activation. Indeed, there are very little contributions from Cu 3d AOs to the LUMOs, a stark 

contrast to the situation before methane activation.  

Based on the stabilization of the C 2p and O 2p hybrid orbitals; the 3d character of HSOMO and 

HSOMO-1; as well as significant 4p character of the LUMOs, Figure 5.3, we conclude that 

methane activation is accompanied by electron transfer from MOs with significant μ-oxo 2p AO 

character to MOs with significant Cu 3d character. This indicates a 2-electron reduction of both 

Cu2+ centers in [Cu2O]2+ [2Cu2+ → 2Cu+ or 2Cu2+ → Cu + Cu2+, depending on the exchange-

correlation density functional]. Additionally, the significant contribution of 4p AOs to the LUMOs 
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Figure 5.3: Frontier orbitals of the open-shell singlet ground state of the [Cu2O]2+ active 

site after methane activation. These were obtained at the ωB2LYP/cc-pVDZ level.  

after methane activation is indicative of a more diffuse and Rydberg-like character, see Figures 

5.2 and 5.3. This would suggests poor spatial overlap during electronic transitions involving these 

orbitals. Thus, it is reasonable to expect that methane activation will lead to significant reduction 

in the oscillator strengths of transitions to the low-lying Cu 4s and 4p LUMOs.  

5.3.1.5. Methane activation and TDA-DFT spectra: The spectra obtained at the ωB2PLYP/cc-

pVDZ level for the [Cu2O]2+ cluster model before (Figure 5.1a) and after methane activation 

(Figure 5.1b-d) are shown in in Figure 5.4. Before methane activation, there is a prominent feature 

 

Figure 5.4: Calculated spectra obtained at the ωB2PLYP/cc-pVDZ level for the [Cu2O]2+ 

cluster model and possible intermediates after methane activation. The difference densities 

between the ground and excited states are shown as insets. 
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feature at 22889 cm-1, in great agreement with the experimental band at 22700 cm-1. We and 

Woertink et al. have previously described this feature as being due to μ-oxo 2p → Cu 3d/4s charge 

transfer.30,45 Indeed, it is specifically due to transitions from the μ-oxo 2p HSOMO and HSOMO-

1 to the Cu 4s/3d LUMO, Figure 5.3. The difference density illustrates clearly the charge-transfer 

nature of this transition, see inset of Figure 5.4. 

Indeed, the difference density reveals depletion of electron density on the μ-oxo atom (blue color) 

and aggregation of electron densities in the excited state on the Cu centers (yellow). In addition 

to the feature at 22889 cm-1, TDA-DFT also yields a significantly less intense charge-transfer peak 

at 26307 cm-1. Moreover, Groothaert reported a signature 22700 cm-1 peak as well as a relatively 

weaker band near 30000 cm-1 in their characterization of O2-activated Cu-ZSM-5. Thus, our 

calculations agree quite well with experimental data.  

After methane C-H activation, the features at 22889 and 26307 cm-1 have disappeared in the 

intermediate with strongly bound methanol, 1d. There are now only minor peaks at 27566, 29841 

and 31063 cm-1, Figure 5.4. As noted earlier, these are weaker as they involve transitions to Cu 

4s/4p diffuse Rydberg-type orbitals, Figure 5.3. The energy shift is due to the fact that the nature 

of the occupied frontier orbitals changed dramatically upon methane activation, Figures 5.3 and 

4. Interestingly, the disappearance of the 22700 cm-1 feature from the experimental UV-Vis 

spectra of O2-activated Cu-ZSM-5 has been used to monitor the kinetics of methane activation.30 

Therefore, ωB2PLYP can reproduce these experimental observations as well as furnish a 

molecular-level understanding of the peak’s disappearance. 

Interestingly, Figure 5.4 shows that both 1c also has reduced intensities in the 20000-35000 

region. However, it now features lower-energy transitions below 20000 cm-1. This is also the case 

for 1b. The new features below 20000 cm-1 and in the case of 1b, around 32300 cm-1, have not 

been reported experimentally.  On the other hand, 1e features reduced intensities near 20000 cm-

1 and has no new features, just like 1d. Examination of the electronic structures of 1e reveals 

similar stabilization of the frontier MOs with μ-oxo 2p AOs character as well as presence of 

significant 4s/4p character of the LUMOs, as was seen for 1d. Similarity between the spectra of 

1d, and 1e shows a limitation of UV-Vis spectroscopy; experimental observations could be due 

to multiple intra-zeolite intermediates.    

5.3.2. Tricopper Trioxo [Cu3O3]2+ System:  

5.3.2.1. Cluster models: To create a cluster model for [Cu3O3]
2+, we took the metal oxo core and 



86 

 

 

 

added two aluminate tetrahedra to the first coordination sphere of the metals, Figure 5.5. This 

leads to a cluster model of the 8MR of zeolite mordenite (MOR). This model has been previously 

used to study methane over-oxidation as well as electronic structure and spectroscopic properties 

of [Cu3O3]
2+. Additionally, many claims of unique preparations of the tricopper site have been for 

copper-exchanged MOR. 

For [Cu3O3]
2+, the exact natures of the intermediates formed after methane activation are 

unknown. As such, we have considered various arrangements of the methyl and proton around the 

active site, Figure 5.5b-i. First, we considered situations where the separated proton and methyl 

groups are sited at different μ-oxo atoms (5.5b, 5.5c and 5.5d). The methyl could also rebound to 

the reactive μ-oxo atom (5.5e and 5.5f). Interestingly, recent experimental and theoretical reports 

have suggested that the methyl group is actually not stabilized at the active site. Several workers 

have shown that the methoxy is formed at Brønsted acid sites.75-77 We have also shown that 

stabilization of the methyl at the active site is a recipe for over-oxidation.78,79 Considering these, 

we optimized the geometries of other possible structures. First, the methyl group could be 

stabilized away from the active site. This leads to structure 5.5g in Figure 5.5g. Conversely, the 

methyl could be stabilized on framework aluminates in exchange for a proton. This proton can be 

located at a new μ-oxo atom (5.5h) or at the reactive μ-oxo atom (5.5i).  

 

Figure 5.5: Optimized structures of the cluster models of [Cu3O3]2+. A is the cluster model 

for the active site. B-I are possible intermediates formed after methane C-H activation. The 

ground spin states of these species are provided. 

5.3.2.2. Spin state of [Cu3O3]2+ active site: We previously discussed that GGA density 

functionals predict the doublet state of the [Cu3O3]
2+ active site is more stable the high-spin quartet 

state.80 Vogiatzis et al. reported that the energy difference between the doublet and quartet states 
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is consistent between GGA functionals and multireference methods.81 As such, we shall focus our 

discussions on the doublet state of our cluster model, Figure 5.5a.     

5.3.2.3. Ground state electronic structure: The frontier orbitals of the singlet state of the [Cu3O3]
2+ 

cluster model are shown in Figures 5.6 and 5.7. In the α-spin manifold, the HSOMO consists 

largely of 2p AOs from two μ-oxo atoms of the [Cu3O3] core; 79.4% 2p AOs from both. It also 

contains 6.4% from Cu 3d AOs, Figure 5.7. A similar situation is seen for HSOMO-1; 71.8% μ-

oxo and 7.8 % 3d. HSOMO-2 has significant 2p contributions from an aluminate oxo group, Figure 

5.6. However, the second largest contribution to this orbital is from μ-oxo 2p AOs. The dominance 

of the μ-oxo 2p AOs in the frontier α-spin orbitals extends to HSOMO-3 and HSOMO-4. HSOMO-

4 has 36% contribution from μ-oxo 2p AOs as well as 8.9% from Cu 3d AOs from Cu. It also has 

about 33.6% contribution from an aluminate oxo group. The LUMO has some antibonding 

character containing also 74.9% 2p AO contributions from two μ-oxo atoms. It also contains a 

minor contribution of 4.0% from Cu 4p orbitals. The LUMO+1 orbital is however dominated by 

Cu 4s and 4p AOs; 46.2 and 5.6% respectively. 

  

Figure 5.6: Frontier α-orbitals of the [Cu3O3]2+ cluster model at ωB2LYP/cc-pVDZ level.  
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Examination of the β-spin orbitals shows that the LUMO+1 is also largely centered on the Cu 

centers, with 45.7% Cu 4s and 4.2% Cu 3d. The LUMO, HSOMO and HSOMO-1 are however 

dominated by μ-oxo 2p AOs, just like for the α-spin orbitals. Based on Figures 5.6 and 5.7, we can 

conclude that excitations into the LUMOs will be of μ-oxo 2p → 2p character. Excitations into 

LUMO+1 will have significant ligand-to-metal charge transfer character (μ-oxo 2p → Cu 4s). 

 

Figure 5.7:  Frontier β-orbitals of the [Cu3O3]2+ cluster model at ωB2LYP/cc-pVDZ level. 

5.3.2.3. Methane activation and TDA-DFT spectra: Several workers have examined methane 

activation by the [Cu3O3]
2+ active site in the 8MR of MOR. It was reported that the reflectance of 

the band near 31000 cm-1 decreases after contact with methane.9,48,82 Indeed, a difference spectrum 

reported by Ikuno et al. showed reduction for features between 23000 and 38000 cm-1.82 As stated 

earlier, the exact natures of the intermediate species formed after methane activation by [Cu3O3]
2+ 

are somewhat unknown. For this reason, the TDA-DFT spectrum of 5.5a is compared to spectra 

for 5.5b-5.5i in Figures 5.8 and 5.9. Assignment of the spectral features of the [Cu3O3]
2+ active 

site, 5.5a, is presented in Table 5.1. We highlight that unlike the features at 14530, 25383 and 

30110 cm-1, the peaks at 34139 and 36563 cm-1 have significant contributions from Cu-centered 

4s, 4p and 3d AOs in the relevant virtual orbitals. 
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Figure 5.8: Comparison of calculated spectra of [Cu3O3]2+ to several possible intermediates 

for methane activation, 5.5b-5.5d. 

 

Figure 5.9: Comparison of calculated spectra of [Cu3O3]2+ to several possible intermediates 

for methane activation, 5.5e-5.5i. 

There are a couple of important things to note regarding the spectra shown in Figures 5.8 and 5.9.  

First, the peak at 14530 cm-1 has disappeared in most of the intermediate species. This suggests 

that the absorbance of the feature near 12000 cm-1 should decrease after methane activation. 

However, the behavior of the feature at 12000 cm-1 in the experimental data appears to depend on 

the set up. Several workers have reported a modest decrease in the reflectance of this region after 

methane activation.9,82 Others have reported an increase.82 All experimental reports are however 
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consistent regarding decrease in the reflectance of the 23000-38000 cm-1 region. As such, we shall 

focus our emphasis on this region. 

Table 5.1: Characters of the dominant excitations, in cm-1, in the TDA-DFT spectrum of 

[Cu3O3]2+.  

Calculated      Experiment                 Character 

14530 10000-2000 μ-oxo 2p → μ-oxo 2p 

25383 ~ 24000 framework → active-site CT 

30110 ~ 31000 framework → active-site CT 

34139 ~ 34000 μ-oxo 2p → μ-oxo 2p and 

μ-oxo 2p → Cu 4s 

36563 ~ 38500 μ-oxo 2p → Cu 4s/3d 

  μ-oxo 2p → μ-oxo 2p and Cu 4p 

Second, of the possible intermediates that we considered, only 5.5b, 5.5c, 5.5d and 5.5h show 

lower oscillator strengths in portions of the 23000-38000 cm-1 region, Figures 5.8 and 5.9. We 

repeat that in 5.5b-d, the methyl rebounds to the active site whereas in 5.5h, the separated methyl 

is exchanged with a Brønsted acid proton, Figure 5.5. These 2 possibilities have emerged as 

candidates for the stabilized strongly-bound methoxy.75,76,78,79,83-85 Examination of the calculated 

spectra shows that 5.5b-c predict substantial decrease in the intensities at 23000-25000 cm-1 and 

30000-36000 cm-1. They however have higher intensities near 29000 cm-1. 5.5d has higher 

intensities than 5.5a near 32500 cm-1, Figure 5.8. 5.5h has similar intensities as 5.5a near 32000 

cm-1, Figure 5.9. For 5.5b-d and 5.5h, the intensities are also higher in the regions above 39000 

cm-1. Overall, the intensities for 5.5h are more consistently lower than for 5.5a across the whole 

23000-38000 cm-1 region.  

Other possible intermediates have higher intensities in the 23000-38000 cm-1 region. For example, 

5.5e predict significantly higher intensities near 37000 cm-1. Also 5.5i predicts a huge jump in 

intensity near 20000 cm-1. These do not conform to the experimental findings.9,48,82 Based on these 

considerations, we focus subsequent discussions on 5.5h. We again repeat that recent experimental 

results have shown that the separated methyl group is stabilized at BASs.75,76,85 Quantum-

mechanical computations have shown that exchange of the acidic proton of a BAS with the methyl 

is indeed energetically feasible.79 Stabilization of the acidic proton at the active site μ-oxo atom 

and the methyl at a basic framework aluminate has been shown to be a crucial mechanism for 

avoiding over-oxidation.75,78 All of these point towards 5.5h.   
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5.3.2.4. Impact of structural dynamics: We performed ab initio molecular dynamics (AIMD) 

simulations on the periodic structure of 5.5h at 300 K. After equilibration for 8 ps, we performed 

3 simulations of 8 ps length, starting from 3 different structures. From the resulting trajectories, 

we randomly selected 5 structures of each. These were truncated to the size of the species in Figure 

5.5. Dangling oxygen atoms were capped with protons and positions of the protons were 

optimized. Full details are provided in the Supporting Information. We then computed the UV-Vis 

spectra at the ωB2PLYP/cc-pVDZ level. These are compared with spectra for the optimized 

structure at 0 K in Figure 5.10 and in the Supporting Information. 

Overall, the clusters from AIMD display the same general property as the DFT-optimized 

structure. They all have lower intensities near the 23000-38000 cm-1 region than 5.5a. Some of 

these AIMD clusters also shift the 19000 cm-1 feature of 5.5h to lower energies; to near 17500 cm-

1 in the case of 5.5h-3, as an example, Figure 5.10. However, like the DFT-optimized structure, all 

the AIMD species feature higher intensities beyond 38000 cm-1 than 5.5a.  

 

 

Figure 5.10: TDA-DFT spectra of cluster models of 5.5h obtained from AIMD simulations 

(1-3) are compared to geometry optimized models for 5.5a and 5.5h. 

5.3.2.5. Methane activation and Electronic Structure: The frontier orbitals of 5h are presented in 

Figure 5.11. Before methane activation, there were 6 μ-oxo 2p-dominated MOs, containing 6 

electrons. Two of these had significant σ-type character, with associated unoccupied σ*-type 

orbitals, Figures 5.7 and 5.8. As discussed earlier, transitions between these orbitals are responsible 

for the peak at 14530 cm-1. 
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Figure 5.11: Frontier orbitals of the doublet state of the [Cu3O3]2+ active site after methane 

activation to form structure 5.5h. These were obtained at the ωB2LYP/cc-pVDZ level.  

Crucially, after methane activation, some μ-oxo 2p-dominated orbitals still remain in the frontier 

region, albeit with significantly higher contributions from Cu 3d and Cu 4p orbitals. Specifically, 

the α-spin HSOMO, HSOMO-1, HSOMO-2 orbitals of 5.5h have 19.7%, 24.1% and 30.9% 

contributions from Cu AOs, respectively, Figure 5.11. Indeed, after formation of 5h, the σ*-type 

μ-oxo 2p orbitals are no longer in the frontier region. The frontier region is now thoroughly 

dominated by orbitals with significant Cu character, rather than μ-oxo 2p. In Figure 5.11, we show 

that the α-spin LUMO has 67% AOs contribution from Cu while the LUMO+1 has 65%. Similarly, 

the β-spin LUMO has 66.9% contribution from Cu AOs. We are to compare these with the α-spin 

and β -spin LUMOs for 5.5a which contain 74.9% and 66.0% from Cu AOs, respectively. Close 

examination of Figures 5.6, 5.7 and 5.11 also indicate that the frontier virtual orbitals of 5.5h are 

more unstable (more positive eigenvalues) than those of 5.5a. Also, the frontier occupied orbitals 

of 5.5h are more stable (more negative eigenvalues) than those of 5.5a. These findings are quite 

similar to those of the [Cu2O]2+ system, see Sections 3.1.4 and 3.1.5. The significant contribution 
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of Cu AOs to the LUMOs after methane activation (indicative of a more diffuse and Rydberg-like 

character) and stabilization of frontier μ-oxo 2p occupied orbitals suggests poor spatial overlap 

during transitions between these orbitals. Thus, methane activation leads to significant reduction 

in the oscillator strengths of transitions to the low-lying Cu-based LUMOs. We also expect a shift 

to higher transition energies. 

Table 5.2 shows the assignment of the calculated spectral features of 5.5h. A peak at 19128 cm-1 

contains excitations from the μ-oxo 2p occupied orbitals α-HSOMO-1 to HSOMO, LUMO and 

LUMO+1. These final orbitals have significant contributions from Cu AOs. Thus, compared to 

5.5a, this peak is shifted to higher energies and is less intense. The same phenomenon plays out 

across the 23000-38000 cm-1 region. The intensities for 5.5h are thus lower than that of 5.5a across 

this region. Interestingly, beyond 38000 cm-1 the intensities of 5.5h are larger than for 5.5a, Figure 

5.9. For 5.5a, the computed peak at 36563 cm-1 underestimates the experimental feature near 

38500-41000 cm-1. Thus, one would expect that based on Figure 5.11, the absorption intensities 

of the intra-zeolite intermediates would exceed that of [Cu3O3]
2+ beyond the 38500-41000 cm-1 

region.  

Table 5.2: Characters of the dominant excitations, in cm-1, in the TDA-DFT spectrum of 

5.5h.  

Calculated Character 

19128 μ-oxo 2p → μ-oxo 2p; Cu 4s, 4p 3d 

32090 framework → active-site CT 

36238 μ-oxo 2p → μ-oxo 2p 

39521 framework → μ-oxo 2p  

5.4 CONCLUSIONS 

The UV-Vis spectra of copper-oxo active sites within copper-exchanged zeolites are analyzed with 

cluster-model Tamm-Dancoff time-dependent DFT (TDA-DFT) calculations. These systems are 

of interest due to their ability to activate the methane C-H bond, selectively converting it to 

methanol. Specifically, TDA-DFT calculations with ωB2PLYP were used to probe evolution of 

electronic structure properties and optical spectra of the [Cu2O]2+ and [Cu3O3]
2+ active sites during 

methane activation. We provide molecular-level understanding of changes in the UV-Vis spectra 

of copper-exchanged zeolites after contact with methane.  

It is established that prior to methane activation, ωB2PLYP provides great agreement with the 
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experimental optical spectra of [Cu2O]2+ and [Cu3O3]
2+. Particularly for [Cu3O3]

2+, it provides 

bands at 14530, 25383, 30110, 34139 and 36563 cm-1, in agreement with experimental features 

near 12000, ~24000, 31000, 34000 and 38500-40000 cm-1. The signature peak observed for 

[Cu2O]2+ at 22700 cm-1 is predicted to be at 22889 cm-1 with ωB2PLYP. The less intense feature 

near 30000 cm-1 in the experimental data is also captured with ωB2PLYP.  

After methane activation by [Cu2O]2+, the calculated optical of [Cu-O(H)(H)-Cu] and [Cu-

O(H)(CH3)-Cu] clearly show a disappearance of 22889 cm-1 feature. By contrast, the spectra for  

[Cu-O(H)-Cu] and [Cu-O(CH3)-Cu] either do not lead to sufficient reduction of the 22889 cm-1 

feature or also provide extraneous new features in the 10000-20000 cm-1 region. These new 

features are in great disaccordance with previously reported experimental data. In [Cu-O(H)(H)-

Cu] and [Cu-O(H)(CH3)-Cu], electrons in the μ-oxo 2p-dominated orbitals of [Cu2O]2+ become 

stabilized and hybridized with C 2p and/or H 1s orbitals from the separated methyl and proton of 

methane. Electronic structure analysis show a clear transfer of 2 electrons to the copper centers. 

This dramatically changes the nature of the low-lying unoccupied orbitals. Specifically the μ-oxo 

2p contributions to low-lying unoccupied orbitals are removed. Additionally, contributions from 

Cu 4s and 4p atomic orbitals to these orbitals become dramatically higher. The virtual orbitals thus 

acquire a more diffuse Rydberg-like character, leading to decreased spatial and/or energy overlaps 

with the occupied valence orbitals. These effects shift the energies and leads to a dramatic decrease 

in the oscillator strengths of the 22889 cm-1 feature. This concurs with the disappearance of the 

22700 cm-1 band after methane activation, as seen in our TDA-DFT spectra and previous 

experimental data.  

For the more complicated [Cu3O3]
2+ system, previous reports stated that methane activation is 

associated with a decrease in intensity in the 23000-38000 cm-1 region. However, the exact 

structure of the intermediate species formed after methane activation by [Cu3O3]
2+ is unknown. 

Using a set of 8 possible structures, we found that several structures exhibited reduced oscillator 

strengths in parts of the 23000-38000 cm-1 region. Interestingly, these species correspond to 

rebound of the methyl group to an active site μ-oxo atom or remotely in exchange for a Brønsted 

acid proton. Recent experimental and theoretical studies have described how stabilization of the 

methyl at Brønsted acid sites is crucial for preventing over-oxidation. Our TDA-DFT results are 

thus another evidence supporting such assertions. To understand the lower intensities in the 23000-

38000 cm-1 region, we discovered that a similar phenomenon as seen in [Cu2O]2+ results in shifting 
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the spectra to higher energies and lower intensities (predominance of Cu atomic orbital 

contributions in the low-lying virtual orbitals as well as stabilization of the frontier occupied 

orbitals due to hybridization with H 1s orbitals).  

Thus, we conclude that ωB2PLYP is useful for studying the UV-Vis spectra of copper-oxo active 

site species implicated in methane-to-methanol conversion. It is capable of describing the 

evolution of these species during the conversion process. Using this approach, we gain a 

molecular-level understanding into the properties of copper-oxo species implicated in methane-to-

methanol conversion.  
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ABSTRACT: The formation and reactivities of [Cu-O-M]2+ species (M =  Ti-Cu, Zr-Mo and 

Ru-Ag) in metal-exchanged zeolites, as well as stabilities of these species towards 

autoreduction by O2 elimination are investigated with density functional theory. These species 

were investigated in zeolite mordenite in search of insights into active site formation 

mechanisms, relationship between stability and reactivity as well as discovery of heterometallic 

species useful for isothermal methane-to-methanol conversion (MMC). Several [Cu-O-M]2+ 

species (M = Ti-Cr and Zr-Mo) are substantially more stable than [Cu2O]2+. Other [Cu-O-M]2+ 

species, (M = Mn-Ni and Ru-Ag) have similar formation energies as [Cu2O]2+, to within ±10 
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kcal/mol. Interestingly, only [Cu-O-Ag]2+ is more active for methane activation than [Cu2O]2+. 

[Cu-O-Ag]2+ is however more susceptible to O2 elimination. By considering the formation 

energies, autoreduction, cost and activity towards the methane C-H bond, we can only conclude 

that [Cu2O]2+ is best suited for MMC. Formation of [Cu2O]2+ is initiated by proton transfer from 

aquo ligands to the framework and proceeds mostly via dehydration steps. Its μ-oxo bridge is 

formed via water-assisted condensation of two hydroxo groups. To evaluate the relationship 

between [Cu2O]2+ and other active sites, we also examined the formation energies of other 

species. The formation energies follow the trend: isolated [Cu-OH]+ < paired [Cu-OH]+ < 

[Cu2O]2+ < [Cu3O3]
2+. Inclusion of Gibbs free-energy corrections indicate activation 

temperatures of 257, 307 and 327 and 331 °C for isolated [Cu-OH]+, paired [Cu-OH]+, [Cu2O]2+ 

and [Cu3O3]
2+, respectively. The provocative nature of the lower-than-expected activation 

temperature for isolated [Cu-OH]+ species is discussed. 

 

 

6.1 INTRODUCTION 

Methane is the major component of natural gas and activation of methane to produce 

commodity chemicals has generated significant interest. This is due to the desire to exploit 

natural gas reserves and address environmental concerns from widespread flaring of natural 

gas.1-3 Currently, methane utilization involves energy-intensive pathways via generation of 

syngas.4-6 These routes are used on a large scale but are not economically feasible for small-

scale facilities, such as at remote gas fields. Hence, new approaches for methane conversion are 

of interest. Foremost amongst these is the direct selective oxidation of methane to methanol.7-

11 Direct oxidation of methane to methanol occurs naturally in microorganisms, catalyzed by 

methane monooxygenase (MMO) enzymes. These contain di-iron and di-copper active 

centers.12-14 As such, development of artificial catalysts for methane activation has focused on 

mimicking the structures of these active sites.15 Zeolites have been considered as good 

candidates for hosting metallic centers that are reminiscent of those in MMO enzymes.16-18 

Many zeolites have been studied for this purpose. However, copper-exchanged mordenite (Cu-

MOR) zeolites are some of the most interesting ones. Their large pores facilitate desorption of 

reaction products from copper active sites.7, 19-21 Methane to methanol conversion, MMC, in 

zeolites like Cu-MOR is often carried out in a stepwise fashion. The process begins with 
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generation of copper active sites under oxidizing conditions. This is followed by contact with 

methane, leading to formation of intra-zeolite methoxy intermediates. Recent work has revealed 

that the methoxy intermediates are stabilized at Brønsted acid sites.22-25 These methoxy groups 

are extracted as methanol in a third step, with water. At the end of each loop, the active sites 

are regenerated via thermal treatment with oxidants like O2, H2O and H2O2.
26-28 The activation 

and regeneration steps occur at 350-550 °C, while methane activation is carried out near 200 

°C.  

Active site species responsible for MMC in copper-exchanged zeolites have been extensively 

studied. Some of the proposed active sites are [Cu-OH]+, [Cu2O]+ and [Cu3O3]
2+. Many studies 

have focused on the relationships between these active sites, their speciation in various zeolites 

and under various synthesis conditions, their spectroscopic properties and their reactivities with 

methane.29-33 Crucially, there is renewed interest in the capabilities of spectroscopic techniques 

for investigating the nuclearity of copper-oxo active sites.26, 29-32, 34, 35 Additionally, there is an 

ongoing debate regarding preparation of zeolites with unique [Cu3O3]
2+ sites.13, 26, 33, 36 In many 

cases, experimental investigations of copper-exchanged zeolites have been complemented with 

quantum-mechanical computations. However, the literature contains very little theoretical 

investigations of the pathway for forming the copper active sites during the activation step.19, 37 

In this work, we investigate the formation pathway for mono-(μ-oxo) dicopper [Cu2O]2+ active 

sites. We also investigate the extent to which the thermodynamics for forming [Cu2O]2+ species 

provide insights into activation temperatures. We focus on [Cu2O]2+ as it is the only 

spectroscopically verified and the most ubiquitous active site motif under typical activation 

conditions.38 

Several workers have used density functional theory (DFT)39, 40 calculations to examine the 

stabilities and reactivities of heterobimetallic [Cu-O-M]2+ active sites in various zeolites. These 

sites are analogous to [Cu2O]2+ but with one copper center replaced with another metal. Zheng 

et al. examined how methane C-H activation barriers of [Cu-O-M]2+ species are affected by the 

electronic structure properties of the μ-oxo site as well as the Cu-O-M bond angle in ZSM-5. 

They considered cases where M is Ag, Au, Cu or Zn.41 Wang et al. performed a similar analysis 

for the MAZ zeolite using [Cu-O-M]2+ species where M = Pd, Pt, Fe, Co, Ni, Au and Ag.42 

Kulkarni et al. also examined methane C-H reactivities of [Cu-O-Co]2+, [Cu2O]2+, [Cu-O-Fe]2+ 

and [Cu-O-Ni]2+.43 The stabilities of these [Cu-O-M]2+ active sites are generally referenced 

against an oxidant (for example O2 or N2O) and mono-cations bound to the zeolite, Cu+ and M+. 
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Thus, the formation energies of [Cu-O-M]2+ sites were nearly always negative, exothermic. 

However, typical experimental setups involve calcining at high temperatures, sometimes 

initially in helium gas followed by exposure to oxidants. As such, modeling the relative 

stabilities of [Cu2O]2+ and [Cu-O-M]2+ species must capture the endothermicity of the combined 

dehydration and oxidation steps. It is for this reason that we previously referenced the formation 

of various active sites against [Cu(H2O)6]
2+.24 This approach ensures that formation of the 

metal-oxo active sites is an endothermic process, thus allowing estimations of activation 

temperatures. It also aids quantitative descriptions of contributions from the dehydration and 

oxidation steps. 

Lastly, van Bokhoven et al. have reported successful MMC under isothermal conditions near 

200 °C.44 In these experiments, the copper-exchanged zeolite is activated at the same 

temperature for reaction with methane. This is a path for removing thermal and temporal 

gradients between the activation and methane loading steps. However at 200 °C, it is generally 

thought that dehydrated [Cu-OH]+, [Cu2O]+ and [Cu3O3]
2+ active sites cannot exist. For this 

reason, there is significant interest in determining the natures of the copper species that 

engender MMC under isothermal conditions. In this work, we take a somewhat different 

approach. We consider whether tuning the heterometallic nature of the [Cu-O-M]2+ sites could 

lead to species that are sufficiently stable as to be activated near 200 °C. We do this by 

considering M as 3d (Ti-Ni) or 4d (Zr-Mo and Ru-Ag) transition metals. Additionally, 

heterometallic active sites like the [Cu-O-M]2+ species are considered interesting for chemical 

catalysis, especially in the spirit of mimicking heterobimetallic cores found in some 

metalloenzymes.45-50 Here, we access the usefulness of the [Cu-O-M]2+ species with DFT 

calculations of their formation, auto-reduction as well as their reactivities with methane. These 

computations will save great time in experimental investigations. 

6.2 COMPUTATIONAL DETAILS 

6.2.1 Periodic DFT Calculations: Periodic calculations were carried out with the Quantum 

Espresso software suite, version 6.4.1.51, 52 We used periodic cells of the proton-form of zeolite 

mordenite, H4MOR. In this system, there are four aluminate tetrahedra, with their charges 

balanced by four protons, Figure 6.1. The Si/Al ratio in H4MOR is 11/1, matching well with 

previously studied experimental systems.36 There are two aluminate tetrahedra at the mouth of 

the eight-membered ring, 8MR. 
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Figure 6.1: Structures of (A) H4MOR, (B) [Cu(H2O)6](H2MOR) and (C) 

[Cu2O](H2MOR). O, Si, Al and Cu atoms are represented with red, grey, green and blue 

polyhedra, respectively. Locations of the charge-balancing protons are visible and the 

aluminates conform to Lowenstein’s rule. 

These are used as the sites for the copper-oxo active sites, in agreement with previous reports.24, 

25, 34, 36, 53 The optimized structure of H4MOR was used to construct [Cu(H2O)6](H2MOR) and 

[Cu2O](H2MOR) species, Figure 6.1. In these, 2 protons are replaced by [Cu(H2O)6]
2+ and 

[Cu2O]2+, respectively. All other intermediate structures were also created from H4MOR. 

Additionally, for the species shown in Figure 6.1, the two aluminates in the bottom 8MR are 

separated by 3 silicates. Projected augmented wave pseudopotentials were used with charge 

density and wavefunction cut-offs set to 350.0 Ry and 50.0 Ry respectively.54, 55 The PBE 

density functional56 was employed with dispersion corrections included using the D3 scheme57, 

58 (PBE-D3). Sampling of the Brillouin zone was set to the Γ point. For transition state searches, 

the nudge elastic band (NEB) approach was used.59 There are 6-8 images between each set of 

reactant and intermediate/product endpoints. 

6.2.2 Formation Reaction: Formation energy of [Cu2O]2+ sites can be obtained by considering 

6.1. In this reaction, the copper-oxo site is formed via dehydration and oxidation of 

[Cu(H2O)6](H2MOR). [Cu(H2O)6](H2MOR) is a good the starting point for activation of 

copper-zeolites under near-neutral pH conditions.24 With 6.1 we are referencing the stability of 

[Cu2O]2+ active sites against [Cu(H2O)6]
2+. There is a universal consensus that Cu assumes a 

hexaaquo octahedral coordination after ion-exchange with zeolites in acidic pH conditions.36, 

60-62 Thus, it is eminently reasonable to reference the stabilities of the copper active sites against 

the hexaaquo complex. Previous workers have considered the stabilities of copper-oxo species 

relative to bulk copper oxides, Cu+ or [Cu-OH]+. For the heterometallic analogues of the 
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[Cu2O]2+ site, we use reaction 6.2. As stated earlier, M includes all 3d transition metals (Ti-Ni) 

as well as all 4d transition metals (Zr-Ag), except for Tc. We note that Lamberti et al. have 

previously reported that thermal activation of copper species in MOR causes desorption of 

water molecules.63 Dehydration is accompanied by aggregation into [Cu2O]2+ moieties. 6.1 and 

6.2 conform to these experimental observations. 

2[Cu(H2O)6](H2MOR)  →  [Cu2O](H2MOR) +  H4MOR +  11H2O                (6.1) 

[Cu(H2O)6](H2MOR) +  [M(H2O)6](H2MOR)  →  [Cu − O − M](H2MOR) +

 H4MOR +  11H2O                                          (6.2) 

Interestingly, the aquo ligands in [Cu(H2O)6](H2MOR) and [M(H2O)6](H2MOR) can be 

arranged in various ways. Indeed, an octahedral structure as shown in Figure 6.1 is not 

necessarily the lowest energy geometry. As such, we initially performed an initial ab initio 

molecular dynamics, AIMD, simulation on these structures. Details of the AIMD protocol have 

been previously provided.34 After a 20 ps equilibration step, we randomly extracted 20 

structures over 40 ps simulation time. These were re-optimized Quantum Espresso. The most 

stable structures for [Cu(H2O)6](H2MOR) and [M(H2O)6](H2MOR) were used to compute 

reaction energies of 6.1 and 6.2. The considered spin states as well as relative spin state energies 

of all species involved in 6.1 and 6.2 are provided in the supporting information. The ground 

spin multiplicities of the [Cu-O-M](H2MOR) species are also provided in Table 6.1. 

 

 

Table 6.1: Ground state multiplicities (2S+1) of the [Cu-O-M]2+ active sites in the MOR 

zeolite. 

3d Ti V Cr Mn 

 2 3 4 5 

4d Zr Nb Mo  

 2 3 4  

3d Fe Co Ni Cu 

 4 5 4 0 

4d Ru Rh Pd Ag 

 2 1 2 3 

To determine the impact of the exchange-correlation functional on the calculated reaction 

energies, we used the formation of [Cu2O](H2MOR) as a testbed. Single-point calculations on 
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the PBE-D3-optimized structures were performed with rVV1064, 65 and rev-vdW-DF2.66 We 

also re-optimized the geometries with rVV10 for detailed comparison. 

6.2.3 Decomposition with Oxygen Elimination: It has been reported that thermal treatment of 

zeolites containing [Cu2O]2+ sites leads to elimination of molecular oxygen, O2.
61, 63 Indeed, 

autoreduction of Cu2+ to Cu+ has been hypothesized to be due to emission of O2 from μ-oxo 

bridges of [Cu2O]2+ active sites.63 This process is described in reaction 6.3. The 

thermodynamics of 6.3 has been used to previously gauge the stability of [Cu2O]2+ active sites. 

Here, we extend this to heterometallic species containing all 3d and 4d transition metals, except 

Tc. Decomposition of the heterometallic species under anaerobic conditions is described by 6.4. 

[Cu2O](H2MOR)  →  [Cu2](H2MOR) +  
1

2
O2                                     (6.3) 

[Cu − O − M](H2MOR)  →  [Cu − M](H2MOR) + 
1

2
O2                 (6.4) 

To summarize, these active sites are formed by dehydration and oxidation of aquo Cu2+ species, 

via thermal treatment. These steps are contained in reactions 6.1-6.2 and thus formation energies 

are appropriately referenced against aquo complexes. However, further thermal treatment of the 

active sites leads to autoreduction, as seen in 6.3-6.4. As such, we do not use 6.3 or 6.4 to 

describe the formation of the active sites, but rather to describe their stability towards O2 

elimination. The spin states and relative spin state energies of species involved in 6.3 and 6.4 

are also provided in the supporting information. 

6.2.4 Cluster-model Calculations: Periodic DFT calculations provide accurate reaction 

energies for 6.1-6.4. However, obtaining Gibbs free-energy corrections with periodic DFT is 

very expensive. As such, we turn to representative cluster models for obtaining these 

corrections. Geometry optimizations and vibrational frequency analyses were carried out with 

cluster models for the isolated [Cu-OH]+, paired [Cu-OH]+, [Cu2O]2+ and [Cu3O3]
2+ active sites 

in the 8MR of MOR, Figure 6.2. The terminating oxo sites of the cluster models were capped 

with protons. The positions of these protons were first optimized and then fixed in all other 

calculations. These cluster-model calculations were performed at the scalar relativistic level 

with the Priroda code67, 68 while using the PBE functional and double-ζ-polarized quality basis 

sets for the large component and appropriate kinetically balanced basis sets for the small 

components.69, 70 Vibrational frequency analyses were carried out with the harmonic 

approximation. This allows us to obtain Gibbs free-energy corrections at various temperatures 

(25 - 750 °C). 
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Figure 6.2: Cluster-model structures of (A) [Cu2O]2+ and (B) paired [Cu-OH]+ in MOR. 

The latter is slightly rotated to allow easy visualization of the copper site. H, O, Si, Al 

and Cu atoms are represented with white, red, grey, pink and orange spheres, 

respectively. 

6.3 RESULTS & DISCUSSION 

We first present the lowest energy structures of the species involved in 6.1-6.2. We then discuss 

formation energies for [Cu2O]2+ and [Cu-O-M]2+ active sites. The density functional 

dependence of the calculated formation energies are also discussed. The stabilities of the 

[Cu2O]2+ and [Cu-O-M]2+ sites towards O2 elimination during thermal treatment are then 

described. This leads us to a description of the detailed mechanism for forming [Cu2O]2+ sites. 

Lastly, the Gibbs free-energy corrections to the formation energy of [Cu2O]2+ allows us to 

compare it to other copper active sites. 

6.3.1 Optimized Structures: For [Cu(H2O)6](H2MOR) and [Cu2O](H2MOR), we considered 

how the total energy is influenced by the sitings of the aluminate tetrahedra. In the latter, 

aluminates in the bottom 8MR bind directly to [Cu2O]2+. The aluminates can be separated by 2 

or 3 silicates, leading to Al-Si-Si-Si-Al, Figure 6.1, or Al-Si-Si-Al arrangements, Figure 6.3. In 

[Cu2O](H2MOR), the total energies are largely indifferent to Al-Si-Si-Al or Al-Si-Si-Si-Al 

arrangements of the aluminates to which [Cu2O]2+ is coordinated.71 Indeed, species with Al-Si-

Si-Al or Al-Si-Si-Si-Al differ only by 0.1-0.9 kcal/mol. For [Cu(H2O)6](H2MOR), structures in 

which the aluminates of the bottom 8MR possess the Al-Si-Si-Si-Al arrangement are more 

stable than those with Al-Si-Si-Al arrangement by 3.5-9.5 kcal/mol. Thus, we consider only 

species with the Al-Si-Si-Si-Al arrangement in all our subsequent discussions.  



108 

 

 
 

 

Figure 6.3: Periodic structures of (A) [Cu2O](H2MOR) and (B) [Cu(H2O)6](H2MOR) 

with Al-Si-Si-Al arrangements of the aluminates in the lower 8MR channel. 

6.3.2 Formation Energies: Reaction energies for formation of [Cu2O](H2MOR) via 6.1 are 

presented in Table 6.2. Results for rev-vdW-DF2 and rVV10 were obtained with PBE atomic 

pseudopotentials. The formation energy for [Cu2O]2+ is 222.5 kcal/mol with PBE-D3. With rev-

vdW-DF2, the formation energy is 214.8 kcal/mol. This is within 7.7 kcal/mol of PBE-D3. 

However, with rVV10, we obtain 233.3 kcal/mol, 10.7 kcal/mol higher than for PBE-D3. After 

re-optimizing the relevant geometries with rVV10, we obtained a reaction energy of 233.2 

kcal/mol, Table 6.2. Overall, deviations due to the choice of exchange-correlation density 

functional as well as the structural dynamics of the [Cu(H2O)6](H2MOR) reactants, Figure 6.3, 

allow us to estimate that there is likely an error bar of ±15 kcal/mol associated with the 

calculated formation energies. Importantly, the formation energy for [Cu2O]2+ is always 

positive, endothermic. Therefore, the temperature must be raised to dehydrate and oxidize 

[Cu(H2O)6](H2MOR) reactants of reaction 6.1. This conforms to experimental protocols. As 

noted earlier, previous evaluations of the stabilities of copper-oxo active sites have used bulk 

copper oxides, [Cu-OH]+72 or Cu+ as references. In such cases, the formation reactions were 

exothermic. These are clearly in disaccordance with experimental practice of activating zeolites 

by raising the temperature. 

 Table 6.2: Calculated formation energies for the [Cu2O]2+ active site. 

Structure optimization Single-point calculation Reaction energy (kcal/mol) 
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PBE-D3 PBE-D3 222.5 

          rev-vdW-DF2 214.8 

               rVV10 233.3 

           rVV10               rVV10 233.2 

The formation energies for heterometallic [Cu − O − M](H2MOR) species display some trends, 

Figure 6.4. 3d elements in groups 7-10, Mn-Ni, give formation energies of [Cu-O-M]2+ similar 

to that of [Cu2O]2+. The formation energy of [Cu-O-Ni]2+ is 8.1 kcal/mol higher than for 

[Cu2O]2+. However, the formation energies of [Cu-O-Mn]2+, [Cu-O-Fe]2+ and [Cu-O-Co]2+ are 

all within 3 kcal/mol of [Cu2O]2+. By contrast, 3d elements in groups 4-6, Ti-Cr, yield formation 

energies below that of [Cu2O]2+. Formation energies of [Cu-O-Ti]2+, [Cu-O-V]2+ and [Cu-O-

Cr]2+ are 27.3, 12.5 and 10.0 kcal/mol respectively lower than for [Cu2O]2+.  

 

Figure 6.4: Formation energies of [Cu-O-M](H2MOR) species from [Cu(H2O)6][H2MOR] 

and [M(H2O)6][H2MOR] species.  

The formation energies for all 4d-metal-containing [Cu-O-M]2+ species are lower than those of 

[Cu2O]2+, with Mo, Nb and Zr being the lowest, Figure 6.4. Indeed, the formation energies of 

[Cu-O-Zr]2+, [Cu-O-Nb]2+ and [Cu-O-Mo]2+ are 45.2, 39.0 and 31.1 kcal/mol lower than for 

[Cu2O]2+, respectively. The lower formation energies of these species suggest that they could 

be candidates for utilization under isothermal conditions. Also, the formation energies of [Cu-

O-Ru]2+ and [Cu-O-Rh]2+ are 6.2 and 10.6 kcal/mol lower than for [Cu2O]2+, respectively. 

However, heterometallic Ru and Rh sites are not as stable as the Mo, Nb and Zr species. 
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Kulkarni et al. have previously described an inverse correlation between the formation energy 

of the active site motif and its reactivity towards methane.19, 43 [Cu-O-Ru]2+ and [Cu-O-Rh]2+ 

could thus be the optimal trade-off between stability and reactivity. For this reason, we shall 

carefully consider [Cu-O-Cr]2+,  [Cu-O-V]2+, [Cu-O-Ti]2+, [Cu-O-Mo]2+, [Cu-O-Nb]2+, [Cu-O-

Zr]2+, [Cu-O-Ru]2+ and [Cu-O-Rh]2+ in subsequent discussions.  

6.3.3 Decomposition via Oxygen Elimination: Reactions 6.3 and 6.4 involve elimination of 

O2 as well as reduction of Cu2+ to Cu+ and M2+ to M+. These reduction processes would be 

favored under anaerobic conditions. In addition to the report of Lamberti et al., this 

autoreduction process has been widely reported, even in the presence of O2.
61 The reaction 

energies for 6.3 and 6.4 are presented in Table 3. The calculated O2 elimination energy for 

[Cu2O]2+ is 53.9 kcal/mol. This indicates that [Cu2O]2+ is stable against O2 elimination. To 

achieve autoreduction of the Cu2+ sites of [Cu2O]2+ to Cu+, the temperature must be raised. This 

agrees with experimental observations of [Cu2O]2+ aggregates prior to signatures for 

autoreduction, as the temperature is raised.61, 63, 73 Compared to other 3d [Cu-O-M]2+ species, 

the O2 elimination energy of [Cu2O]2+ is the smallest while the one for [Cu-O-Ti]2+ is the 

highest. We therefore see that the active sites are less stable against auto-reduction as one moves 

down the period. A similar trend occurs for 4d [Cu-O-M]2+ species, with [Cu-O-Zr]2+ being 

most stable and [Cu-O-Ag]2+ being least stable. Additionally, for elements in groups 4-8, the 

4d species are more stable than the 3d species towards O2 elimination by 2.8-12.5 kcal/mol. By 

contrast, for elements in groups 9-11, the 3d species are more resistant towards O2 elimination. 

Importantly, our 8 species of interest, [Cu-O-Cr]2+,  [Cu-O-V]2+, [Cu-O-Ti]2+, [Cu-O-Mo]2+, 

[Cu-O-Nb]2+, [Cu-O-Zr]2+, [Cu-O-Ru]2+ and [Cu-O-Rh]2+, provide O2 elimination energies that 

are higher than for [Cu2O]2+. 
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Table 6.3: Energies, kcal/mol, for O2 elimination from [Cu2O]2+ and [Cu-O-M]2+ active 

sites. 

3d Ti V Cr Mn 

 114.9 105.7 88.6 73.1 

4d Zr Nb Mo  

 117.7 118.2 101.1  

3d Fe Co Ni Cu 

 72.7 71.7 63.7 53.9 

4d Ru Rh Pd Ag 

 79.5 65.6 45.8 26.1 

6.3.4 Reactivity with Methane: The activation barrier for the methane C-H bond is often used 

to evaluate the reactivities of copper-oxo active site. This makes sense in light of our recent 

report where we found that between methane and formates, the transition state for the first 

hydrogen atom abstraction step has the highest energy.25 Thus, the methane C-H activation step 

is the rate-determining step. We therefore use the barriers associated with this step to evaluate 

the reactivities of the [Cu-O-M]2+ species. We considered two possible routes for methane C-H 

dissociation. The first involves a radical-like transition state. This has been previously 

described.18, 76 The second possibility is a surface-stabilized transition state in which the 

separated methyl group becomes bound to one of the metal centers.41, 77, 78 However, prior to 

discussing the calculated barriers associated with the radical-like and surface-stabilized 

mechanisms, we first consider the energies of the species formed after methane C-H activation. 

In Table 6.4, the energies of the separated- (radical-like pathway) and surface-stabilized- 

(surface-stabilized pathway) -methyl intermediates are given relative to the adduct complex of 

methane and the active site. The separated-methyl intermediate is always less stable than the 

starting adduct complex. This conforms with the finding of Latimer et al.79 for [Cu2O]2+. It 

gradually becomes less stable as we proceed from Cu (endothermic by +13.6 kcal/mol) to Ti 

(endothermic by +65.9 kcal/mol). The separated-methyl intermediates of [Cu-O-Cr]2+, [Cu-O-

V]2+ and [Cu-O-Ti]2+ are so unstable that there is really no point considering the associated 

transition states. Indeed, for these species, we were not able to obtain the transition states for 

the surface-stabilized and separated-methyl mechanisms. The resulting barriers are sure to be 

high enough to prohibit methane activation at 200 °C. This is the case regardless of which spin 

state we considered. For these species, the barriers preclude methane activation at 200 °C. 
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Thus, while [Cu-O-Cr]2+, [Cu-O-V]2+ and [Cu-O-Ti]2+ are interesting from a stability 

perspective (activation temperatures), they are nonetheless not useful as they are unreactive at 

the moderate temperatures that favor methanol selectivity. 

Table 6.4: Relative energies (kcal/mol) of the intermediates formed after methane C-H 

activation by various [Cu-O-M]2+ active sites. The associated transition state barriers 

are given in parenthesis. 

 Separated CH3 Surface-stabilized CH3 

Cu +13.6 (19.9) -10.4 (15.6) 

Ni +21.6 (23.5) -13.4 (24.0) 

Co +24.2 (25.5)          -9.7 (28.1) 

Fe +28.3 (28.7)          -2.7 (30.3) 

Mn +29.1 (29.9)          -4.8 (30.9) 

Cr    +43.4          +1.5 (42.7) 

V    +53.0          +4.0  

Ti    +65.9          +7.9  

 Separated CH3 Surface-stabilized CH3 

Ag +4.5 (5.0)           -15.1 (5.1) 

Pd  +19.2 (20.0)           -24.6 (20.1) 

Rh            -12.5 (9.1) 

Ru             -5.1 (24.7) 

Mo              +7.9  

Nb              +13.8  

Zr              +7.6  

 

For [Cu2O]2+, the barriers for the radical-like and surface-stabilized mechanisms are 19.9 and 

15.6 kcal/mol, respectively, Table 6.4. These barriers indicate that [Cu2O]2+ can activate 

methane at 200 °C. For the heterometallic Ni, Co, Fe and Mn species, the magnitudes of the 

barriers for both mechanisms also indicate the ability to activate methane at 200 °C. The barriers 

follow the trend Cu < Ni < Co < Fe ~ Mn, Table 6.4.  

For 4d transition metals, the energies of the surface-stabilized intermediates for [Cu-O-Mo]2+, 

[Cu-O-Nb]2+ and [Cu-O-Zr]2+ are either similar or more positive than those of their 3d 

analogues. Thus, these species are also likely unreactive. For these species, we were not able to 

obtain the separated-methyl intermediates as well as the transition states involved in the surface-

stabilized mechanism. Overall, the calculated barriers indicate that only [Cu2O]2+, [Cu-O-Ni]2+, 

[Cu-O-Co]2+, [Cu-O-Fe]2+, [Cu-O-Mn]2+ [Cu-O-Ag]2+, [Cu-O-Pd]2+, [Cu-O-Rh]2+ and [Cu-O-

Ru]2+ can activate methane at 200 °C. Of these, only [Cu-O-Rh]2+ and [Cu-O-Ru]2+ have 
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formation energies that are lower than for [Cu2O]2+, respectively 10.6 and 6.2 kcal/mol in Figure 

6.4. With a likely error bar of ±15 kcal/mol in the formation energies, it is unlikely that [Cu-O-

Rh]2+ and [Cu-O-Ru]2+ can be formed at substantially lower temperatures than [Cu2O]2+. Their 

methane C-H activation barriers are also somewhat higher than that of [Cu2O]2+, suggesting 

lower methane conversions at 200 °C, Table 6.4. The only great advantage that [Cu-O-Rh]2+ 

and [Cu-O-Ru]2+ have over [Cu2O]2+ lies in their greater resistance to autoreduction via O2 

elimination, Table 6.3. On the other hand, [Cu-O-Ag]2+ provides significantly lower C-H 

activation barriers than [Cu2O]2+. However, it will be formed at nearly the same temperature as 

[Cu2O]2+, due to similar formation energies, Figure 6.4. It would also be more susceptible to 

autoreduction via O2 elimination, Table 6.3. Lastly, considering the difficulties associated with 

potential synthesis routes for [Cu-O-Rh]2+, [Cu-O-Ru]2+ and [Cu-O-Ru]2+ as well as the costs 

of Rh, Ru and Ag, one can only conclude that [Cu2O]2+ is the best suited bis(μ-oxo) dinuclear 

active site for methane activation under moderate reaction conditions. 

6.3.5 Formation Mechanism of [Cu2O]2+ Sites: Having shown that [Cu2O]2+ is the optimal 

balance between formation energies, methane C-H reactivity, autoreduction and cost, we now 

turn to the mechanism by which this species is formed from hexaaquo Cu2+ species. 

Interestingly, the mechanism for formation of copper active sites has been experimentally 

investigated. 36, 60, 61, 63, 72, 80-83 It is understood that dissociation of water molecules transforms 

the [Cu(H2O)6]
2+ complex to hydroxylated [Cu(H2O)x(OH)]+ species. These findings will guide 

our description of a plausible mechanism for forming the [Cu2O]2+ active site, in the absence of 

O2 or other oxidants. As written in 6.1, the Cu2+ sites of two [Cu(H2O)6](H2MOR) unit cells 

need to be dehydrated prior to formation of [Cu2O]2+. We repeat again that 6.1 is the overall 

formation reaction. Additionally, we will carry out dissociation of water in one unit cell while 

the other cell remains unchanged. The hydroxylated Cu species from water dissociation then 

migrates to condensate with the unchanged Cu center. By doing this, we are implying that 

migration of Cu ions within the zeolitic framework is crucial to formation of the active sites. 

We are also implying that reduction of some of the Cu centers (via water dissociation and 

formation of hydroxyl ligands) is essential for migration. These resonate clearly with previous 

experimental reports.62   

For [Cu(H2O)6](H2MOR), initial loss of two aquo ligands leads to [Cu(H2O)4](H2MOR), 6.5. 

This is an endothermic process, 46.4 kcal/mol. Subsequently, transfer of a proton from an aquo 
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ligand to a framework aluminate leads to formation of [Cu(H2O)3(OH)](H3MOR), 6.6. This 

step is also endothermic, by 16.0 kcal/mol and has a reaction barrier of 16.9 kcal/mol. The low 

reaction barrier is due to a network-like stabilization of the aquo protons, Figure 6.5. The central 

copper complex of [Cu(H2O)3(OH)](H3MOR) then rearranges to form a species reminiscent 

of [Cu(H2O)2(OH)2],6.7. This step costs only 0.6 kcal/mol. In [Cu(H2O)2(OH)2](H4MOR), 

both water molecules stabilize the two protons transferred to the framework, Figure 6.5. By 

transferring both protons, the framework is converted from H2MOR to H4MOR. In other words, 

the charges of all four aluminates in the unit cell are now balanced with protons, Figure 6.5. 

H4MOR is one of the final products of reaction 6.1.   

                    [Cu(H2O)6](H2MOR)  →  [Cu(H2O)4](H2MOR) +  2H2O                  (6.5) 

        [Cu(H2O)4](H2MOR)  →  [Cu(H2O)3(OH)](H3MOR)                         (6.6) 

                    [Cu(H2O)3(OH)](H3MOR)  →  [Cu(H2O)2(OH)2](H4MOR)             (6.7) 

 

Figure 6.5: Pathway for hexaaquo core of [𝐂𝐮(𝐇𝟐𝐎)𝟔](𝐇𝟐𝐌𝐎𝐑) during formation of 

[Cu2O]2+ sites. Reaction energies are given in green and kcal/mol. Barriers are given in 

red and parenthesis. These are all relative to [𝐂𝐮(𝐇𝟐𝐎)𝟔](𝐇𝟐𝐌𝐎𝐑). The four aluminates 

of the unit cell are also shown.  

Examination of the [Cu(H2O)2(OH)2] group in [Cu(H2O)2(OH)2](H4MOR) shows that it can 

diffuse along the main channel to adjacent 8MRs. As the [Cu(H2O)2(OH)2] group migrates 

from its cell, it leaves behind H4MOR. The migrating moiety can coalesce with the 

[Cu(H2O)6]2+ core of a [Cu(H2O)6](H2MOR) unit cell. In this process, the six aquo ligands of 

the [Cu(H2O)6]2+ core are eliminated, 6.8. This combined aggregation and dehydration step 

brings the overall reaction energy to 158.7 kcal/mol and leads to [Cu2(H2O)2(OH)2](H2MOR), 
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which possesses a dinuclear core with two μ-hydroxo groups, Figure 6.6. In summary, reactions 

6.5-6.8 are a series of water-dissociation steps to form Cu-hydroxyl species, migration of these 

Cu-hydroxyl centers and finally condensation of the Cu-hydroxyl species to framework 

aluminate tetrahedra.62 

[Cu(H2O)2(OH)2](H4MOR) +  [Cu(H2O)6](H2MOR)   → H4MOR +

           [Cu2(H2O)2(OH)2](H2MOR) + 6H2O                                          (6.8) 

       [Cu2(H2O)2(OH)2](H2MOR)  →  [Cu2O(H2O)3](H2MOR)                           (6.9) 

Condensation of the two hydroxo groups leads to a mono-(μ-oxo) bridge between the copper 

centers and an aquo group, 6.9. This condensation costs 7.5 kcal/mol and brings the total 

reaction energy to 166.4 kcal/mol. However, the condensation proceeds in two steps, first 

breaking of a μ(OH)-Cu bond to create a dangling hydroxo group and second, a proton transfer 

from the μ-hydroxo to the dangling hydroxo. The OH-Cu scission step costs 6.2 kcal/mol while 

the proton transfer step costs 1.3 kcal/mol. These OH-Cu scission and proton transfer steps have 

transition state barriers of 11.2 and 12.9 kcal/mol. Loss of 3 water ligands from 

[Cu2O(H2O)3](H2MOR) 

 

Figure 6.6: Aggregation and dehydration steps during formation of [Cu2O]2+. Reaction 

energies are given in green and kcal/mol. Barriers are given in red and parenthesis. 

These are all relative to two [𝐂𝐮(𝐇𝟐𝐎)𝟔](𝐇𝟐𝐌𝐎𝐑) reactants. Details of the condensation 

of μ-hydroxo groups are shown. 
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leads to [Cu2O](H2MOR), in which the charges of two aluminate groups are balanced by the 

[Cu2O]2+ site. This dehydration step brings the overall reaction energy to 222.5 kcal/mol, Table 

6.2.  

Our results, Figures 6.4 and 6.5, reveal that dehydration steps are the most energy-consuming 

portions of the formation pathway for [Cu2O]2+. Additionally, [Cu2O]2+ is formed via 

condensation of two hydroxo groups formed by proton transfer to framework aluminates. Thus, 

the μ-oxo atom of [Cu2O]2+ originates from water, rather than oxidants like O2 or N2O.63, 72 

Lastly, transition states for the proton transfer and hydroxo condensation steps are stabilized 

greatly by hydrogen interactions with nearby water molecules. This further supports the crucial 

role of water during formation of the copper-oxo site. Overall, the calculated mechanism 

conforms to the experimental observations of Lamberti et al.63  

6.3.5 Free Energy Corrections and Comparison to other copper-oxo Sites: The calculated 

electronic formation energy for [Cu2O]2+ via 6.1 is 222.5 kcal/mol at the periodic PBE-D3 level, 

Table 6.2. Also, although all transition states are only 11.3-16.9 kcal/mol above their 

intermediates, it is crucial to note that the highest-energy transition state in the mechanism for 

[Cu2O]2+ formation is 177.8 kcal/mol above the initial [Cu(H2O)6](H2MOR) reactants, Figures 

6.4 and 6.5. It becomes important that we consider Gibbs free-energy corrections, at least to the 

overall reaction energies. Additionally, comparing the formation free-energy of [Cu2O]2+ to 

those of [Cu3O3]
2+, isolated [Cu-OH]+ and paired or dinuclear [Cu-OH]+ will provide insights 

into its relationships with other highly active copper-oxo species.  

In our previous work, we showed that we could obtain reasonable estimates of the reaction free-

energies.24 We did this by considering only free-energy corrections for the central [Cu(H2O)6]
2+ 

core of [Cu(H2O)6](H2MOR) and the eliminated water molecules. To further refine our 

approach, we here obtain the free-energy corrections using cluster-models that are 

representative of the MOR unit cell, see Supporting Information. The formation energies of, 

isolated [Cu-OH]+, paired [Cu-OH]+ and [Cu3O3]
2+ are calculated according to 6.10-6.12. 

[Cu(H2O)6](H2MOR)  →  [Cu − OH](H3MOR) +  5H2O                      (6.10) 

           2[Cu(H2O)6](H2MOR)  →  [Cu − OH]2(H2MOR) + H4MOR + 10H2O          (6.11) 

        3[Cu(H2O)6](H2MOR) +  
1

2
O2 → [Cu3O3](H2MOR) +  2H4MOR +  16H2O      (6.12) 

In Table 6.5, we present the formation energies of [Cu2O]2+, [Cu3O3]
2+, isolated [Cu-OH]+ and 

paired [Cu-OH]+ obtained with periodic DFT and cluster-model calculations. The formation 



117 

 

 
 

energies follow the trend: isolated [Cu-OH]+ < paired [Cu-OH]+ < [Cu2O]2+ < [Cu3O3]
2+. This 

matches well with the fact that 5, 10, 11 and 16 water molecules are released during the 

formation of isolated [Cu-OH]+, paired [Cu-OH]+, [Cu2O]2+ and [Cu3O3]
2+ respectively. Also, 

the formation energies obtained from the cluster models are higher than those from periodic 

DFT, Table 6.5. This is likely because the cluster models are not able to capture long-range 

relaxation effects that occur in the crystal lattice after introduction of the copper active sites. 

However, the terminating protons of all model species in 6.1 and 6.10-6.12 are fixed at exactly 

the same positions. As such, we expect the Gibbs free-energy corrections for these reactions to 

be quite useful, Figure 6.7. There are several important things to note regarding results in Table 

6.5 and Figure 6.7. First, paired [Cu-OH]+, [Cu2O]2+ and [Cu3O3]
2+ have formation energies of 

232.2, 264.1 and 361.0 kcal/mol, respectively, from cluster-model DFT. By considering the 

free-energy corrections, these species are expected to be formed at 297, 327 and 331 °C, 

respectively. However, there is likely an error bar of ±15 kcal/mol in the calculated formation 

energies, as discussed earlier. 

  

Table 6.5: Energies, kcal/mol, for formation of [Cu2O]2+, [Cu3O3]2+, isolated [Cu-OH]+ 

and paired [Cu-OH]+ active sites. Temperatures at which ΔG becomes 0.0 kcal/mol are 

in °C. 

  [Cu2O]2+ [Cu3O3]
2+ 

    

Periodic structure: 

PBE-D3 

ΔE 222.5 348.1 

Cluster-model: PBE ΔE 264.1 361.0 

 ΔG at 25 °C 123.1 170.0 

 Temp. for ΔG=0     327     331 

   [Cu-OH]+ 

  Isolated Dinuclear/paired 

Periodic structure: 

PBE-D3 

ΔE 106.7 190.2 

Cluster-model: PBE ΔE 110.2 232.2 

 ΔG at 25 °C    43.9 103.5 

 Temp. for ΔG=0     257   297 

Thus, paired [Cu-OH]+, [Cu2O]2+ and [Cu3O3]
2+ can be formed at 267-347, 285-357 and 300-

354 °C, respectively, Figure 6.7. These ranges are compatible with typical experimental 

protocols. Additionally, these temperature ranges suggest that paired [Cu- OH]+, [Cu2O]2+ and 

[Cu3O3]
2+ can co-exist or compete under certain conditions. We note that a recent report by 

Knorpp et al. identified paired [Cu-OH]+ as the active site species in zeolite omega.84  
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Figure 6.7: Temperature-dependent free-energy corrections for formation of copper 

active sites in zeolite MOR. The shaded regions represent ±15 kcal/mol around the 

electronic formation energies. 

Second, for isolated [Cu-OH]+ species, the formation energy is 110.2 kcal/mol from the cluster-

model calculations. Free-energy corrections indicate that this species will be formed at 257 °C. 

This is quite low. Such a low activation temperature implicates isolated [Cu-OH]+ as a precursor 

for other copper active sites. This is consistent with the mechanism presented in Figure 6.6, 

where [Cu2O]2+ is formed from ion pairs of [Cu-OH]+ as [Cu2(H2O)2(OH)2](H2MOR) species. 

The low activation temperature also implicate [Cu-OH]+ in previous isothermal MMC 

experiments near 200 °C.85-87 This is particularly interesting given Kulkarni et al.’s report that 

[Cu-OH]+ activates the methane C-H bond with a barrier of 26.3 kcal/mol.88 However, we 

emphasize that our calculations are relatively simple models of rather complex zeolite synthesis 

systems. We are also using the reaction thermodynamics to obtain insights into the activation 

temperatures. An error bar of ±15 kcal/mol in the formation energies implies that isolated [Cu-

OH]+ species will definitely be formed between 177 and 337 °C, Figure 6.7. It is thus quite 

likely that the active sites responsible for MMC in the isothermal MMC experiments are 

hydrated [Cu-OH]+ species. 

6.4 CONCLUSIONS 

Using scalar-relativistic periodic DFT, nudged elastic band and representative cluster-model 

calculations, we have investigated the formation energies of [Cu2O]2+ and its heterometallic 

[Cu-O-M]2+ analogues (where (M =  Ti-Cu, Zr-Mo and Ru-Ag) in the eight-membered ring of 
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zeolite mordenite, MOR. The heterometallic active site motifs are interesting from the 

perspective of mimicking the multi-metal centers of some metalloenzymes. We here use DFT 

calculations to examine their properties, prior to future experimental preparations and 

characterizations which might prove tedious and expensive. Particularly, the susceptibilities of 

these active site motifs to autoreduction by O2 elimination as well as their reactivities with the 

methane C-H bond were also investigated. A mechanism for the formation of [Cu2O]2+ from 

copper-aquo species was provided. Lastly, to refine the absolute electronic energies obtained in 

this work, we calculated temperature-dependent Gibbs free-energy corrections. These are useful 

for estimating the activation temperatures of copper active sites and provide us a framework for 

comparing [Cu2O]2+ to isolated [Cu-OH]+, paired [Cu-OH]+ and [Cu3O3]
2+.  

Our findings can be summarized thus: 

4) The calculated formation energies divide the dinuclear active sites into two classes. On 

the one hand are [Cu-O-Cr]2+,  [Cu-O-V]2+, [Cu-O-Ti]2+, [Cu-O-Mo]2+, [Cu-O-Nb]2+, 

[Cu-O-Zr]2+, which are substantially more stable than [Cu2O]2+. These species will be 

expected to form at much lower temperatures than [Cu2O]2+. On the other hand are [Cu-

O-Mn]2+,  [Cu-O-Fe]2+, [Cu-O-Co]2+, [Cu-O-Ni]2+, [Cu-O-Ru]2+, [Cu-O-Rh]2+, [Cu-O-

Pd]2+ and [Cu-O-Ag]2+ which have similar formation energies as [Cu2O]2+, to within 10 

kcal/mol.  

5) The autoreduction energies via O2 elimination indicate that only [Cu-O-Pd]2+ and [Cu-

O-Ag]2+ are more susceptible towards autoreduction than [Cu2O]2+. 

6) The C-H activation barrier was used to characterize the reactivities of the dinuclear 

active sites towards methane. Based on the calculated barriers, only [Cu2O]2+, [Cu-O-

Mn]2+,  [Cu-O-Fe]2+, [Cu-O-Co]2+, [Cu-O-Ni]2+, [Cu-O-Ru]2+, [Cu-O-Rh]2+, [Cu-O-

Pd]2+ and [Cu-O-Ag]2+ are useful for methane C-H activation at 200 °C. Only [Cu-O-

Ag]2+ provides barriers lower than that of [Cu2O]2+. All other species (Ti-Cr and Zr-Mo) 

provide prohibitively high reaction barriers for methane activation at this temperature. 

7) Based on the formation energies, autoreduction energies, cost and methane C-H bond 

reactivities, we can only conclude that [Cu2O]2+ is best suited for methane-to-methanol 

conversion (MMC).  

8) The mechanism for forming [Cu2O]2+ from copper hexaaquo species was described. The 

reaction proceeds via proton transfer from the aquo ligands to aluminates. This is 

followed by migration of a Cu(OH)2-type moiety to another unit cell where it aggregates 
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with Cu2+ to form a dinuclear bis(μ-hydroxo) species. Condensation of the hydroxo 

linkers is assisted by the proton-network of neighboring water molecules. 

9) Gibbs free-energy corrections to the calculated formation energies of isolated [Cu-OH] 

+, paired [Cu-OH]2+, [Cu2O]2+ and [Cu3O3]
2+ reveal that these species will be formed 

around 257, 297, 327 and 331 °C, respectively. Thus, these dicopper and tricopper 

species can co-exist and compete under certain conditions. The estimated activation 

temperature for isolated [Cu-OH]+ is very low. This indicates that [Cu-OH]+ is a 

precursor for other copper active sites. The low activation temperature also suggests that 

[Cu-OH]+ is likely involved in isothermal MMC experiments. By examining the 

limitations of our calculations, we conclude that isolated [Cu-OH]+ sites would 

definitely be formed between 170 and 340 °C and that the species involved in isothermal 

MMC experiments are most likely hydrated forms of isolated or paired [Cu-OH]+. 
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CHAPTER 7. SUMMARY AND CONCLUSIONS 

The studies in this thesis provide insights into the reactivity of actinide species and copper-oxo 

active site motifs towards transformation of small molecules like H2O and CH4. Chapter 2 and 

3 focused on actinide complexes, while Chapters 4 to 6 focused on works involving copper-

exchanged zeolite. 

In Chapter 2, we explored the possibility of applying multiconfigurational pair density 

functional theory (MC-PDFT) for structural, electronic and redox properties of actinyl species, 

specifically uranium, neptunium and plutonium. Comparing our results to experimental data 

when available, it was observed the ft-PBE, a fully translated MC-PDFFT functional had the 

best performance. The ft-PBE results were similar to those obtained using KS-DFT, thereby 

justifying the extensive use of standard KS-DFT functionals in actinide chemistry. Our results 

indicate that ft-PBE can be particularly useful for systems with greater static electron correlation 

effect, systems for which standard KS-DFT functionals might perform rather poorly. 

In the following chapter, using scalar-relativistic and spin-obit coupling DFT calculations, we 

examined the impact of ligand modulation on hydrogen evolution reaction (HER). In some 

cases, ligand substitution provided improved reactivities. We observed that ligand substitutions 

and environment (steric effects) can impact reactivity. In general, provided the ligand 

framework is favorable, An-O → An-N ligand substitution makes the actinide complexes more 

reactive towards H2 for hydride capture. Similarly for the electrocatalytic reduction of water, 

HER, we observed lower barriers by about 4 kcal/mol upon Np-O → Np-NH substitution. 

Moving on from actinide chemistry, in Chapter 4, we described mechanistic pathways for 

methane over-oxidation by copper-oxo active site motifs in mordenite zeolite. Using [Cu3O3]
2+ 

active site motif, we show that in the absence of oxygen, extra-framework [Cu3O3]
2+ can 

undergo four successive hydrogen atom abstraction (HAA) to form gaseous CO, an undesired 

over-oxidation product.  Understanding the mechanism of over-oxidation is important, because 

this knowledge can be used guide reactions towards high methanol selectivities. We found that 

after the first HAA, the methyl group must be stabilized far away from the active site and 

trapped at an unreactive site to avoid further abstraction and ensure high methanol selectivity. 

In Chapter 5, using Tamm-Dancoff time-dependent density functional theory (TDA-DFT) with 

ωB2PLYP as our functional of choice, we analyzed changes in the optical spectra of activated 
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Cu-exchanged zeolites. In [Cu2O]+, our computed spectra produced a peak around 22700 cm-1 

matching the experimentally observed peak peculiar to this active site motif. Since, our 

computational protocol is capable of capturing important spectra changes, we were able to 

extend it to [Cu3O3]
2+ active site, proposing possible species implicated in the methane-to-

methanol activation process. 

In conclusion, Chapter 6 highlights our effort towards the discovery of heterometallic species 

capable of methane to methanol conversion in an isothermal fashion with the overall aim of 

making the process economically viable. Substituting on of the Cu atoms in [Cu2O]2+, we 

studied several [Cu-O-M]2+ (M= 3d and 4d transition metals) and we found that several species 

are more stable than [Cu2O]2+. However, upon further examination of formation energies, 

autoreduction energies and C-H activation barriers, only [Cu-O-Pd] and [Cu-O-Ag] provide 

significant improvement compared to [Cu2O]2+. Unfortunately, the cost implication for these 

systems will impact industrial application.  
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