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Aims Ischaemic heart disease results from insufficient coronary blood flow. Direct measurement of absolute flow (mL/min) is feas-

ible, but has not entered routine clinical practice in most catheterization laboratories. Interventional cardiologists, therefore,

rely on surrogate markers of flow. Recently, we described a computational fluid dynamics (CFD) method for predicting flow

that differentiates inlet, side branch, and outlet flows during angiography. In the current study, we evaluate a new method

that regionalizes flow along the length of the artery.

Methods
and results

Three-dimensional coronary anatomy was reconstructed from angiograms from 20 patients with chronic coronary syn-

drome. All flows were computed using CFD by applying the pressure gradient to the reconstructed geometry. Side branch

flow was modelled as a porous wall boundary. Side branch flow magnitude was based on morphometric scaling laws with

two models: a homogeneous model with flow loss along the entire arterial length; and a regionalized model with flow

proportional to local taper. Flow results were validated against invasive measurements of flow by continuous infusion

thermodilution (Coroventis™, Abbott). Both methods quantified flow relative to the invasive measures: homogeneous

(r 0.47, P 0.006; zero bias; 95% CI −168 to +168 mL/min); regionalized method (r 0.43, P 0.013; zero bias; 95% CI −175

to +175 mL/min).

Conclusion During angiography and pressure wire assessment, coronary flow can now be regionalized and differentiated at the inlet,

outlet, and side branches. The effect of epicardial disease on agreement suggests the model may be best targeted at cases

with a stenosis close to side branches.
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Introduction
Ischaemic heart disease (IHD) is the leading cause of death worldwide.

IHD results from an insufficiency of coronary blood flow (Q), common-

ly caused by occlusive coronary arterial disease and encompasses a

wide variety of clinical syndromes including symptomatic ischaemia (an-

gina), myocardial infarction, and heart failure. Interventional treatments

are effective in restoring Q, but should only be targeted at lesions that

result in ischaemia. There is, however, no technique available for rou-

tine clinical use in the cardiac catheterization laboratory which directly

measures Q. Over several decades, cardiologists have relied upon indir-

ect surrogate markers, such as thermodilution-derived mean transit

time, Doppler-derived flow velocity, and pressure-derived fractional

flow reserve (FFR) and related indices1–3 and, more recently, ‘virtual’

FFR (vFFR), computed from angiographic images.4 All these methods

have strengths and weaknesses, but none measure ‘absolute’ Q in

mL/min. FFR is the ratio of distal to proximal translesional pressure

measurements, but it only expresses fractional and not absolute reduc-

tions in Q and it cannot diagnose coronary microvascular disease

(MVD); a common but often overlooked cause of IHD.5–10

Twomethods have been developed to quantify Q. The first, continu-

ous infusion thermodilution (CIT), is the most established and validated

method and uses the Rayflow™ infusion catheter (Hexacath, Paris,

Fr).11,12 The second, virtuQ™, derives Q from a computational fluid

dynamics (CFD) simulation based upon the 3D angiographic anatomy

and pressure wire measurements, and is the subject of this study.13

Both methods also quantify absolute microvascular resistance

(Rmicro) and so provide a comprehensive evaluation of the entire cor-

onary circulation. A limitation of the CFD method was that it only con-

sidered the main vessel and was agnostic to side branch flow.13 While

2 D.J. Taylor et al.

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
s
://a

c
a
d
e
m

ic
.o

u
p
.c

o
m

/e
h
jd

h
/a

d
v
a
n
c
e
-a

rtic
le

/d
o
i/1

0
.1

0
9
3
/e

h
jd

h
/z

ta
c
0
7
7
/6

9
6
7
1
6
1
 b

y
 U

n
iv

e
rs

ity
 o

f S
h
e
ffie

ld
 u

s
e
r o

n
 1

0
 F

e
b
ru

a
ry

 2
0
2
3



this may be acceptable for computing vFFR, which simply interrogates

the effect of a localized lesion, it is less so for computing Q, which is de-

pendent upon the lesion, side branches, and microvasculature.14 In a re-

cent study, we described a porous wall simulation method that used

established morphometric scaling laws and case-specific knowledge of

arterial taper to allow blood to virtually ‘leak’ out of the main vessel

proportional to side branch flow.14 A limitation of this approach was

that side branch flow was distributed diffusely across the entire length

of the main vessel. This approach, therefore, failed to capture the

haemodynamic effects of large volumes of regionalized flow loss to ma-

jor arterial side branches.

In this study, we describe a novel method that attempts to correlate

side branch flow ‘leak’ to areas of significant bifurcation and therefore

represents the pattern of flow commonly encountered in real coronary

arteries. We aimed to validate this new method against CIT measure-

ments and compare results with those from the homogeneous CFD

method.

Methods
CFD analyses were performed at the University of Sheffield, UK on retro-
spective clinical data collected from adult patients (≥18 years old) with sus-
pected myocardial ischaemia with non-obstructive coronary arteries
(INOCA) undergoing coronary angiography and Rayflow catheterization
at the Catharina Hospital, Eindhoven, NL. Patients provided informed con-
sent and the study was approved by the research ethics board [Medical re-
search Ethics Committees United (MEC-U)]. All supporting data are
provided in this manuscript and in the supplementary material. A derivation
analysis of Murray’s exponent, based upon the same raw clinical dataset as
this study, has already been published.15

Clinical data collection
FFR was assessed in arteries of interest using standard technique
(PressureWire™ X, Abbott, MN, USA), with a maximum tolerated signal
drift of 2 mmHg,16 and the Rayflow™ infusion catheter (Hexacath, Paris,
Fr) and the Coroventis™ (Abbott, Plymouth, MN) system,11,12 were
used to quantify Q (QCIT) and Rmicro (RmicroCIT). Thermodilution mea-
surements were taken in the proximal coronary artery, with pressure read-
ings under saline-induced hyperaemia taken at the location of 6 cm distal to
the tip of the infusion catheter.12 Pseudonymized angiography (DICOM)
and physiological (pressure and flow) data were exported to the
University of Sheffield for computational processing in February 2021.
Full exclusion criteria have previously been published.15 In brief, cases
were excluded if transferred clinical data were unsuitable for computational
processing or major arterial side branches were present within 3.0 cm of
the Rayflow™ infusion port. The latter criterion was used because side
branches close to the infusion port can draw a significant portion of saline
infusate and therefore affect QCIT and RmicroCIT results.11 A recom-
mended correction for the partial luminal occlusion created by the infusion
catheter was applied (Supplementary material online, S1). Visual percentage
stenosis was evaluated by two interventional cardiologists and quantitative
coronary angiography (QCA) was used to grade 2D- and 3D-percentage
stenosis.

Simulating coronary blood flow
A complete description of the virtuQ method and arterial reconstruction
process has been published previously.13,17 Two angiographic projections
of the vessel of interest, acquired ≥30° apart and during end-diastole,
were used to reconstruct coronary anatomy. Image selection and a correc-
tion for table movement between angiographic runs was manually per-
formed, while centreline tracing and vessel border detection was
performed semi-automatically from contrast gradient for both images
with manual correction if required. Finally, a rigid, 3D, axisymmetric geom-
etry representative of patient anatomy was automatically created. The inlet
of reconstructed arteries corresponded to the location of invasive QCIT and
Pa measurement, while the outlet corresponded to the location of Pd.
Invasive pressure readings were used to define inlet and outlet boundary

conditions. The CFD simulation was executed using standard blood para-
meters (density 1056 kg/m3; viscosity 0.0035 Pa s), modelling steady, lam-
inar flow of a Newtonian fluid. The suitability of these assumptions has
been demonstrated previously.18–20

Simulating side branch flow
In this study, side branch flow was simulated by modelling arterial recon-
structions with a porous wall boundary. This allowed flow loss from the
main vessel lumen. For all circumstances, inlet flow= outlet flow+ side
branch flow. Side branch magnitude was inferred from taper of the main
vessel using Murray’s law,21which relates the diameters (D) of parent vessel
(PV) and daughter branches (DB) around a bifurcation:

Dx
PV = Dx

DB1 + Dx
DB2

In which ‘x’ represents a constant whose value varies between 2.0 and
3.0.22–24 The magnitude of side branch flow (i.e. flow across the porous
wall) was dependent upon the value used for this proportionality constant
(which was optimized in a previous study15) and the method used to distrib-
ute side branch losses (homogeneous vs. regional, see below). The aim of
this study was to compare accuracy of the homogeneous and regional tech-
niques against the invasively derived measures. The homogeneous porous wall
method distributed side branch losses consistently along the entire length of
the reconstructed vessel and was unaffected by local taper. The regional por-
ous wall method distributed side branch flow loss proportionally to the local
healthy vessel taper. This was done to better regionalize Q. In healthy ves-
sels, regional taper occurs at branch points. Thus, this method should more
accurately regionalize blood flow in the in-vivo artery. To distinguish healthy
vessel taper from diameter reduction caused by atherosclerotic plaque, a
stenosis detection filter was used which excluded porous wall leak in sec-
tions with downstream recovery of vessel diameter (Figure 1). It was there-
fore imperative that the inlet and outlet of reconstructed vessels were
selected in healthy sections of vessel. All reconstructions were processed
blind to the intra-coronary pressure and CIT results.

Intra-observer variability
To assess variability in physiological results that may be introduced by subtle
differences in reconstructed coronary anatomy during the manual phases of
artery reconstruction, intra-operator variability was assessed for
CFD-derived Q (QCFD) and Rmicro (RmicroCFD) across three repeated
reconstructions of the five most and least stenosed cases.

Statistical analysis
Categorical variables are presented as frequency (percentage). Normally
distributed continuous variables are presented as mean (standard devi-
ation), while those with a non-normal distribution are presented as median
[interquartile range]. Normality of data distribution was assessed using the
Shapiro–Wilk test. For parametric data, mean values of haemodynamic
parameters were compared using an unpaired t-test, while a Mann–
Whitney U test was used for non-parametric data. Correlation was quan-
tified using Pearson’s correlation coefficient (r) and agreement was assessed
with both Passing and Bablok regression and Bland Altman plots.
Log-transformation was used for skewed datasets. Analyses were per-
formed using MATLAB R2021a (Math Works Inc., USA).

Results

Clinical cases
From the original 48 cases, 27 cases from 20 patients yielded full physio-

logical datasets. Cases were excluded due to insufficient angiographic

quality (n= 2) and pressure (n= 1) data, insufficient angiographic pro-

jections (n= 11), unsuitable patient anatomy (n= 3), coronary inter-

vention performed prior to QCIT measurement (n= 2), and major

side branches present ≤3.0 cm of the Rayflow catheter (n= 2). Seven

patients (35%) were male, the mean age was 62 (±10) years, and the

mean body mass index (BMI) was 25.2 (±3.6) kg/m2. The 27 cases
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included left anterior descending (LAD) arteries (n= 18), left circum-

flex (Cx) arteries (n= 7), and right coronary arteries (RCA) (n= 2).

The mean QCIT was 219 (±61) mL/min and the median RmicroCIT
was 360 [290–450] mmHg min/L. The majority of included cases con-

tained minimal epicardial disease, with a mean FFR of 0.87 (±0.08)

and only three cases meeting a clinical threshold of FFR significance

(≤0.80). Median percentage stenosis assessed by operator, 2D QCA

and 3D QCA was 10% [0–25%], 16% [0–31%], and 15% [0–33%], re-

spectively (full details of cases shown in Table 1). No included cases con-

tained diffuse epicardial disease. Using a threshold of 460 mmHg min/

L,25–27 five (25%) patients had clinically significant MVD as assessed

by RmicroCIT.

The homogeneous porous wall boundary
method
The homogeneous porous wall boundary method disclosed a mean

QCFD of 219 (±86) mL/min. There was a statistically significant correl-

ation between QCFD and QCIT (r 0.473, P 0.006), Passing and Bablok

regression identified constant and proportional differences between

techniques (c coefficient −202, 95% CI −633 to −20; m coefficient

2.03, 95% CI 1.15 to 4.07), the mean delta between techniques was

zero and the 95% Bland Altman limits of agreement were −168 to

+168 mL/min (Figure 2). The proportional differences between QCFD

and QCIT was characterized by an increase in bias for higher flow rates,

which is visually displayed by Bland Altman analysis. A significant correl-

ation between RmicroCFD and RmicroCIT was also observed (r 0.647,

P 0.0001), constant and proportional differences were present (c coef-

ficient −400, 95% CI −950 to −90; m coefficient 2.07, 95% CI 1.15 to

3.67), the mean delta between techniques was +30 mmHg min/L and

the 95% Bland Altman limits of agreement were −210 to

+480 mmHg min/L (Figure 3).

The regional porous wall boundary
method
The regional porous wall boundary method disclosed a mean QCFD of

219 (±96) mL/min. The correlation between QCFD and QCIT was

Figure 1 Schematic illustrating different leak profiles for homogeneous and regional methods, blue arrows represent side branch losses. When using

the homogeneous method, Q throughout the reconstructed artery is agnostic to local perturbations in vessel radius. When using the regional method,

Q is dependent upon local vessel radius, while no flow is leaked at points of downstream radius recovery: indicating a stenosis and not healthy taper.

4 D.J. Taylor et al.
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significant (r 0.429, P 0.0127), Passing and Bablok regression identified

constant and proportional differences between techniques (c coeffi-

cient −220, 95% CI −687 to −16; m coefficient 2.12, 95% CI 1.18 to

4.19), the mean delta between techniques was zero and the 95%

Bland Altman limits of agreement were −175 to +175 mL/min

(Figure 2). Agreement between QCFD and QCITwas not superior for ei-

ther the homogeneous or regional techniques (t 0.0023, P 0.998). A sig-

nificant correlation between RmicroCFD and RmicroCIT was also

observed (r 0.586, P 0.0006), constant and proportional differences

were present (c coefficient −400, 95% CI −1030 to −60; m coefficient

2.09, 95% CI 1.04 to 3.90), the mean delta between techniques was

+37 mmHg min/L and the 95% Bland Altman limits of agreement

were −220 to +540 mmHg min/L (Figure 3). Agreement between

RmicroCFD and RmicroCIT was not superior for either the homoge-

neous or regional techniques (U 363, P 0.944) (full CFD results shown

in Table 1). Using a threshold of 460 mmHg min/L, seven (35%) patients

had clinically significant MVD as assessed by RmicroCFD. Using

RmicroCIT as gold standard measurements, the sensitivity, specificity,

positive predictive value, and negative predictive value of the CFD tech-

nique was 80%, 80%, 57%, and 92%, respectively.

Determinants of agreement
Certain patient and vessel characteristics did appear to influence agree-

ment between the CFD and invasive measurements. For homogeneous

and regional porous wall boundary methods, respectively, Q agreement

was significantly correlated with translesional pressure drop (Pa − Pd)

(r 0.449, P 0.0094; r 0.391, P 0.0217), FFR (r −0.399, P 0.0196;

r −0.334, P 0.0441) and percentage stenosis assessed by 2D (r 0.355,

P 0.0345; r 0.472, P 0.0065) and 3D QCA (r 0.369, P 0.0292; r 0.489,

P 0.0048). This meant, for both homogeneous and regional techniques,

that agreement between QCFD and QCIT improved in cases with great-

er disease burden assessed by pressure wire studies, 2D QCA and 3D

QCA. For the regional method, Q agreement also correlated with visu-

ally assessed stenosis (r 0.371, P 0.0282).

For Rmicro, both homogeneous and regional techniques correlated

with translesional pressure drop (r 0.359, P 0.0330; r 0.340, P 0.0415)

and FFR (r −0.368, P 0.0295; r −0.364, P 0.0310), but no effect was

seen for any assessment of stenosis (full results are shown in

Table 2). This meant, for both homogeneous and regional techniques,

that agreement between RmicroCFD and RmicroCIT improved in cases

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Table 1 Reconstructed vessel characteristics and flows

Case FFR Percentage stenosis Q results (mL/min) Rmicro results (mmHg min/L)

Vessel Number Operator 2D 3D QCIT QCFD RmicroCIT RmicroCFD

LAD 01 0.87 10 16 11 343 459 250 184

02 0.82 0 15 22 182 302 340 191

03 0.69 10 29 34 192 219 320 276

04 0.83 15 31 30 197 241 320 259

05 0.83 15 9 8 215 316 310 196

06 0.85 5 17 16 202 148 410 547

07 0.84 5 19 11 177 283 280 164

08 0.81 0 0 0 278 192 210 274

09 0.86 20 16 15 217 229 350 330

10 0.86 0 0 0 330 157 210 410

11 0.97 0 0 0 234 103 360 761

12 0.74 35 43 55 66 74 1140 992

13 0.83 40 31 33 123 129 520 462

14 0.95 25 18 37 185 88 460 969

15 0.93 0 0 0 239 350 320 203

16 0.81 10 10 11 226 258 390 329

17 0.91 35 33 32 155 87 450 793

18 0.93 20 32 39 206 169 400 482

LCx 19 0.98 0 0 0 333 234 290 402

20 0.95 45 53 43 247 324 360 253

21 0.88 50 39 33 215 314 600 392

22 0.78 40 31 15 130 176 580 420

23 0.93 15 9 12 259 373 270 176

24 0.96 0 0 0 197 199 540 521

25 0.96 0 0 0 265 91 250 716

RCA 26 0.96 5 12 19 242 178 400 538

27 0.97 10 26 23 250 204 390 465

All reported CFD results acquired using the regional porous wall boundary method.

QCIT, absolute coronary flow measured with Rayflow catheter after correction applied (mL/min); RmicroCIT, microvascular resistance measured with Rayflow catheter after correction

applied (mmHg min/L); QCA, quantitative coronary angiography; LAD, left anterior descending artery; LCx, circumflex artery; RCA, right coronary artery.
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with greater disease burden assessed by pressure wire studies, but dis-

ease burden assessed by percentage stenosis was not associated with

agreement.

Intra-operator variability
For the homogeneous and regional porous wall boundary methods,

QCFD variability was 7.8% (±4.2%) and 5.6% (±2.7%), respectively.

For RmicroCFD, this was 2.6% [4.6–6.1%] and 3.2% [1.9–10.2%], re-

spectively. Intra-observer variability did not differ between homoge-

neous and regional techniques for either QCFD (U 33, P 0.218) or

RmicroCFD (U 45, P 0.739).

Discussion
In this retrospective study, we have validated a regionalized porous wall

boundary method for simulating side branch Q and compared the re-

sults with those from the original homogeneous method.15 The main

aim of this work was to regionalize the side branch and main branch

flow. This was achieved with no major difference in overall side branch

flow compared with the homogeneous method. The new regionalized

method correlated with CIT measurements, with zero bias and 95%

limits of agreement of ±175 mL/min. Agreement with invasive clinical

measures was suboptimal, which we believe resulted from inclusion

of several INOCA cases which have minimal stenosis and pressure

gradient.

Figure 2 Correlation and agreement between QCFD and QCIT. (A) Passing and Bablok showing correlation between QCFD and QCIT for the homo-

geneous porous wall boundary method. (B) Bland Altman plot showing agreement between QCFD and QCIT for the homogeneous porous wall bound-

ary method. (C ) Passing and Bablok showing correlation between QCFD and QCIT for the regional porous wall boundary method. (D) Bland Altman plot

showing agreement between QCFD and QCIT for the regional porous wall boundary method.

6 D.J. Taylor et al.

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
s
://a

c
a
d
e
m

ic
.o

u
p
.c

o
m

/e
h
jd

h
/a

d
v
a
n
c
e
-a

rtic
le

/d
o
i/1

0
.1

0
9
3
/e

h
jd

h
/z

ta
c
0
7
7
/6

9
6
7
1
6
1
 b

y
 U

n
iv

e
rs

ity
 o

f S
h
e
ffie

ld
 u

s
e
r o

n
 1

0
 F

e
b
ru

a
ry

 2
0
2
3



Current indices for estimating flow
The superiority of translesional pressure indices over standard angiog-

raphy alone is well documented9,10 and has led to the emergence of FFR

as the current ‘gold standard’ evaluation of an epicardial lesion’s haemo-

dynamic significance. However, this technique expresses percentage re-

duction in flow and does not quantify MVD. Combined use of FFR with

other indices of coronary flow, such as coronary flow reserve (CFR)

and index of microvascular resistance (IMR), allows for quantification

of disease in both epicardial and microvascular compartments, but

this requires additional time and hardware and is currently reserved

for a relatively small number of patients. Additionally, the binary nature

of treatment thresholds means different indices may conflict and all fail

to quantify a direct determinant of myocardial ischaemia – absolute

Q. The CIT technique addresses these issues but requires a dedicated

infusion catheter and accuracy may be decreased in arteries with mul-

tiple, large bifurcations. In contrast, virtuQ may quantify Q at the inlet,

outlet, and side branches of reconstructed arteries, along with all of the

above-mentioned indices of flow from standard angiography and pres-

sure wire assessment.

How this technique compares with others
The Rayflow CIT and virtuQ CFD methods quantify Q within the car-

diac catheterization laboratory. Previously, one direct in-vitro validation

of virtuQ outlet Q results has been performed, reporting a bias of

Figure 3 Correlation and agreement between RmicroCFD and RmicroCIT. (A) Passing and Bablok showing correlation between RmicroCFD and

RmicroCIT for the homogeneous porous wall boundary method. (B) Bland Altman plot showing agreement between RmicroCFD and RmicroCIT for

the homogeneous porous wall boundary method. (C ) Passing and Bablok showing correlation between RmicroCFD and RmicroCIT for the regional por-

ous wall boundary method. (D) Bland Altman plot showing agreement between RmicroCFD and RmicroCIT for the regional porous wall boundary

method.
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+2.08± 3.45 mL/min13 and our previous validation of inlet QCFD using

the homogeneous porous wall boundary method reported zero bias

between CIT results with 95% limits of agreement of ±168 mL/

min.15More data are available for the latest, monorail Rayflow catheter

design. An in-vitro trial of QCIT reported a bias of −6.5± 15.5 mL/min12

and one animal study reported a bias of +5± 8 mL/min from Q mea-

sured in 12 pigs (mean Q 37 mL/min).28 A direct validation study of

the CIT method with [15O]H2O positron emission tomography

(PET) in 25 patients referred for coronary angiography showed a bias

between techniques of −0.9± 35 mL/min (95% limits of agreement

−70 to +68 mL/min; mean Q across all included vessels 176 mL/min).29

In the present study, we reported moderate correlation between

CIT and CFD Q for the regional porous wall boundary method. The

95% limits of agreement were±175 mL/min. These limits of agreement

are larger than reported in previous studies of different data-

sets,12,13,28,29 even when accounting for the larger mean Q of patients

included in the current study. Several factors may have negatively influ-

enced agreement, the most important of which is likely to be character-

istics of included arteries. QCFD accuracy is critically dependent upon

agreement between simulated flow patterns and those occurring in-

vivo. In healthy arteries, coronary flow is governed predominantly by

Poiseuille (viscous) effects and as such, results are extremely sensitive

to errors in reconstruction diameter. To put this into context, in a the-

oretical case taking the average outlet diameter and QCFD of cases

included in this study, an error in outlet reconstruction diameter of±

one single pixel would vary outlet QCFD from −42 to +62 mL/min (as-

suming Poiseuille’s law with a constant pressure gradient across the ar-

tery). This error will be further magnified for inlet QCFD, when side

branch flow is accounted for. Conversely, the complex flow patterns

observed in diseased arteries reduce the dominance of Poiseuille effects

on flow local to the disease, thereby reducing the sensitivity of QCFD to

small errors in reconstruction diameter. This phenomenon is evidenced

by both the correlations observed between QCFD and QCIT agreement

with percentage luminal stenosis and translesional pressure gradients;

both of which are markers of disease severity, and the clustering of

cases without any appreciable epicardial disease at the higher error

ranges. This means agreement between the two methods would likely

have improved through inclusion of cases with moderate to severe epi-

cardial disease.

Furthermore, the CIT method is dependent upon assumptions such

as the complete mixing between saline infusate and blood prior to side

branches and negligible heat loss to the vessel wall. These conditions

may not be observed in patients, therefore resulting in inaccuracies

of the CIT technique.12,28,29 It is therefore important to consider the

limits of agreement reported in this study as an amalgamation of the er-

rors of both CFD and CIT methods and not solely attribute them to

either technique.

The absence of any significant difference in total side branch flow be-

tween the homogeneous and regional porous wall boundary method

was reassuring. The main advantage of the regionalized technique is

that it seeks to concentrate side branch flow to the location of side

branches. This may have advantages for more precise flow predictions

when planning intervention just proximal or distal to significant bifurca-

tion points. This, however, is more challenging to validate given that

there are no methods that accurately predict coronary blood flow

with this level of localization.

Intra-operator variability was excellent for both QCFD and

RmicroCFD. For both porous wall boundary methods, intra-observer

variability was less than 5% for outlet QCFD and 4% for RmicroCFD,

which is considerably lower than previously reported results, of 10%

and 11% for the same parameters, respectively.13

Limitations
The number of included patients was modest and case exclusion rate

was high, but this in keeping with similar retrospective computational

studies and no exclusion criteria were applied on successfully modelled

cases to improve accuracy. A disproportionate number of LAD arteries

were included in this study. Moreover, our model of side branch flow

relies on vessel taper, and the proximal RCA has less taper due to a

relative lack of major side branches. For both these reasons, the model

may lack generalisability for RCA modelling. Future studies will there-

fore aim to include more RCA’s and include posterior descending

and posterior left ventricular branches. Of the included arterial cases,

only two (7%) met the criteria for moderate stenosis (>40%) as graded

by either 2D or 3D QCA and three (11%) met the FFR threshold of

haemodynamic significance (≤0.80). As previously described, this has

negative implications for the accuracy of QCFD and provides the first

clinical, supporting evidence of the previously reported requirement

for a translesional pressure drop.13 Because this was a retrospective

analysis of angiograms captured at another centre, the protocols

were not optimized for virtuQ processing4which may have affected re-

construction accuracy of included cases. Also, the correction calcula-

tion to accommodate for the partial coronary arterial lumen

occlusion introduced by the in-situ Rayflow catheter is currently unval-

idated. Clinically, the patient cohort for which absolute Q assessment

will be of value and thresholds for intervention are currently unknown

and subject to ongoing research.30 Fournier et al. have previously re-

ported a difference in hyperaemic LAD flow between healthy and

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Table 2 Correlations between QCFD and QCIT

agreement and RmicroCFD and RmicroCIT agreement
with various arterial reconstruction and demographic
variables

Homogeneous

method

Regional method

Pearson’s r P Pearson’s r P

Q

Percentage stenosis

Visual assessment 0.237 0.117 0.371 0.0282

2D QCA 0.355 0.0345 0.471 0.0065

3D QCA 0.369 0.0292 0.489 0.0048

Pressure wire assessment

Pa − Pd 0.449 0.0094 0.391 0.0217

FFR −0.399 0.0196 −0.334 0.0441

Vessel taper

Inlet diameter −

outlet diameter

−0.313 0.0561 −0.194 0.166

[Rmicro]

Percentage stenosis

Visual assessment −0.020 0.462 0.028 0.445

2D QCA 0.172 0.195 0.184 0.179

3D QCA 0.064 0.375 0.066 0.372

Pressure wire assessment

Pa − Pd 0.359 0.0330 0.340 0.0415

FFR −0.368 0.0295 −0.364 0.0310

Vessel taper

Inlet diameter −

outlet diameter

0.136 0.249 0.132 0.256

QCA, quantitative coronary angiography; Pa, proximal pressure under

adenosine-induced hyperaemia (mmHg); Pd, distal pressure under adenosine-induced

hyperaemia (mmHg).
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mildly disease arteries of 65 mL/min.27 Given the reported error in the

current study, at the current stage of development, virtuQ assessment

of absolute Q in minimally diseased arteries may be of limited clinical

utility. Furthermore, the porous wall boundary method assumes the in-

let and outlet of reconstructed arteries are healthy, so the tool may not

be applicable for patients with diffuse epicardial disease. Finally, while

this CFD technique quantifies epicardial arterial Q, it cannot assess

myocardial flow and may therefore be misleading in the presence of

a major collateral blood supply.

Conclusion
Using a CFDmodel of coronary arterial blood flow, Q can be quantified

and regionalized within the epicardial coronary arteries with flow loss

from the main lumen concentrated at the location of side branches.

This retrospective study showed no overall difference in performance

between the regional and homogeneous techniques. Although the

cases met the basic criteria for modelling, the lack of stenosis and rela-

tively small pressure gradient negatively influenced results compared

with the invasive technique. Further validation work is required, but

this approach may be useful in predicting local blood flow dynamics,

particularly in cases with a stenosis close to significant side branches.

Supplementary material
Supplementary material is available at European Heart Journal – Digital

Health.

Funding
P.D.M. was funded by the Wellcome Trust (214567/Z/18/Z). R.G.

(NIHR clinical lecturer) is funded by Health Education England (HEE)/

National Institute for Health Research (NIHR).

Conflict of interest: P.D.M. is named as an inventor on a University

of Sheffield patent that describes elements of the CFDmethod. The re-

maining authors declare that the research was conducted in the ab-

sence of any commercial or financial relationships that could be

construed as a potential conflict of interest.

Data availability
The authors confirm that the data supporting the findings of this study

are available within the article [and/or] its supplementary materials.

References
1. Gould KL, Lipscomb K, Hamilton GW. Physiologic basis for assessing critical coronary

stenosis. Instantaneous flow response and regional distribution during coronary hyper-

emia as measures of coronary flow reserve. Am J Cardiol 1974;33:87–94.

2. De Bruyne B, Paulus WJ, Vantrimpont PJ, Sys SU, Heyndrickx GR, Pijls NHJ.

Transstenotic coronary pressure gradient measurement in humans: in vitro and in

vivo evaluation of a new pressure monitoring angioplasty guide wire. J Am Coll Cardiol

1993;22:119–126.

3. Fearon WF, Balsam LB, Farouque HM, Caffarelli AD, Robbins RC, Fitzgerald PJ, et al.

Novel index for invasively assessing the coronary microcirculation. Circulation 2003;

107:3129–3132.

4. Ghobrial M, Haley HA, Gosling R, Rammohan V, Lawford PV, Hose DR, et al. The new

role of diagnostic angiography in coronary physiological assessment. Heart 2021;107:

783–789.

5. FearonWF, Low AF, Yong AS, McGeoch R, Berry C, Shah MG, et al. Prognostic value of

the Index of microcirculatory resistance measured after primary percutaneous coron-

ary intervention. Circulation 2013;127:2436–2441.

6. Germing A, Lindstaedt M, Ulrich S, Grewe P, Bojara W, Lawo T, et al. Normal angio-

gram in acute coronary syndrome—preangiographic risk stratification, angiographic

findings and follow-up. Int J Cardiol 2005;99:19–23.

7. Neglia D, Michelassi C, Trivieri MG, Sambuceti G, Giorgetti A, Pratali L, et al. Prognostic

role of myocardial blood flow impairment in idiopathic left ventricular dysfunction.

Circulation 2002;105:186–193.

8. Taqueti VR, Solomon SD, Shah AM, Desai AS, Groarke JD, OsborneMT, et al.Coronary

microvascular dysfunction and future risk of heart failure with preserved ejection frac-

tion. Eur Heart J 2018;39:840–849.

9. Pijls NH, Van Gelder B, Van der Voort P, Peels K, Bracke FA, Bonnier HJ, et al. Fractional

flow reserve. A useful index to evaluate the influence of an epicardial coronary stenosis

on myocardial blood flow. Circulation 1995;92:3183–3193.

10. Xaplanteris P, Fournier S, Pijls NHJ, Fearon WF, Barbato E, Tonino PAL, et al. Five-year

outcomes with PCI guided by fractional flow reserve. N Engl J Med 2018;379:250–259.

11. Aarnoudse W, Van’t Veer M, Pijls NH, Ter Woorst J, Vercauteren S, Tonino P, et al.

Direct volumetric blood flow measurement in coronary arteries by thermodilution. J

Am Coll Cardiol 2007;50:2294–2304.

12. van’t Veer M, Adjedj J, Wijnbergen I, Tóth GG, Rutten MC, Barbato E, et al. Novel

monorail infusion catheter for volumetric coronary blood flow measurement in hu-

mans: in vitro validation. EuroIntervention 2016;12:701–707.

13. Morris PD, Gosling R, Zwierzak I, Evans H, Aubiniere-Robb L, Czechowicz K, et al. A

novel method for measuring absolute coronary blood flow & microvascular resistance

in patients with ischaemic heart disease. Cardiovasc Res 2020;117:1567–1577.

14. Gosling RC, Sturdy J, Morris PD, Fossan FE, Hellevik LR, Lawford P, et al. Effect of side

branch flow upon physiological indices in coronary artery disease. J Biomech 2020;103:

109698.

15. Taylor DJ, Feher J, Halliday I, Hose DR, Gosling R, Aubiniere-Robb L, et al. Refining our

understanding of the flow through coronary artery branches; revisiting Murray’s law in

human epicardial coronary arteries. Front Physiol 2022;13:527.

16. Pijls NH, van Son JA, Kirkeeide RL, De Bruyne B, Gould KL. Experimental basis of de-

termining maximum coronary, myocardial, and collateral blood flow by pressure mea-

surements for assessing functional stenosis severity before and after percutaneous

transluminal coronary angioplasty. Circulation 1993;87:1354–1367.

17. Solanki R, Gosling R, Rammohan V, Pederzani G, Garg P, Heppenstall J, et al. The im-

portance of three dimensional coronary artery reconstruction accuracy when comput-

ing virtual fractional flow reserve from invasive angiography. Sci Rep 2021;11:19694.

18. Morris PD. Computational fluid dynamics modelling of coronary artery disease. PhD thesis.

University of Sheffield 2015. https://etheses.whiterose.ac.uk/11772/1/CFD Modelling of

CAD Morris_submitted.pdf

19. Huckabe CE, Hahn AW. A generalized approach to the modeling of arterial blood flow.

Bull Math Biophys 1968;30:645–662.

20. Brown AG, Shi Y, Marzo A, Staicu C, Valverde I, Beerbaum P, et al. Accuracy vs. com-

putational time: translating aortic simulations to the clinic. J Biomech 2012;45:516–523.

21. Murray CD. The physiological principle of minimum work: I. The vascular system and

the cost of blood volume. Proc Natl Acad Sci USA 1926;12:207.

22. Huo Y, Kassab GS. Intraspecific scaling laws of vascular trees. J R Soc Interface 2012;9:

190–200.

23. Kamiya A, Togawa T. Optimal branching structure of the vascular tree. Bull Math Biophys

1972;34:431–438.

24. Murray CD. The physiological principle of minimum work: I. The vascular system and

the cost of blood volume. Proc Natl Acad Sci U S A 1926;12:207–214.

25. Konst RE, Elias-Smale SE, Pellegrini D, Hartzema-Meijer M, van Uden BJC, Jansen TPJ,

et al. Absolute coronary blood flowmeasured by continuous thermodilution in patients

with ischemia and nonobstructive disease. J Am Coll Cardiol 2021;77:728–741.

26. Konstantinou K, Karamasis GV, Davies JR, Alsanjari O, Tang KH, Gamma RA, et al.

Absolute microvascular resistance by continuous thermodilution predicts microvascu-

lar dysfunction after ST-elevation myocardial infarction. Int J Cardiol 2020;319:7–13.

27. Fournier S, Keulards DCJ, van’t Veer M, Colaiori I, Di Gioia G, Zimmermann FM, et al.

Normal values of thermodilution-derived absolute coronary blood flow and micro-

vascular resistance in humans. EuroIntervention 2020;17(4):e309–e316.

28. Adjedj J, Picard F, Mogi S, Bize A, Sambin L, Muller O, et al. Accurate assessment of cor-

onary blood flow by continuous thermodilution technique: validation in a swine model.

Catheter Cardiovasc Interv 2022;99:836–843.

29. Everaars H, de Waard GA, Schumacher SP, Zimmermann FM, Bom MJ, van de Ven PM,

et al. Continuous thermodilution to assess absolute flow and microvascular resistance:

validation in humans using [15O]H2O positron emission tomography. Eur Heart J 2019;

40:2350–2359.

30. Aubiniere-Robb L, Gosling R, Taylor DJ, Newman T, Rodney D, Ian Halliday H, et al. The

complementary value of absolute coronary flow in the assessment of patients with is-

chaemic heart disease (the COMPAC-flow study). Nat Cardiovasc Res 2022;1:611–616.

Validation of a novel numerical model to predict regionalized blood flow in the coronary arteries 9
D

o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
s
://a

c
a
d
e
m

ic
.o

u
p
.c

o
m

/e
h
jd

h
/a

d
v
a
n
c
e
-a

rtic
le

/d
o
i/1

0
.1

0
9
3
/e

h
jd

h
/z

ta
c
0
7
7
/6

9
6
7
1
6
1
 b

y
 U

n
iv

e
rs

ity
 o

f S
h
e
ffie

ld
 u

s
e
r o

n
 1

0
 F

e
b
ru

a
ry

 2
0
2
3


	Validation of a novel numerical model to predict regionalized blood flow �in the coronary arteries
	Introduction
	Methods
	Clinical data collection
	Simulating coronary blood flow
	Simulating side branch flow
	Intra-observer variability
	Statistical analysis

	Results
	Clinical cases
	The homogeneous porous wall boundary method
	The regional porous wall boundary method
	Determinants of agreement
	Intra-operator variability

	Discussion
	Current indices for estimating flow
	How this technique compares with others
	Limitations

	Conclusion
	Supplementary material
	Funding
	Data availability

	References


