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Resumo

Ergowear: Desenvolvimento de um Vestuário Inteligente para
Monitorização Postural e Biofeedback

Atualmente, as Lesões Musculoesqueléticas Relacionadas com o Trabalho (LMERT) são considera-

das o ”problema relacionado com o trabalho mais prevalente”na União Europeia, levando a um custo

estimado de cerca de 240 biliões de euros. Em casos mais severos, estes distúrbios podem causar

danos vitalícios à saúde do trabalhador, reduzindo a sua qualidade de vida. De facto, LMERTs são con-

sideradas a principal causa da reforma precoce dos trabalhadores. Foi reportado que os segmentos da

parte superior do corpo são mais suceptíveis ao desenvolvimento de LMERTs. Para mitigar a prevalência

de LMERTs, ergonomistas maioritariamente aplicam métodos de avaliação observacionais, que são alta-

mente dependentes da experiência do analista, e apresentam baixa objetividade e repetibilidade. Desta

maneira, esforços têm sido feitos para desenvolver ferramentas de avaliação ergonómica baseadas na

instrumentação, para compensar essas limitações. Além disso, com a ascensão do conceito da indústria

5.0, o trabalhador humano volta a ser o foco principal na indústria, juntamente com o robô colaborativo.

No entanto, para alcançar uma relação verdadeiramente colaborativa e simbiótica entre o trabalhador e

o robô, este último precisa de reconhecer as intenções do trabalhador. Para superar este obstáculo, sis-

temas de captura de movimento podem ser integrados nesta estrutura, fornecendo dados de movimento

ao robô colaborativo.

Esta dissertação visa a melhoria de um sistema de captura de movimento autónomo, da parte supe-

rior do corpo, de abordagem inercial que servirá, não apenas para monitorizar a postura do trabalhador,

mas também avaliar a ergonomia do usuário e fornecer consciencialização postural ao usuário, por meio

de motores de biofeedback. Além disso, o sistema foi já idealizado tendo em mente a sua integração

numa estrutura colaborativa humano-robô. Para atingir estes objetivos, foi aplicada uma metodologia de

design centrado no utilizador, começando pela análise do Estado da Arte, a avaliação das limitações do

sistema anterior, a definição dos requisitos do sistema, o desenvolvimento da peça de vestuário, arquite-

tura do hardware e arquitetura do software do sistema. Por fim, o sistema foi validado para verificar se

estava em conformidade com os requisitos especificados.

O sistema é composto por 9 Unidades de Medição Inercial (UMI), posicionados na parte inferior e

superior das costas, cabeça, braços, antebraços e mãos. Também foi integrado um sistema de atuação,

para biofeedback postural, composto por 6 motores vibrotáteis, localizados na região lombar e próximo
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do pescoço, cotovelos e pulsos. O sistema é alimentado por uma powerbank e todos os dados adquiridos

são enviados para uma estação de processamento, via WiFi (User Datagram Protocol (UDP)), garantindo

autonomia. O sistema tem integrado um filtro de fusão Complementar Extendido e uma sequência de

calibração Sensor-para-Segmento estática, de maneira a aumentar a precisão da estimativa dos ângulos

das articulações. Além disso, o sistema é capaz de amostrar os dados angulares a 240 Hz, enquanto

que o sistema anterior era capaz de amostrar no máximo a 100 Hz, melhorando a resolução da aquisição

dos dados.

O sistema foi validado em termos de hardware e usabilidade. Os testes de hardware abordaram a

caracterização da autonomia, frequência de amostragem, robustez mecânica e desempenho da comuni-

cação sem fio do sistema, em diversos contextos, e também para verificar se estes estão em conformidade

com os requisitos técnicos previamente definidos, que foi o caso. Adicionalmente, as especificações da

nova versão do sistema foram comparadas com a anterior, onde se observou uma melhoria direta signifi-

cativa, como por exemplo, maior frequência de amostragem, menor perda de pacote, menor consumo de

corrente, entre outras, e com sistemas comerciais de referência (XSens Link). Testes de usabilidade foram

realizados com 9 participantes que realizaram vários movimentos uniarticulares e complexos. Após os

testes, os usuários responderam a um questionário baseado na Escala de Usabilidade do Sistema (EUS).

O sistema foi bem aceite pelos os usuários, em termos de estética e conforto, em geral, comprovando

um elevado nível de vestibilidade.

Palavras-chave: Unidades de Medição Inercial, Sistemas Vestíveis, Monitorização da Postura, Usabi-

lidade do Sistema, Vestibilidade do Sistema, LMERT, Biofeedback
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Abstract

Ergowear: Development of a Smart Garment for Postural Mon-
itoring and Biofeedback

Nowadays, Work-Related Musculoskeletal Disorders (WRMSDs) are considered the ”most prevalent

work-related problem” in the European Union (EU), leading to an estimated cost of about 240 billion EUR.

In more severe cases, these disorders can cause life-long impairments to the workers’ health, reducing

their quality of life. In fact, WRMSDs are the main cause for the workers’ early retirement. It was reported

that the upper body segments of the worker are more susceptible to the development of WRMSDs. To

mitigate the prevalence of WRMSD, ergonomists mostly apply observational assessment methods, which

are highly dependant on the analyst’s expertise, have low objectivity and repeatability. Therefore, efforts

have been made to develop instrumented-based ergonomic assessment tools, to compensate for these

limitations. Moreover, with the rise of the 5.0 industry concept, the human worker is once again the main

focus in the industry, along with the Collaborative Robot (cobot). However, to achieve a truly collaborative

relation between the worker and the cobot, the latter needs to know the worker’s intentions. To surpass

this obstacle, Motion Capture (MoCap) systems can be integrated in this framework, providing motion

data to the cobot.

This dissertation aims at the improvement of a stand-alone, upper-body, inertial, MoCap system, that

will serve to not only monitor the worker’s posture, but also to assess the user’s ergonomics and provide

posture awareness to the user, through biofeedback motors. Furthermore, it was also designed to integrate

a human-robot collaborative framework. To achieve this, a user-centred design methodology was applied,

starting with analyzing the State of Art (SOA), assessing the limitations of the previous system, defining the

system’s requirements, developing the garment, hardware architecture and software architecture of the

system. Lastly, the system was validated to ascertain if it is in conformity with the specified requirements.

The developed system is composed of 9 Inertial Measurement Units (IMUs), placed on the lower and

upper back, head, upper arms, forearms and hands. An actuation system was also integrated, for postural

biofeedback, and it is comprised of 6 vibrotactile motors, located in the lower back, and in close proximity

to the neck, elbows and wrists. The system is powered by a powerbank and all of the acquired data is sent

to a main station, via WiFi (UDP), granting a standalone characteristic. The system integrates an Extended

Complementary Filter (ECF) and a static Sensor-to-Segment (STS) calibration sequence to increase the

joint angle estimation accuracy. Furthermore, the system is able to sample the angular data at 240 Hz,
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while the previous system was able to sample it at a maximum 100 Hz, improving the resolution of the

data acquisition.

The system was validated in terms of hardware and usability. The hardware tests addressed the char-

acterization of the system’s autonomy, sampling frequency, mechanical robustness and wireless commu-

nication performance in different contexts, and ascertain if they comply with the technical requirements,

which was the case. Moreover, the specifications of the new version were compared with the previous one,

where a significant direct improvement was observed, such as, higher sampling frequency, lower packet

loss, lower current consumption, among others, and with a commercial system of reference (XSens Link).

Usability tests were carried out with 9 participants who performed several uni-joint and complex motions.

After testing, users answered a questionnaire based on the System Usability Scale (SUS). The system was

very well accepted by the participants, regarding aesthetics and overall comfort, proving to have a high

level of wearability.

Keywords: Inertial Measurement Units, Wearable Systems, Posture Monitoring, System’s Usability,

System’s Wearability, WRMSD, Biofeedback
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Introduction

1.1 Background

1.1.1 Work-Related Musculoskeletal Disorders

Currently, the manufacturing industry plays an important role in the European Union’s economy,

contributing significantly to its economic growth [2]. Despite that, these industries have a very high

physical demand on the workers, leading to the development of WRMSDs.

Musculoskeletal Disorders is a general term that covers all the medical diseases that affect the limbs,

spine, and multiple or localised pain syndromes. They are defined has all of the disorders that can cause

impairments on the musculoskeletal and connective tissue systems by The Bureau of Labor Statistics of

the Department of Labor [3].

WRMSDs are, according the European Risk Observatory, “the most prevalent work-related problem”

in the EU[4]. According to several studies made by different institutions [4–6], multiple risk factors were

associated with the appearance of these disorders:

• Constrained, fixed or unnatural body poses;

• Repetitive movements;

• Force sustained in critical body areas such as the wrist;

• Routines that do not allow the body to rest;

• Awkward body postures;

• Heavy work loads;

• Lack of recovery time;

• Exposure to low temperatures;

• Prolonged static postures.
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WRMSDs affect millions of workers every year, and are acknowledged as a problem with large health

and economic impact costs [4, 7]. In 2015, in Finland and France [4], around 79 % and 75 % of the

workforce reported WRMSDs, respectively. Due to this problematic, during the last years, a lot more

concern is being directed towards this issue, with studies and reports being published by EU-OSHA and

the World Health Organization (WHO) [8, 9] bringing attention to it. These disorders account for about

53 % of work-related diseases in the EU-15, and present an economic impact of about 240 billion EUR,

or an estimated 2 % of the GDP. Furthermore, they represent about 40-50 % of all the costs associated

with occupational health issues [10]. In the UK alone, in 2018, about 30.7 million working days were lost

due to these disorders, and 0.5 million WRMSDs cases were reported, resulting in an economical loss of

around GBP 5.2 billion, with 3.0 billion borne by the employer [11].

It is important to address that the economic costs cover not only the insurance costs, but also the cost

to train new workers, the productivity loss associated with losing experienced workers, and losses in image

branding [8, 12]. Moreover, there are other intangible costs that affect the worker, such as increase in

financial difficulties, increase in overall stress, emergence of health problems, leading to a reduced quality

of life [13].

The anatomical segment more exposed to the prevalence of WRMSDs is the lower back, according to

a study performed by EU-OSHA, with agriculture and fishery being the areas with the most self-reported

WRMSDs [5, 8, 9]. Following a study performed by the same institution, in Portugal alone, in 2005,

around 30.7 % of the workforce reportedly suffered from back disorders [8]. The authors of [14] claimed

that disorders on the spine and back are one of the main causes for the workers’ early retirement.

The lower back is followed by the neck and upper extremities in terms of exposure to WRMSDs [4,

9]. Lastly, the lower limbs are the anatomical area less exposed to WRMSDs [4, 5]. This points out to the

upper body being the area where the human worker is more susceptible to develop these disorders.

To diminish the exposure of the workers to the occurrence of WRMSDs, a high focus on the design

of the worker’s task and also of the work cell needs to be revised. Among the major risk factors, one

of the principal are awkward postures during the execution of a work task. These can be defined as

deviations from the natural body posture, which leads to ”poor blood flow and pressure on tendons and

ligaments” according to EU-OSHA [4].

As a means to reduce the economical and health impact related with the prevalence of these disorders,

it is necessary to reevaluate and improve the current workplace ergonomics.

1.1.2 Methods for Ergonomic Risk Assessment

To mitigate the prevalence of WRMSDs, several methods and tools were devised and integrated in

the workplace. These tools serve to monitor, and consequently correct or prevent the prevalence of

awkward postures in the workplace. There are currently three main conventional ergonomic tools that the

ergonomists employ: self-reports, observation-based methods, and intstrumented methods [15–18].
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Self-reports are comprised of questionnaires and interviews, in which the worker reports their status

and conditions. This method, albeit simple, low-cost and effective, has some limitations: it relies on

the perception of the worker, which is subjective, and may be flawed. It also depends on the worker’s

interpretation of the ergonomist’s questions [15, 18]. According to a study made by Spielholz et al. [16],

they observed that self-reporting was the lesser of the three in terms of precision, with a tendency of

over-reporting exposures. For this study the authors performed a comparison between the three listed

ergonomic tools

Observational methods are based on the observation of the workers’ routines and exposures in

the workplace, by means of on-sight observation, or videos. These methods can be further divided into

two separate methodologies: posture-based methods and more advanced observational techniques. The

former are performed by ergonomists who personally observe the workers’ during their routine. The

assessment made by the ergonomists is then compared with proper ergonomic sheets, like the Rapid

Upper Limb Assessment (RULA) [19] for example, where they can evaluate the posture of the workers they

observed. Despite being considered practical, relatively simple, and non-invasisve, it is heavily dependant

on analyst’s level of expertise, and lacks in terms of exposure variability, repeatability and objectivity, and

is more time-consuming [15, 17]. The more advanced observational techniques are based on the video

recording of the workers’ routine, and applying autonomous software analysis to execute the ergonomic

assessment [16]. Although it surpasses the posture-based method in terms of objectivity and repeatability,

it still suffers from lack of variability, and other problems associated with video recording such as ambient

occlusion.

Instrumented-based methods, or direct methods, approach the assessment of the worker’s ex-

posure using sensorial systems, placed on the worker. These systems acquire and evaluate the worker’s

exposure risk in real-time, without the input of dedicated personnel [15]. This leads to a more objective

analysis in comparison with the alternative ergonomic assessment tools, potentially more accurate and

time-effective results. Due to the nature of this work, the targeted sensorial system is the inertial-based

system which is one of the main focus of several SOA ergonomic assessment tools [15, 20–22].

1.1.2.1 Industry 5.0 and Collaborative Robotics

The Industry 4.0 wave focused on the automation of the manufacturing process, which lead to several

positive effects on the manufacturing industry, such as the rise in productivity and the development of

cobots [23]. However, with the current growing competitive market and the new fashion of costumer with

more specific demands, the industrial complex is following the tendency of connecting the production lines

with the costumer’s expectations [23]. This leads to the production of mass-customized products, which

the full automated processes cannot fully conform. Therefore, an adaptation of the industrial complex’s

production process is needed, and the use of manual operations is key to its success [24]. Therefore,

the combination of the human worker with the cobot needs to be guaranteed to accomplish the new

skill-demanding tasks in mass. This is where the concept of Industry 5.0 enters the scene.
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Human-Robot Collaboration is one of the focal points regarding the Industry 5.0 concept, referring to

the cooperative interaction between the human worker and a collaborative robotic framework [25]. This

leads to the combination of the versatility, dexterity and human intelligence of the worker with the effective,

physical capacity, repetitive endurance and repeatability of the cobot [23]. This is followed by an increase

in the human work’s quality and efficiency, as well as a diminishing exposure to WRMSDs risk factors [23,

26]. This technology has the potential of directly intervening in the user’s working pattern, by creating a

positive shift in the workplace, leading to a diminishing prevalence of WRMSDs. An example of this is the

use of robotic manipulators in the workstation, which is being more and more prevalent. However, these

only tend to co-exist with the worker, with very limited degrees of real colaboration [27].

To further amplify this collaborative relation, a seamless and dynamic interaction between the worker

and the cobot needs to be assured. To surpass this obstacle, the worker’s intentions need to be known

by the cobot. This could be achieved with the cobot having the capability of monitoring and interpreting

the worker’s motions and body language [27]. To this end, inertial, MoCap system frameworks can be

employed in the manufacturing industry, in which a real-time and steady flow of motion data is acquired

from the worker and sent to the cobot [24].

1.1.3 Problem Statement

There is currently a growing interest in reducing the occurrence of WRMSDs, as they have a very

substantial health, and economic impact. With all of the reviewed ergonomic assessment tools, it was ob-

served that the instrument-based methods had the most potential in terms of objectivity and repeatability.

Although observational methods are still the most commonly employed ergonomic tool in the industry,

they heavily depend on the analyst’s degree of expertise.

Furthermore, with the growing tendency of mass-customized products, the worker is returning as the

focal point in the manufacturing process along with the cobot. This collaborative relation is paramount in

the new Industry 5.0 wave. However, to fully allow true collaboration between the worker and the cobot,

the communication and understanding between both parts need to be assured. This can be achieved by

establishing a constant flow of MoCap data, acquired using MoCap technology, from the worker to the

cobot, so the worker’s intentions are known and covered by the cobot.

This dissertation aims at improving an inertial, upper-body MoCap system to be applied to reduce

the incidence rate of WRMSDs, and that can be included in the industry 5.0 concept. Furthermore, this

system was designed so it could be integrated in a collaborative robotics framework, to not only assess

the worker’s ergonomics, but also to directly improve the user’s manufacturing capabilities.

1.1.4 Goals and Research Questions

The end-goal of this thesis is the improvement of a non-intrusive, low-cost, objective, instru-

mented,MoCap system, which is to be integrated in a Human-Robot Collaborative framework.
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The work for this thesis seeks to answer the following research questions:

• Question 1: What are the main requirements that need to be taken into consideration when

devising an inertial MoCap system, that can comply with the user’s needs, in an industrial setting?

• Question 2: How to improve a MoCap smart-garment in terms of usability, and performance,

while maintaining its low-cost feature?

To achieve these objectives, the following goals were established:

• Goal 1: Perform a critical review of the available literature regarding upper body inertial MoCap

systems, focusing on the used Fusion Filters, STS calibrations, Wearable configurations and inte-

grated Hardware, to understand what are the existing solutions.

• Goal 2: Assess the limitations of the previous version of the proposed system, and identify the

focal points that need to be addressed, in order to improve upon the previous iteration.

• Goal 3: Develop the system’s garment, in accordance to the defined usability requirements, iden-

tifying the best type of garment, textile, and other features.

• Goal 4: Develop the system’s hardware, identifying the best sensors, processing unit, biofeedback

circuit, power supply unit, and WiFi module for the project, to the best of the author’s knowledge.

• Goal 5: Develop the system’s software and firmware, and establishing the WiFi communication

setup between the wearable and the main station.

• Goal 6: Validate the system in accordance to the specified technical requirements, and in usability

terms using an usability-based questionnaire.

1.1.5 Methodology

This work followed a user-centred design approach, based on [28], which addresses the process of a

product’s iterative design, while considering the opinion of users. It is mainly divided in three main steps,

which are illustrated in Fig. 1:

• Analysis: Gathering data from the previous version of the system. Determine its limits and flaws,

and verify if the system conforms with the predefined requirements. Perform tests with human

users to obtain these results. Furthermore, review the SOA around inertial MoCap systems, with

a special focus on commercial systems, to help plan the development of the new version. Lastly,

define a plan and the requirements that are to be addressed when designing the new iteration.

• Development: This phase concerns with the development of the new version in terms of hard-

ware, software and the system’s suit. It will be based on the data acquired from the tests performed

with the previous iteration.
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• Post-release: Field testing the prototype to ascertain if the developed system conforms with

the predefined requirements, Moreover, perform tests on human users to define the standard of

usability of the new system. Furthermore, compare the results obtained with the new version,

regarding the previous iteration, to assess the system’s improvements. Lastly, define the limits of

the new iteration to help improve future versions.

Figure 1: System’s design methodology.

1.1.6 Contribution to Knowledge

This dissertation led to the development of a low-cost, inertial, non-intrusive wearable MoCap system,

equipped with 6 vibrotactile motors for posture monitorization and biofeedback. Furthermore, this system

is to be integrated in a collaborative robotics framework.

1.1.7 Publication

The work developed for this thesis led to the publication of the following article:

• A. Resende et al. “Ergowear: an ambulatory, non-intrusive, and interoperable sys-

tem towards a Human-aware Human-robot Collaborative framework”. In: 2021 IEEE

International Conference on Autonomous Robot Systems and Competitions (ICARSC). IEEE, 2021-

04, pp. 56–61. isbn: 978-1-6654-3198-9. doi: 10.1109/ICARSC52212.2021.9429796. url:

https://ieeexplore. ieee.org/document/9429796/. [29].
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1.1.8 Thesis Outline

This dissertation is divided in 6 Chapters:

• Chapter 2 addresses the reviewed literature, with an overview of the existing inertial wearable

systems, commercial and academic, with a special focus on their wearable configuration, hardware,

sensor fusion algorithms and STS calibration sequences.

• Chapter 3 showcases the design conceptualization of the developed wearable system, describing

the usability, functional and technical requirements in which its design was based from. Further-

more, this chapter defines the reported limitations of the previous system.

• Chapter 4 describes the steps regarding the development of the different parts that comprise the

system, namely the garment, hardware and software, and the selection process behind each of

the followed strategy.

• Chapter 5 addresses the tests performed to validate the system in regard to the defined require-

ments, starting with the hardware validation, and ending with the usability and biofeedback strategy

validation using participants.

• Chapter 6 discloses this dissertation, describing the conclusion of the work performed and the

proposed strategies to further improve the system.
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2

State-of-the-Art

2.1 Wearable Inertial Systems for Joint Angle Estimation

Wearable, inertial Motion Capture (MoCap) systems for joint angle estimation are currently being

developed to be integrated in different aspects of the day-to-day life [30], such as workplace ergonomics

[21, 22, 31–37], sports [38, 39], health and rehabilitation [40–43] or human-robot collaboration [44–47].

These systems are based on the use of Inertial Measurement Units (IMUs) that contain inertial sensors,

accelerometer and gyroscope. Some of these IMUs are also complemented by a magnetometer (Mag-

netic Inertial Measurement Systems (MIMUs)). These sensors have significant limitations when used on

their own. Therefore, to estimate the orientation of these measurement units, it is common practice to

apply filtering algorithms capable of fusing the data from the different sensors to compensate for their

limitations, improving the overall accuracy of the system.

Moreover, in these MoCap systems, the IMUs are attached to an anatomical segment, with the as-

sumption that the orientation of the sensor module is aligned with the respective segment it is attached

to. However, the positioning of the IMU is not perfect - there is always a misalignment between the

frames of both bodies, leading to further inaccuracies. Therefore, some MoCap systems present Sensor-

to-Segment (STS) calibration sequences that mitigate the effect of these positioning errors, by estimating

and correcting the misalignment between the IMU and the anatomic segment.

2.1.1 Commercial Systems

The versatility around inertial MoCap systems led to the development of several commercial inertial

motion capture systems. The most well-known company associated with these products is XSens (XSens

Technologies B.V., Enschede, The Netherlands). XSens currently offer two complete motion capture MVN

products, the XSens Awinda and the XSens Link [48]. The former is comprised of a skin-fitted shirt, velcro

straps and wireless sensor modules that communicate wirelessly to a remote station that is connected

to a personal computer. The user wears the shirt, and secures the sensor modules in the velcro straps,

specifically, the sensor modules associated with the upper and lower-limbs, and pelvis. These straps
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are then placed around and fixed to the respective anatomical segment. The shoulders’ and the stern’s

modules are placed on the velcro straps, that are already sewn onto the shirt. Lastly, the head’s sensor

module is positioned inside a socket on a headband. The Xsens Link is, in turn, a wired MoCap system, in

which the sensor modules are embedded in a full-body, tight-fitted, lycra suit, fixed on velcro patches that

are sewn onto the textile. Lycra, being a textile with a very high degree of elasticity, is suitable for when

the garment needs to be adaptable to the user’s body. Both of these products have their respective and

distinct use. The XSens Link is more appropriate for situations where large distances need to be covered,

higher frame rates are needed, to capture multiple people or for more intense motions. Furthermore, it

has a higher battery life than the Awinda. In turn, the XSens Awinda is more adjusted when capturing

regular motions and capturing multiple people with the same equipment, according to XSens. Fig. 2

showcase both the XSens Awinda and the XSens Link.

(a) (b)

Figure 2: Overview of the a) XSens Awinda and the b) XSens Link. In [49]

Other MoCap solutions available in the market, like the Rokoko SmartSuit Pro (Rokoko, Copenhagen,

Denmark) [50], which, in terms of wearability, is similar to the XSens Link. Like the latter, it is composed

of a full-body, skin-fitted garment with sensors embedded in it. This system, however, uses nylon based

fabric as a textile. Furthermore, it also uses velcro to fix the inertial sensor systems to the suit, which is

complemented with a fixing strap on the exterior part of the outfit.

The Perception Neuron MoCap line (NOITOM Ltd, Miami, FL, USA) offers three different products of

MoCap systems, all of them wireless, at three distinct price ranges [51]. All of them have a familiar setup,

using body straps to fix the sensor modules. These systems were developed to be mainly used in gaming

and virtual reality situations, medical and sports analysis, and staging performances [52].
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Other commercial brands are the: Nansense (NANSENSE Inc., Los Angeles, USA) [53], AiQ Synertial

(AiQ Synertial, East Sussex, UK) [54], Shadow Motion (Motion Workshop, Seattle, USA) [55], STT Systems

(STT Systems, San Sebástian, Spain) [56], APDM (APDMWearable Technologies Inc., Portland, USA) [57],

and Trivisio (Trivisio Prototyping GmbH, Trier, Germany) [58].

The State of Art (SOA) presents several studies that made use of commercial systems for joint/segment

angle/position estimation. Some of these studies focused on the validation of inertial commercial MoCap

products, for the estimation and monitoring of the upper limbs in various situations, e. g., to analyze work-

place ergonomics. Of these commercial systems, the most used was the Xsens Awinda by a significant

margin [59].

I. Poitras et al. [60], concurrently validated the use of the Xsens Awinda system to estimate the

shoulder joint angle, against a setup of 9 Vicon MX (Vicon Motion System Ltd., Oxford, UK) cameras,

that served as ground truth for isolated shoulder movements and complex lifting tasks. The authors

concluded that the Xsens Awinda system was valid to estimate the shoulder joint angle and evaluate

shoulder movements.

To monitor ergonomic risks in the workplace in real-time, Giannini et al. applied an XSens MVN suit

(17 IMUs) and a Perception Neuron MoCap suit (34 IMUs), combined with an EMG system [21]. The

ergonomic risks are assessed from the resulting kinematic and EMG data, by ergonomic risk assessment

standards, namely: the National Institute for Occupational Safety and Health (NIOSH), Snook & Ciriello,

Rapid Entire Body Assessment (REBA) and the Strain Index. Moreover, the system was also designed in

order to perform the segmentation of the user’s activities in the workplace. The system was tested in an

industrial environment - a cargo ship which has a high prevalence of magnetic disturbances due to the

high quantity of metallic objects - with real workers. The XSens system was considered for the study, as

preliminary tests indicated that it was more immune to magnetic disturbances compared

to the Perception Neuron suit. The results obtained in the tests pointed towards the fact that the

proposed system was effective in the ergonomic evaluation of the workers, when compared with the

evaluation performed by three raters from video captures.

R. Sers et al. [61], studied the use of a Perception Neuron setup, the Perception Neuron 32 - Legacy,

to assess its accuracy in estimating the angles of the neck, thorax and shoulder, by comparing its values

against a setup using the Vicon MoCap system, composed of 12 cameras. The study’s main purpose was

to validate the use of this inertial MoCap system to monitor surgeons’ ergonomics during surgical tasks.

The protocol was composed of 9 isolated, and uni-axial movements. With this study, it was observed that

the IMU suit was adequate in measuring the upper body, in isolated movements, during low duration trials

- 10 seconds - with the exception of the neck extension, in which the inertial system had a lower level of

concurrency during the movement.

Still in the Perception Neuron, X. Robert-Lachaine et al. [62] also tested the efficacy of this MoCap

suit. In this case, the validation’s purpose was to evaluate the performance of a more low-budget MoCap

system, the Perception Neuron, in monitoring the whole-body joint angles during the execution of a task

in which the participants moved boxes from one side of a platform to another, for about 32 minutes. To
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serve as ground truth, an optical MoCap system - Optotrak (Optotrak, Northern Digital, Waterloo, Canada)

was used. It was observed that the Perception Neuron was adequate during the test, demonstrating an

error inferior to 5º for most joints. However, as a result of those tests, it was also stipulated that the

Perception Neuron had a worse performance when compared with the Xsens.

Menychtas et al. [33] used the Nansense motion capture suit, with 50 IMUs, to create an upper-body

model, in order to extract kinematic data from 3 males in a laboratorial environment, and 4 workers in a TV

manufacturing industrial environment. The kinematic system was used to extract the user’s joint angles,

and furthermore, to obtain the joints’ torques. The purpose was then to monitor this data during a task,

assessing its deviation from the average effort each joint puts into the task, and perform an ergonomic

evaluation for each joint individually.

An overview of the analyzed commercial MoCap systems is presented in Table 1. These systems

range from 17 to 22 sensors in full body application. Sensor placement is the same for both Xsens

system, with 11 of the 17 sensors placed on the upper-body, on the following locations: pelvis center,

right and left scapula, head, sternum, right and left upper arm, right and left forearm, and right and left

hands. Perception Neuron Pro has a similar sensor placement, also with 11 of the 17 sensors placed on

the upper-body. The sensors are placed on the same location as Xsens with the exception of the sensor

placed on the sternum, which is placed on the upper-back, next to T4 vertebrae. Rokoko’s Smartsuit Pro

has 13 of the 19 sensors on the upper body, namely on the right and left side of pelvis, right and left

side of middle back (thoracic area), right and left scapula, head, right and left upper arm, wight and left

forearm and right and left hand. As for the Nansense BioMed, manufacturer information is not very clear

regarding sensor placement.

From Table 1, it is possible to observe that the options made available by XSens have the best reported

static and dynamic accuracy, supporting its selection as the ”gold standard” when it comes to inertial

motion capturing.

Although the XSens products and the Perception Neuron were validated for motion analysis in the

described studies, to the best of the author’s knowledge, they are not being used in industrial contexts on

a daily basis. One possible reason is the high price of their hardware, as showcased in Table. 1, and even

costlier user licenses for their movement analysis tools. The Rokoko Smartsuit, for example, presents

one of the least costly hardware. Nevertheless, the system has not yet been validated for biomechanical

analysis and it is promoted by the company for gaming and movie animations.

In turn, Academia also followed this trend to develop IMU-based wearable technology. These, however,

tend to be custom-made and specific for an application. Nevertheless, they were also reviewed.

11
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2.1. WEARABLE INERTIAL SYSTEMS FOR JOINT ANGLE ESTIMATION

2.1.2 Academic Systems

S. Santos et al. [22] developed an upper-body, fully wireless, inertial motion tracking system capable

of capturing the motions of four segments: the torso, the upper arm, the forearm, and the hand. The

developed system can capture 8 Degree of Freedoms (DOFs) in total. The purpose of this system was

to extract the orientation of the upper-body joints, and with that information, calculate the ergonomic risk

of the user, using a Rapid Upper Limb Assessment (RULA)-based classifier. The system was validated

against a gold standard ground truth (Vicon).

G. Ligorio et al. [64] developed an inertial motion capture system, using only the data provided by the

accelerometers and gyroscopes, without applying the magnetometer. The sensor used was the MPU-9250

(TDK Invensense, San Jose, USA). The system was designed to monitor the joint angles of the right upper

limb (shoulder, elbow and wrist).

To address the issue of workplace ergonomics, with a focus on the manufacturing industry, Caputo

et al. [20] developed a low-cost, inertial MoCap system, designed for the user’s ergonomic posture eval-

uation. The MoCap system is comprised of 10 sensor modules located on the upper limbs, trunk, pelvis,

and lower limbs. Each module is composed of an IMU (MPU-6050), magnetometer (HMC5883L) and

a CPU (STM32F103). For the attitude estimation, an Extended Kalman Filter (EKF) was used. The pro-

posed system was then capable of using the attitude data to evaluate the posture of the user, through the

European Assembly Work Sheet (EWAS). This system was tested in an industrial environment - automotive

assembly line - with 2 real workers, to analyze their working postures during an assembly task.

M. G. L. Monaco et al. [32] designed a procedure which used a combination of an inertial MoCap

system and surface electromyography, for biomechanical risk monitoring. This setup’s purpose was to

analyze the ergonomics in an industrial environment. The inertial MoCap system is an upper body con-

figuration of 2 sensor modules, with 4 IMUs each [65]. The IMUs are positioned on the trunk, arm, and

forearm. The system also uses a Raspberry Pi as a processing station, for data recording and preprocess-

ing, and it is powered by a battery. This setup is illustrated in Fig. 3.

This setup was tested to evaluate the posture on real life workers, in an industrial context, in which

the task revolved around assembling the central cabinet in a car.

M. I. M. Esfahani et al. [66] developed a low-cost, inertial MoCap system, named Sharif-Human

Movement Instrumentation System (SHARIF-HMIS). In terms of hardware, it consisted of 18 custom IMUs,

positioned around the whole body. The fusion algorithm used was a Kalman Filter (KF), based on the filter

proposed in [67], with an adaptive factor based on the one in [68] while taking into account the magnetic

disturbances. The overview of the proposed system is present in Fig. 4. The system was evaluated against

an 8-camera Vicon MoCap setup, in estimating the shoulder orientation, with the volunteer performing a

combination of 1-axis, 2-axis and 3-axis movements. The tests showed that the system had a maximum

error of 4.11º (Root-Mean Squared Error (RMSE)) in the Yaw angle, during scapular movement, and a

minimum error of 1.41º (RMSE) in the Roll angle, for a horizontal extension movement.
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CHAPTER 2. STATE-OF-THE-ART

Figure 3: Inertial upper body MoCap configuration. By [32].

Aiming to track the user’s arm and control a robot manipulator, Shinternov et al. designed a wear-

able, inertial motion capture system, with 7 DOFs [45]. with two IMUs and 1 goniometer, proposing an

alternative to the 3 IMU-based arm tracking systems.

Pastor et al. also developed an inertial motion capture system to estimate the user’s upper limbs’ joint

angles, for robot teleoperation, with the main difference being the use of 2 flex sensors, in combination

with 2 IMUs [69].

Looking to develop a cheaper alternative in regard to the available commercial systems, a fully cus-

tomized, wired, full-body MoCap system was proposed by Ancans et al. [63]. The wearable configuration

and the hardware of the suit was extensively described. In this publication, non-technical concerns such

as wearability, washability, protection against humidity, among others, are addressed. The base of the

wearable is comprised of a full-body suit, with the sensors attached to it by specialized textile connectors.

Furthermore, this system uses copper wires fully integrated into the textile. An overview of the developed

MoCap setup is shown in Fig. 5. The system is composed of 18 sensor modules, which contain the

BNO055 (Bosch Sensortec GmbH, Reutlingen, Germany) inertial measurement unit, which have an em-

bedded fusion filter an data calibration algorithm. This system was validated in terms of its orientation

estimation accuracy, against an optical MoCap system - SMART DX system (BTS Bioengineering Corp.,

Quincy, MA, USA), for a list of defined movements: squatting, lunging, push-ups and bending. From the

results, the authors reported that the proposed MoCap system obtained a static error inferior to 1º and a

dynamic error inferior to 2º, for a Range of Motion (ROM) of 90º. The authors estimated that the hardware

14



2.1. WEARABLE INERTIAL SYSTEMS FOR JOINT ANGLE ESTIMATION

Figure 4: System overview by [66].

cost, regarding their 15-sensor configuration, was about 500 €.

2.1.3 Wearable Configuration

For the wearable setups, commercial systems were mostly targeted, due to their higher wearability

standard and proven marketability, as these systems need to be comfortable, convenient, and attractive

for clients to buy. Furthermore, the wearable aspect is also designed to maximize the performance of the

system.

In the Xsens Link, all of the electronics are embedded in a lycra full-body suit, composed of two

layers. The electronic modules are fixed on velcro patches, present in the inner layer of the suit. In terms

of cabling, the cables pass through textile tunnels, that connect certain keypoints, like the arms’ segments

with the back segment. The inner layer is accessible through zippers. These zippers are present on both

arms, and on the back as well. Fig. 6 demonstrates this setup. In this system, the processor and battery

pack are located on the left side and lower side of the lower back, respectively.

Another product that presents a similar setup to the Xsens Link is the Rokoko Smartsuit Pro [50]. It

is also composed of a two-layered, full-body suit, with the cables running through a conjunction of zippers

and tunnels. The sensor modules are fixed on the inner-layer, through velcro patches. To reinforce this

attachment method, velcro straps are used on the outer-layer. An overview of this setup is present in Fig.
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Figure 5: Proposed MoCap system. a) Overview of the setup. b) Zoom-in on the sensor module. Figure
from [63].

7.

One of the bigger differences between this system and the Xsens Link is that in the smartsuit, the

processor and the battery are positioned along the column, at the lower back and the middle back level,

respectively.

2.1.3.1 Sensors’ attachments

The attachment of the sensors to the user’s body is important to take into consideration when design-

ing an inertial MoCap system, as the way the sensor is attached to the respective segment will not only

affect the overall wearability of the system, but will also affect its performance in orientation estimation

[70].

In terms of sensor attachments, the most common ones used in commercial MoCap systems are:

velcro patches and straps. Nevertheless, more types of sensor attachments were also reported: textile

pockets, foam padding, among others.

The Xsens Link, for example, makes use of velcro patches - as previously mentioned - directly fixed

onto an elastic inner layer of the bodysuit. An example of this configuration is demonstrated in Fig. 8.

Other alternatives were also reported. The Nansense MoCap suit utilizes foam paddings for the sensor

placement [53].
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Figure 6: Xsens Link setup with a) displaying the back of the suit and b) displaying the upper eight arm
segment.

Figure 7: Rokoko Smartsuit Pro setup.
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Figure 8: Velcro attachment (surrounded by blue) in the Xsens Link.

For the rest of the sensors, various types of attachments were reported. As stated, the Xsens Link and

Rokoko Smartsuit makes use of velcro patches. The latter is complemented with external elastic straps

which pressure the top of the sensor modules. In Fig. 9 an example of this type of attachment is shown.

Furthermore, a tightening strap used used to fix the sensor on the lower back.

Figure 9: a) Attachments used in the Rokoko Smartsuit Pro, including b) tightening straps.

In the Shadow Motion MoCap system, straps are used to fix the sensor modules onto the arms, while

textile pockets fix the modules on the trunk. In Fig. 10 an example of this setup is shown.

18
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Figure 10: Attachments used in the shadow motion MoCap suit. Straps inside the red circle and pocket
inside the yellow circle.

In all of the reviewed commercial MoCap systems, elastic headbands were used to fix the IMU on the

head, for the setups that measured the head kinematics.

Other types of attachments were also used. For example, Ancans et al. [63] fixed each sensor module

by embedding the sensor connector and housing within the textile.

Pomiersky et al. heavily addressed the attachments and fixation system of their inertial MoCap system

[70]. During the execution of tasks, where the participants had freedom of movement, they noticed that

the sensors were sliding in regard to the segments. The authors used standard body straps, with fasteners

so they can be adapted and fitted to the respective segment - similar to those used in the Rokoko Smartsuit

Pro. Moreover, they added a layer of neoprene o the straps to avoid them slipping without a lot of tightening.

Barraza Madrigal et al. used a sports armband to fix their measurement unit onto the back of the

participants’ upper arm [71].

Furthermore, Marin et al. [72] performed a review in their publication, presenting an overview of

various different types of sensor attachments for MoCap systems.

2.1.4 Cabling Configuration

Different wired MoCap systems present different types of logistics in regard to cabling. The primary

objective in this analysis, was to review the type of connectors, and how the connections were made
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between modules.

The most common type of cabling strategies reviewed, each of the bodies’ limbs, and the trunk plus

head, were regarded as different ramifications, with each ramification being composed of one main cable

[63].

In terms of connectors, some systems use connectors embedded in the sensor modules, to establish

the connection between the IMU and the wiring. These examples can be seen in the case of the Xsens

Link, the Rokoko Smartsuit pro, and the Shadow Motion Suit. Specifically to the Smartsuit Pro, it is

known that at the entrance of the sensor housing, a strain relief - due to the lack of a connector - allowing

the protection of the cable wiring from external tensions. Besides this, the Printed Board Circuit (PCB)

possesses a wire-to-board connector for the cable wiring. This setup can be observed in Fig. 11. The

connections, in both of these systems, are done through cable-to-cable connectors, between the respective

sensor modules.

Figure 11: Inside of the sensor housing of the Rokoko Smartsuit Pro.

In other cases, the cables connect directly to the PCBs, with the connector located on the place of

the sensor module [63].

2.2 Joint Angle Estimation

This section presents the more common STS methods and fusion filters used to track the user’s

motion.
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To be able to analyze the user’s posture, it is first required to determine the 3D angles of the user’s

joints. That is attainable through the use of the inertial sensors’ gyroscope, accelerometer and magne-

tometers’ (if used) measurements, after applying a filter that is capable of fusing these sensors’ measure-

ments, with the purpose of obtaining more correct orientation estimates.

To determine the orientation of the IMU, firstly, the rotation between the previous state and the current

state needs to be known. That can be obtained by integrating the gyroscope’s measurements during the

transition between these frames. Over the time, this leads to the accumulation of a bias, which will deviate

the measured angular velocity in regard to the real angular velocity. Because of this, the estimate of the

angular orientation of the sensor’s body will decrease in performance.

To mitigate this effect, the magnetic and accelerometer’s measurements can be used to correct the

measured angular velocity. The acceleromenter gives information regarding the inclination of the sensor’s

frame, by comparing its orientation with the gravity’s vector direction, assuming that the IMU is static.

To complement the accelerometer, in regard to the horizontal direction, we have the magnetometer. This

sensor gives the orientation in regard to the magnetic north pole’s direction. In other words, through

this sensor’s readings, it is possible to estimate the IMU’s heading. Thus, by combining both of these

sensors, we can use the world reference to correct the angular velocity readings. Nonetheless, although

both of these sensors can be used to correct the gyroscope’s drift, they also have drawbacks. In an ideal

condition, the accelerometer will only measure the earth’s gravity acceleration, but in most of the times,

the IMU will be subjected to external accelerations, primarily due to the user’s segments movements [73].

2.2.1 Sensor-to-Segment Calibration

One incremental step for joint angle estimation systems using inertial sensors, is the STS calibration,

which revolves around the association between the sensors’ coordinate frame with the respective anatom-

ical segment’s coordinate frame. This calibration significantly contributes to the overall accuracy of the

system [74, 75].

Four main segment-to-sensor calibration strategies were reported according to Pacher et al. [74]:

manual calibration, static calibration, functional calibration and anatomical calibration.

Manual calibration is based on the manual alignment of the sensor body orientation with the

respective anatomic orientation, in a way that the sensor’s coordinate frame overlaps with the segment

coordinate frame [74].

Static calibration [64, 76, 77] is comprised of known static postures that the user needs to perform,

which are generally simple to execute. In this type of calibration, as the pose is known, the segments’

orientations are assumed, and the sensor frame misalignment is calculated in regard to the expected

anatomical orientation. In this approach, the global frame of the inertial sensor is estimated using the

accelerometer, for the longitudinal axis, and the magnetometer, for the horizontal axis.

Functional calibration corresponds to the execution of uni-axial, uni-joint movements performed

by the user [64]. Through these movements, it is possible to estimate, per movement, the orientation of
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the frame’s axis.

The last one - anatomical calibration - corresponds to the detailed identification of the segments’

frame, through the study of anatomical landmarks, using the proper instruments or devices, for example,

calipers [74, 78, 79]. The inertial sensors’ frames are then compared with the respective segments’

frames.

Through the information described in Table 1, it is possible to observe that the most reported type of

STS calibration sequences, in commercial systems, are based on static postures, namely based on the

N-pose and the T-pose. In Fig. 12.

Figure 12: Demonstration of the N-pose (left) and the T-pose (right), by XSens [48].

Bouvier et al. [75] studied the performance of various STS calibration sequences (manual, static and

functional), in the orientation estimation of uni-axial ROM of the following joints: wrist, elbow and shoulder.

A more complex movement that consisted of multiple joints’ motions was also assessed. The study

was executed on 10 healthy participants, the inertial MoCap system used was a 4 MTw (Xsens) sensor

setup, and the ground truth corresponded to a 10 optoeletronic camera system (Eagle 4, Motion Analysis

Corporation, CA, USA). The authors stated that, when used individually, functional calibration can

only define one axis for one joint for each movement, unlike the manual or static sequences

that can define the full orientation of the analyzed segments. So, for this reason, the calibration

sequences were selected in two ways: a static or manual calibration, or a combination of static or manual

calibration with a functional calibration. The results from the tests showed that the difference in accuracy

between the different types of calibration sequences. The authors also believed that the discrepancies may

be more associated with the way the tests were executed, more so than the chosen calibration sequences.

In [64], the authors proposed a calibration sequence based on a static pose - N-pose - followed by

functional calibration movements. In this last sequence, the user goes from the N-pose to perform a 90º

shoulder flexion while keeping the arms extended. During this transition, the gyroscope measurements
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are normalized, attaining the medio-lateral direction of the respective segment. One limitation of this com-

bination, according to the authors, is that it showed poor consistency between different users. Therefore,

extra computation sequences, based on grid algorithms and cost functions, were added and proposed to

mitigate this limitation.

Zabat et al. [77] developed an upper-limb, static calibration method, in which the user performed

21 predefined postures for the upper limb, starting on the neutral pose. The calibration sequence is

illustrated in Fig. 13. This method involves the use of 4 IMUs, positioned on: the hand, forearm, upper

arm and thorax.

Figure 13: Calibration sequence as defined by Zabat et al. [77].

Each of the postures corresponds to a 0º or 90º deviation for the distal segment, in regard to the

proximal segment, with the thorax always remaining static. The first pose, the N-pose, has the objective

of performing an initial calibration phase, in which the sensors’ coordinate frames are assumed aligned

with the respective segment’s coordinate frame, except for the thorax segment. For the thorax segment,

the vertical axis of both the sensor’s coordinate frame and the segment’s coordinate frame, are aligned

through the world’s gravity axis.

The static calibration sequence comprised of three predefined poses - N-pose, T-pose, arms on the

front - was proposed in [76], for a full-body inertial motion capture system. Using a window-based, double-

threshold segmentation algorithm, the system discards the measurements obtain during the transitional
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movements performed by the users, when switching poses. After the segmentation, the orientation es-

timations are obtained for each posture. Furthermore, the calibration sequence is complemented by an

average algorithm with the objective of suppressing shaking during the static phases.

2.2.2 Sensor Fusion Filter

The literature review regarding fusion filtering led to the distinction of two main classes of fusion filters:

the KF, and the Complementary Filter (CF).

Three reviews focused on the characterization of fusion filters were studied, namely [80–82]. In the

work of Nazarahari et al. [80], a general overview of different types of fusion filters for inertial units.

Moreover, it also approaches methodologies for filter gain-tuning, and rejection of disturbances in the

measurements. The authors in the publication defined the incremental characteristics for an efficient

inertial Fusion Filter, e.g., sensor calibration, gyroscope bias estimation and suppression, accelerometer

and magnetometer disturbance mitigation and adaptive gain tuning.

Fan et al. [81] performed a benchmark between a number of selected fusion filter algorithms: Ligorio’s

Dual Linear KF, with a Tri-Axial Attitude Determination (TRIAD) algorithm [83]; the quaternion-based EKF,

with gyroscope bias estimation; the Gradient-descent Filter (GDA) [84]; and the Extended Complementary

Filter (ECF) [85]. The ECF filter had two distinct functionalities: one uses the magnetometer (IECF) and the

other doesn’t (IECF6). The experiments tested the orientation estimation performance of each of these

filters in situations with no magnetic disturbances and with magnetic disturbances. A 6 camera Vicon

setup was used as ground truth. Moreover, in the same publication, the authors approached several

methodologies to mitigate the effect of magnetic disturbance on the orientation estimation, and other

methods to mitigate gyroscope bias.

Lastly, in [82], a survey of different upper-limb tracking methodologies was performed. The authors

tackled the use of joint constraints, integrated in the fusion algorithm, to improve the accuracy of human

motion tracking. Furthermore, a comparison between five fusion algorithms based on the: CF, Linear KF,

EKF and Unscented Kalman Filter (UKF) was executed. The authors concluded that the method combining

a KF with a QUaternion ESTimator (QUEST) algorithm provided the best results for attitude estimation.

The CF is comprised of a low-pass filter, and a high-pass filter. The low-pass filter serves to filter out

the magnetometer and accelerometer measurements, during dynamic states, as these sensors should

only be used in static/quasi-static states. In contrast, the high-pass filter’s function is to filter out the

low-frequency gyroscope measurements, as this sensor should be used to estimate the orientation during

dynamic states [80]. CFs are well-regarded as a more computationally efficient alternative, in comparison

to the KF [86]. In Fig. 14, the block diagram of a basic CF is displayed.

The KF [87] is one of the main fusion filter groups. It is comprised of a Minimum Squared Error

(MSE) algorithm based on the estimation of a combination of variables present in a state vector. The filter

works in a combined two-step cycle: a prediction step, and an update step. Both steps are defined by a

mathematical model, which can be represented by Eq. 2.1, as stated by [80]:

24



2.2. JOINT ANGLE ESTIMATION

Figure 14: Schematic of a basic CF, from [80].

𝑥𝑡+1 = 𝑓𝑡 (𝑥𝑡 , 𝑢𝑡 ,𝑤𝑡 )
𝑧𝑡+1 = ℎ𝑡+1 (𝑥𝑡+1, 𝑣𝑡+1)

(2.1)

With the first equation representing the basis for the prediction model, and the second equation the

basis for the measurement model. 𝑥𝑡 , 𝑢𝑡 and 𝑤𝑡 represent the state vector, the control input (most

commonly gyroscope measurements for orientation estimation), and the process noise, at time 𝑡 , while

𝑥𝑡+1 is the predicted state vector at time 𝑡 + 1, and 𝑓𝑡 is the state transition function. In turn, 𝑣 is

the measurement noise, 𝑧 is the measurement vector with ℎ being the measurement equation. The

measurement vector is commonly composed by the accelerometer and magnetometer sensor readings,

in the context of inertial orientation estimation.

The process noise𝑤 and the measurement noise 𝑣 correspond to the amount of uncertainty related

to the prediction and the measurement model, respectively. These factors are defined in a way as to

mitigate the inherent sensors’ noise.

In the update step, an extrapolation of the current step is done through the combination of the previous

step, and the current sensor measurement (in this case gyroscope). A process noise matrix is added in

this last step to estimate the gyroscope measurement noise, adding an error factor to the update step.

In both of these classes, several types of filters were reported, e.g.: Linear KF, UKF, EKF, Non-linear

Complementary/Mahony Filter (NCF), Madgwick’s Gradient Descent Algorithm (GDA) [20, 38, 64, 88,

89].

Although both the accelerometer and magnetometer have specific limitations, it is known that the

impact of the magnetic disturbances affecting the magnetometer are much more performance-degrading

compared with dynamical motions for the accelerometer [90]. Furthermore, due to the high prevalence

of ferromagnetic materials in an industrial environment, its use may be compromised in

these situations. Due to this susceptible nature of the magnetometer for magnetic disturbances, various

authors proposed magnetometer-free fusion filter models, using only the accelerometer and gyroscope

readings [64, 91, 92].
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2.2.2.1 Kalman Filters

The most analyzed filters belonged to the family of the KFs [93]. Duan et al. [93] for example

proposed a quaternion-based KF, complemented by a Second Estimator of the Optimal Quaternion (ESOQ-

2) algorithm for body motion assessment. The ESOQ-2 algorithm is an time-efficient attitude estimation

algorithm. Its purpose in this filter is to preprocess the magnetometer and accelerometer data, and

furthermore, to compensate any external acceleration derived from body motion. Furthermore, the filter

is complemented by measured joint angle constraints.

Ligorio et al. [94], proposed a Dual Linear KF (DLKF), in a parallel configuration, that converges

on a TRIAD algorithm. One of the KFs is used to fuse the accelerometer data with the gyroscope data

in order to estimate vertical orientation, while the other fuses the magnetometer’s with the gyroscope’s

measurements to estimate the horizontal direction. For both of these filters, an attitude quaternion vector

is produced, which serve as input for the TRIAD algorithm [95], resulting in the final orientation. The same

authors developed, more recently, a magnetometer-free version of the DLKF [64]. The main difference

relies on the horizontal direction estimation, which is done solely through the gyroscope’s measurements

integration. Both of these filters are based on previously proposed model, developed by the same authors,

which include a first-order Gauss-Markov stochastic model to compensate for external accelerations that

negatively influence the orientation estimation [83].

Lee et al. and Jin et al. also proposed a Dual Linear KF to separate the vertical orientation from

the horizontal orientation, effectively decoupling the Yaw from the Roll/Pitch [91, 96]. The filter in [91]

however, does not use magnetometer measurements to estimate the orientation in the Yaw. Specifically

to this filter, in the Yaw KF, the orientation is not a state variable for estimation. For the state vector, the

authors used the cosine and the sine of the Yaw angle to estimate it.

Baldi et al. [92] applied a magnetometer-free version of the filter designated as Multiplicative EKF

(MEKF), described by Markley [97], in a software program (Wepose) for the attitude estimation of the

upper limbs. This quaternion-based algorithm was designed to be capable of assessing the state of

the accelerometer measurements: when the measured acceleration norm is close to 1.0, the algorithm

assumes that the measured acceleration corresponds to the gravity acceleration. Another interesting

feature regarding this algorithm is that it detects when the sensor is quasi-static, through the variation

of the gyroscope data, in a time window. Hence, the correction step is done only if the variability of the

accelerometer and gyroscope measurements is close to the one obtained during the static calibration

phase, and if the last combination of accelerometer measurements’ norm is close to 1. Furthermore, if

the sensor is determined to be quasi-static, it is possible to estimate the gyroscope’s bias, and remove

it. This filter was benchmarked against the GDA and the Non CF (Mahony). It was observed that the

proposed filter presented to be more accurate in estimating the sensor’s orientation, and was also more

robust to drift comparing to the other two. Moreover, the authors reported that the NCF filter ”presents a

remarkable Yaw drift”.

Zhang et al. proposed an adaptive KF for the estimation of joint angles [98], in which the process
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noise covariance matrix is the adapting variable. This filter is structurally similar to the DLKF proposed by

Ligorio et al., since it is comprised of two parallel KFs, one dedicated for the fusion of the gyroscope with

the magnetometer, and another for the gyroscope and accelerometer. The output of both of these filters

are served as the input of a TRIAD algorithm, to estimate the sensor’s orientation. This filter is comple-

mented by a Gauss-Markov filter to compensate for disturbances in the accelerometer and magnetometer

measurements.

To monitor the arms’ kinematics, Peppoloni et al. developed a fusion filter model, based on an UKF

due to the nonlinearities of the proposed models, that integrates the limbs’ biomechanical model which

is composed of 7 DOFs: 3 DOFs for the shoulder, 1 DOF for the elbow and 3 for the wrist [99]. In order

to improve the accuracy of system, the filter not only estimates the orientation of the joints, but also their

acceleration and velocity. The downside is that the higher number of estimated variables will increase the

complexity and computational cost of the system.

An adaptive fusion filter approach, for dynamic movements, was proposed by Lee et al. [73]. For

the basis of the filter, a Linear KF was used. To mitigate the effect that dynamic movements have on

the accelerometer measurements, due to the reading of external accelerations, the authors proposed an

accelerometer model that includes the external acceleration readings, filtered using a low pass filter, as

the process noise. This low-pass filtering model for the accelerometer data was also proposed in another

publication, by Luinge et al. [100].

In order to monitor the user’s arm, using MIMUs, Atrsaei et al. utilized an UKF, with an embedded

TRIAD algorithm to update the sensors’ orientation, using orientation quaternions [88]. This filter was

designed so that it could also deal with external accelerations. Since the TRIAD functions with the as-

sumption that the accelerometer is practically only reading the gravity acceleration, to estimate the body’s

inclination in this case, it is rather susceptible to external accelerations. Therefore, the authors designed

a threshold-based model which determines if the arm moving or static. If the first condition is true, then

the TRIAD algorithm is not applied, and the orientation estimation relies solely on the gyroscope measure-

ments. Moreover, the developed system applies a relative motion constraint, between the upper arm and

the forearm, as an equation for the filter’s measurement model, to mitigate the drift.

In turn, Monaco et al. used a KF to estimate the orientation of the trunk, arm and forearm of auto-

motive, industrial workers, for ergonomic purposes [32].

One of the major downsides of the KFs is the quantity of different parameters, leading to a

more complicated and complex parameter-tuning process [86].

2.2.2.2 Complementary Filters

Madgwick’s Gradient Descent Algorithm (GDA) filter, as proposed in [84], is one of the most well-known

open-source fusion filter [85]. It is greatly used as a benchmark filter, serving as a basic filter to validate

new algorithms [85, 86, 92]. One of the major advantages of this filter is the use of only one tuning

parameter to define the weight of the accelerometer and magnetometer measurements in
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the orientation estimation.

Mahony et al. also developed an, open-source Explicit CF [89], by developing an observer based on

the special orthogonal group (SO3). The authors applied the Lyapunov analysis to design the observer

error. Moreover, the authors proposed an gyroscope bias estimation model through the integral error in

the angular velocities measurements.

Wang et al. utilized the GDA to estimate the lumbar posture in competitive swimming, due to the fact

that this filter is computationally lean and accessible to implement [38]. Furthermore, in the publication,

the authors benchmarked the GDA against CF and EKF, concluding that the GDA had the best performance

in the respective tests.

Young tested the performance of several CFs against the EKF in [101] [102]. The results led to the

conclusion that CFs were not only computational less expensive, but could also have better performance

when compared with the KF. The authors suggested that one of the reasons for this is that for the KF, the

filter assumes the designed process model, and if that process model is imperfect, it will lead to incorrect

estimations. CFs do not deal with these assumptions.

2.2.2.3 Dealing with Measurement Interferences

To mitigate the effect of the disturbances affecting the accelerometer/magnetometer on the systems’

performances, two methods were reported [73]:

• Threshold-based systems;

• Adaptive-based systems.

Threshold-based approaches are grounded on the definition of a threshold value for the sensor’s

measurements, e.g., in the accelerometer to determine if the sensor is in a dynamic state, or in a static

state. This is done by comparing the norm of the measured vector in regard to the norm determined during

a pre-defined stance, during which, in the case of the accelerometer, was assumed to be measuring solely

the gravity’s acceleration. When the vector norm is above a certain value, in regards to the static norm,

the filter will attribute more relevance to the gyroscope measurements and less to the accelerometer’s.

Another alternative is, for example, to evaluate the dip angle, in case of the magnetometer. If the inclination

changes drastically, the system is being the affected by magnetic disturbances [81].

One of the main limitations of this strategy is the fact that the behaviour of the filter, when close

to the threshold, is unstable [90]. To surpass this limitation, two thresholds can be used [103]. For

example, in [103], a two-threshold, quaternion-based CF was proposed. To adapt the filter to different

dynamic conditions, an error between the norm of the measured vector and the gravity acceleration is

determined. If the acceleration norm is not significantly high in relation to the gravity acceleration, the

accelerometer gain is maxed out. If the external acceleration is higher than the first defined threshold, then

the accelerometer gain is decreased as the external acceleration increases, linearly. When the acceleration
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reaches the second threshold, the acceleration gain equals to 0. The error thresholds were defined to the

values: t1 = 0.1 and t2 = 0.2.

Another example for this type of approach is seen in the technical report by Fairchild [104], which

gives a description of the XKF3, the XSens proprietary EKF. This proprietary filter was optimized so it could

be embedded in microcontrollers.

Concerning the model-based systems, these systems have pre-defined acceleration disturbance

and/or magnetic disturbance models, for example, through Gauss-Markov processes [81, 105]. Adaptive-

based systems have pre-defined models that allow the filter to readily adapt for external disturbances in the

accelerometer and/or the magnetometer. As the measurements diverge from a non-disturbed reference,

less weight will be dedicated to the respective sensor measurements.

For the KFs, this can be done through pre-defined acceleration disturbance and/or magnetic distur-

bance models, for example, through Gauss-Markov processes, in the respective process noise matrice

[81, 105]. Sabatini designed an EKF for the 3D orientation estimation of a rigid body, complemented

by a gyroscope (gyro) bias model and magnetic variation model [106]. The magnetic field, in this case,

was modelled by a first order Gauss-Markov process, with a white Gaussian noise component. More re-

cently, facing the inflexibility of their KF against magnetic hard-iron disturbances, Ligorio and Sabatini [94]

designed a Linear KF with the primary purpose of estimating and separating the measured noise from

the useful data. Following the approach described in [83] dedicated to discard the external acceleration,

the authors modelled the magnetic noise in the filter’s state vector. The proposed system uses a first

order Gauss-Markov process to model the magnetic disturbance as a state variable. In [98], a factor

is used to model the process noise , in both KFs, in order to compensate for undefined magnetometer

and accelerometer measurement disturbances, and gyroscope biases. Furthermore, an hypothesis test is

used as a threshold, to detect and discard outliers in the measurements. In [107], the authors proposed

an architecture of two coupled KFs, for inertial attitude estimation of a rigid body, equipped for long dy-

namic sessions. One of the filters is dedicated to estimate the attitude of the body. This filter includes a

strategy for the detection of external acceleration in the measurements using a threshold classifier. The

features used in the classifier are the mean, the variance, and the maximum value of the acceleration

measurements throughout a time window. In the case of detected external acceleration, the filter adapts

the measurement covariance matrix as a function of the measured acceleration magnitude, reducing the

measurement weight in the estimation process. The second KF’s purpose is to estimate and compensate

the gyroscope bias, using the acceleration measurements.

In CFs, the gain can be adapted accordingly to the degree of disturbance. Tian et al [108] devel-

oped a CF with an adaptive gain model to direct less weight to disturbed accelerometer/magnetometer

measurements in perturbed situations. The gain model was, according to the authors, also adapted to

remove accumulated drift, as a consequence from the gyroscope measurements integration. To estimate

the orientation of the human limbs, the authors in [86] proposed an adaptive-gain CF with a Factored

Quaternion Algorithm (FQA) module. The FQA block is used to estimate an orientation quaternion when

the body is in a quasi-static state, based on the accelerometer and magnetometer measurements. This
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quaternion is then fused with the gyroscope measurements in the CF block. A linear function is used to

compensate for disturbances in the measured acceleration and magnetic field, by comparing the deviation

of the measured values from a defined reference. This function then calculates a coefficient that defines

the weight of the orientation quaternion estimated by the FQA.

Nevertheless, despite the strategy used to compensate imperfect measurements, it is necessary to

consider that, for example, if the acceleration measurements are rejected or are attributed a low gain

during highly dynamic movements, the gyroscope bias will not be effectively corrected, leading to mea-

surement drift [80].

2.3 Keyfindings

The SOA research focused on the analysis of the hardware and wearable configurations that the

available MoCap systems use, as well as the software behind the fusion filtering and the STS calibration.

2.3.1 System’s Accuracy

In Tables 2 and 3, an overview of the orientation estimation of validated inertial MoCap systems is

presented. Table 2 focuses on the reported orientation error of inertial systems, for each upper-body,

human joint, and for each isolated movement. In Table 3, the error is displayed in terms of the Euler

angles: Roll, Pitch and Yaw.

For Table 2, it was observed that the performance of the evaluated inertial MoCap systems range

between less than 2º of RMSE, to 39º RMSE, which is a significant deviation, and most likely due to not

only the system itself, but also the nature of each of the test protocols. Moreover, the performance of

the inertial systems seems lower for the shoulder joint, when comparing with the rest of the upper-body

joints, due to the complexity of the joint.
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As stated, it is necessary to consider that the different tests were executed in different conditions

regarding: number of trials, trial duration, environmental interferences, number of participants, ground

truth, tasks, among others. These factors significantly influence the overall result of the system, which

makes it impossible to perform a benchmark between inertial MoCap systems. For example, the inertial

systems have lower validity for more complex movements, as stated by Poitras et al. [59]. Furthermore,

the lack of standardization in validation protocols, makes it hard to determine the factors that contribute

the most to the orientation estimation errors [59].

Regarding Table 3, it is possible to observe that, as demonstrated in Table 2, the different validation

experiments are not standardized, leading to the impossibility of performing a reliable benchmark. In

contrast, the differences in results, as the overall error is smaller. This could be justified by the fact that

there was a low number of participants in these studies, leading to more controlled experiments. Even

the studies that included participants, only had one volunteer, leading to low variability in the data.

2.3.2 Wearable’s Hardware

In Table 4, a general overview of various analyzed inertial systems is shown.

In most of the reviewed studies (Table 4), the authors reported the use of commercial systems, or

IMUs (e.g. the MTw IMU series from Xsens), which present a significant cost for the system. For the

commercial type of IMUs, the Xsens Awinda system, or the MTx line of IMUs, were the most reported

inertial sensing system in the literature.

Outside of these commercial alternatives, other low-cost IMUs available on the market were also

utilized (e.g MPU series IMUs from Invensense), in a lower frequency in regard to the commercial systems

however. The MPU series IMUs were the most used type of IMUs, outside of the commercial ones.

Lastly, in some other studies, fully homemade inertial units were described and used. Caputo et al.

[117], for example, developed an inertial sensor unit using the MPU-6050 - accelerometer and gyroscope

- the HMC5883L - magnetometer - and an STM32F103 as the processing unit.

In one publication [118], the authors compared the orientation estimation accuracy between three

IMUs: the MTw Awinda IMU from Xsens, the MPU-9250 from Invensense and the MetaMotionR IMU

(MBIENTLAB, CA, USA). The tests were executed in a robotic arm, and in two different trials. In one trial,

the IMUs used their proprietary filter to estimate the orientation, in which the MPU didnt’t take part. In the

second trial, the IMUs used the Madgwick’s GDA to estimate the orientation. In the first test, the MTw was

he most accurate system. In contrast, in the second test, the MMR proved to have the best performance

(1.04º ± 0.49º), with the MPU being the worst of the three (1.44º ± 0.62º). The price of the MMR presents

a cost of up to 80.99 € per unit [119]. In contrast, the MPU-9250 IMU’s monetary value rounds the 15

$, as its a lower-cost alternative.

In [120], a benchmark between 3 sensors, of different categories, was made. Two of the sensors were

commercially available - FMT1030 (Fairchild Semiconductors, Virginia, USA) and the Xsens MTi-1 [121] -
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with the other being custom-made [122]. The FMT1030, which was discontinued, was the selected IMU,

following its superior performance in comparison with the other alternatives.

In terms of the available sensors, a substantial amount of the revised systems integrated commercial

IMUs, which contribute to the rise in cost of the system. Therefore, since the focus is the develop-

ment of a low-cost, inertial MoCap system, lower-budget sensors like the MPU-9250, which

were also prevalent in the reviewed studies, were considered for the wearable. If better low-budget

alternatives are identified, they will be integrated instead of the MPU-9250.

2.3.2.1 Wireless Communication Protocols

For the communication between the acquisition system and the processing unit, or a main station,

different wireless communication protocols were reported in the studies. The most prevalent ones were

based on WiFi or Bluetooth (Bluetooth Low Energy included).

Some other wireless alternatives were also reported. The XSens Awinda system, in contrast to the

WiFi protocol used in the XSens Link, utilizes an IEEE 802.15.4 - 2.4 GHz [123]. This communication

standard is more associated with lower bit-rate, low consumption applications [124].

Some systems, although to a lesser extent, use wired protocols to establish this type of communica-

tion. Such examples can be seen in [66, 69].

Furthermore, the use of memory cards, which can be utilized for offline acquisitions, was also reported

in some studies [41, 125].

In terms of sampling rate, the frequency is concentrated around the 100 Hz, which goes in accordance

to the publication [126]. Some systems made use of less sampling frequency.

In this project, the data acquired by the IMUs will be sent to a processing station, wirelessly. To do

that, a WiFi or Bluetooth communication protocol will be established between the portable processing unit

and the main station, as they are the standard wireless communication protocols.
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2.3.3 Sensor-to-Segment Calibration

The different types of STS calibration methods reviewed from the literature are: manual calibration,

static calibration, functional calibration and anatomical calibration. Each method has its own advantages

and disadvantages.

Through Table 4, it is possible to observe that the most reported type of STS calibration sequence were

comprised of static postures. This was expected since these type of sequences are more convenient

for the user, who needs to only execute simple, static, postures during a short period of time

to estimate the misalignment between the sensor frame and the segments’. The same can be

observed in Table 1, for the commercial systems whose calibration sequence were found, except for the

XSens systems, which have their own standard sequence, which is comprised of a static pose (N-pose

and T-pose), followed by a walking sequence. The high prevalence of static calibration sequences can be

explained due to it’s simplicity, quickness and it’s easy to perform, as it is based on the execution

of simple and convenient static poses.

Overall, for a day-to-day motion capture system, there needs to be a compromise between the

accuracy of the calibration sequence, with its accessibility and quickness to perform by

the user [76]. Anatomical calibration requires a subject, with knowledge about anatomical land-

marks, and specialized instruments to be applied, which makes it difficult to be applied on a

day-to-day basis. This type of calibration sequence seemsmore driven towards clinical applications, with

an examiner responsible for the positioning of the sensors, eliminating the need for the subject to perform

certain poses and movements which might be difficult to execute due to possible constraints [74]. The

main advantage of this calibration sequence is the fact that it does not require extra computational

load [75].

It was reported that there is a big discrepancy in performance between the use or the non-use of a STS

calibration. But, that discrepancy is small when comparing different calibration sequences [75]. In the

specific case of Bouvier et al. [75], it was observed that the static calibrations sequences obtained similar

results with the functional calibration sequences. In the same study however, it was concluded that the

manual calibration achieved poorer results, namely on the shoulder and elbow joints. Moreover, manual

calibration sequences present significant limitations, e.g., the presence of surface irregularities of

the human body present a problem for the manual alignment of the IMU. These can be the

result of, for example, muscle presence or other deformities [74]. Furthermore, this method seems less

convenient for day-to-day applications, as a detailed positioning and adjustment of the sensor

needs to by done before starting a motion aquiring session [64, 75, 137].

For these reasons, an algorithm-based calibration sequence was deemed necessary for the

improvement of the system’s accuracy.

In terms of the static and functional calibration, there are conflicting results when comparing both in

terms of performance, with neither being recognized as the best method [74, 75, 138, 139].

For the functional calibration in particular, its use may be compromised in joints with more DOFs, since
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they are more difficult to perform one-dimensional rotations [74, 75]. Moreover, functional calibration

sequences can be exhaustive if they are comprised of various individual movements. Alternatively, a

combination of one or more static poses with functional movements to optimize the calibration in specific

joints can be applied [75, 138].

An overview of some considerations for each of the reported STS calibration types is described in

Table 5

Table 5: Overview of the different STS calibration methods.

Calibration strategy Considerations Notes

Manual

- No computational load
- Human body presents irregular
surfaces - affecting the quality
of the positioning
- Needs a subject to accurately
position the sensors.

Manually align the
sensor orientation with
the anatomic orientation

Static

- Extra computational weight
- User-convenient - quick
and easy to execute
- Isn’t as dependable to
the sensor placement

Based on static poses

Functional

- Can only define a single axis
for a single segment, for each movement
- Difficulty in applying for certain
segments like the trunk
- Difficult to perform in joints
with more than 1 DOF
- Extra computational weight

Uni-axial and uni-joint
movements /

Is not as dependable to
the sensor placement /

Can be combined
with static postures

Anatomic

- No computational weight
- Needs specialized measuring
devices
- Needs a subject with anatomical
knowledge for the sensor positioning

Technical location of
anatomical landmarks

Therefore, For the STS calibration, it was concluded that manual calibration procedures are less

accurate then the alternatives, being discarded for this project. For the other calibration algorithms, there

seems to be conflicting evidence regarding about which has the best or worst performance. Therefore,

and also because the static calibration procedures presents less computational load and is more easy
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to implement and perform by the user, this was the considered the most attractive STS routine for this

project.

2.3.4 Fusion filters

The orientation estimation in inertial systems is done through the fusion of the different sensors

present in the in the inertial unit. This is done so that the different sensors nullify each others’ limitations.

From the information displayed in Table 4, it is possible to observe that the KF was the most prevalent

fusion filter class reported in the reviewed literature. This is also reflected from the fact that the Xsens

MVN MoCap systems were the most used, which applies a proprietary EKF - XKF-3 [104, 123].

The Mahony filter, although well-known, was reported as having poorer performance when com-

pared with the GDA filter [92, 107] in benchmarking tests. In [92], the Mahony filter appeared to suffer

immensely from Yaw drift, moreso than the GDA.

The ECF is the newest filter developed by Madgwick et al. [85]. It is based on the design of the

classic CF. Due to this, it has a very low computational weight when compared with the KF, being more

adequate for lower power processors. Furthermore, this filter is being used in a commercial line

of inertial sensors, developed by X-io Technologies (X-io Technologies, Bristol, UK). This filter presents

a threshold-based strategy to reject magnetometer measurements in case a magnetic disturbance is

detected. The ECF was validated against the previous filter designed by the same author - the GDA - using

a virtual IMU. The ECF showed to have a faster convergence time - 68 % faster on average. Furthermore,

it has a very important advantage regarding its predecessor: contrary the GDA filter, it decoupled

the Yaw angle from the Roll and Pitch orientations. Therefore, magnetic disturbances do

not affect the horizontal orientations. Still regarding the ECF, in the benchmark study made by

B. Fan et al. [81], it was observed that, between the selected filters, the DLKF by Ligorio et al. and the

ECF had the best performance in terms of static and dynamic accuracy, without magnetic disturbances.

Moreover, it was also observed that in the presence of magnetic disturbances, the ECF6 had the best

performance in orientation estimation, primarily due to the fact that it didn’t employ the magnetometer’s

measurements, and relied solely on the gyroscope for the estimation in the Yaw angle.

The prospect of having a fusion filter that combines a good orientation estimating performance with

a low computational weight, as it was developed to be embedded in the hardware [85], makes this filter

an interesting option for the project.

In regard to the studied fusion filters, an overview, considering their main advantages and disadvan-

tages, is described in Table 6.

For the fusion filter (Table 6), since the system needs to be able to operate in real-time, the processing

load of the algorithm needs to be considered. The filter must not be a bottleneck point for the system. In

this context, the ECF was considered the best filter for this project, to the best of the author’s knowledge.

It is overall more efficient than the analyzed KFs, and it was also benchmarked against the GDA and a KF,

obtaining better results in performance. Also, the filter is capable of decoupling the Yaw from the Pitch
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Table 6: General overview of the most prevalent fusion filter methods, with the inclusion of the ECF.

Class Subclass Considerations
K
al
m
an

Fi
lte
r Linear KF

- More efficient then the EKF and UKF
- Not adapted to non-linear problems

EKF - Most common in non-linear applications

UKF
- Alternative to the EKF in non-linear problems
- More robust during initialization
- Less efficient than the EKF

C
om

pl
em

en
ta
ry
Fi
lte
r

GDA - Contains only one tuning parameter for acc & mag:
1) Simple to implement;
2) Lack of tuning optimization

- Pitch and Roll not decoupled from Yaw;
- Used as basis for improvements;
- Prevalent use as a benchmark filter;
- Computationally efficient.

Mahony - Computationally efficient

ECF

- Pitch and Roll are decoupled from Yaw;
- Fast initialization convergence;
- Integrated with a magnetometer disturbance
rejection method (threshold)
- Computationally efficient

and Roll, which the GDA cannot do. Moreover, as a guarantee that this filter is computationally efficient,

the authors claimed [85] that the ECF was developed to integrate embedded systems. Lastly, the ECF is

easier to implement than the analyzed KFs, as it does not present a process noise or measurement noise

matrix that needs to be defined and calibrated with the system.

2.3.5 Wearable’s Garment

Lastly, for the wearable’s garment, more attention was addressed towards the commercial MoCap

systems. It was concluded that a strategy capable of covering the hardware needs to be

addressed for the garment, to improve it in aesthetic terms. Furthermore, the suit itself will

need to be tight-fitted, to improve the fixing of the sensors in regard to the user’s body,

and avoid the suit from sliding. Moreover, for the connectors, several systems integrate them in the

sensor casings. This can lead to problems concerning the orientation of the sensors, due to the fact that

the connectors are rigid elements, and the force applied to the cables provides pressure to the sensor

modules. Therefore, the XSens Link and Rokoko strategies were considered, in which the connection
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is not present in the sensor modules, but on the anatomical segment. This way, the sensor casings

have freedom of movement in regard to the connectors. Lastly, in terms of the placement of the

heaviest units in the wearable - power supply and processing unit - it was seen, in the case of the XSens

Link and the Rokoko Smarsuit Pro, that they were placed on the spine area, or close to the waist. This

makes their weight less perceived by the wearer, due to being close to the user’s center of

mass.
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Design Conceptualization

This chapter focuses on the description of the proposed solution, whose fundamentation is based

on the SOA, and in compliance with the respective project requirements. Furthermore, it discusses the

solution conceptualization, based on a user-centred design.

3.0.1 Ergowear Framework Description

The previous version of the Ergowear is described, in detail, in [29]. The Ergowear is also illustrated

in Fig. 15.

Figure 15: Previous version of the Ergowear overview, as shown in [29].
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Firstly, to identify the limitations of the previous system, a test protocol was developed, in which

participants would perform a number of different tasks with the previous Ergowear.

3.0.1.1 Test Protocol

21 volunteers (15 males and 6 females; 66.0 ± 7.8 kg; 171 ± 8.6 cm) participated in a data acquiring

session whilst using the system from the previous iteration. This protocol was designed with two sub-

protocols in consideration: a dynamic testing protocol and a static testing protocol. In both types of

testing protocols, the XSens Awinda system was used as ground truth, being worn at the same time as

the Ergowear system.

The former is composed by several trials in which the subject performs normal day-to-day tasks. This

type of testing was more dedicated to acquire data to train neural networks, but was also used to detect

limitations regarding the usability and general robustness of the system.

The latter is based on the subject being in a static pose, and performing uni-axial movements, for

each upper body joint, at two different speeds - slow and fast. The slow speed corresponds to 23 Beats

per Minute (BPM), whilst the fast speed is 45 BPM. To mark the beat, a metronometer cue was used,

with the selected speed configured. Each movement was executed with the full ROM of the dynamic joint.

Each movement was repeated 6 times - 3 in slow speed and 3 in fast speed. The analyzed joints, and

respective movements, were: the shoulder flexion/extension and abduction/adduction; elbow

flexion/extension and pronation/supination; wrist flexion/extension, radial/ulnar deviation

and rotation (both directions); trunk flexion/extension, side bend (both sides) and rotation

(both sides); neck flexion/extension, side bend (both sides) and rotation (both sides). A total

of 42 movements were registered for each participant.

3.0.1.2 What Could be Improved

During the execution of tests, in which a variety of people used the previous wearable system and

performed different tasks, some limitations regarding the wearable and its hardware were noted.

Firstly, it was observed that the HDMI cables (including the connectors), used to connect the sensor

modules, were too heavy and rigid, altering the orientation of the modules, which would diminish the

accuracy of the system. To mitigate this effect, more freedom of movement for the connectors,

in regard to the sensor modules, needed to be secured. So, it was established that the con-

nection between modules would be performed on the middle of the anatomical segments,

and not in the sensor modules. Adding to this, the wearable fixed the sensors through velcro patches

sewn onto the tissue. These didn’t offer much structural support, leading to the sensors’ freedom of

movement. Therefore, new attachments that offered more structural support were analyzed,

like external straps or compressive pockets. These limitations can be observed in Fig. 16.

This led to the sensors not tracking the joint’s accurately. Moreover, it is relevant to add that if there is

space between the skin and the textile, the vibrotactile actuators will not be felt by the user. To correct this,
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(a) (b)

Figure 16: Misalignment between the a) hand sensor and the forearm sensor, and b) on the back.

during the tests, tape was used to guarantee that the sensor modules would be fixed, which had relative

success. Fig. 17 illustrates this problem. Furthermore, when the user performed certain motions, the

jacket would slide in regard to the trunk, or the arm, depending on the motion. For example, when the user

stretched the arm, the sleeve would not accompany the segment, altering the position of the sensors. To

correct this, fingerless gloves were considered for the sleeves of the new garment, to anchor

these sleeves onto the user’s arm, avoiding any slipping. The same solution was defined for

the trunk, with the addition of shorts, transforming the jacket into a bodysuit. Furthermore, to add to

this solution, a tightly-fitted suit was considered necessary to help fix the sensors, and making sure the

biofeedback system can be felt by the user.

Also, the previous iteration accumulated a lot of heat during the sessions. This was mainly due to the

fact that the garment was made of a thermal cyclist jacket, which didn’t allow much heat dissipation, as

well as the processing unit (Raspberry Pi 4) heating up considerably during the data acquisition sessions.

In regard to the textile, it was decided to use breathable fabric which allowed heat dissipation.

For the processing unit, according to the description of the previous version in [29], it is possible to

extrapolate from the autonomy tests that the system has a base consumption of 1827,27 mA, which is

considerable. The Raspberry Pi 4 (RPi4) alone consumes up to 1200 mA, and an average of 600 mA. This

led to the selection of a new low-level processing unit, which could be more efficient for the proposed tasks.

Still regarding the processing unit, the RPi4 limits for the maximum sampling frequency were tested. The
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Figure 17: Adhesive tape used to fix the sensor modules onto the respective anatomical segment.

obtained result showcased that the new RPi4 was limited to a maximum sampling frequency of around

100 Hz. One of the main features the new iteration will be equipped with is the Strap-Down Integration

(SDI) block, which is dependant on higher sampling frequencies of the gyroscope. With a limit of around

100 Hz, the RPi4 is not able to acquire the data fast enough to perform the SDI, being another reason to

change the low-level processor.

Regarding the headband, user’s complained about it’s heat accumulation, as well as the fact that it

was too compressive, causing discomfort. A new headband was designed, in which these limitations were

tackled.

Furthermore, it was observed that the sensors placed on the forearms were directly positioned on top of

muscle tissue. This leads to complications related to muscle movements, which translate in misalignments

of the sensors, and low frequency noise. To correct that, the placement of these sensors was altered

to be on top of the bony landmark, immediately before the wrist joint.

The sensor casings were also deemed possible to miniaturize, which would positively affect the system

in terms of wearability (sizing and attractiveness). The main reason for this was the use of extra PCBs

to include the connectors for each of the sensors. Moreover, it was considered that the wearable could

improve in terms of attractiveness. One of the reasons for the lack of aesthetic standards of the suit is the
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exposure of the wearable’s electronics, which, in commercial products, is covered inside external layers

of textile and accessible using zippers.

3.1 Design Concerns

When designing an inertial wearable MoCap system, it is required to address, along with its technical

specifications, two major concepts: usability and wearability. This prerequisite arises from the fact that

even the most precise system will be rapidly abandoned by the user if it does not fulfill the usability and

wearability requirements that are imperative to make the user feel satisfied and happy to wear the system.

3.1.1 Usability

According to the ISO 9241-210:2019 [140], which tackles the human-centred design for interactive

systems, the concept of Usability can be defined as the “extent to which a system, product or service can

be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a

specified context of use”. This respective ISO form was successful in implementing an accepted foundation

for defining and applying usability in a variety of different fields [10]. When addressing Usability, it is

important to address the terms listed in the ISO 9241-11:2019 that surround this concept: Satisfaction;

User: Person who interacts with the product; Weight of the components; Size of the components;

Material used on the components. According to Nielsen [141], Usability can be defined through the

following attributes:Learnability: the system should be easy to learn; Efficiency: the system should

be efficient in a way that the user can be highly productive with it; Memorability: the system should

be easy to remember, without the user needing to learn how to work with it after long periods of time

without using it; Errors: the system should perform with few, and if the case, easily recoverable errors,

i.e. without breaking errors; Satisfaction: the users should be satisfied with the system.

There are currently several standard and multi-purpose questionnaires focused on assessing the per-

ceived usability of products or systems according to the user’s own satisfaction [28]. Some of the most

widely used standardized usability questionnaires are the Questionnaire for User Interface Satisfaction

(QUIS), Software Usability Measurement Inventory (SUMI), Post-Study System Usability Questionnaire

(PSSUQ), and System Usability Scale (SUS) [28]. This usability validation concern is depicted in Wang et

al. systematic review [142], where the multiple MoCap systems are not only validated in terms of hardware

and performance, but also in terms of usability.

3.1.2 Wearability

Wearability was defined by Gemperle et al. [143] as the ”interaction between the human body and

the wearable object”. According to Knight et al. [144], when analyzing the wearability of a product, it is

important to assess the impact of the system on the user, at the physiological, biomechanical and comfort
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level. Physiological effects are related to the energy expended when performing a task while using the

wearable device [144]. Biomechanical effects refer to the physical loading that can induce fatigue on the

user, and the changes in posture and movement patterns [144]. Lastly, the comfort is associated with the

discomfort perceived by the wearer, induced by the musculoskeletal loading or due to stresses localized

in certain physiological systems, and his general well-being [144].

When addressing the wearability of MoCap systems, concerns such as sensor placement and attach-

ment, as well as the weight, weight distribution, dimensions, and materials of the components need to

be considered [72, 142]. Also, the shape and system aesthetics can have a psychological impact on the

user and need to be addressed to maximize its wearability.

Therefore, the following factors are intertwined with the wearability requirements for wearable systems

[72, 142]: Placement: it should fix the sensors in the right location; Comfort: it should promote physical

and psychological comfort, be light, and use a comfortable textile; Flexibility: it should not restrain the

movements of the user; Scalability: it needs to be adaptive to the different body types; Ease of use: it

should be easy to use and easy to put it on and take it off; Aesthetics: it should be acceptable in a social

and personal context. A wearable motion capture system, to be accepted and worn by the user, should

fulfill these wearability requirements. The way the electronics are integrated in the textile also influences

the system’s wearability [114].

3.2 System Conceptualization

The main goal of this work is to improve Ergowear 1.0, by assessing its limitations and building upon

those, based on a user-centered design methodology.

The system was designed as a wearable, MoCap system, capable of estimating the orientation of the

user’s upper body joints, using magnetic and inertial data. Furthermore, the hardware and software of

the system needs to be prepared for the addition of future features. Currently, the planned applications

for this system are to serve as a stand-alone, instrumented-based ergonomic assessment tool, provide

postural awareness to the user, and to be integrated as sensing technology in a Human-robot Collaboration

framework. For this, two main approaches were defined: a technical based approach and an usability

and wearability approach. Fig. 18 illustrates the different aspects that comprise each approach.

For the production of the new iteration, low-cost, but efficient approaches were deemed of

great value, since the system is to be used as a cheaper alternative to the commercial line products. This

low-cost approach was already proved to be possible by the authors of [63]. Moreso, the performance

of the technical aspects must not compromise the wearability of the system. This translates

in: quantity and quality of the inertial sensors and vibrotactile motors, as well as their positions; portability

of the system, and sizing and weight (and weight distribuition) of the system and the individual parts that

compose it.

Furthermore, substantial attention was dedicated to the reform of the wearable garment, since the
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Figure 18: System’s approaches.

previous one presented several limitations in terms of wearability and usability. The casings were also a

target of rework, since it was observed that they have great potential in terms of miniaturization. These

casings serve as a means to integrate the hardware onto the suit.

For the biofeedback system, vibrotactile motors were considered to be placed on each of the user’s

upper body joint. These motors are responsible for warning the user to correct his posture in the respective

joint that is taking an incorrect posture. This will be done if an ergonomic-based reference sheet is added

to the system as an ergonomic assessment tool, such as the RULA [19].

For the system to be portable, a decent-sized power source must be embedded in the suit. Moreover,

a processing unit must also be integrated into the wearable so it can centralize the data and send it to

a main station, in real-time, as well as receive commands from the main station to enable/disable the

biofeedback motors.

The main station, in turn, must be able to process the acquired data, estimate the orientation of the

joints, perform the sensor-to-segment calibration, and execute any future features that are to be added

into the system. For it to be possible, a computer with the required specifications will be used.

3.2.1 Requirements

As previously stated, a set of requirements were devised for the system’s design. The nature of

these requirements can be divided in: Functional requirements, Usability requirements, and Technical

requirements.

It is important to state that the system’s requirements were defined by a multidisciplinary stakeholder

panel composed by engineers (electronic and biomedical) and ergonomists. Most of the requirements

were drawn from previous field work and from experience. These requirements are based on the ones

in [29]. Some requirements were added, namely in the Usability and Technical requirements’ list. One

of the main requirements added to the list was the fact that the system needs to be low-cost, which was

based on the work developed in [63].
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Table 7: System’s Functional Requirements.

Type Requirement
Fu
nc
tio
na
l

Correctly measure human movement (f = 10 Hz)

Monitor the upper body (i.e., trunk, neck, and both arms and wrists)

Communicate wirelessly to a base station (processing computer)

Allow real-time data streaming

Allow joint angle estimation

Allow ergonomic risk estimation

Provide posture awareness to the operators

Promote the improvement of the user’s posture

Allow the integration with the collaborative Robot

Assure interoperability

3.2.1.1 Functional requirements

These requirements are associated with the functionality and purpose of the system. As specified,

this system comprises a smart garment, capable of monitoring the upper body segments of the

user. This is done through the use of inertial sensors embedded in the garment. With the data acquired by

these sensors, the upper-body joint angles are calculated, and with the help of an ergonomic assessment

sheet, it is possible to determine the real-time ergonomic risk of the worker. These requirements are

described in Table 7.

3.2.1.2 Usability Requirements

The Usability requirements focus on the Usability and Wearability aspects of the Wearable. These

requirements are described in Table 8.

52



3.2. SYSTEM CONCEPTUALIZATION

Table 8: System’s Usability Requirements.

Type Requirement Metric Ideal Values

U
sa
bi
lit
y

Must be comfortable - -

Shall not restrict or jeopardize the user’s movements - -

Should be lightweight (comparable to women’s winter jacket) weight (kg) 0.5-1.0

The modules’ height dimensions should be inferior to the limits of intimate space
of the human being (so that the garment is perceived as part of the body [143])

height (cm) <12 cm

Shall not create skin irritation - -

Should be easy to don/doff(to be similar to a casual piece of clothing) time (min) <1 for each action

Should be compact and discrete - -

Should be intuitive to use - -

Should be easily rechargeable - -

Should be pleasant for the eye(to be more accepted by the user) -

3.2.1.3 Technical Requirements

The Technical requirements target the system’s technical performance, covering its hardware and

software’s specifications. These requirements are described in Table 9.

Table 9: System’s Technical requirements.

Type Requirement Metric Ideal Values

Te
ch
ni
ca
l

Autonomy for a full work cycle hours 8
Absence of packet loss % of packet loss <1 (at least <2.5)
Absence of packet corruption % of packet corruption 0 (at least <2.5)
Low latency times ms <19 (at least <50)
Cover the predicted distance of operation
between a main station and the processing unit

meters 10 (at least 4)

No failures in receiving commands from
the main station

% of failures 0

Electromechanical robustness No failed connections with the sensors 0
Be Low-cost [63] EUR <500

3.2.2 Sensor Placement

To successfully estimate the orientation of a human joint, it is necessary to possess a sensor in each

of the adjacent anatomical segments. For example, if the objective is to estimate the orientation the elbow,

53



CHAPTER 3. DESIGN CONCEPTUALIZATION

the orientation of the IMU placed on the forearm must be known in regard to the orientation of the IMU

placed on the respective upper arm [48]. Therefore, to extract the orientation of a respective joint, the

difference between the attitude of the distal segment and the proximal segment must be calculated.

In terms of sensor positioning, the previous iteration of the system was expected to acquire data from

all of the upper body joints, including the trunk. This leads to having a sensor placed in each of the

user’s anatomical segment. This conforms with what can be observed in Table 4, in which the more

complete MoCap systems possessed an IMUs in each of the anatomical segments. However, the spine

is more complex to estimate its orientation due to the fact that it is comprised of several vertebrae, which

have some freedom of movement between between each other. In this case, a compromise between

data quality and comfort and data output was considered. More sensors on the trunk would lead to a

better representation of its curvature. Nevertheless, it would also lead to: increase weight, less comfort

for the user, increase in the overall costs and in data output, which could compromise the data sampling

frequency. Therefore, as a compromise, both the sensors in the upper trunk and pelvis were maintained

in the same positions.

Therefore, a sensor in each of the human body’s upper body anatomical segments, including the

pelvis, was defined for the wearable. Furthermore, if possible, the sensors need to be placed on areas

with a planar surface, as the sensors need to be aligned with the respective anatomical segment’s frame.

Moreover, the area where the sensors are placed should lack muscle tissue, due to the low-frequency

noise originated from its activation, which would affect the data acquisition.

In this context, there were no substantial changes from the previous iteration regarding sensor place-

ment. The sensors are currently positioned on the: pelvis (S1), upper trunk (T2), head, upper arms,

forearms and hands. More specifically, and according to the requisites defined in the previous paragraph,

the sensors should be placed on: the back of the hands; the top of the forearms, close to the wrist where

it’s mostly plane and lack muscle tissue; midpoint of the upper arms, facing outside of the body, in be-

tween the triceps and the biceps; back of the head, to be aligned with the trunk; upper trunk (T2) and

close to the pelvis (S1). This setup is illustrated in Fig. 19

3.2.3 Wearable System

The first concern regarding the wearable was its overall design, which was mainly inspired by the re-

viewed commercial, wired, MoCap systems: ShadowMotion, XSens Link, Rokoko Smartsuit Pro, Nansense

Products, among others. One common feature between commercial systems is the concealment of the

electronics, under zippers or textile channels. This is a useful measure to increase the overall appeal

of the suit leading to it being more generally accepted by the user - increase in wearability. Furthermore,

an elastic headband was considered to integrate the head sensor. An elastic waistband was defined

to help press the lumbar area of the garment to the skin, if needed. Fig. 20 represents an

illustration of the design of the new wearable, excluding the vibrotactile motors.
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Figure 19: Sensor positioning on the wearable, along with its orientation.

(a)
(b)

Figure 20: Proposed schematic for the wearable, illustrated on a person for reference. a) Picture from
the back and b) side-view.

3.2.4 Biofeedback System

For the biofeedback system, each of the analyzed joints need to be able to receive feedback: trunk,

neck, elbows and wrists. Moreover, the vibration of the biofeedback motor must be clearly felt by the user,

and not be muffled by the textile of the garment. Using less denser meshes on the areas where these
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motors are placed can conform with this requirement. Elastic pockets will be used to fix the motors and

compress them against the skin. The motor channels in the proposed setup are displayed in Fig. 21.

Figure 21: Feedback system overview.
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System’s Development

4.1 System’s Development - Wearable

To integrate the designed electronics in a wearable system, a piece, or multiple pieces, of clothing

were devised. To address this part of the system, inspiration was drawn from the reviewed, commercial,

inertial MoCap systems, as they have their systems validated enough to be commercial products.

Several aspect of the wearable configuration were considered, such as the textile, attachments, piece

of clothing, cabling configuration, and segment dimensions. These factors were addressed in accordance

with the respective requirements, as stipulated in the Chapter 3.

This part of the project was done in collaboration with the enterprise Valérius Textiles S. A.. The

wearable itself, along with all the testing samples, were produced at Clothius. Fig. 22 represents the

confection wing of the company, where the garments developed for this project were produced.

4.1.1 Clothing

The garment was the first step addressed in the wearable’s design, as it would serve as the basis for

the system. In the previous iteration, a combination of a cyclist’s jacket, headband and gloves was used

to integrate the hardware. This led to the origin of certain limitations which would hold back the overall

performance of the system.

As observed, for example, in the case of the XSens Link, a tight-fitted full-body garment, including

fingerless gloves, was used as the basis of the wearable. But since the proposed work was only targeted for

upper-body monitoring, a full-body piece of clothing was not deemed necessary. Instead, as an alternative

to pants for the lower body, shorts were used, as a fixing point is only necessary in the crotch

area, to avoid the garment to slide along the torso. In addition, fingerless gloves were added to

avoid the sleeves from sliding along the arm.
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Figure 22: Confection warehouse of Clothius.

4.1.1.1 Textile Composition

To enable the fixation of the sensors in regard to the user’s anatomic landmarks, a compressive textile,

capable of contouring the user’s body, was necessary. This can be observed in the commercial examples

mentioned previously. This can be achieved with a textile composition with a sufficient prevalence of

elastane.

Two samples of a garment, that served as the basis for the wearable, with different compositions

- 95 % polyamide / 5 % elastane; 92 % polyamide / 8 % elastane - were provided by Clothius. In Fig.

23, one of the samples is illustrated. In Fig. 24, a user, wearing the same sample, can be observed.

Both samples were trialed by the same user, which evaluated them in terms of comfort and mobility. The

sample with the composition of 95 % polyamide / 5 % elastane was selected, as the alternative

proved to be more compressive, restricting the user’s movements and being overall more

uncomfortable, according to the user.

4.1.1.2 Cabling and Connectors

Cabling and connection spots were addressed. One of the major problems regarding the previous

wearable was the fact that the connectors were integrated into the module’s PCB. Due to this, when the

cables’ connectors rotated, the sensor rotated with them, which highly affects the angle estimation accu-

racy. So, when the cable moved in regard to sensor module, the connector would directly rotate the same

module, due to its rigidity and heavy weight, compromising the fixation of the sensor in regard to
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Figure 23: Basis for the proposed wearable.

(a) (b)

Figure 24: Wearable sample worn by a user, with markings for further alterations. a) Picture from the
back and b) side-view.

the respective anatomical segment. Therefore, to overcome this limitation, the connections were to

take place in the middle of the respective anatomical segment - cable-to-cable connections - away

from the sensor modules, allowing the connector’s movement without influencing the sensor’s position

and orientation.
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4.1.1.3 Attachments

To attach the sensors to the respective anatomical position, velcro patches, with exterior tightening

straps to reinforce sensor fixation, and compressive elastic pockets were considered. The latter were

selected for the following reasons:

1. Velcro does not have elasticity;

2. Velcro needs to be sewn onto the textile, while the pockets can be thermoglued, which provides

a more clean and professional look to the wearable. Moreover, the process of sewing the velcro

patches would require the use of more machinery, raising the production costs, while the elastic

pockets can be produced using the same machine that manufactured the garment;

3. Elastic pockets are compressive by nature, without the necessity of any exterior reinforcement,

which is not the case with the velcro straps.

4. The use of elastic pockets, that would exert pressure downwards, would guarantee that the sensor

modules would be fixed to the skin, so that they are more resistant to movement-inducing factors.

For the biofeedback system, a type of elastic pocket was designed in which each motor would slide in.

The inner textile in those areas are composed of a lighter mesh which does not significantly attenuate the

motor’s vibration, so it can be easily perceived by the user. In addition, the outer part of the pocket was

made of an elastic textile, so it compresses the motor, maintaining it immobile, and pressures it against

the skin.

4.1.2 First Sample - Inner Layer

The first sample, provided by Clothius, corresponded to the inner layer of the wearable, i.e., the basis

of the garment, with the elastic pockets glued on. In Fig. 25, the referenced sample is displayed while

being worn by a user. In Fig. 26, a sensor module placed inside the respective pocket can be observed.

To help with the compression of the sensor area onto the user’s skin, a mesh with a vertical pattern was

used, as illustrated in Fig. 27.

Some limitations were detected in this first sample:

1. Sensor pockets unaligned on the arms;

2. Lack of suit compression in the lumbar area in some cases;

3. Lack of suit compression in the wrist area.

They were later communicated to Clothius, with several possible solutions being discussed. In Fig.

28, these limitations can be observed.
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(a) (b)

Figure 25: Inner layer of the wearable. a) Front view and b) back view.

(a) (b)

Figure 26: Inner layer of the wearable, showcasing the elastic pockets. a) Upper arm pocket and b) hand
pocket.
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Figure 27: Vertical pattern mesh to help with the compression on the sensor area.

(a) (b) (c)

Figure 28: Limitations of the first wearable sample. a) Lack of wrist compression, b) misalignment between
the hand and forearm sensors and c) lack of lumbar compression.

4.1.3 Prototype - Full Suit

To obtain the final prototype, several intermediary samples were trialed and tested, to detect and

correct certain limitations. An elastic waistband, attached to the suit using holes, was used to compress

the textile in the lumbar area. Furthermore, to not restrict the user’s movements, a more elastic, and less

denser mesh was used on the elbow and shoulder joints, as demonstrated in Fig. 29.

Moreover, an elastic headband was also produced, with an elastic pocket attached to it, for the head

sensor. Unlike the headband used in the previous iteration, this one was produced taking into account
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(a) (b)

Figure 29: Lighter mesh used on the a) elbow and b) shoulder joint.

heat dissipation and breathability. The headband is also depicted in the final prototype.

Lastly, the external layer was added onto the skinsuit. To access the electronics, zippers were used.

Moreover, unlike the wearable of the XSens Link, textile tunnels were not used to allow the passage of the

cables between the trunk and the sleeve, as this layer would increase the textile rigidity in this

area. As consequence, this could limit the shoulder’s range of motion, resulting in the user’s discomfort.

The final prototype is depicted in the Section ”System’s Development - Hardware”.

4.2 System’s Development - Hardware

This section addresses the hardware of the wearable, and the selection of the individual components.

4.2.1 System’s Description

The hardware needs to cover the data acquisition system, biofeedback system, low-level processing

unit, power supply unit, wireless communication system, and the cabling and connectors. The hardware

integrated in the prototype can be divided in several classes, as illustrated in Fig. 30.

4.2.2 Acquisition System

The acquisition system is comprised of 9 MIMUs, that acquire the linear acceleration, angular velocity

and magnetic field. The selected MIMU for the project was the Adafruit LSM6DSOX (3-axis accelerometer

+ 3-axis gyroscope) + LIS3MDL (3-axis magnetometer) board (Adafruit Industries, New York, USA).

The primary features of these sensors are the fact that they are low cost; have low gyro bias and

noise, lower than the MPU-9250, used in the previous iteration, and with the same cost (≈ 15$) and are

widely accessible. The MIMU’s characteristics are displayed in Table 10, as well as a direct comparison

between the selected IMU and the previously used IMU - MPU-9250 [145–148].

One feature of these boards is the presence of wire-to-board connectors on each side, for Inter-

Integrated Circuit (I2C) communication with the sensor. These connectors have 4 pins connected to
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Figure 30: System’s hardware overview.

the boards’: input voltage, ground, I2C serial data (SDA) and serial clock (SCL), as illustrated in Fig. 31.

These connectors allow a direct connection to the sensor, avoiding the necessity of ad hoc

designed PCBs with integrated connectors, which was the case wit the previous version.

This leads to a decrease in the sensor module’s sizing, which is important to increase the overall usability

of the wearable.

4.2.2.1 Sensors’ Communication

Due to the use of the sensor boards inbuilt connectors, it is only possible to communicate with the

sensor boards using the I2C protocol, discarding the use of the Serial Peripheral Interface (SPI) commu-

nication protocol. Each sensor board can alternate between two static I2C addresses [145]. Therefore,

to cover all 9 sensor modules, 5 I2C buses are required. According the datasheet [145], the sensor

is established with a fast-mode I2C communication protocol, with a communication speed of 400 kHz.

The sensors’ communication setup is illustrated in Fig. 32. In this configuration, three separate ramifi-

cations will connect the sensors to the processing board. One of the ramifications will connect the lower

trunk, upper trunk and head sensors. The other two will address each respective arm. Therefore, each

ramification will connect three sensors.

From Fig. 32, it is possible to observe that at least 4 (I2C wires) + 2 (Supply + Ground) will need
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Table 10: LSM6DSOX + LIS3MDL vs. MPU-9250.

Parameter LSM6DSOX + LIS3MDL MPU-9250

Supply voltage 1.9 V Min. - 3.6 V Max. 2.4 V Min. - 3.6 V Max.

Gyroscope rate 6.7 kHz 8.0 kHz

Accelerometer rate 6.7 kHz 4.0 kHz

Magnetometer rate 80 Hz -

Gyroscope range ±2000 º/s ± ±2000 º/s

Accelerometer range ±16 g ±16 g

Magnetometer range ±16 gauss ±49 µT

Zero-g offset ±20 mg ±60 (X,Y) / ±80 (Z) mg

Zero rate offset ±1 º/s ±5 º/s

Zero-gauss offset ±1 gauss -

I²C slave clock frequency 400 kHz Max. 400 kHz Max.

Current consumption 0,82 mA 3,7 mA

Dimensions 26 x 18 x 5 mm 26 x 18 x 5 mm

Price $14.95 $14.95

to be present in each of the ramification’s (trunk, right arm and left arm) cable. Since only 4 wires can

be connected to the board at once, as illustrated in Fig. 31, the wires associated with the remaining I2C

bus needed to continue along the cable. Therefore, the cable could not be totally cut to establish the

connection to the sensor board. Thus, the defined solution was to apply the configuration illustrated in

Fig. 33.

As detailed in Fig. 33, this configuration revolves around maintaining the wire wrapping of the unused

conductor pair. This wire pair is untouched and proceeds to the next modules.
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Figure 31: Sensor boards connectors.

Figure 32: Sensors’ communication setup.

4.2.2.2 Connectors

As previously stated, one of the priorities for this new iteration was to improve the cabling (and con-

nectors) system, as the HDMI cables were to stiff and heavy, inducing unwanted changes in the sensor

modules’ orientation. Moreover, the previous cables were to long for the distances between consecutive

modules.
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Figure 33: Wire configuration inside the sensor’s casings.

For the connectors, it was decided that the connection point between the sensor’s modules should

be at the middle of corresponding anatomical segment, away from the joints. Therefore, the movement

of the cables would not interfere with the sensor modules. For this type of connection, circular, push-pull

connectors were selected, as they can be easily connected/disconnected, whilst being robust.

Lastly, the connection between the cable’s wires and the respective sensor is done through the use of

wire-to-cable connectors. To establish this connection, wire crimps were manually crimped on the cable

wiring. Then, the individual wires were placed inside the female housing, which then connected to the

sensors’ connectors. These types of connectors are illustrated in Fig. 34.

Figure 34: Wire-to-board connectors. a) Female version and b) the male equivalent.

These types of connectors were also used in the low-level processing unit, to establish the connection

between the processor and the cables.

4.2.2.3 Cables

Various alternatives were procured, such as flat cables, conductive textiles, USB-C cables, and circular

cables. But since the selected connectors were circular, the search was limited to circular cables. Specif-

ically, cables with a maximum outer diameter of 5 mm, so they could be clamped to the connectors,

and with high flexibility, so they would not restrict the user’s movements and tilt the sensor modules

due to their stiffness.
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Although the flexibility of the cables is an important aspect to take in consideration, it was also neces-

sary to consider that, for the robustness of the sensors’ data communication, especially in an industrial

environment, the cables should be shielded. This is due to the fact that the wired communication

protocol (I2C) can suffer disturbances from electromagnetic noise, which is prevalent in the industrial

context. Thus, only shielded cables were considered. Moreover, as previously observed, each cable will

need to have at least 6 conductors to cover the communication and power supply needs of the sensors.

During the design of the system’s configuration, in terms of the cabling and connectors logistics, some

issues were identified and addressed. Firstly, the length of connection between the circular connectors

correspond to 7.7 cm, which is too long for it to occur between the forearm and the hand sensors’ modules.

In this case, the connection would happen on the wrist joint, meaning that this joint would be restricted of

movement. Therefore, an y-splitter was used to separate the upper arm cable in two: one for the lower arm

and another for the hand. Two alternatives were evaluated for the cable splitter: welding the respective

cable wires together, and cover them with a printed casing and fixing the wires with strain reliefs, or using

circular connectors. To serve as a cable splitter, the circular connectors were used as they were robust

enough to establish the connection between the cables’ wires without compromising the wires’ structure.

This was the major limitation regarding the direct welding of the wires, as the solder is a critical point,

and can be easily broken with little tension. In Fig. 35, the proposed cable splitter is displayed.

Figure 35: Y-Cable splitter.

With the use of the splitter cable, less conductors - 4 conductors - were required for the cables heading

to the forearm and hand. This led to the procuring of cables with less diameter, specifically 2.8 mm of

diameter. The selected cables are also made with a rubber jacket, making them more flexible, which is

critical on the arm and hand segments of the user, as to not disturb their movement. This leads to an

improvement of the system’s wearability.
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4.2.3 Biofeedback System

The biofeedback system is composed by 6 vibrotactile motors whose purpose is to vibrate to indicate

that the user’s posture is ergonomically incorrect in the respective area of the actuation.

The selected vibrotactile motors were coin-styled ERMmotors. The model of these motors are the

310-122 (Precision Microdrives Ltd, London, UK) with: 10 mm of diameter, 3.4 mm of thickness, and 1.2

g of weight. These same motors were used in the previous iteration, and there was no defined reason to

select other alternatives.

According to the datasheet [149], the motors’ functioning can be summarized according to the graph

illustrated in Fig. 36.

Figure 36: Vibration motor performance, obtained from [149]. Vibration amplitude (g), vibration frequency
(Hz), current consumption (mA) and acceleration efficiency (g/W) vs. input voltage (V).

As described in Fig. 36, the current consumption, for an input voltage of 3.3 V, is around 60 mA, which

is higher than the maximum current output - 20 mA - provided by the microprocessor’s pins. Therefore,

a Pulse-Width Modulation (PWM) control circuit was designed and implemented [150], using the TINA

software (DesignSoft, Budapest, Hungary). The schematic for this circuit is illustrated in Fig. 37.

The circuit is based on a motor controller, using a CMOS n-channel MOSFET as a switch. The gate

of the MOSFET is connected to the respective microcontroller output pin, which is a PWM channel pin.

PWM output pins were selected to activate the motors, as they the have the capacity to control the motors’

vibration frequency through their duty cycle, with a duty cycle of 100 % corresponding to an output signal

of +3.3 V.

When the output signal of the respective PWM pin is LOW, the MOSFET is operating in the cutoff

region, and therefore no current is flowing through the circuit. When the output signal is HIGH, the
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Figure 37: PWM motor control circuit.

MOSFET operates in saturation, as the Drain-Source voltage is always superior to the difference between

the the Gate-Source voltage and the MOSFET’s Threshold voltage. In this situation, the gate presents a

theoretical impedance value of 0 Ω, and the current will correspond to about 60 mA, as observed in Fig.

36. A rectifier diode - D1 - was added in parallel to the respective motor, functioning as a flyback diode.

This was devised to allow the safe discharge of the inductive charge of the motor, avoiding unwanted

electric arcs. Moreover, two resistors were added in the circuit design. Following Fig. 37, the purpose of

R1 is to limit the current at the gate when the signal changes, which could lead to the accumulation of

heat in the MOSFET. R2 is a pull-down resistor whose function is to force the respective PWM signal to

ground, when it would be floating during the startup. This way, the motor is not activated during the setup

of the processor.

4.2.4 Processing System

The processing system is composed of a low-level controller and a processing station. The main

station is the primary processing force of the system, and is comprised of a personal computer.

For the low-level controller, only low-cost, development boards were considered. The main features

considered for a processing board were: the presence of at least 6 PWM output channels for the 6

vibrotactile motors; high CPU core clock frequency, to avoid any bottleneck or packet loss; and at

least 5 I2C bus peripherals, to avoid the use of multiplexers, which could negatively impact the speed

of data acquisition rate. This last requirement was defined due to the fact that the selected sensor boards
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can have 2 separate I2C addresses, leading to 5 I2C buses to cover all of the sensor communica-

tions. Furthermore, features like the current consumption and weight of the processing unit were

accounted, as the previous low-level controller was unable to fulfill the power consumption requirement,

achieving a maximum autonomy of less than 8 hours, which is the equivalent of the daily working time

in Portugal. In terms of the RPi4, it was considered that it consumed too much power, which compro-

mises the system’s autonomy requirement. Moreover, the high energy consumption also translates to

heat accumulation, being uncomfortable for the wearer during its use.

Only one development board was encountered with 5 I2C bus peripherals, the NUCLEO-H723ZG

(STMicroelectronics, Genebra, Switzerland). A comparison between the main features regarding this board

and the RPi4 are specified in Table 11 [150–152].

Table 11: Stm32H723ZG vs. RPi4.

Parameters NUCLEO-H723ZG RPi4

Nº I2C channels 5 1 (Multiplexer)

PWM channels 8 2

CPU core speed 550 MHz 1.5 GHz

RAM 564 b 4 Gb

Dimensions 133,34 x 70 x 19 mm 85 x 56 x 16 mm

Weight 200 g 180 g (w/ heatsink)

Current comsumption 215 (430 Max.) mA 600 (1200 Max.) mA

One of the main disadvantages of this processing board is the increase in width and length

dimensions compared to the RPi4. However, the advantages of this processor make this compromise

necessary.

4.2.5 Wireless Communication System

For the wireless communication system, Bluetooth andWiFi modules were considered. The ATWINC1500

Xplained Pro [153] selected, due to the the accessibility and available documentation support of this prod-

uct. The challenge was to port the libraries to the Nucleo-STM32H723ZG processor board. The board’s

dimensions are 21.5 mm × 14.5 mm × 2.1 mm. This WiFi module can connect to the Processing board

using the SPI communication protocol.
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4.2.6 Power Supply

To power up the processing board, a micro-usb connector which allows for a 5 V input, is available.

Moreover, the power supply needs to be portable, to endow the system with ambulatory characteristics.

The powerbank has the advantage of being portable, aesthetically pleasing, easily recharge-

able, and can directly provide 5 V to the processing board. Moreover, due to its USB ports, it

can directly connect to the respective processing board, using a USB-to-micro-USB cable. Furthermore, it

is easily replaceable. Therefore, if the current power supply unit is over-dimensioned in regard to the

system, it is easy to replace it with a more suitable alternative.

4.2.6.1 System’s Power Consumption Tuning

An analysis of the proposed hardware’s system theoretical current consumption was performed. The

STM board is expected to supply the voltage to all of the wearable electronics: feedback system, WiFi

module and the acquisition system. Each of these modules are supplied with ≈ 3.3 V. The expected

maximum current consumption for each of these systems is (assuming all systems are active at the same

time) [145, 146, 149, 150, 153]:

• Feedback system ≈ 60 mA × 6 = 360 mA;

• Acquisition system ≈ (0.27 + 0.55) mA × 9 = 4, 92 mA;

• WiFi module ≈ 268 mA

• Feedback system + Acquisition system + WiFi module ≈ 632, 92 mA

• STM32 ≈ 250 mA

• 𝑡𝑜𝑡𝑎𝑙𝑚𝑎𝑥 ≈ 882, 92 mA

Extrapolating this value to an 8-hour session, results in a minimum capacity of 7063, 36 mAh, which

is significantly smaller than the selected powerbank’s capacity of 13400 mAh.

According to the NUCLEO-H723ZG datasheet [151], its 3.3 V output is limited to a maximum current

of 500 mA (limited by a voltage regulator), which is less than the stipulated total theoretical current con-

sumption - disregarding the Processor. Therefore, a fixed 3.3 V output voltage regulator was procured, to

safely supply the WiFi module. The regulator receives 5 V from the 5 V output of the STM board, which

does not have a maximum current limit. The board’s 3.3 V output was used to supply the acquisition and

the feedback systems.

In terms of the power supply, no better alternative was found than a powerbank. These are portable

and can generally be directly connected to the circuit if the latter has a USB charger inte-

grated. To make a proposal regarding the powerbank, the current system’s autonomy was tested with the
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Figure 38: PCB layout.

one used for the previous iteration of the system. Therefore, the Anker Powercore 13000 mAh (Anker,

Changsha, China), with 100mm ×100mm ×50mm, and 260 g, was temporarily maintained for the new
iteration. This power supply is theoretically over-dimensioned when compared with the wearable’s power

consumption, as seen previously. Nevertheless, one of the main reasons this powerbank was selected

was due to the fact that it presents a weight comparable to the processing station. This is important to

address since the power supply and the processing unit are located at the same height, simmetrically in

regard to the user’s spine. In this context, if one of the units is considerably heavier compared to the other,

the weight distribution is unbalanced at the hip level, leading to the human body trying to compensate

this weight disparity. This would lead to a lower level of comfort of the overall system.

4.2.7 Prototyping

After the hardware was tested and validated on a breadboard, namely the biofeedback system, sensor

reading system and WiFi communication system, the respective PCB was designed and developed using

the Eagle Software (Autodesk, San Rafael, USA). The PCB layout is illustrated in Fig. 38. The resulting

board is shown in Fig. 39.
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Figure 39: Master PCB overview.

4.2.8 System Integration

Along with the PCB of the master board, the hardware associated with the acquisition system was

integrated into the suit. The cable wiring was manually connected to the PCB and the sensor boards.

After each connector was manually assembled, the conductivity between the sensor boards’ pins, and

the processing unit, was evaluated, to ensure that the connections were robust. Several connections were

repaired, due to the difficulty regarding the assembly process: the wiring, due to the small dimensions,

was fragile, which led to situations in which the contacts ripped the wires, causing disconnections; in some

situations, the contacts were crimped onto the wire, but the filaments were not in contact with the crimp;

and in some other cases, there were short-circuits between cable wires due to the exposed conductors,

after welding the wires.

Furthermore, the strain reliefs used inside the sensor modules didn’t present much in terms of rotation

attrition. Therefore, the wires inside the casings could rotate in regard to the sensor board, which was

fixed onto the casing using screws. This could present a problem since the wires would suffer tension from

these rotating movements. Therefore, to mitigate this effect, adhesive tape was applied into the socket

where the strain reliefs would be set.

To integrate all of the hardware onto the suit, 10 3D printed plastic casings, using the Solidworks
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(SolidWorks Corp., MA, USA) software, were designed and produced. These casings were carefully de-

signed to include rounded edges so they would not damage the wearables pockets and affect

the user’s comfortability. Two main types of modules were produced: one master module, which

was designed to carry the processing board, and 9 sensor modules, with each containing a MIMU. The

master module weighs 189 g, and its dimensions are 146× 92× 37 mm. Figs. 40 and 41 illustrates the

processor inside the respective casing, with the latter the sensors’ wire-to-board connection as well. Fig.

41 also demonstrates the final processing unit.

Figure 40: Processor inside the open master module. Upside view.

(a)
(b)

Figure 41: a) Processor inside the open master module, with the sensors’ wire-to-board connection shown.
b) Processing unit,

The sensor modules can be divided in two types: the intermediary modules and the extremity modules.

The former covers the sensors positioned on the back of the user, as well as the upper arms, in which
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both sensor board connectors are used, which lead to the design of an inning and an outing for the cable.

These modules weigh 15 g, with 52 × 22 × 13 mm. Fig. 42 showcase the intermediary modules.

(a) (b)

Figure 42: a) Intermediary sensor module. b) Interior of the intermediary sensor module.

Lastly, the extremity modules cover the sensors on the head, forearms and hands, with 41× 22× 13

mm, and 12 g. With the presence of screw holes in the sensor boards, these were harnessed on the

casings to fix the sensors inside the modules. Fig. 43 illustrate these modules. In Fig. 43, it is also

possible to observe the different components of the extremities sensor module, including the wire-to-board

connection setup.

(a)

(b)

Figure 43: a) Extremity sensor module. b) Interior of the extremity sensor module.

Furthermore, due to the lack of connectors in the modules, strain reliefs were used to protect

the cable wiring inside the casings from movement, improving the robustness of the connection
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between the cable and the board. The strain reliefs for the cables used on the wearable were procured

in several distributors. However, the reliefs’ dimensions were large enough to require an increase of the

modules’ dimensions just to include these strain reliefs. Therefore, the strain reliefs used in the casings

were manually designed, and printed using a 3D printer, with the exception of the master module. For

the latter, rubber grommets were used, as the casing was large enough to include them.

The garment, plus electronics, weighs around 1130 𝑔. The full system is depicted in Fig. 44. Fig. 45

demonstrates the back and the sleeve of the wearable’s external layer open.

4.3 System’s Development - Software

Along with the hardware of the system, the software part of the system was also reworked on. A

fusion filter was added, and since the low-level processor was altered, its software architecture was also

updated. Moreover, a new block was added - the SDI.

The processing load of the system is divided in two processing stations: the low-level processor, which

is located in the wearable, and the main station which is composed of a personal computer. The software

overview of the system is illustrated in Fig. 46.

Since the designated sensor sampling rates are high, it was necessary to reduce all of the processing

load to a bare minimum, to dedicate its processing power in sampling and sending the sensors’ data.

Therefore, the low-level processor is responsible for sampling the sensors’ data, performing the SDI block,

sending the resulting data, wirelessly, to the main station, and performing the sensors’ calibrations. Fur-

thermore, this processor also enables/disables the vibrotactile motors, through the commands sent by

the main station.

In turn, the main station is dedicated to performing all of the more high-level functions such as per-

forming the joint angles estimation, as well as any other system feature that is to be added in the future.

4.3.1 Low-level Control Unit

The software embedded in the low-level controller can be divided in three parts: the system’s setup,

the main program and the interrupt routine.

The system’s setup covers the initialization of the microcontroller’s GPIO, the timers, the SPI and

I2C peripherals, followed by the initial connection and configuration of the WiFi module. Then, the WiFi

module starts its own network, acting as an Access Point (AP). After the main station connects to the

Atwinc’s network, the initial communication with all 9 IMUs (or the IMUs that were specifically selected

to operate in that session) is followed. Next, a 5-second subroutine is initialized, in which the each

gyroscope’s data is acquired, by starting the timer interrupt subroutine dedicated to acquire the sensors’

data. During this subroutine, the user must be static and adopting the n-pose. After this subroutine, the

timer interrupt is stopped, an the User Datagram Protocol (UDP) socket is initialized and bound to the

selected communication port and to the IP address of the main station. When the controller binds the
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(a) (b)

(c)

Figure 44: Overview of the wearable while closed. a) Front view, b) side view and c) back view.
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(a) (b)

(c)

Figure 45: Overview of the wearable open. a) Rear view and b) side view. In c) the biofeedback system is
absent, to showcase the connections between the modules.

UDP socket, it sends back to the main station the first message, signalizing the start of a data acquiring

session. Lastly in the system’s initialization, the processor waits for the start command sent by the main

station. When it receives this command, the Real-Time Clock (RTC) and Timer_16 interrupt routine are

initialized.
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Figure 46: Software architecture overview.

Themain program is dedicated to the WiFi handler, which is responsible for the WiFi communication

callbacks, and building and sending the sensors’ data to the main station. This block activates after the

initial setup of the system, and it is constantly called in a ”while” loop. The callbacks are triggered

whenever the low-level controller: receives a connection request from the main station, is disconnected

from the main station, sends the first message to the station, receives a command from the station and

binds the UDP socket. In regard to the receive callback, its primary function is to activate/deactivate

the selected motors - the selection of the motors is made by the main station. When the send flag is

high the send block is executed in the main loop. In this block the SDI of the 5 saved gyroscope values

is executed, resulting in an output value at one fifth of the gyroscope’s sampling rate. Furthermore, also

in the send block, the processor builds the message, and sends it wirelessly to the main station. The

message is composed of the concatenation of: the message ID, the RTC timestamp, and each sensor’s

angular velocity, linear acceleration, magnetometer values and temperature.

Lastly, the interrupt routine is a time-based interruption, with an activation frequency of 240 Hz

(frequency defined after the tests performed in the ”System Characterization” section). This block is

initialized the moment the main station sends the start command to the low-level processor. During each

interruption, the controller acquires the gyroscope, and depending on the interrupt, the first, intermediary

or final three sensors are fully read. This partition of the sensors’ reading is done so that the full acquisition

of all 9 sensors is not done in a single interrupt, which would take more time than what the interrupt

frequency could handle. After 5 consecutive interrupt cycles, the program acquires the timestamp

from the RTC, and sets the send flag high.

To guarantee the automatic I2C communication between the processor and the sensors, a subroutine

that analyzes the I2C communication status was implemented. If the communication fails, the processor

will try to reset the failed communication with the respective sensor. If the time this subroutines takes

surpasses the pre-determined timeout value, a mandatory reset is needed. For the user to know that the

system will need to restart, a biofeedback signal was added in which all of the vibrotactile motors activate

for a small amount of time.

The low-level controller software’s architecture is illustrated in Figs. 47 and 48. For the sake of clarity,
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the flowcharts depicting the main and timer programs were separated from the callback flowchart.

Figure 47: Low-level controller’s flowchart for the main program (1) and the timer interrupt routine (2).

Figure 48: Low-level controller’s flowchart for the WiFi module callback routine.
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4.3.1.1 UDP Packet

As previously mentioned, the UDP packet sent by the processing station to the main station is com-

posed by the packet index number, the data of each IMU’s gyroscope, accelerometer, magnetometer

and thermometer, and the message’s timestamp. Each of these values was converted to a fixed length

sequence of bytes, instead of directly converting it into a string which would lead to a message of variable

and bigger size. By having a fixed length message, it is easier to parse the receiving message, and avoids

the use of physical separators in the message which would further increase the length of the message.

This would be followed by a larger time cost associated with the building and sending of the packet, which

could lower the system’s performance in terms of sampling frequency. This resulted in a sending packet

with a fixed size of 249 bytes.

4.3.1.2 Strap Down Integration

SDI is the mathematical process of calculating the rotation, through the integration in relation to time,

of the gyroscope’s values. Through the processing of the resulting values, it is possible to determine the

angular rate of change.

The SDI algorithm, integrated in the XSens products, is designed around the sampling of the gyroscope

and accelerometer data at higher frequency rates - namely 1 kHz. By sampling these values at much

higher rates, the authors claimed that the accuracy of the orientation estimation is more successfully

preserved [154]. This algorithm was validated by estimating the orientation drift, in humanmotion tracking

applications. It was concluded that reducing the SDI frequency lead to an increase in orientation drift.

Furthermore, the authors stated that to accurately measure human motion ”several hundred Hz SDI rates

are needed.”

The SDI block was integrated in this project, although only targeting the gyroscope measurements.

This is due to the fact that the accelerometer is ideally used to correct the gyroscope readings only when

the individual is in a quasi-static state, with the absence of external acceleration [73].

Therefore, to mitigate the effect of the gyroscope’ bias, an SDI block was introduced in this system.

In Fig. 49, an illustration of the SDI’s input and output is illustrated.

Figure 49: SDI block overview.
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However, the SDI block in the low-level processing unit does not output rotations (º) as specified in

[154]. It outputs the estimated angular velocity (º/s) that occurred during 5 consecutive frames. To

execute this estimation, a trapezoidal integration sequence was implemented.

Trapezoidal Integration Trapezoidal integration is defined as the approximation of a curve, through

the division of a curve into several partitions, with each being graphically represented by a trapezoid, as

illustrated in Fig. 50.

Figure 50: Illustration of a trapezoidal approximation of a curve.

The sum of the area of all partitions is afterwards calculated, obtaining an approximation of the area

under the curve, by using the following Eq. 4.1:

∫ 𝑏

𝑎
𝑓 (𝑥) 𝑑𝑥 ≈ 1

2
Δ𝑥 (𝑓 (𝑥0) + 𝑓 (𝑥1)) +

1
2
Δ𝑥 (𝑓 (𝑥1) + 𝑓 (𝑥2)) + ... +

1
2
Δ𝑥 (𝑓 (𝑥𝑛−1) + 𝑓 (𝑥𝑛)) (4.1)

By following the illustration in Fig. 50, 𝑎 and 𝑏 are the first and final x-coordinates points, respectively.

𝑛 is the number of partitions that divide the curve.
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4.3.1.3 RTC setup

The Nucleo-144 STM32H723ZG board has an embedded RTC, that is connected to a 32 768 kHz

external crystal oscillator. This clock respects the calendar format, including the hour:minute:seconds

format. Furthermore, it can count up to the subseconds, which are configurable using the respective

prescaler [155].

The timestamp that is sent to the main station, along with the sensors’ data, should have count up

to the milliseconds resolution, to be easily comparable to the main station’s time stamp which has the

same format.

This clock is configured using two prescalers: an asynchronous prescaler (7-bit prescaler), and a

synchronous prescaler (13-bit prescaler). Using these prescalers, a 1 Hz clock can be obtained to count

the calendar unit. According to the datasheet [155], the formula used by the system to calculate the

calendar domain clock frequency is 4.2:

𝑓𝐶𝐾_𝑆𝑃𝑅𝐸 =
𝑓𝑅𝑇𝐶𝐶𝐿𝐾

(𝑃𝑅𝐸𝐷𝐼𝑉 _𝑆 + 1) × (𝑃𝑅𝐸𝐷𝐼𝑉 _𝐴 + 1) (4.2)

The 𝑓𝐶𝐾_𝑆𝑃𝑅𝐸 is the internal clock that manages the calendar format. 𝑓𝑅𝑇𝐶𝐶𝐿𝐾 corresponds to the

Low-Speed External (LSE) oscilator frequency - 32768 Hz. Lastly, 𝑃𝑅𝐸𝐷𝐼𝑉 _𝑆 and 𝑃𝑅𝐸𝐷𝐼𝑉 _𝐴 are the

synchronous and asynchronous prescaler values, respectively.

For the subsecond domain - subsecond - a different clock is used, which is only configurable using

the asynchronous prescaler. The formula used to calculate the subsecond clock frequency is 4.3:

𝑓𝐶𝐾_𝐴𝑃𝑅𝐸 =
𝑓𝑅𝑇𝐶𝐶𝐿𝐾

𝑃𝑅𝐸𝐷𝐼𝑉 _𝐴 + 1
(4.3)

In which the 𝑓𝐶𝐾_𝐴𝑃𝑅𝐸 is the clock frequency used to count the RTC subseconds. To achieve a

subsecond resolution of a millisecond, a 𝑃𝑅𝐸𝐷𝐼𝑉 _𝐴 value of 1023 was implemented. Next, to configure

the calendar clock frequency to 1 Hz, 𝑃𝑅𝐸𝐷𝐼𝑉 _𝑆 was initialized with a value of 31.

4.3.2 Sensors’ Configuration

The sensors Lsm6Dsox and allow to configure their Output Data Rate (ODR) and Full-scale values.

For the accelerometer and magnetometer, their ODR and Scale was setup at 1.66 kHz and 16 g, and 80

Hz and 16 G, respectively. This was the configuration applied in the previous iteration. Furthermore, the

output with these values was analyzed, whilst the IMU was static, giving out normal values. For the case

of the gyroscope, the same analysis was performed. It was seen that the higher the ODR values, the more

inconsistent were the values acquired from the gyroscope. These values are displayed in Fig. 51.

From Fig.51 it is possible to observe that for 416 Hz of ODR, the system outputs more stable values,

with less variability, while the IMU is static.

For the gyro Full-scale, a bigger value results in a bigger range of values that the sensor can read.

However, the gyroscope’s sensibility is decreased. So a compromise needs to be made, in which we
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Figure 51: Angular velocity static outputs for different ODR configurations.

need sensibility but we cannot saturate the sensor. For this, the values obtained from the experiments

performed by the previous iteration were addressed. Due to reported overflow angular velocity data in

previous iteration’s tests, the full-scale of the gyroscope was selected as 2000 º/s, which is the maximum

available scale value.

4.3.3 Sensors’ Calibration

Before acquiring real data from the IMUs, a calibration step is required to mitigate errors and sus-

ceptibilities present in these sensors. The IMU’s main error sources are the bias and scale factor (hard

iron and soft iron specifically for the magnetometers), which are compensated by pre-defined calibration

routines [64]. Bias is the constant offset between the sensor’s output and the real value. By subtracting

the offset value from the measured data, the bias is removed. Scale factor error is the ratio between

the measured values and the true values. For the magnetometer specifically, Hard iron biases are

constant offsets that originate from unwanted magnetic sources, acting like a bias for the magnetometer.

Soft iron errors are derived from external magnetic fields present in the environment, which affect the

local geomagnetic field [156]. If these error sources are left uncompensated, the data acquisition quality

will be severely compromised.

85



CHAPTER 4. SYSTEM’S DEVELOPMENT

4.3.3.1 Accelerometer Calibration

The accelerometer calibration step is comprised of a bench routine in which each sensor is positioned

statically on a flat surface, in six different orientations, during 5 seconds per orientation [157]. For

each position, one of the sensor’s axis, x, y or z, needs to be aligned with the gravity vector. This is followed

by the acquisition of the maximum and minimum acquired value for each sensor, which are then saved

on the processor’s firmware [145]. In Fig. 52 it is possible to observe each of the defined orientations.

Figure 52: The sensor module positioned in all 6 predefined orientations for the calibration of the ac-
celerometer.

After attaining the maximum and minimum values for each axis, per sensor, Eq. 4.4 is used to

calibrate any future accelerometer measurements:

𝑐𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑒𝑑_𝑣𝑎𝑙𝑢𝑒 =
(𝑟𝑎𝑤_𝑣𝑎𝑙𝑢𝑒 − 𝑎𝑐𝑐𝑚𝑖𝑛) × (𝑜𝑢𝑡𝑚𝑎𝑥 − 𝑜𝑢𝑡𝑚𝑖𝑛)

𝑎𝑐𝑐𝑚𝑎𝑥 − 𝑎𝑐𝑐𝑚𝑖𝑛
+ 𝑜𝑢𝑡𝑚𝑖𝑛 (4.4)

With 𝑐𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑒𝑑_𝑣𝑎𝑙𝑢𝑒 being themeasured data after applying the calibration constants, and 𝑟𝑎𝑤_𝑣𝑎𝑙𝑢𝑒

being the raw measured data. 𝑎𝑐𝑐𝑚𝑖𝑛 and 𝑎𝑐𝑐𝑚𝑎𝑥 correspond to the minimum and maximum value ac-

quired during the calibration routine, respectively. Lastly, 𝑜𝑢𝑡𝑚𝑖𝑛 and 𝑜𝑢𝑡𝑚𝑎𝑥 are the minimum and

maximum range that the sensor can read, which is -16 g and 16 g, respectively. The function illustrated

in Eq. 4.4 is applied for each axis of the accelerometer.
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4.3.3.2 Gyroscope Calibration

The system’s gyroscope calibration is the only on-body sensor calibration procedure implemented in

the system. It is comprised of a five-second period cycle that is activated when the system is initialized.

During this period, the user must be static, and performing the n-pose. While in this pose, the sensors

are assumed to be static, and the system will read the gyroscope data of each IMU, at the same sampling

rate that the system will acquire the same sensors’ data during the normal operation cycle. After the five

seconds passed, the mean of each sensor’s readings is calculated, resulting in their offset. During the

normal operation cycle, the respective offset value, calculated during the calibration cycle, is subtracted

from each subsequent gyroscope reading, in an effort to minimize the system’s bias.

4.3.3.3 Magnetometer Calibration

In contrast to the rest of the sensors, the magnetometer is considered the sensor which are most

essential to calibrate, so that they are usable.

To calibrate the magnetometer, the system was fixed onto a plane cardboard cutout, with all the

sensors laying horizontally. Afterwards, each IMU’s data was acquired sequentially, and continuously

for 60 seconds. Each 60 second session started with a participant pointing the respective sensor’s x-

axis pointing ”North”. Afterwords, the user would rotate the board holding the sensor along each axis

individually. The setup used to calibrate the magnetometer of the MIMUs is illustrated in Fig. 53.

Afterwards, the half-point between the maximum and the minimum acquired measurements is cal-

culated for each axis of each sensor, corresponding to that axis’ hard-iron offset. The respective offset is

then subtracted for each measured magnetometer value.

4.3.4 Angle Estimation

The purpose of this system is to accurately estimate the upper body joint angles of the user. To achieve

this, it was defined that the orientation estimation would be computed using quaternions units, instead of

the Roll - Pitch - Yaw configuration. This is due to the fact that quaternions are not targeted by singularities,

unlike the alternative. The Roll - Pitch - Yaw rotations would however be used in post-processing to facilitate

the orientation interpretation by the user.

4.3.4.1 Fusion Filtering

The selected fusion filter was the SOA ECF, developed by Madgwick [85]. This filter was developed for

embedded systems, leading to a possible increasing autonomy of the portable system, and diminishing

the processing load of the station. Furthermore, it is fairly lightweight, which is ideal, due to the fact

that the filter is to be integrated in a neural network, so more heavier filters, like the Kalman Filters,

were avoided. Moreover, this filter was directly benchmarked against the well-known and established

Gradient-Descent Filter - another lightweight filter - developed by the same author [84], scoring higher in
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Figure 53: Magnetometer calibration setup, with the sensors, processing station and powerbank fixed
onto a plane cardboard.

all performance tests. Compared with the GDA, the ECF has a decoupling mechanism, as the former

cannot decouple the Yaw from Pitch and Roll, meaning that the magnetometer readings can affect the

orientation estimation in Pitch and Roll. In contrast, the ECF assumes that the rotation in each axis is

independent to the other axis. Furthermore, the results obtained in the benchmark tests indicated that

the ECF was able to converge to the accurate angle faster, when compared with the GDA [85].

Moreover, the filter is equipped with a threshold-based system, to avoid magnetic disturbances. This

system is fairly simple: when the sampled magnetometer values fall off the limits of what can be con-

sidered as the interval of values in which the geomagnetic field force can lie on, the sampled values are

discarded, and the filter will only use the accelerometer readings as the world reference.

Filter Description This description is based on the description given by the authors of the ECF [85].

The angle estimation is based on the integration of a rate of change (𝐼𝐺 ¤𝑞) values, resulting in a new

orientation, as described in Eq. 4.5:

𝐼
𝐺𝑞 =

∫
𝐼
𝐺 ¤𝑞 𝑑𝑡 (4.5)
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𝐺 and 𝐼 are the world and IMU reference, respectively, and 𝑞 is the current estimated orientation.

To approximately calculate the rate-of-change 𝐼𝐺 ¤𝑞, the gyroscope values can be used, using the previ-
ous estimated orientation 𝐼

𝐺𝑞 as a reference, as shown in Eq. 4.6:

𝐺
𝐼 ¤𝑞 =

1
2

𝐺

𝐼
𝑞 ∗ [0(𝜔)]𝑇 (4.6)

With 𝜔 being the angular velocity vector [x,y,z].

Since the integration of the angular values is necessary, and the gyroscope is known for having sus-

ceptibilities regarding offsets, the estimated values will be affected by drift. Therefore, to mitigate this

cumulative drift, the accelerometer and magnetometer values are used in the filter to correct the Roll,

Pitch and Yaw, respectively. These sensors’ data are integrated in an error term which is used to correct

the gyroscope value at each step. such that:

𝐺
𝐼 ¤𝑞 =

1
2

𝐺

𝐼
𝑞 ∗ [0(𝜔 − 𝐾𝑒)]𝑇 (4.7)

With 𝑒 being the error term, and 𝐾 its weight. This error term is comprised of two subterms that are

derived from the accelerometer and magnetometer vectors. Both subterms result from the cross product

between the measured vectors - 𝑣𝑚(𝑎) for the accelerometer and 𝑣𝑚(𝑚) and the world reference vectors -

gravity and geomagnetic vectors:

𝑒𝑎 =


𝑥

𝑦

𝑧

 = 𝑣𝑚(𝑎) × 𝐿𝑣𝑟 (𝑎) (4.8)

With 𝐿𝑣𝑟 (𝑎) being the gravity vector in the local body frame, as 𝑣𝑟 (𝑎) is defined by:

𝑣𝑟 (𝑎) = [0, 0,−1] (4.9)

And by applying Eq. 4.10, the reference frame is applied to the local body:

𝐿𝑣𝑟 (𝑎) = 𝑞 · 𝑣𝑟 (𝑎) · 𝑞−1 (4.10)

With 𝑞 =
[
𝑞𝑤 , 𝑞𝑥 , 𝑞𝑦, 𝑞𝑧

]
.

𝐿𝑣𝑟 (𝑎) =


2(𝑞𝑥 ∗ 𝑞𝑧 − 𝑞𝑤 ∗ 𝑞𝑦)
2(𝑞𝑤 ∗ 𝑞𝑥 + 𝑞𝑦 ∗ 𝑞𝑧)

2(𝑞𝑤 ∗ 𝑞𝑤 ) − 1 + 2(𝑞𝑧 ∗ 𝑞𝑧)

 (4.11)

For the magnetic error term 𝑒𝑚, the reference geomagnetic vector, 𝑣𝑟 (𝑚), is represented by the

magnetic west:

𝑣𝑟 (𝑚) = [0,−1, 0] (4.12)
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Followed up by the applying Eq. 4.10 substituting 𝑣𝑟 (𝑎) by 𝑣𝑟 (𝑚) . Leading to:

𝐿𝑣𝑟 (𝑎) =


2(𝑞𝑥 ∗ 𝑞𝑦 + 𝑞𝑤 ∗ 𝑞𝑧)

2(𝑞𝑤 ∗ 𝑞𝑤 ) − 1 + 2(𝑞𝑦 ∗ 𝑞𝑦)
2(𝑞𝑦 ∗ 𝑞𝑧 − 𝑞𝑤 ∗ 𝑞𝑥 )

 (4.13)

Furthermore, due to the necessity of guaranteeing that themagnetic error term is perfectly orthongonal

to the gravity vector, a cross product between the measured magnetic vector and the accelerometer vector

is executed, as illustrated in Eq. 4.14:

𝑒𝑚 =


𝑥

𝑦

𝑧

 = |𝑣𝑚(𝑎) × 𝑣𝑚(𝑚) | × 𝐿𝑣𝑟 (𝑎) (4.14)

Therefore, in an ideal situation the error term is defined as:

𝑒 = 𝑒𝑎 + 𝑒𝑏 (4.15)

This is true when:

𝑣𝑚(𝑚) > 𝑣𝑚(𝑚)𝑚𝑖𝑛 = 24 𝜇𝑇 ∧ 𝑣𝑚(𝑚) < 𝑣𝑚(𝑚)𝑚𝑎𝑥 = 66 𝜇𝑇 ∧ 𝑣𝑚(𝑚) > 0 (4.16)

𝑣𝑚(𝑚)𝑚𝑖𝑛 and 𝑣𝑚(𝑚)𝑚𝑎𝑥 are the minimum and maximum values considered to be the possible values

of intensity of the geomagnetic fields. The magnetic interval values were based on an observation made

by the Portuguese Institute for Sea and Atmosphere [158]. If the measured magnetic values’ norm fall

outside of this interval, then the magnetic measurement is discarded, with the error term being only

dependent of the accelerometer measurements:

𝑒 = 𝑒𝑎 (4.17)

As long as:

𝑣𝑚(𝑚) > 0 (4.18)

Furthermore, in regard to the error term gain, 𝐾 , its value depends on the following conditions:

𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛1 : 𝑇 < 𝑇𝑖𝑛𝑖𝑡 (4.19)

𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛2 : 𝑇 > 𝑇𝑖𝑛𝑖𝑡 (4.20)

With 𝑇 and 𝑇𝑖𝑛𝑖𝑡 corresponding to the current operation time and initialization time. The initialization

time is the period in which the system is considered to be in an initialization mode. If the system is in this

condition - Condition 1 - the filter’s gain can be calculated by:
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𝐾 = 𝐾𝑖𝑛𝑖𝑡 ∗
𝑇𝑖𝑛𝑖𝑡 −𝑇
𝑇𝑖𝑛𝑖𝑡

∗ (𝐾𝑖𝑛𝑖𝑡 − 𝐾𝑛𝑜𝑟𝑚) (4.21)

𝑇𝑖𝑛𝑖𝑡 is the initialization period duration, in seconds, which correspond to 3 seconds. Moreover,

𝐾𝑖𝑛𝑖𝑡 = 10 is the initialization gain. Both of these values were recommended by the implementation of

the filter’s authors.

If the system is operating during Condition 2, then the gain 𝐾 is:

𝐾 = 𝐾𝑐𝑜𝑛𝑠𝑡 . (4.22)

With 𝐾𝑐𝑜𝑛𝑠𝑡 . being a constant value, defined when the filter class is created. This value was defined

as 0.5, which is the recommended value provided by the authors of this filter [85].

This fusion filter was tested with the previous system. In Fig. 54 is depicted the motion tracking

resulted from the ECF, for two uni-joint motions.

(a) (b)

Figure 54: Motion tracking resulted from the ECF for a) elbow flexion and b) trunk flexion.

4.3.4.2 Sensor-to-Segment Calibration

In the new system, a sensor-to-segment calibration routine was added. It is composed of three avail-

able individual calibration routines, which can be selected. Fig. 55 represents the

The manual calibration sequence is based on the use of pre-calculated quaternion rotations on the

sensor data, to correct the sensor orientation in regard to the North-West-Up (NWU) reference frame. This

calibration is not ideal since it is impossible the user places the sensors in the same exact position each

time the system is used, making this calibration sequence inflexible.

The simple static calibration sequence is based on the user maintaining the n-pose while the system is

initializing. During this period, the gravity frame is used to correct the Roll and Pitch of each of the sensors’

data, by using the acceleration data. If the rotation quaternions are know, they are applied to approximate
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Figure 55: Sensor-to-segment calibration overview.

the sensors’ orientations to the world reference frame. Afterwards, the gravity vector is used to correct

the Roll and Pitch of each IMU. In this calibration, the Yaw cannot be estimated, and it it therefore, not

corrected and it is assumed that it is aligned with the world. This method is more flexible in regard to the

manual calibration, but it still presents inflexibility on the Yaw axis, being dependant on the pre-calculated

quaternion rotations.

Lastly, the magnetic static calibration uses the gravity vector to correct the Roll and Pitch of the

sensors’ data in regard to the world reference, and also the magnetic north to correct the Yaw, using the

magnetometer’s data. Since it covers all three axis, it is not dependant on the manual quaternion rotations,

and therefore does not apply them to the sensors’ data. This calibration sequence assumes that the user

is performing the n-pose while perfectly aligned to the magnetic north. This may be somewhat difficult

to perform, so optionally the rotations of all sensors can be aligned with the Yaw of one reference sensor.

This is the most flexible calibration sequence.
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Results & Discussion

5.1 System Characterization

Several validation bench tests were executed to evaluate if the system conforms with the designated

technical requirements. Furthermore, the wearable’s physical characteristics, namely its weight and the

dimensions of the different units, is also addressed, since one of the goals was towards the system’s

miniaturization.

5.1.1 System Timings

To guarantee that the processing unit was able to handle the system’s timing requirements, as to

not compromise the real-time nature of the prototype, the different processes were analyzed in the os-

cilloscope. All of the systems processes regarding the reading of the IMUs data and the processing and

dispatch of the data to the main station were analyzed using an oscilloscope. To do this, before each

respective process, a GPIO pin was set to HIGH before its immediate execution, and then set to LOW im-

mediately afterwards. The biggest restriction for the system’s sampling frequency and output frequency is

the time cost regarding the two main active algorithm blocks during the system’s operation: the sending

block, and the interrupt block.

The sending block is composed by the SDI block, building and sending of the package, and the WiFi

module event handler. Each of these processes were analyzed individually, and compared against the

total duration of the sending block. Fig. 56 displays the time required for each of the sending block’s

processes, and for the entire sending routine.

To verify about the time needed for the processor to execute the SDI and the package building function,

they are presented individually in Fig. 57.

From Fig. 56, it is possible to observe that the entire sending sequence is mostly occupied by the

sending function. The entire sending routine takes about 1,58 ms, and the sending function around

1.55 ms. With the disabling of the UDP sending event, the WiFi handler does not contribute to the

processing load. Furthermore, from Fig. 57 it is possible to conclude that the building of the data package
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(a) (b)

(c)

Figure 56: Duration time of each of the sending block functions (yellow), with the total block time duration
displayed as comparison (blue). a) SDI, b) building of the package and c) sending function.

(a) (b)

Figure 57: Duration time of the a) SDI and b) package building.

takes around 20 𝜇s to execute, presenting almost no computational load. Lastly, the SDI block needs

approximately 35 𝜇s to be performed.
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5.1.1.1 Interrupt Time

The interrupt subroutine is comprised of at least all of the sensors’ angular velocities readings. Further-

more, during an interrupt, three of the sensors’ accelerometer, magnetometer and thermometer values

can also be acquired. These are the most time-consuming processes of the interrupt routine. For means

of comparison, both the timings required for one gyroscope reading, as well as all 9 gyroscope readings,

are depicted in Fig. 58. Furthermore, also in Fig. 58 is showcased the time needed for the acquisition of

three of the sensors’ accelerometers, magnetometers and thermometers.

(a) (b)

Figure 58: Duration time of the a) SDI and b) package building.

From Fig. 58, the time needed to acquire the data of one IMU’s gyroscope can be observed, which

is close to 250 𝜇s. From the same figure, it is also possible to conclude that approximately 2.25 ms are

needed to acquire all of the gyroscopes’ data. Moreover, to acquire the accelerometer, magnetometer

and thermometer data of one IMU and all of the IMUs, approximately 600 𝜇𝑠 and 1.8 𝑚𝑠 are needed,

respectively.

To evaluate the real period of each interruption, the process to read all of the gyroscopes and three

of the IMUs’ accelerometer, magnetometer and thermometer was visualized. In Fig. 59 the result of this

test can be observed.

From Fig. 59, it is possible to determine that the processing system takes about 4.1 ms to success-

fully acquire all of the gyroscopes’ data, including the data of three accelerometers, magnetometers and

thermometers. For a frequency of 250 Hz, each interrupt would need to be inferior to 4𝑚𝑠 worth of

processing time to safely acquire the data at a constant frequency. For 240 Hz, the interrupt period is

equivalent to ≈ 4,17 ms which is approximate to the real interrupt’s period. This was selected as the

maximum sampling frequency of the system.

After changing the values of the sampling frequency, the duration of all consecutive interrupt times

was analyzed. Fig. 60 displays the time (in milliseconds) it takes to perform a cycle of 5 consecutive
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Figure 59: Overview of the time needed to perform the reading of all gyros (yellow) and of three IMUs
(blue) in an interrupt cycle.

interruptions, with the sending block total time being displayed aswell, to guarantee that it can be executed

in each of these cycles.

Figure 60: Overview of the time of the interrupt cycles (blue) and the sending block (yellow) between 5
interrupts.

The data acquired from these tests allowed to conclude that the system was not able to consistently

sample the IMUs’ data at a frequency higher than 240 Hz, with an output frequency of 240 / 5 = 48

Hz. This output frequency is still above the minimum requirement of 35 Hz which is the frequency of the
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control algorithms in the Human-robot collaboration framework that will integrate this system. Through

these results, we can conclude that in a 1-second window, the Atwinc1500 is operating in the sending

mode during 48 × 1 × (1550 × 10−6) = 0.0744 s. The rest of the time, the module is mostly

operating in standby mode, which is approximately 1 − 0.0744 = 0.9256 s, in a 1-second window. With

the respective power consumption in each operation mode, one can extrapolate that the WiFi module

consumes around (0.0744 × 268 + (380 × 10−3) × 0.9256) × 8 ≈ 162.33 mAh in an 8-hour

session [153].

5.1.2 Distance Tests

One of the requirements for the system is the guarantee that it can safely operate at a range of

distances from the wearable processing unit to the main station. The test was performed in an open-

spaced room, with no obstacles, and lack of electronic interferences. In fact, the app ”WiFi Analyzer”

was used to identify the existing networks and available channels in the room where the experiments took

place. From the app, it was possible to observe that 11 channels were available, and 6 WiFi networks were

operating in the room. A personal laptop running Ubuntu in VMware (VMware, Palo Alto, USA) was used

as the main station. To perform this test, the system was fixed on a planar table which was then placed

on several marks which represented different distances in regard to the main station. The distances were

0.5, 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0 and 8.0 m. The last value was the maximum distance possible in

the room without physical obstructions. The evaluated metrics were namely the real system’s frequency,

the percentage of corrupted packages and of packet loss and the Round-Trip Time (RTT). The RTT was

tested individually in regard to the other metrics. The different metrics were computed as the mean (and

standard deviation) of all the trials per distance. For each distance, 3 trials were conducted, with 5 minutes

per trial. Table 12 and Fig. 61 displays the overall communication results obtained for each distance.

Table 12: Influence of the distance between the main station and the low-level processing unit on the
wireless communication performance.

Distance
(m)

Frequency
(Hz)

Packet loss
(%)

Data Corruption
(%)

RTT
(ms)

0,5 48,50 (± 0,91) 0,00 0,00 35,37 (± 8,05)
1 48,45 (± 0,96) 0,00 0,00 33,38 (± 6,85)
2 48,49 (±0,96) 0,00 0,00 33,50 (± 7,10)
3 48,48 (± 0,94) 0,00 0,00 33,44 (± 6,56)
4 48,47 (± 0,94) 0,00 0,00 34,33 (± 7,98)
5 48,20 (± 2,67) 0,46 0,00 33,32 (± 6,49)
6 48,11 (± 4,11) 0,65 0,00 34,21 (± 7,22)
7 48,49 (± 1,14) 0,02 0,00 33,41 (± 6,58)
8 48,43 (± 1,79) 0,09 0,00 34,38 (± 6,96)
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Figure 61: Real sampling frequency and packet loss in regard to the distance between the main station
and the processing unit.

From Table 12, it is possible to observe that, for all distances, there was no presence of data corruption.

Furthermore, the obtained sampling frequency was largely stable throughout all of the tests, reaching a

maximum of 48.50 Hz at a distance of 0.5 m, and a minimum of 48.11 Hz. Regarding the packet loss,

it was observed that it was null up until the 5 m of distance between the main station and the processing

unit. The packet loss reached a maximum value of 0.65 %, for a distance of 6 m.

To obtain the system’s RTT in these tests, a 249 byte word (simulating a real data message during

the system’s normal operation) was sent from the main station to the processing unit. Afterwards, the

processing station would then re-transmit this message back to the main station. The time it took to send

and receive back the ping message was then then acquired, resulting in the RTT value. The RTT is not

equivalent to the system’s latency, since latency addresses the one-way communication delay. To estimate

the system’s latency, we divided the resulting RTT values by 2, and removed the sending function time

duration, which was determined in the ”System Timings”, since the size of the message correspond to the

same 249 bytes. By doing this, the approximated latency values obtained for the maximum and minimum

acquired averaged RTT results, correspond to approximately 17,32 ms and 16,3 ms, respectively. These

values are in accordance with the latency requirements, which determined that, ideally, the latency of

the system should be inferior to 19 ms. However, the resulting standard deviation values were relatively

substantial, reaching a maximum of 8,05 ms at a distance of 0.5 m from the main station.

When comparing the system’s wireless communication performance with the previous model [29],

it is possible to conclude that the former achieves a much more stable wireless communication setup.
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Since the previous iteration was not tested for more than 4 meters, it is impossible to make a full distance

comparison. In terms of packet loss, the previous version constantly showed a packet loss prevalence

> 1.5 %, reaching a maximum of 3.4 % at a distance of 4 m. In turn, the newer version was improved in

this aspect, not having any packet loss at low distances (lower than 4 meters), and achieving a complying

packet loss value of 0, 65 % at 6 m. This value is inferior to the 1 % defined, conforming with the packet

loss requisites. The prevalence of data corruption was 0 % in both systems, and the stability of the

packet dispatch frequency was superior in the new iteration, for different distances. The obtained values

are in conformity with the specified technical requirement for each analyzed distance. Regarding the

obtained latency values, it is not possible to make a fully objective comparison between both systems,

since the latency measurement method was different, so no conclusions can be assessed for this metric.

Nevertheless, the estimated latency for the current system was consistent between the different analyzed

distances. Ideally, the system’s latency should be measured with a real-time clock synchronized with

the world’s real-time clock at a millisecond resolution, which is possible on the main station. However,

this alternative was deemed not possible, or at least extremely complicated to integrate into the STM

processing unit, due to the C libraries regarding the real-time clock not being entirely compatible with the

STM programming framework. Nevertheless, the obtained estimated latency values were between 17,32

ms and 16,3 ms, which conform with the ideal requirement of 19 ms.

5.1.3 Interference Tests

To infer the effect of obstructions like walls and other wireless interferences on the wireless commu-

nication performance, namely on the sampling frequency, packet loss, data corruption and latency, a test

protocol was devised. In this protocol, the main station and the processing unit were separated by 0.5

m, with a 0.35 m thick concrete wall in the middle of both units. Three 5 minutes trials were performed,

with the processing unit static on a table. Along with the wall, the environment where the tests were per-

formed had a much higher level of wireless interference. Through the use of the app WiFi Analyzer, it was

possible to verify that 31 networks were operating in the room, accounting for a much larger interference

level, compared with the previous tests. The results obtained from this test are displayed in Table 13, as

well as the result obtained from the tests ”Distance Tests”, for 0.5 m of distance to serve as comparison.

Table 13: Influence on the interference of walls and other wireless interferences on the wireless commu-
nication’s performance.

Interference
Frequency

(Hz)
Packet loss

(%)
Data Corruption

(%)
RTT
(ms)

W/ Wall 48,38 (± 1,51) 0,06 0,00 33,67 (± 8,03)
W/o Wall 48,5 (±0,91) 0,00 0,00 35,37 (± 8,05)

It is possible to observe from Table 13, that a rise in packet loss of around 0.06 % was obtained in

the interference test, in regard to the previous test, for the same distance between the main station and
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the processing station. The rest of the performance metrics seem to have maintained regardless of the

exterior interferences. This leads to the conclusion that the interference originated from the obstruction

of a concrete wall did not significantly affect the performance of the wireless communication setup. This

leads to the conclusion that, in the context where the tests were performed and for a distance of 0.5 m

between both processing stations, the system conforms with the predefined technical requisites. Once

again, the results obtained suggest that the wireless communication performance of the new system was

significantly improved compared with the previous version of the Ergowear.

5.1.4 Power Supply Influence

The battery autonomy of the new iteration was tested in two different situations. The first one was with

the system operating in monitoring mode, i.e., with the system solely acquiring and sending data to the

main station. The second one was representative of the biofeedback mode, i.e., with the system operating

in by activating/deactivating the vibrotactile motors in a 1 second period, in addition to the monitoring

mode. Both tests consisted of a data acquiring session, which ended when the battery of the power supply

would run out. Furthermore, the packet loss, percentage of corrupted data and the acquired frequency

was analyzed after each hour, to analyze the influence of the input voltage on the WiFi communication

robustness. The system was setup on a table, with a distance off 0.5 meters between the processing unit

and the main station. Table 14 displays the autonomy duration, in hours, of the system, in each test.

Table 14: Autonomy tests results.

Trial Autonomy (h)
Monitoring mode 23h30
Biofeedback mode 15h30

In Table 14 it is possible to verify that the system was able to achieve 23h30 of autonomy while only

reading and sending data to the main station, and 15h30 while performing the tasks of the previous trial

and also activating/deactivating the vibrotactile sensors in a 1 second period.

Regarding the system’s autonomy, as seen is Table 14 the current version of the wearable was suc-

cessful in reducing the wearable’s current consumption significantly. The previous iteration was not able

to operate in monitoring mode for 8 hours straight with a 13400 mAh power supply, reaching a maximum

of 7h20 of autonomy. In contrast, the new system was capable of surpassing this requisite, reaching

23h30 with the same power supply, which leads to a lower power consumption. This also leads to a

possibility in miniaturizing the power supply unit, in dimensions and weight. Furthermore, this increase

in energy efficiency results in reduced heat accumulation, also increasing the overall wearability of the

system. Moreover, it was possible to observe that the wireless communication between the main station

and the low-level processing unit is stable overtime, and overall unaffected by the power supply’s charge

100



5.1. SYSTEM CHARACTERIZATION

and voltage, which guarantees that the system conforms with the technical requirements for the duration

of an 8 hour operating session, as displayed in Fig. 62.

From this test, it is also possible to extrapolate the current consumption of the system during moni-

toring mode, which is displayed in Eq. 5.2:

𝐶𝑢𝑟𝑟𝑒𝑛𝑡 = 14300/23, 5 = 570, 21𝑚𝐴 (5.1)

Which, in a period of 8 hours, corresponds to approximately 4561,68 mAh.

The same process was applied to estimate the current consumption during feedback mode:

𝐶𝑢𝑟𝑟𝑒𝑛𝑡 = (14300/15, 5) ∗ 8 = 922, 58 ∗ 8 = 7380, 65𝑚𝐴ℎ (5.2)

From these results, it is possible to conclude that the current power supply is overdimensioned,

in terms of capacity, for the current system. Therefore, to reduce the system’s total weight and the

unit’s dimensions, a new power supply with reduced capacity can be integrated into the wearable. The

proposed powerbank is the Bluehive 5300 mAh with 88x41x21 mm (75768 mm3) and 120 g. In

comparison with the previous powerbank, a reduction in weight and dimension of around 53,8 % and 52,6

%, respectively, is concluded for the power supply unit. Although the capacity of this powerbank would not

be able to perform an 8 hour session with the feedback motors activating every 1 second, it is more than

adequate for the monitoring operation mode of the system. Since the motors are not activated periodically

but only to correct the user’s posture, they are not expected to consume a lot of the system’s current.

Even so, a second powerbank of the same type can be used to substitute the drained one.

Furthermore, the first autonomy test, which was executed whilst in monitoring mode, also served to

test if the wireless communication setup is stable along the operation time. These metrics, namely mean

sampling frequency, packet loss and data corruption were analyzed after each hour of operation time.

The test was performed in the same environment as the ”Distance Tests”, with lack of electromagnetic

interference, and with a distance between the processing unit and the main station of 0.5 m. The results

obtained from this test are displayed in Table 15. Fig. 62 gives an overview of the real sampling frequency

for each hour of operation until the STM powers down.

From Table 15 and Fig. 62, it is possible to observe that the system did not present any packet loss

data corruption along the 23 hours of operation. Moreover, the system’s sampling frequency maintained

largely constant during the session, revolving around the 48,55 ms, reaching a maximum of 48,60 ms

in the 2nd hour of operation, and a minimum of 48,51 ms. From this, we can conclude that the system

is capable of consistently operate for 8 hours straight, at least at a close distance in regard to the main

station. Furthermore, it is relevant to refer that the values for the packet loss, sampling frequency and

data corruption maintained within the specified requirements, for the total duration of the tests.
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Table 15: Real sampling frequency, in Hertz, packet loss, in %, and Data corruption, in %, of the wireless
communication setup vs. time, in hours.

Time
(h)

Frequency
(Hz)

Packet loss
(%)

Data Corruption
(%)

1 48,58 (±0,75) 0,00 0,00
2 48,60 (±0,73) 0,00 0,00
3 48,59 (±0,74) 0,00 0,00
4 48,59 (±0,74) 0,00 0,00
5 48,58 (±0,75) 0,00 0,00
6 48,58 (±0,75) 0,00 0,00
7 48,58 (±0,75) 0,00 0,00
8 48,57 (±0,76) 0,00 0,00
9 48,57 (±0,75) 0,00 0,00
10 48,57 (±0,76) 0,00 0,00
11 48,56 (±0,77) 0,00 0,00
12 48,56 (±0,77) 0,00 0,00
13 48,56 (±0,77) 0,00 0,00
14 48,56 (±0,77) 0,00 0,00
15 48,55 (±0,78) 0,00 0,00
16 48,52 (±0,80) 0,00 0,00
17 48,51 (±0,82) 0,00 0,00
18 48,52 (±0,81) 0,00 0,00
19 48,52 (±0,80) 0,00 0,00
20 48,52 (±0,81) 0,00 0,00
21 48,52 (±0,81) 0,00 0,00
22 48,51 (±0,82) 0,00 0,00
23 48,51 (±0,82) 0,00 0,00

5.1.5 System Hardware and Physical Comparison

The current Ergowear version was compared in terms of hardware and physical properties with the

previous iteration and the XSens Link, which is the wired version of the XSens MVN line [123]. The result

of this comparison are displayed in Table 16.

Analyzing the components individually, following the information illustrated in Table 16, it is possible

to observe that the current system weighs 124 g less than the previous iteration. This corresponds to a

decrease of around 10 % in weight. However, the current system does not fully conform to the wearable’s

weight requirement, which corresponds to 1 kg. It is important to note that most of the wearable’s weight is

close to the user’s centre of mass (hip area), and uniformly distributed in that area, being more comfortable

to the user. Moreover, both the power supply unit and processing unit can be miniaturized. Due to the

oversized capacity of the battery unit, the proposed alternative can reduce the weight of the wearable
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Figure 62: Real sampling frequency vs. operation time.

Table 16: Hardware comparison between the previous iteration of the ergowear with the current one, as
well with the XSens Link.

Category Previous Current MVN Link

W
ei
gh
t(
g)

Intermediary
Modules

19 15
10

Extremity Modules 11 12
Master Module 210 189 150
Power Supply 260 137 -
Wearable 356 399 485
Full System 1254 1130 1130

D
im
en
si
on
s
(m
m
) Intermediary

Modules
45 x 35 x 19
(29925 mm3)

52 × 22 × 13
(14872 mm3)

36 x 24.5 x 10
(8820 mm3)

Extremity Modules
31 x 35 x 19
(20615 mm3)

41 × 22 × 13
(11726 mm3)

Master Module
95 x 73 x 45
(312075 mm3)

146 × 92 × 37
(496984 mm3)

160 x 72.5 x 25
(290000 mm3)

Power Supply
100 x 80 x 20
(160000 mm3)

100 x 80 x 20
(160000 mm3)

-

Current Consumption (mA) 1 827,27 570,21 305,26

to around 1 kg, respecting the weight requirement. Also, the processing unit is composed by a

development board and a custom-made PCB on the bottom. Ideally, this processing unit plus the contents

on the PCB would be integrated in the same PCB, reducing its dimensions and weight. Specifically, for the

sensor modules, the new iteration presented a reduced 4 g weight for the intermediary modules, which

presents a 21 % in weight reduction. Nevertheless this weight can be further reduced, as observed from
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the XSens Link MTx sensor weight. This weight value can be further improved by removing the screws

and bolts used to close the casings. Although these components are a solid and robust solution to close

these casings, they present a total weight of around 2 g, respectively. As an alternative, snaps can be

used, dismissing the use of exterior parts to close the casings, whilst maintaining the accessibility of the

interior. In terms of dimensions, the new modules are significantly smaller, presenting 14872 mm3 for

the intermediary modules and 11726 mm3 for the extremity modules. When compared with the previous

version (29925 mm3 for the intermediary modules and 20615 mm3 for the extremity modules) a reduction

of around 50 % of size was achieved. Furthermore, a significant reduction of height was achieved, which

is the most valuable dimension regarding wearable system [143]. However, the XSens Link counterpart

presents smaller dimensions in all sides except in width, having 8820 mm3. To further reduce the current

sensor modules’ dimensions, the sensor’s board should be custom-made and not a breakout board.

Furthermore, the height of the intermediary modules is limited by the integrated strain reliefs, which in

turn were dimensioned by the cabling diameters. The extremity modules have the same height of the

intermediary counterparts due to standardization, so they could be made smaller.

Regarding the power supply, no information could be gathered from the XSens Link’s battery. Com-

paring the current iteration with the previous one, the power consumption was reduced by more than three

times in regard to the previous model’s value, without counting the vibrotactile motors. This was made

possible specially due to the effective change in processing unit. Nonetheless, the MVN Link consumes 46

% less than the Ergowear. Therefore, improvements can be made in order to reduce the Ergowear current

consumption. This could be tackled specially in the processor’s unit strategy. An alternative could be the

integration of Application-Specific Integrated Circuit (ASIC) units in each of the sensor modules, that would

be dedicated in performing the SDI block for the respective sensor, being a more energy efficient instead

of using the host processor to execute this block [154]. This would also reduce some of the computational

load of the main processor, which would receive the data at a much less rate, and be responsible for only

performing the sensors’ calibration, and sending the data to the main station. This leads to the selection

of a more low-budget, and not so high performance processor, which could miniaturize the processing

unit. Furthermore, this strategy could lead to a higher sampling frequency to acquire more detailed data,

namely from the gyroscope, possibly reaching the stipulated 1000 Hz used by the XSens [123].

Moreover, regarding the suit’s weight, it is possible to observe that in the new iteration weights 43 g

more than the previous version. Nevertheless, it is ≈ 18% lighter than the XSens version.

In terms of the wireless communication performance, except for the prevalence of packet corruption,

which is null in both systems, and the latency, which is around the same value for both iterations, the new

version achieved better results in all metrics, in the performed tests. This was namely in terms of packet

loss and sampling frequency consistency. Moreover, the new system corrected some limitations of the

previous system, such as the fact that it did not conform fully to the packet loss rate requirement, accepted

for the past version [29]. The values obtained for the previous system are described in [29]. This leads

to the conclusion that the wireless communication setup in the new iteration is a direct improvement in

regard to the previous one.

104



5.2. USABILITY VALIDATION

Lastly, the assembly of the wearable led to a cost of around 400 €, excluding the suit, which was

produced and custom-made by Clothius, and the powerbank. This is lower than the price standard setup

by the work in [63], which inspired to define the cost requirement regarding the wearable. Furthermore, it

is a low-budget alternative to the commercial systems described in the State of Art, in which the cheapest

commercial costed 2399 €, belonging to the Perception Neuron. The most expensive MoCap analyzed was

from AiQ Synertial, costing 10650 €. Therefore, this current version of the Ergowear can be considered

low cost, which may ease its future mass production and accessibility in the industrial world, for daily use.

5.2 Usability Validation

9 healthy volunteers (5 male, 4 female, 65,5 ±10,0 kg, 169,4 ±7,8 cm) participated in the wearable’s

ergonomic testing. The tests were comprised of a combination of simple joint movements, namely: (i)

crossing both arms; (ii) trunk flexion/extension; (iii) trunk rotation; (iv) trunk side-bending; (v) neck flex-

ion/extension; (vi) neck rotation; (vii) neck side-bending; (viii) arms stretching at the front, up, and back;

(ix) shoulder rotation; (x) wrist rotation; (xi) wrist flexion/extension; (xii) wrist ulnar/radial deviation. Fur-

thermore, each participant jumped with the suit, and lastly, made a motion where a box would be picked

up from the floor, and placed on top of a table after the participant would reach as high as possible with

the box. Each motion was repeated three times, per participant. Fig. 63 showcase several movements

performed by different participants in this test.

In another trial of this test, each biofeedback motor was individually and randomly activated, with

the participant having to identify the location where the vibrotactile was operating. After the tests, each

volunteer answered anonymously a custom-made usability questionnaire, based on the SUS template.

For each of the questions, the user needed to answer on a scale of 1 to 5, 1 for ”Strongly Agree” and 5

for ”Strongly Disagree” what the user perceived from the tests. The results from the questionnaire are

showcased in Fig. 64. In turn, Fig. 65 showcase the results regarding the motors sensing tests.

From Fig. 65 it is possible to observe that all 9 participants felt each biofeedback motor in the

respective area, with the exception of the lumbar motor. For this motor, only five of the participants

reported that they felt it clearly, with two having a more neutral opinion, and the other two reporting that

they did not feel it, or at least did not feel it clearly.

Moreover, for 5 of the participants, the wireless communication was established, in a trial of 5 minutes

which encompassed the ergonomic test’s motions. This served to analyze if the system failed the I2C

communication during the tests. It was observed that for the first subject, the communication with the

IMU on the right hand failed. After the test, it was observed that inside the connector the cable shielding

broke from the weld and was short-circuiting with the power supply conductor. This was corrected, and the

weld was reinforced. For the rest of the tests, there was no other communication failure with the sensors.

Regarding the usability tests, this system was seen as a direct improvement regarding the previous
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(a) (b)

(c) (d)

Figure 63: Movements performed by users during the ergonomic tests. a) Trunk flexion, b) wrist flexion,
c) crossing arms and d) placing the box on top of the cabinet.

system. From the test results, it is possible to observe that it was generally well accepted by the partici-

pants, whether be it aesthetically or in terms of comfortability. The participants did not report any heat

accumulation in the suit, which is ideal. Furthermore, they did not feel like they were restricted of moving

the upper body joints and reaching their maximum ROM, with the exception of one participant. Moreover,

most of them reportedly felt like the suit’s textile was comfortable, and that they would be confident to

wear it in public. Although, to test the suit’s usability for a 8-hour working cycle, a validation in an in-

dustrial context needs to be performed, with real workers, to obtain more accurate results. Nevertheless,

this general acceptation of the wearable itself points towards its high standard in terms of usability and

wearability.
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Figure 64: Sytem’s Usability questionnaire answers.

Figure 65: System’s Biofeedback questionnaire answers.
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Although the current system was overall well accepted by the participants, as the questionnaire results

suggest, it still presents some limitations. One of the downsides of the suit is the lack of sleeve stretching,

which led to resistance in the thumb’s support textile on the hand. This in turn led to some cases where

the user felt some minor pain or felt uncomfortable on the hand. This was more prevalent in the male

participants, namely the ones which had broader shoulders. This aspect of the suit was addressed during

the wearable’s development phase. Nevertheless, the lighter mesh present on the shoulder area could be

made even less dense, or its area can be increased. Furthermore, it was concluded that the reason for

this inconvenience can be directly associated with the textile around the thumb. This part of the suit will

need to be redesigned, and corrected. A possible solution is the use of a lighter and more elastic mesh in

that area, such as the one used on the shoulder and elbow joint, which will lead to less pressure on the

thumb.

In terms of the biofeedback operation mode of the wearable, it is possible to observe that all of the

participants successfully felt the motor vibration in the respective area. However, it seems that the lower

back motor was systematically less clearly felt compared with the rest. This was due to the curvature of

the lower back, which is generally more notable in female users. Adding to this, the waistband that was

added to compress the back of the suit’s textile, fixing the lower back sensor and motor to the user’s body,

did not compress the latter due to the sensor module being much bigger, accumulating all of the pressure.

Still addressing the biofeedback system, it was observed that the motors in each of the respective pockets

were not completely fixed, and after some movements or being used for some time, they would fall out

of the pockets. A more compressive strategy needs to be addressed. The use of openings in the suit,

with the motor making direct contact with the user could be addressed. However, the motors heat up

significantly during operation, which could make the user uncomfortable after long periods of time. One

possible solution is the use of a closed channel at the entrance of the socket. The entry of the motor

would need to be forced, but it would guarantee that the motor would be stuck in the pocket. Alternatively,

glued velcro patches that stick to the textile could be applied to the back of the motors. These were the

main limitations reported for the wearable.

Other observations were also reported regarding the usability of the system. It was reported that some

users felt uncomfortable to sit while wearing the wearable, since they were afraid to damage the electron-

ics. The only way considered to overcome this limitation is to alter the position where the powerbank

and the processing unit are positioned. They would still need to be positioned symmetrically in regards

to the user’s spine, as to balance the weight of the wearable. Therefore, the other alternative would be

to position these units a little higher on the suit. This however would lead to the fact that their weight

would be more felt by the user, as they would be away from the user’s center of mass, which is around

the hip area. Secondly, people that did not use clothes with collar felt the front zip scratching the skin.

This can be easily corrected by using a cover on he interior of the zip. Furthermore, some participants

reported, during the tests, that they felt the lower back cable. Ideally, none of the wearable’s electronics

would be felt by the user. This is due to the high rigidity of the selected cables used on the intermediary

modules. These were deemed not ideal since their selection. But due to lack of material in stock, they
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were selected. The proposed solution would be to select 6-wired, with 28-32 AWG, less than 4 mm of

diameter, with shielding, and with an outer jacket of silicone, cables.

Lastly, it was observed during the usability tests that the sensor pockets successfully fixed the sen-

sors’ orientation and position in regard to the attached anatomic segment. This can also be due to the

connection setup developed for this system, in which the cable connectors are present in the middle of the

anatomic segments, and not in the sensor modules. Therefore, as previously stated, the oscillation of the

cables lead to the oscillation of the connectors, but since the connectors are separated from the sensor

casings, they do not affect as much the sensors’ orientation. Moreso, the waist band added to the final

version of the wearable was able to push and fix the lower back sensor onto the user’s skin successfully,

compressing that area, which the previous iteration was unable to do.
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6.1 Conclusion

The high incidence of Work-Related Musculoskeletal Disorders (WRMSDs) in the industrial environment

leads to not only a high economic impact in the EU economy, as well as a significantly high impact on

the health of the workers, leading to possible lifelong impairments, or anticipated retirements. Therefore,

several tools were developed to mitigate the prevalence of these disorders in the workplace. Currently, the

use of inertial MoCap technology is being heavily investigated to serve as a direct ergonomic assessment

system. Furthermore, with the idealization of the new 5.0 industry wave, a rise of interest in the collabo-

ration between robots and the human worker is being observed. For this type of relation to exist, the robot

needs to be aware of the worker’s intention, which can be achieved through a MoCap data framework.

Chapter 2 consisted of a review of the SOA concerning the existing wearable, inertial MoCap systems,

with a special focus on fusion filtering algorithms, STS calibration sequences and a hardware and textile

configuration overview. It allowed to identify the benchmark limitations regarding the accuracy of several

inertial systems, due to the lack of standard protocols. Furthermore, this review help selecting the fusion

filter, the calibration procedure and the type of sensors used, as well as the basis for the garment. This

review of the SOA was the first step of the conceptualization of the new system.

This dissertation revolved around the development of a new iteration of an inertial upper body MoCap

system, that was built upon on a previous model that is described in [29]. It was developed in accordance

to the functional, usability and technical requirements defined in Chapter 3. The first part of this work

revolved around testing the previous iteration, identifying its downsides and consequently correcting them.

It was concluded that during the execution of several trials with the previous iteration, the system had clear

limitations regarding sensor fixation, usability and wearability, and cabling. Furthermore, it didn’t present

a fusion filter, or STS calibration routine. Therefore, to develop the new version, a user-centred design

approach was implemented, in which each addressed strategy was followed to correct and improve the

previous system’s limitations. Moreover, the SDI block was added.

Chapter 4 describes the development process of the new version, from the garment’s design, hardware

units, and firmware and software, leading to the construction of a prototype. The garment is based on a
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body suit, made of a tight-fitting, and elastic textile, to allow freedom of movement, high level of comfort,

and the fixation of the sensors to the skin of the user. Several aspects of the garment were considered

to compensate for the limitations of the previous system. Regarding the hardware, new low-cost sensors,

with less bias than the previous ones, were selected. Another reason to select these sensors was due to

the connectors they integrated, which allowed the use of a wire-to-board type of connection, leading to the

connection between modules being made on the anatomical segments, avoiding the cable movements

of interfering with the sensor modules, and the development of external PCBs dedicated to integrate the

connectors, which would lead to a rise in the modules’ dimensions. The processing unit was also altered,

to reduce the current consumption of the system and improve the sampling frequency as well, in order to

be able to perform the SDI. A WiFi communication setup, using the WiFi module as an AP, was established

between the processing unit and the main station, through an UDP communication protocol, capable of

sending data both ways.

Chapter 5 revolved around the validation of the new system in regard to the specified requirements,

described in Chapter 3. Regarding the validation of the new hardware, firmware and textile, it is possible

to conclude that it fully conforms with the specified technical and usability requirements that were targeted

for validation, at least in a controlled environment. In terms of the wireless UDP communication setup, it

was proven that, in the tested conditions, it is stable in terms of distancing and duration, namely in packet

loss, latency, sampling frequency and data corruption. It was seen that the UDP communication setup

had reduced performance with higher distances, namely starting from 5 meters between the station and

the processing unit. However, its reduction in performance is negligible. In regard to the ”Power Supply

Influence” test results, it was concluded that the system maintains its communication characteristics

throughout long sessions, leading to its proven stability for an 8 hour working session. Furthermore, its

autonomy in two different conditions - monitoring mode and biofeedback mode - was also ascertained,

surpassing the expected 8 hours requirement by a large margin. Therefore, an alternative powerbank,

with less capacity and weight, was proposed, to miniaturize the power supply unit, leading to a higher

usability for the wearable. Nevertheless, a validation in the industrial context, which provides a more

accurate representation of the system’s future operation, needs to be addressed. Moreover, the usability

part of the testing needs to also be performed with industrial workers, as they will be the target users

for this system. For the garment of this new version, focus was dedicated in its design, which led to a

wearability improvement of the system. One of the majors improvements revolved around its aesthetic,

whether from the garment itself, as well as the covering of the wearable’s hardware. Lastly, a comparison

between the current version, and the previous one was assessed, with the current system being a direct

improvement regarding the hardware, and usability. A reduction of the packet loss was systematically

seen in each of the tests. This leads to the conclusion that the new system presents much higher wireless

communication performance, to the best of the author’s knowledge. Moreover, in terms of hardware,

each of the units that compose the wearable was successfully miniaturized and improved, whether being

in terms of usability or energy efficiency. For the latter, a decrease of around 320 % for the current

consumption was observed, with the system operating in monitoring mode. Moreso, the new system is
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capable of sampling the gyroscope data at 240 Hz, with the previous iteration only achieving a frequency

of 100 Hz. This leads to an acquisition of the angular velocity data with a higher level of resolution, which

is necessary to obtain a more accurate joint angle estimation system.

As a final conclusion, the system appears to be a solid starting point for the development of a low-cost

MoCap system that can be integrated in the industrial context. Systems like the XSens are not viable for

these types of operations due to being extremely costly to be used on a daily basis at a factory.

The work performed for this dissertation was able to answer the research questions defined in Chapter

1:

• Question 1: What are the main requirements that need to be taken into consideration

when devising an inertial MoCap system, that can comply with the user’s needs, in an

industrial setting? This is answered in Chapter 3. The requirements defined for the system were

conceptualized by a group of ergonomists and engineers, in accordance with their specifications

and needs. Three main groups of requirements were defined: functional requirements, usability

requirements and technical requirements. For the functional requirements, it was observed that,

namely, the system must be able to estimate the joint angles of the user, monitor the worker’s

posture, provide biofeedback, if needed, allow the integration of a collaborative robot, among others.

For the usability and wearability aspects of the system, which target the wearable, it was defined

that the system must be comfortable, cannot restrict the worker’s motions, easily rechargeable,

lightweight, among others. Lastly, the technical requirements, which address the hardware and

firmware of the system, the system must be able to operate for 8 hours consistently, present low

latency, have electromechanical robustness, have low, or ideally no packet loss or data corruption,

among others.

• Question 2: How to improve a MoCap smart-garment in terms of usability, and per-

formance, while maintaining its low-cost feature? This question is answered in Chapters 3

and 5. The development of a new and improved version started from the analysis of the previous

system’s faults and limitations. To achieve that, a testing protocol was designed, with one of the

main reasons being the assessment of its limitations. The reported limitations, plus the specified

requirements for the system, lead to the foundation of the development of the new system, in

which each followed strategy was devised in order to surpass the previous version’s limitations, or

to further improve the system. Lastly, the results showed that, in every metric regarding the sys-

tem’s hardware, and WiFi communication performance (with the exception of the latency, which

cannot be directly compared), the current system is a direct improvement in regard to the previous

one. Furthermore, no sensor oscillation or misalignment was observed for the current version of

the system. Moreover, regarding the usability of the system, the volunteers that participated in

both tests (used the previous system and the current one), stated that the new is overall an im-

provement regarding the previous version. Therefore, it is possible to conclude, to the best of the

author’s knowledge, that the new system is, overall, a significant improvement when compared
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with the previous one. Lastly, this was all possible while the system maintained its low-cost feature

(respected the low-cost requirement).

6.2 Future Work

Although the hardware for this iteration was fully developed, there is work to be done in the software

part of the system, mainly regarding the main station. Currently, the main station is equipped to receive

and read the sensor data, as well as manually send commands. However, the main station needs to also

be able to parse the acquired sensor data, and use it to estimate the user’s upper body joint angles.

- Regarding the wearable’s suit, since the purpose of it is being tightly fitted to the user’s body, a

standard size can’t be applied to different body types. Therefore, different suit sizes need to be explored

before this product can widely accessible to the general public. Moreover, from the analyzed usability

test results, the biofeedback motors’ pockets need to be reformulated, so they can successfully fix these

motors. Furthermore, some users reported some wearability limitations regarding the suit. The frontal

zipper, in some cases, would scratch the user’s skin. A protective textile needs to be integrated on the

inside of the zipper. Also, there were reported cases where the user would feel the pressure of the textile

around the thumb, which would cause the participant to feel uncomfortable. This is connected to a lack

of joint mobility of the shoulder. Although this was addressed during the development stage of the suit,

with a strategy of using a lighter mesh to allow more elasticity in the shoulder area, it was perceived that

it was not enough. It was identified that the stitching of the textile around the thumb was causing this

inconvenience to the users, with the needing to be redesigned.

- In terms of hardware, new cables need to be implemented for the back and upper arms sensor

modules, since they could be improved in terms of flexibility. Moreover, although the system’s hard-

ware was miniaturized in regard to the previous iteration, further miniaturization can be achieved, since

the sensors and low-level processor are embedded in breakout boards. Therefore, custom PCBs can

be developed for these modules, in an effort of only preserving the necessary parts, diminishing their

dimensions, especially for the processor, which includes a great number of pins which were not used.

- In terms of software, there are some features that need to be added into the system. One

of them is a client script that is capable of making the interface between the main station’s code and

the low-level processing unit. Moreover, the joint angle estimation system should be promptly validated

with the current hardware, using human participants. Furthermore, although the implemented fusion

filter’s accuracy was not validated within the new iteration yet, it was tested with the previous iteration.

Moreover, although the ECF is integrated with a threshold-based algorithm to reject non-geomagnetic

magnetic values, adaptive-based algorithms should be investigated and implemented onto the framework.

These type of measurement reject algorithms are more difficult to implement, but if possible to integrate,

they are seen as more accurate in regard to the threshold-based ones.

For the system’s validation, this system was validated in a controlled environment, with people not
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used to work in an industrial environment. This should be addressed in the current iteration, or a future

one.

Lastly, this system is equipped with features such as the ECF fusion filter, the sensors’ calibration and

sensor-to-segment calibration routine that can be used for the current system. The system should be, in

the future, benchmarked against other MoCap systems available on the literature.
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