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1. Introduction

Designing, dimensioning, and optimization of communication networks resources and
services have been inseparable parts of the development of telecommunications since the
very beginning of their existence. These networking problems have changed dramatically
in recent years as a result of the changes in users’ requirements for converging wired and
wireless multiservice communications networks.

The global network of 5G remains a network of many heterogeneous systems interact-
ing with each other, while widely used broadband mobile devices and cloud computing
have given rise to tremendous growth in network traffic. Contemporary telecom networks
must convey a large volume of traffic and provide service to traffic streams with highly
differentiated requirements, in terms of bit rate and service time as well as required quality
of both service and experience parameters. In such a communication infrastructure, there
are important challenges, such as the study of necessary multilayer cooperation, new
protocols, performance evaluation of different network parts, low layer network design,
network management and security issues, and new technologies in general.

Each new type of network technology that is introduced in 5G is followed by a
substantial increase in both the number and complexity of problems that need to be
resolved by theoreticians and engineers. No matter what these developing changes may
bring, the essential tasks for modern communication networks remain the same over
the years—namely, (1) to develop new technologies offering increasing network capacity,
(2) to determine and evaluate the relationship between the quality of service (quality of
experience) parameters and the parameters characterizing traffic sources (services), (3) to
control and optimize the usage of network resources, and (4) to enhance the capabilities of
data transport, transmission, and reception between end users and the core network. These
tasks provide a basis for developing engineering algorithms and tools used for designing,
analysis, dimensioning, and optimization of wired and wireless transmission systems and
networks.

2. 5G Communication Networks Modeling, Dimensioning, and Optimization

Based on the above, this Special Issue aimed to amass state-of-the-art research contri-
butions that address challenges in the design, dimensioning, and optimization of emerging
5G networks. After a rigorous review process, 16 papers were ultimately accepted for
publication in this Special Issue, covering a range of important and well-timed subject areas.

The first paper, authored by I. Sousa, N. Sousa, M. Queluz, and A. Rodrigues, proposes
a methodology for the evaluation and comparison of the performance of microwave radio
transmission, free-space optics, and fiber optic technologies in the Cloud Radio Access
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Appl. Sci. 2022, 12, 1859

Network (C-RAN) fronthaul segment, assuming different weather conditions, link lengths,
and bit rate requirements [1]. Such a methodology enables the determination of the most
cost-effective solution for each remote radio head (RRH)–baseband unit (BBU) link and
the computation of the required number of BBUs. The second paper, authored by W. Lee,
E. Suk Suh, W. Kwak, and H. Han, analyzes via simulation three different 5G communi-
cation network architectures—namely, the centralized cloud computing architecture, the
multiaccess edge computing architecture, and the proposed Hybrid Cloud Computing
(HCC) architecture, in terms of their response capability under normal and disruptive data
traffic conditions [2]. The behavior of the abovementioned architectures was assessed using
actual data traffic patterns obtained from the field, while the results obtained were used
to quantify the advantages and disadvantages of each architecture and demonstrated the
benefit of the new HCC architecture. The third paper, authored by K. Arshid, I. Hussain,
M. Bashir, S. Naseem, A. Ditta, N. Mian, M. Zahid, and I. Khan, proposes a primary user
traffic pattern-based opportunistic spectrum handoff (PUTPOSH) scheme for cognitive
radio networks (CRNs) [3]. The proposed scheme permits a cognitive radio user to sense
the primary user’s traffic through energy-efficient sensing and then adopt a proactive or
reactive handoff strategy according to the interarrival rate. Simulation results show that
PUTPOSH maximizes the channel utilization and the throughput and, at the same time,
minimizes the overall service time and the number of handoffs in CRNs. The fourth paper,
authored by A. Alhammadi, M. Roslee, M. Alias, I. Shayea, and A. Alquhali, proposes a
velocity-based self-optimization algorithm to adjust the handover control parameters in
4G/5G networks [4]. The proposed algorithm utilizes the user’s received power and speed
to adjust the handover margin and the time to trigger during the user’s mobility in the
network. Based on simulation results, the authors show that the proposed self-optimization
algorithm reduces the rate of ping-pong handovers and radio link failure, compared with
other existing algorithms. The fifth paper, authored by Z. Zakrzewski, proposes a solution
for enabling the coexistence of digitized radio-over-fiber and analog radio-over-fiber inter-
faces operating in the optical fronthaul of 5G mobile systems [5]. The sixth paper, authored
by X. Li, C. Guo, J. Xu, L. Gupta, and R. Jain, studies the interesting subject of 5G network
slices provisioning by taking into account both the slice node provisioning and the slice link
provisioning aspects [6]. More specifically, the authors propose a two-stage heuristic slice
provisioning algorithm for the 5G core network by jointly considering network resource
attributes and topology attributes. Extensive simulation results show that the proposed
algorithm increases the slice request acceptance ratio and, consequently, the revenue of
the network infrastructure provider. The seventh paper, authored by M. Waqar and A.
Kim, proposes and studies via simulation the end-to-end latency-aware path computation
scheme, to improve the link utilization of capacity constraint Ethernet-based fronthaul
bridged networks (EFBNs) in 5G C-RANs [7]. More specifically, the authors consider the
queuing delays and end-to-end latencies for the selection of the optimal paths for individual
enhanced Common Public Radio Interface (eCPRI) traffic streams in the EFBNs. In addition,
they propose a packet forwarding mechanism that maximizes the transmissions of multiple
eCPRI streams at tolerable latencies and improves the link distances between the RRHs
and the BBU pool. The eighth paper, authored by M. Głąbowski, A. Kaliszan, and M.
Stasiak, proposes a method for the determination of the probability of strictly determined
multiservice resources in a group of resources [8]. The proposed method allows the authors
to elaborate a new formula for calculating the blocking probability of strictly determined
resources in systems servicing multiservice traffic, e.g., in a group of cells in 4G and 5G
systems. The proposed formula, whose accuracy is verified via simulation, is an extension
of the well-known Palm–Jacobaeus loss formula elaborated for systems with single-rate
traffic. The ninth paper, authored by P. Panagoulias, I. Moscholios, P. Sarigiannidis, M.
Głąbowski, and M. Logothetis, studies both analytically and through simulation the down-
link of an orthogonal frequency division multiplexing based cell that services multirate
traffic [9]. The call arrival process is random (Poisson) or quasi-random. To determine
congestion probabilities and resource utilization, the cell is modeled as a multirate loss
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model, while the call admission is based on three different policies—restricted accessibil-
ity, bandwidth reservation, and complete sharing policies. In all three policies, recursive
formulas are proposed for the determination of the various performance measures. The
10th paper, authored by Q. Zhu, W. Huang, K. Mao, W. Zhong, B. Hua, X. Chen, and Z.
Zhao, proposes a discrete, non-stationary, multiple-input–multiple-output (MIMO) channel
model suitable for the fixed-point realization on the field-programmable gate array (FPGA)
hardware platform [10]. To this end, the authors develop a flexible hardware architec-
ture with configurable channel parameters and implement it on a non-stationary MIMO
channel emulator in a single FPGA chip. In addition, an improved non-stationary channel
emulation method is employed to guarantee accurate channel fading and phase, and the
schemes of other key modules are also illustrated and implemented in a single FPGA
chip. Hardware tests presented by the authors show that the output statistical properties
of the proposed MIMO channel emulator agree well with the corresponding theoretical
ones. The 11th paper, authored by B. Seok, J. Sicato, T. Erzhena, C. Xuan, Y. Pan, and J.
Park, studies and analyzes existing results about secure device-to-device (D2D) communi-
cation systems in terms of their security considerations and limitations [11]. In addition,
a secure D2D communication system is proposed with the aim to address the security
challenges and limitations of the existing results. The proposed secure D2D communication
system was designed based on elliptic curve cryptography and lightweight authenticated
encryption with associated data ciphers to cover resource-constrained IoT devices. The
12th paper, authored by K. Mohamed, M. Alias, and M. Roslee, studies the applicability of
time division multiple access beamforming for future communication systems [12]. The
authors propose the Sl-beamforming scheme for line-of-sight small cell systems in the LTE
architecture. Simulation results show that the proposed scheme enhances the network
signal to interference plus noise ratio and user average throughput, compared with non-
dominantly interfered region schemes. The 13th paper, authored by Z. Sun and Y. Zhao,
proposes a novel time-varying least mean square adaptive filtering algorithm, with the aim
to cancel the self-interference of near-end transceivers in co-frequency co-time full-duplex
(CCFD) systems of the radio frequency domain [13]. The proposed algorithm solves the
problem of strong self-interference of the radio frequency domain in CCFD systems by
cooperatively controlling the autocorrelation values between the time factor and the error
signal, to update the step size of the algorithm and provide a better quality of service for
5G communication networks. The 14th paper, authored by R. Aly, A. Zaki, W. Badawi,
and M. Aly, proposes a space-time, coded, orthogonal transform division multiplexing
(STC OTDM) technique for 5G applications [14]. The proposed system enhances the data
rate and performance of the orthogonal transform division multiplexing (OTDM) tech-
nique and is based on using space-time coding (STC) with OTDM, to increase the system
diversity and consequently the system performance. Simulation results provided by the
authors show that the proposed technique achieves better performance when compared
with other multicarrier techniques. The 15th paper, authored by L. Wen, R. Razavi, and
J. Lei, analyzes the intrinsic interference of filter bank-based multicarrier systems with
isotropic orthogonal transfer algorithm pulse-shaping [15]. Such intrinsic interference is
treated as a parity symbol and an iterative soft-in-soft-out detector, which is based on a
message-passing algorithm, is proposed to exploit the useful information of the intrinsic
interference. Finally, the last paper, authored by T. Tran, A. Ngoc, and N. Doan, presents an
augmented Lagrangian-based alternating-direction inexact Newton (ALADIN) method in
order to estimate the Laplacian spectrum in a decentralized scheme for dynamic controlled
networks [16]. The key feature of this paper is a direct solution to non-convex optimization
for Laplacian spectrum estimation using the proposed ALADIN method.
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Abstract: Cloud Radio Access Network (C-RAN) architectures have arisen as an alternative to
traditional wireless network architectures, notably by taking advantage of the functional split between
the multiple distributed Remote Radio Heads (RRHs) and the centralized Baseband Units (BBUs),
through the creation of a new connectivity segment—the fronthaul. In order to maximize the
investment return, it is important to find out, for this C-RAN segment, which technologies provide
cost-effective solutions. This paper addresses this issue by evaluating and comparing the performance
ofMicrowaveRadio Transmission (MRT), Free SpaceOptics (FSO), and FiberOptics (FO) technologies
when applied to the fronthaul. First, a methodology is provided to determine the most cost-effective
solution for each RRH–BBU link, as well as to compute the required number of BBUs and where
they should be positioned in order to minimize the overall network costs. Next, a cost-effectiveness
comparison of the aforementioned communication technologies is presented for individual fronthaul
segments under different weather conditions, link lengths, and bit rate requirements. Moreover,
an assessment is performed regarding the impact of the RRH density on the selection of cost-effective
communication technologies for C-RANs. The obtained results allow concluding that fronthaul
expenses are significantly affected by the performance of FSO systems, which in turn is affected by
weather conditions; this highlights the relevance of having accurate climate statistics and forecasts in
order to get the most out of the FSO technology and, consequently, lowering the overall network costs.

Keywords: Cloud Radio Access Network (C-RAN); fronthaul; Microwave Radio Transmission (MRT);
Free Space Optics (FSO); Fiber Optics (FO)

1. Introduction

Mobile phones are currently the most-often used means of accessing the Internet, and the number
of mobile communication subscriptions continues to grow [1]. This results from the fact that consumers
now expect to access data when and where they need them, as well as to have higher throughput
while paying the same (or even less) in the future. On the other hand, the high consumption of mobile
data represents a critical revenue driver for operators [2]; in fact, as data traffic becomes more and
more dominant over time, the revenues become flat [3], thus putting an immense amount of pressure
on the mobile network providers, which need to optimize costs while providing high-capacity and
high-quality services to their subscribers.

It is generally recognized that an increase of the mobile cell density is an effective way to attain
vastly high data rate coverage. However, the respective deployment costs may hinder the Radio
Access Network (RAN) improvement; hence, cost-effective solutions are needed for this part of the
mobile telecommunication system, so that the investments can be supported by the revenues. Mobile
network virtualization, notably the concept of Cloud-RAN (C-RAN) [4,5], arose as a path to lower
Capital Expenditures (CAPEX) and Operational Expenditures (OPEX), as it enables the sharing
of infrastructures, which can help to reduce the overall expenses of deployment and operations.
Nevertheless, the costs of fronthauling the mobile cells—i.e., the expenses to establish connections
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between the multiple distributed Remote Radio Heads (RRHs) and the centralized Baseband Units
(BBUs)—still pose an important challenge.

This paper considers the C-RAN concept and aims at finding out, for a wide range of scenarios,
which underlying fronthaul technologies are cost-effective; the key technologies examined are
Microwave Radio Transmission (MRT), Free Space Optics (FSO), and Fiber Optics (FO). The following
contributions are made by this paper: (1) a cost-effectiveness comparison of the aforementioned
communication technologies is performed for individual fronthaul segments under different weather
conditions, lengths of the links, and bit rate requirements; (2) an assessment is also performed regarding
the impact of the RRHdensity on the selection of cost-effective communication technologies for C-RANs.
These studies were made possible by the development of a methodology that enables determining the
most cost-effective solution for each RRH–BBU link, as well as to compute the required number of BBUs
and where they should be positioned in order to minimize the overall network costs. In a nutshell,
the provided methodology along with the findings of this work aim at serving as useful guidelines
when designing fronthaul networks.

This paper is organized as follows. After the introduction, Section 2 provides a background on
the topics of interest for this work, namely C-RAN and fronthaul communication technologies, as well
as a review of related work. Section 3 describes the developed methodology to evaluate and compare
the performance of MRT, FSO, and FO technologies when applied to the fronthaul. Section 4 provides
and discusses the results of the studies performed herein, namely an evaluation of which technology
(MRT, FSO, or FO) is the most cost-effective choice for an individual RRH–BBU link regarding the
conditions of its implementation, as well as a cost-effectiveness analysis of communication technologies
for C-RANs with different RRH densities. Finally, Section 5 concludes the paper.

2. Background on C-RAN and Fronthaul Communication Technologies and Related Work

In order to contextualize the topics address in this paper, this section presents a description of the
C-RAN architecture, which enables pointing out the role of the fronthaul segment within the mobile
network. Moreover, typical fronthaul communication technologies are also overviewed and compared,
namely MRT, FSO, and FO. The section ends with a review of related work.

2.1. Cloud Radio Access Network and Fronthaul

In its traditional architecture, the RAN comprises costly stand-alone Base Stations (BSs), each one
serving a certain area and thereby only handling transmitted and received signals of theUser Equipment
(UE) within that same area. In order to attain high data rate coverage, a large number of BSs is required,
which also poses some challenges, such as the costly initial investment, site rental, and site support;
thus, an increase in the number of BSs gives rise to a significant increase in CAPEX and OPEX. On the
other hand, traditional BSs are configured to fulfill peak demands in order to reduce outages; however,
since the average network load is usually far lower than that in peak load, the BS utilization rate ends
up being low. Noticing that the processing capacity of each BS cannot be shared with others under
the traditional RAN architecture, reducing the number of BSs or their processing resources is not an
option to optimize their utilization efficiency, as it would lead to many and unacceptable congestion
events during peak hours, or even a lack of coverage issues.

In order to reduce the overall expenses of deployment and operations, the C-RAN architecture
was proposed: a radio access network model in which baseband resources are pooled so that BSs can
share them. This is achieved by separating the traditional BS into an RRH, which is responsible for
power amplification and analog processing, and a BBU, which manages the common digital baseband
functions, such as modulation and coding. The optimization of the BBU usage is reached through the
virtualization of a BBU pool, which can then be shared among cell sites, i.e., RRHs. Figure 1 depicts
a typical C-RAN architecture, which highlights the backhaul segment, i.e., the connection between
the core network and the BBU, and also the new connectivity segment—the fronthaul—introduced
by the C-RAN architecture between the multiple distributed RRHs and the BBU. According to the
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related literature [4,5], a C-RAN presents the following benefits relative to a traditional RAN: energy
efficiency, decrease in CAPEX and OPEX, throughput improvement, adaptability to non-uniform traffic,
and smart Internet traffic offload.

Core 
Network

BBU 
Pool

RRH 1

RRH 2

RRH n
…

Backhaul
Fronthaul

Figure 1. C-RAN architecture. BBU, Baseband Unit; RRH, Remote Radio Head.

One of the main technical challenges regarding the C-RAN architecture is the large amounts
of baseband sampling data that have to be carried out in real time between RRHs and the BBU
pool. Besides strict latency requirements, the wideband required by some radio access systems,
like Long-Term Evolution (LTE) or 5G, implies that each fronthaul link should support substantial bit
rates, e.g., 1 Gbps [6].

2.2. Typical Fronthaul Communication Technologies

The adopted technologies for the fronthaul links and associated transmission medium, which can
be wired or wireless, must be able to fulfill the requirements highlighted previously. Typically,
the fronthaul segment uses terrestrial communication technologies, namely MRT, FSO, and FO—for
instance, the MRT technology was considered as an option for the fronthaul in [4–7], whereas FSO
systems were considered in [8,9], and the FO technology was contemplated in [4–7,10,11].

MRT is a line-of-sight wireless communication technology that uses microwave radio waves in
order to provide high speed wireless connections, which generally can go up to several Gbps [12].
MRT is widely used for point-to-point communications, as the small wavelength allows the use of
conveniently-sized antennas to create highly directional beams, making their installation rather simple
and suitable for any terrain. Moreover, since the associated equipment can be easily disassembled,
relocated, and reused, MRT systems are also a good easy-to-deploy option in the case of a catastrophe
or emergency, especially for remote locations. Multi-path fading is a significant factor degrading the
performance of MRT links operating below 10 GHz; however, when considering frequencies above
10 GHz, weather conditions represent the dominant cause of communication disruption, notably rain
(which becomes a crucial attenuation factor for this technology) and atmospheric absorption [13].
It is also worth mentioning that relay stations may be used to overcome the line-of-sight limitation of
MRT systems (notably for link lengths longer than the visual horizon). The installation costs of MRT
systems are independent of each hop length (i.e., the distance between two MRT stations) if the same
equipment is used; on the other hand, the total costs of an MRT link comprising multiple hops is greatly
dependent on the number of hops used [14]. Furthermore, and in general, MRT systems operate in
licensed frequency bands; hence, individual MRT systems are subject to license (on a case-by-case
basis to avoid interference between adjacent systems) by the respective national regulatory authority
for communications, which normally entails the payment of an annual fee (an operational cost that is
usually square-root dependent on the link length) [15,16].

The FSO technology uses infrared radiation in free space (i.e., air, outer space, or vacuum)
to wirelessly transmit data; for that reason, there has been growing recognition in recent years of
the importance of FSO systems in the ongoing development of fixed telecommunication systems,
mainly because not only FSO links can be used in conjunction with MRT links without causing
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interference, but also the FSO technology is well suited for environments where the radio spectrum
is already crowded (e.g., dense urban areas). In particular, FSO is a point-to-point line-of-sight
communication technology like MRT, but it allows higher capacities, namely connections of up to
several dozenGbps [17]. An FSO system consists of optical transceivers at the stations; it has a low initial
investment, and it is easy to deploy (similar to MRT systems). One characteristic of the FSO technology
is the low diffraction of the laser generated beam; on the one hand, this provides high security of the
transmitted data, as an interceptor would have to be perfectly aligned with the transmitter in order
to obtain the data; on the other hand, the very narrow optical beam makes FSO a sensitive system,
as physical obstructions (like trees or even flying birds) can block the signal and cause interruptions in
a link. A major limitation associated with FSO links is the attenuation caused by fog, which can reach
values as high as 480 dB/km in extreme situations [18]. Other attenuation factors are atmospheric
turbulence, i.e., changes in the atmosphere refractive index (e.g., due to high temperatures), which can
cause deviations in the beam, and interference from background light sources (including the Sun).
The deployment costs of FSO systems are independent of each hop length (if the same equipment is
used). Moreover, these systems have the advantage of being license free, and no planning permission
is required as long as they are eye safe. Nevertheless, the maximum achievable range per hop is lower
than in MRT [17].

FO communication systems are light wave systems that employ optical fibers for information
transmission, which means that these are not wireless systems (as opposed to MRT and FSO
technologies) and, therefore, do not require line-of-sight. The capacity of current optical fibers can reach
values up to several hundred Gbps (per wavelength channel) [19], being mainly conditioned by optical
pulse widening due to fiber dispersion, which limits the maximum bit rate× distance product (a metric
that describes the fiber performance in terms of transmission capability). Since the optical fiber cable is
usually installed underground, FO systems may be damaged by floods. Moreover, accessibility issues
regarding the path of installation of optical fibers, such as those in mountainous regions, might lead
to FO being regarded as an unsuitable option. The deployment costs of an FO system vary linearly
(roughly) with the considered connection length [14]. Accordingly, the installation of FO systems is
usually more expensive than MRT and FSO systems’ installation.

A summary of the main differences between MRT, FSO, and FO is presented in Table 1. As can
be inferred from this table, the best choice regarding the fronthaul communication technology is not
straightforward, as it depends on the required bit rate, terrain characteristics, and typical weather
conditions of the installation sites, among others.

Table 1. Comparison of typical fronthaul communication technologies.

MRT FSO FO
Type Wireless (requires line-of-sight) Wired

Capacity Up to several Gbps Up to several dozen Gbps Up to several hundred Gbps
Installation Easy to deploy and suitable for any terrain Unsuitable for difficult terrain (e.g., mountains)

Climate influence Notably rain Notably fog Not influenced by climate (except floods)
Other MRT maximum range per hop is higher than FSO Installation is usually more expensive

2.3. Related Work

Since the fronthaul optimization can lead to a large decrease of CAPEX and OPEX of the
C-RAN, it is of utmost importance to study and evaluate different approaches regarding the fronthaul
architecture. The main objective of this paper is to evaluate and compare the use of MRT, FSO, and
FO systems in the fronthaul, namely to study their influence in terms of cost-effective solutions for
RRH–BBU links.

There are few works, available in the related literature, that tackle topics similar to the one of
this paper. The authors of [20] analyzed operational and deployment costs of C-RANs and proposed
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a mathematical formulation for fronthaul planning, taking into account the aforementioned costs.
Solutions were also presented regarding their optimization problem, which aim at minimizing the
C-RAN costs subject to traffic demand constraints. Unfortunately, this work was limited in the sense
that it considers only a single technology (namely FO) for the fronthaul.

In [21], different fronthaul technologieswere discussed, includingMRT, FSO, and FO, andpotential
solutionswere suggested in order to achieve an efficient C-RAN.Nonetheless, the authors only provided
a qualitative costs comparison of the different fronthaul technologies, without considering any specific
scenario, as they focused their study on optical technologies (FSO and FO) in order to present feasible
means of reducing the system complexity, costs, bandwidth requirement, and latency in the fronthaul.

A comparative costs study regarding the technologies addressed herein (MRT, FSO, and FO)
along with networked flying platforms providing FSO links (“vertical FSO”) was performed in [22]
for a fronthaul/backhaul scenario. However, only a very high dense deployment of mobile cells
was considered, and the technologies were compared in terms of the whole network costs when a
single technology was adopted. Nevertheless, it can be concluded from their work that although the
“vertical FSO” was a valid approach, it was a very expensive option—in fact, not only “vertical FSO”
was shown to be the most expensive option, but also the associated costs were estimated to be more
than twice the second most expensive solution; furthermore, its implementation posed additional
problems, including safety and regulatory ones. For these reasons, the “vertical FSO” approach was
not considered in our study.

Recently, other authors addressed rural connectivity and investigated the costs of solutions for the
backhaul segment [23], namely by considering MRT, FSO (including the “vertical FSO” approach),
and FO, in addition to satellite. In this case, the studied scenario is very specific—remote rural areas
where the backhaul link needs to traverse long distances (e.g., 100 km); hence, its results cannot be
generalized to the more common fronthaul scenario of RRH–BBU links separated by a few kilometers.
Nevertheless, it could be concluded from their work that the “vertical FSO” solution was, again,
more costly than the other options; on the other hand, their work showed that the cost-effectiveness
of the MRT and FSO solutions depended, among other things, on the tower separation (namely, they
compared hops of 3 km vs. 5 km ones), thus suggesting that a thorough study of this costs dependence
on the hop distance, notably considering different equipment and communication technologies, would
be of great value.

In light of the above, this paper advances the state-of-the-art by providing a quantitative
cost-effectiveness comparison of three communication technologies, namely MRT, FSO, and FO,
for individual fronthaul segments under different weather conditions, link lengths, and bit rate
requirements. Furthermore, an assessment is also provided regarding the impact of low and high RRH
densities on the selection of cost-effective communication technologies for C-RANs. In addition to the
studies presented and discussed herein, this paper provides a generic and versatile methodology to
determine the most cost-effective solution for each RRH–BBU link, as well as to compute the required
number of BBUs and where they should be positioned in order to minimize the overall network costs.

3. Fronthaul Design Methodology

This section details the developed methodology to evaluate and compare the performance of MRT,
FSO, and FO technologies when applied to the fronthaul. This methodology comprised a software tool
built from scratch (based on the MATLAB programming language), which had the following purposes:
(i) to determine the most cost-effective solution to connect two points regarding an RRH–BBU link,
under user-specified equipment characteristics and link conditions; (ii) to find a fronthaul topology for
wireless networks optimally, given the RRHs location—namely, the required number of BBUs andwhere
they should be positioned in order to minimize the overall network costs. The algorithms associated
with these goals, designated as the link design algorithm and network planning algorithm, respectively,
are presented next. The software tool, including its source code, is freely available online [24]; hence,
besides being a generic tool, since it can be used for a wide range of fronthaul projects, it is also a
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versatile tool, in the sense that it can be modified by anyone to incorporate other features that are
specific for a certain project.

3.1. Link Design Algorithm

The link design algorithm determines, out of all the user-specified equipment characteristics
associated with one or more of the communication technologies (MRT, FSO, and FO), which is the
most cost-effective solution to connect two points under user-specified link conditions; for a set of
specifications, namely the equipment features and other installation aspects (such as link distance,
required bit rate, and surrounding environment characteristics), this algorithm computes the cheapest
solution that is able to deliver the necessary bit rate, while satisfying a certain link margin and
error criteria.

With respect to the wireless technologies addressed herein (MRT and FSO), it is important to
mention that only single-hop links are considered by the algorithm, because the inclusion of relay
stations is not straightforward (e.g., sites for relay deployment may not be available) and leads to
more complex business models (e.g., the addition of rental expenses for the extra sites). Accordingly,
link distance is henceforth regarded as hop distance when MRT and FSO technologies are under
consideration.

The following subsections present the details of the link design algorithm, namely the adopted
models for the communication technologies, the economic analysis methodology, and finally,
the workflow of the algorithm.

3.1.1. Communication Technologies Models

For wireless communication technologies such as MRT and FSO, the received signal power, PRx,
is given by (in logarithmic units):

PRx = PTx + GTx + GRx − A0 − Aequi − Asys, (1)

where PTx corresponds to the transmitted power (in dBW or dBm), GTx and GRx stand for the
transmitter and receiver antenna gains (in dBi), respectively, and A0 represents the free-space path
loss (in dB), i.e.,

A0 = 92.4 + 20 log10(d[km]) + 20 log10( f[GHz]), (2)

where d denotes the link distance and f refers to the carrier frequency, Aequi denotes the losses (in dB)
related to equipment like cables, modulators, etc. (which are typically lower than 3 dB), and Asys

corresponds to other losses (in dB) related to specific attenuation factors regarding the considered
communication technology.

With respect to MRT systems, the term Asys incorporates the attenuation caused by obstacles in
the line-of-sight path (Aobs), the attenuation induced by atmospheric gases (Agas), and the attenuation
due to rain (Arain). All these attenuation factors can be computed as described in the related
literature [13]; a summary is given as follows. The attenuation due to obstacles can be computed
as (in dB):

Aobs = max
{

0 ; 6.9 + 20 log10(
√
(ν − 0.1)2 + 1 + ν − 0.1)

}
, (3)

where ν is proportional to the amount of the Fresnel ellipsoid that is obstructed by the obstacle, i.e.,

ν =
hobs

17.32

√
8

f[GHz]
d[km]

, (4)
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where hobs denotes the height of the top of the obstacle above the straight line joining the two ends
of the link (if the height is below this line, then hobs is negative). The attenuation due to atmospheric
gases (namely uncondensed water vapor and oxygen) can be computed as (in dB):

Agas = (γo + γw)× d, (5)

where γo and γw represent, respectively, the attenuation caused by oxygen and water by units of length;
values for these parameters can be extracted from nonlinear curves as a function of the carrier frequency.
With respect to Arain, it should be pointed out that since rain is highly variable over time and differs
from place to place, the respective attenuation factor depends on the desired time availability for the
MRT link. More specifically, the attenuation due to rain has to be computed taking into account the
value of rain intensity that is not exceeded in a certain percentage of the time in the location of interest.
Accordingly, and having in mind the Service Level Requirements (SLR)—which address service times,
maintenance, availability, performance, etc.—anMRT system designer must first stipulate theminimum
time availability of the link (e.g., 99.9% of the time, as adopted in this work); afterwards, by using
the method suggested by an ITU-R (International Telecommunication Union – Radiocommunication
Sector) recommendation [25], the rain attenuation is computed, thus ensuring that the planned MRT
linkmay still suffer from rain outage, but no longer than themaximum percentage of time unavailability
of the link (Umax), with Umax = 100% −minimum link availability percent. Formally and given the
rain intensity not exceeded in 0.01% of the time (R(0.01%)

i ), the rain attenuation for that percentage of
the time is given by (in dB):

A0.01%
rain = β ×

(
R(0.01%)

i

)α
× de f , (6)

where β and α denote coefficients that depend on the carrier frequency and on the considered
temperature and de f corresponds to the effective distance through a rainy path, which is computed as:

de f = max

⎧⎪⎨
⎪⎩2.5 d ;

d

0.477 d0.633
[km] ×

(
R(0.01%)

i

)0.073 α
× f 0.123

[GHz] − 10.579
(

1 − e−0.024 d[km]
)
⎫⎪⎬
⎪⎭ ; (7)

finally, the rain attenuation exceeded for a percentage of time Umax other than 0.01% is obtained as:

Arain = A0.01%
rain × 0.12 U−(0.546+0.043 log10 Umax)

max . (8)

Turning the attention now to FSO systems, the term Asys encompasses the attenuation induced
by atmospheric absorption (Aabs), the attenuation due to atmospheric turbulence (Aturb), and the
attenuation caused by scattering (Asca). All these attenuation factors can be computed as described in
the related literature [26,27]; a summary is given as follows. Considering the atmospheric absorption
(which is mainly caused by the presence of gaseous molecules), it can be given by (in dB):

Aabs = γabs × d, (9)

where γabs stands for the absorption attenuation coefficient, which depends on the considered
temperature and on the relative humidity. The attenuation due to atmospheric turbulence (i.e., small
and random variations of the refractive index of the Earth’s atmosphere, which are responsible for
wave front distortion) can be described by (in dB):

Aturb = 2 σscin, (10)
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where σscin refers to the scintillation index, which can be expressed as:

σscin =

√√√√1.23 C2
n ×

(
2π

λ[m]

) 7
6
× d

11
6
[m], (11)

where λ corresponds to the operating wavelength and C2
n represents the index of refraction structure

parameter, which is computed as (in m−2/3):

C2
n = 9.8583 × 10−18 + 4.9877 × 10−16 × e−

ha[m]
300 + 2.9228 × 10−16 × e−

ha[m]
1200 , (12)

where ha denotes the transmitter altitude. With respect to Asca, which is caused by the occasional
presence of fog (including mist and haze) and rain, it is important to stress that fog is the major
contributor regarding the attenuation due to scattering; hence, and noticing that the respective
attenuation coefficient is computed as a function of the visibility, this type of attenuation also depends
on the desired time availability for the FSO link. More specifically, one has to take into account the value
of the visibility that is not exceeded for a given percentage of the time in the location of interest. Since the
ITU-R recommendations for FSO systems’ design do not provide a metric to compute the visibility
distribution, one alternative is to use one of the visibility distribution models presented in a related
work [28]—e.g., the simplified model introduced therein and adopted in this methodology—which
rely on the average number of foggy days (per year) and the average duration of fog events (in hours).
Accordingly, the visibility value can be obtained and used to compute the respective attenuation that
ensures that the planned FSO link may still suffer from fog outage, but no longer than the maximum
percentage of the time regarding tolerated link unavailability, thus enabling fulfilling the SLR; it is
important to mention that, in order to ensure the fulfillment of the same SLR regardless of the specific
adopted wireless technology, the software tool considers the same percentage of the time for link
unavailability regarding the attenuations related to both rain and fog. Formally, the attenuation caused
by scattering is given by (in dB):

Asca = (γ f og + γrain)× d, (13)

where γ f og and γrain represent, respectively, the attenuation caused by fog and water by units of length.
The former parameter can be expressed as (in dB/km):

γ f og =
3.91

V[km]
×

(
λ[nm]
550

)−q
, (14)

where V stands for the visibility and q refers to a coefficient that is dependent on the size distribution
of the scattering particles, which is given by:

q =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1.6 V > 50 km
1.3 6 km < V < 50 km
0.16 V[km] + 0.34 1 km < V < 6 km
V[km] − 0.5 0.5 km < V < 1 km
0 V < 0.5 km

. (15)

With respect to the visibility, it can be computed as (in km):

V =
Umax

100
× 365.25

Nf og[days/year]
× 24

D[h]
, (16)
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where Nf og and D refer to the average number of foggy days and the average duration of fog events,
respectively. Finally, the parameter related to the attenuation caused by water can be expressed as
(in dB/km):

γrain = 1.076
(

R(0.01%)
i

)0.67
× 0.12 U−(0.546+0.043 log10 Umax)

max . (17)

After computing the received signal power, the wireless link margin, Wlink, is obtained as (in dB):

Wlink = PRx − SRx, (18)

where SRx refers to the sensitivity of the receiver. In order to consider a wireless connection as viable
and since the higher the link margin, the more robust the wireless link will be, as it will be prepared
for potential extra attenuations, Wlink must be greater than a user-specified minimum accepted link
margin (e.g., 3 dB, as adopted in this work for both MRT and FSO links).

Once the link margin requirement is satisfied, another requirement, namely the Bit Error Rate
(BER), must be fulfilled in order to ensure that the wireless link is feasible (e.g., in this work, the BER
must be lower than 10−6). The BER can be extracted from mapping curves as a function of the
Signal-to-Noise Ratio (SNR) of the MRT link [13] or the FSO link [29]. With respect to the SNR of an
MRT link, it can be given by (in dB):

SNR(MRT) = PRx − Nf − N0, (19)

where Nf corresponds to the noise figure of the receiver and N0 denotes the thermal noise, which can
be computed as (in dBW):

N0 = −204 + 10 log10(bw[Hz]), (20)

where bw represents the noise equivalent bandwidth of the receiver; it can be expressed as:

bw =
Blink

log2(M)
, (21)

where Blink and M stand for the link bit rate and the QAM (Quadrature Amplitude Modulation) signal
constellation size, respectively. Considering an FSO link and making the typical assumption of a
shot-noise-limited operation with On-Off Key (OOK) modulation, the SNR can be obtained as (in dB):

SNR(FSO) = PRx −
PRx + Aturb

2
− 5 log10

(
2 h × c

λ
× Blink

)
, (22)

where h and c refer to the Planck constant and the speed of light, respectively.
Considering now FO systems, the associated technology differs from the two wireless

communication systems previously discussed (MRT and FSO) as it does not use the atmosphere
as the propagation medium. More specifically, since the beam is confined to the fiber, there are no
outside weather conditions that need to be taken into consideration when planning point-to-point
transmission using the FO technology. Accordingly, evaluating a link budget for FO is equivalent to
computing the total loss, suffered by a transmitted signal across various components and along the
optical fiber, with reference to the minimum receiver power required to maintain normal operation.

In mathematical terms [30], the FO link budget, LB, is given by (in dB):

LB = Txmin − Rxmin, (23)

where Txmin and Rxmin correspond to the minimum transmit power (at the transmitter) and minimum
received power required (at the receiver), respectively (both in dBW or dBm). The total loss suffered
by the transmitted signal along the link, TL, is given by (in dB):

TL = L + (d × FL), (24)
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where L stands for the losses in optical connectors (in dB) and FL corresponds to the normalized
fiber loss (in dB per units of distance); typical values for these parameters can be found in the related
literature [30]. Finally, an FO link is assumed to be feasible if the FO link margin, i.e., LB − TL, is greater
than a user-specified minimum accepted link margin (e.g., 3 dB, as adopted in this work), and if the
link bit rate × distance product (i.e., the required bit rate times the link length) does not exceed the
maximum bit rate × distance product of the fiber [10].

3.1.2. Link Costs Analysis

When planning a link, the costs associated with the project will always go beyond the costs of the
equipment itself; it is important to mention that when referring to the equipment of a certain technology
(MRT, FSO, or FO), it includes all the necessary items for installing and operating the respective link.
In particular, two different types of costs have to be considered in the scope of these projects:

• CAPEX: These include the fixed costs related to the network infrastructure, such as equipment
and respective deployment, spare parts, and project studies. With respect to wireless technologies,
one has to consider emitter and receiver costs, as well as the costs of cables, stands, and in the
case of FSO systems, an auto-tracker that allows the receptor to align with the received signal
(in order to reduce the impact of atmospheric turbulence). Moreover, as stated in Section 2, the
costs associated with CAPEX for MRT and FSO technologies do not depend on the link distance
(if no repeaters are considered), unlike FO links. Accordingly, CAPEX related to FO systems can be
divided into a fixed term, which accounts for Optical Line Terminations (OLTs), Optical Network
Units (ONUs), and other miscellaneous electronics, plus a variable term that corresponds to the
costs of the fiber itself and the costs of deploying it, which varies with the length of the link, d.

• OPEX: These do not contribute to the infrastructure itself, since they include operational expenses,
such as maintenance costs, energy consumption, government taxes, and repayments. Accordingly,
any economical analysis regarding OPEX is usually performed taking into account the lifetime of
the communication link—e.g., a period of 10 years, as adopted in this work.

After gathering the values for both CAPEX and OPEXlifetime (for a given lifetime) regarding the
use of a certain equipment, the total costs of the link project are given by the summation of these
values, i.e.,

Total Costs = CAPEX+OPEXlifetime. (25)

Based on what was previously mentioned and recalling the information provided in Section 2, the
total costs depend on the link length in the case of MRT and FO systems, whereas the total costs can be
regarded as a fixed value (i.e., independent of the link length) for FSO systems; thus, Expression (25)
can be rewritten with respect to the different technologies as:

Total Costs(MRT) = F.Costs(MRT) +V.Costs(MRT) ×
√

d, (26)
Total Costs(FSO) = F.Costs(FSO), (27)
Total Costs(FO) = F.Costs(FO) +V.Costs(FO) × d, (28)

where F.Costs and V.Costs stand for fixed costs and variable costs, respectively, with respect to
the associated technology (MRT, FSO, or FO); please note that these costs (i.e., F.Costs(MRT),
F.Costs(FSO), F.Costs(FO), V.Costs(MRT), and V.Costs(FO)) also represent user-specified inputs of the
link design algorithm.

3.1.3. Link Design AlgorithmWorkflow

Figure 2 depicts the flowchart of the link design algorithm. The first step is to read and store the
information contained in the “MRT.dat”, “FSO.dat”, and “FO.dat” files. These “.dat” files are text
files that contain data about the user-specified equipment being tested, as well as about the respective
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associated costs; in general, these necessary inputs are provided by the equipment manufacturers
and, concerning costs, by taking into account the CAPEX and OPEX items listed in the previous
section. The user can test and compare, at the same time, as many different equipment as desired,
as the algorithm is able to process a variable amount of equipment; in this manner, the user can,
for example, test and compare different solutions from different providers in a single run of the
algorithm. More specifically, each line of the “.dat” file associated with the respective communication
technology (MRT, FSO, and FO) corresponds to a different equipment of that technology. The structure
of each line of these “.dat” files, namely the required inputs for each communication technology
equipment (which should be separated by commas), is given in Table 2, where ID refers to the identifier
(number or word) of an equipment, B stands for the maximum bit rate that an equipment can offer
for the specified inputs, whereas BxD corresponds to the maximum bit rate × distance product of an
optical fiber.

Table 2. Required inputs for the “MRT.dat”, “FSO.dat”, and “FO.dat” files.

MRT ID B f PTx GTx GRx Aequi SRx Nf M F.Costs(MRT) V.Costs(MRT)

.dat (Mbps) (GHz) (dBW) (dBi) (dBi) (dB) (dBW) (dB) (M-QAM) (¤) (¤/
√
km)

FSO ID B λ PTx GTx GRx Aequi SRx F.Costs(FSO)

.dat (Mbps) (nm) (dBW) (dBi) (dBi) (dB) (dBW) (¤)

FO ID B BxD Txmin Rxmin L FL F.Costs(FO) V.Costs(FO)

.dat (Mbps) (Mbps·km) (dBW) (dBW) (dB) (dB/km) (¤) (¤/km)

In addition, the user must provide data (such as link length, required bit rate, and climate
information) regarding the link deployment scenario. This information is given in the “Scenario.dat”
text file and follows a line structure (separated by commas), where the required inputs are indicated in
Table 3; these correspond respectively to link length (d), required bit rate (Bmin), maximum percentage
of the time regarding tolerated link unavailability (Umax), temperature (T), rain intensity not exceeded
in 0.01% of the time (R(0.01%)

i ), relative humidity (H), transmitter altitude (ha), height difference
between the top of an obstacle and the line-of-sight (hobs), average number of foggy days (Nf og),
average duration of fog events (D), and minimum accepted link margins for MRT, FSO, and FO links
(Ml(MRT)

min , Ml(FSO)
min , and Ml(FO)

min , respectively).
From here, the algorithm becomes independent of the user. It will go through all the N different

user-specified equipment, and for each one, the algorithm first checks if the required bit rate of the
link is met by the equipment; if that condition is satisfied, then it is evaluated if the link is feasible
with that equipment (taking into account the communication technologies models); in other words,
if the required link distance is shown to be too long to be accommodated in a single-hop by the
equipment that is under consideration in each iteration, then that equipment is ignored in the remaining
analysis. Finally, the algorithm returns the cheapest working solution (taking into account the link
costs analysis), namely the respective equipment ID and total costs. Please note that if none of the N
different user-specified pieces of equipment meet the link requirements, then the algorithm returns
(positive) infinity for the total costs and no ID.

Table 3. Required inputs for the “Scenario.dat” file.

Scenario.dat d Bmin Umax T R(0.01%)
i H ha hobs Nf og D Ml(MRT)

min Ml(FSO)
min Ml(FO)

min
(km) (Mbps) (%) (°C) (mm/h) (%) (m) (m) (days/year) (h) (dB) (dB) (dB)
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Figure 2. Flowchart of the link design algorithm.

3.2. Network Planning Algorithm

The network planning algorithmhas the goal of finding the optimal number of BBUs to be deployed
for a certain environment and where to place them, given the positions of the RRHs and their bit rate
needs. Using the previously described link design algorithm and considering the costs associated
with a BBU, this algorithm is able to compute fronthaul topologies that minimize the total costs of
the network.

The following subsection details the network planning algorithm, namely the considered economic
aspects and the algorithm workflow.

3.2.1. Network Costs Analysis

With respect to the total costs of the network, there are two main aspects to take into consideration:
the costs of each RRH–BBU link and the costs of a BBU. Accordingly, the network total costs are given
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by the sum of the global costs of the RRH–BBU links plus the costs of the total number of BBUs used in
the network.

The costs of each RRH–BBU link can be obtained with the link design algorithm. It is important to
notice that when dealing with the acquisition of equipment, as is the case when designing the fronthaul
network, some vendors might be able to provide substantial discounts on their prices for purchases
involving larger amounts of equipment. Accordingly, these discounts could make one technology
preferable to another, cost-wise. Nevertheless, even though this is an important consideration, it is
extremely difficult to quantify these discounts as constraints within the algorithm in a universal
manner. Therefore, it was assumed that the unitary price of the equipment remained unaltered for
large quantities, which means that the global costs of the RRH–BBU links considered by the network
planning algorithm can be regarded as an upper limit for this type of cost; nonetheless, please bear
in mind that since the source code of this algorithm is freely available online, it can be modified by
anyone, namely by a system designer, in order to incorporate other features such as particular costs’
computations according to specific terms of the vendors.

It is worth pointing out that when deciding to add or remove a BBU from the network, the BBU
costs play a major role when determining the total costs of the network. More specifically, if the BBU
costs were considered negligible, the optimal solution (although unrealistic) would be given by the
total number of BBUs equaling the number of RRHs, with colocated placements, as this would mean
close to zero distances between the RRHs and the corresponding BBU, thus yielding the minimum
possible costs regarding RRH–BBU links. Accordingly, one of the virtues of the network planning
algorithm is that the BBU costs are not disregarded when determining the optimal number of BBUs to
be deployed for a certain environment.

3.2.2. Network Planning AlgorithmWorkflow

Figure 3 depicts the flowchart of the network planning algorithm. The first step is to read and
store the information contained in the “RRH.dat” file, which is a text file that contains (in each line and
separated by commas) the Cartesian coordinates (X, Y) of the RRHs under consideration, along with
the required bit rate for each RRH; Table 4 presents the structure of each line regarding the “RRH.dat”
file. In addition, the user must provide data regarding the BBUs in the “BBU.dat” text file; once more,
a line structure is followed (separated by commas), where the required inputs are the ones indicated
in Table 5; these correspond respectively to the maximum number of RRHs supported by a BBU
(RRHsmax), the maximum bit rate supported by a BBU for each RRH–BBU link (Bmax), the costs of
a BBU (CostsBBU), the minimum and maximum number of BBUs to be considered in the analysis
(min_BBU and max_BBU, respectively), and the number of different initializations regarding the
network costs optimization procedure (Dinit).

Afterwards and given the starting number of BBUs (min_BBU), the algorithm computes the
positions of the BBUs. This step, combined with the assignment of each RRH to a BBU (where
multiple RRHs can be connected to a single BBU), can be regarded as solving a clustering problem.
Since smaller RRH–BBU link distances not only increase the likelihood of adopting single-hop wireless
communication technologies (which are simpler to install), but also lead to cheaper FO links, as well as
lower fronthaul latencies can be achieved, the adopted criterion for clustering is based on minimizing
the distances between RRHs and BBUs. Accordingly and by applying the K-means clustering algorithm
(as suggested in [31]), the positions of the BBUs are determined. More specifically, the K-means
procedure groups the RRHs into K different subsets, where K equals the considered number of BBUs
(hence, K ≤ RRHs), by minimizing the sum of squared distances between the RRHs belonging to a
cluster and the corresponding cluster centroid, i.e., the associated BBU position.

Table 4. Required inputs for the “RRH.dat” file.

RRH.dat X Y Bmin
(m) (m) (Mbps)
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Table 5. Required inputs for the “BBU.dat” file.
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Figure 3. Flowchart of the network planning algorithm.

Next, the algorithm verifies if the BBUs can support the number of RRHs assigned to each one
of them, as well as the required bit rate of each RRH–BBU link; if this is the case, then the link
design algorithm is used to determine the cheapest working solution satisfying each RRH–BBU link
requirement (such as link distance and required bit rate) for the deployment scenario (the scenario
characteristics, except link distance and required bit rate, are extracted from the “Scenario.dat” file); cf.
Section 3.1. Subsequently, the total costs of the network are computed taking into account the network
costs analysis, i.e., by summing up the costs of all RRH–BBU links and the costs of the considered
number of BBUs.
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Noticing that the K-means approach is an iterative algorithm that relies on an initial random
choice of centroid positions, this procedure may yield different clustering results on different runs of
the algorithm, which, in turn, may lead to different network costs; note that there are KN(RRHs) ways to
partition N RRHs into K clusters. Therefore, the previous two steps (computation of BBUs’ positions
and determination of the total costs of the network) are repeated multiple times—namely a total of Dinit
times, which is a user-specified value that ideally should be close to KN(RRHs), although this number
may be too time consuming to be practical—in order to search for the cheapest network topology
regarding the number of BBUs that is under consideration (e.g., min_BBU).

The network planning algorithm then computes again the total costs of the network, but now
considering a different number of BBUs, in order to find the cheapest alternative. More specifically, the
procedure is repeated, sequentially, from the minimum (min_BBU) to the maximum number of BBUs
(max_BBU) defined by the user, and the algorithm will finally return which number of BBUs yields
the overall cheapest solution along with other outputs: BBUs positions, RRHs assigned to each BBU,
equipment ID for each RRH–BBU link, and total network costs.

4. Fronthaul Design Study Results

In order to study the influence of different environments and weather conditions on the fronthaul
design, a set of illustrative equipment was considered: it comprised MRT, FSO, and FO technologies
under different functioning conditions, such as maximum supported bit rate, price, and others factors
that affected the maximum distance of a viable link (e.g., operating frequency, sensitivity, etc.).
The respective test equipment characteristics, which were obtained by combining information from
multiple sources [15,32–35], are presented in Table 6.

Table 6. Characteristics of the test equipment.

MRT ID B f PTx GTx GRx Aequi SRx Nf M F.Costs(MRT) V.Costs(MRT)

(Mbps) (GHz) (dBW) (dBi) (dBi) (dB) (dBW) (dB) (M-QAM) (EUR) (EUR/
√
km)

1 380 13 2 28 28 3 −111 4 1024 55,895 11,590
2 570 42 0 34 34 3 −122 4 1024 85,326 5016
3 1100 42 0 34 34 3 −122 4 1024 95,736 9680

FSO ID B λ PTx GTx GRx Aequi SRx F.Costs(FSO)

(Mbps) (nm) (dBW) (dBi) (dBi) (dB) (dBW) (EUR)

4 100 785 −12.2 30 0 3 −60 29,903
5 1000 1550 −27 30 0 3 −60 32,353
6 1000 1550 −7 30 0 3 −60 48,186
7 10,000 1550 −7 30 0 3 −48 86,654

FO ID B BxD Txmin Rxmin L FL F.Costs(FO) V.Costs(FO)

(Mbps) (Mbps·km) (dBW) (dBW) (dB) (dB/km) (EUR) (EUR/km)

8 10,000 80,000 −27.5 −43 3 0.25 35,135 18,865

The study performed herein is divided into two parts: first, the link design algorithm is used to
evaluate which technologies are the preferable cost-effective choices for individual fronthaul segments
under different weather conditions, lengths of the links, and bit rate requirements; secondly, by using
the network planning algorithm, an assessment is performed regarding the impact of the RRH density
on the selection of cost-effective communication technologies for C-RANs.

4.1. Individual Links Assessment

In order to study the performance of MRT, FSO, and FO systems, four different scenarios were
considered by taking into account the ranges of values associated with rain and fog intensities [25,
28]; these test scenarios are henceforth denoted as S(r_l/f_l), S(r_h/f_l), S(r_l/f_h), and S(r_h/f_h)
and their respective characteristics are given in Table 7; for the sake of clarity, r_l and r_h refer to low
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and high rain intensity, respectively, whereas f_l and f_h refer to low and high fog intensity, respectively.
In addition, the minimum accepted link margins Ml(MRT)

min , Ml(FSO)
min , and Ml(FO)

min were all set equal to
3 dB [10,32].

Table 7. Characteristics of the test scenarios.

Scenario Umax T R(0.01%)
i H ha hobs Nf og D Rain Intensity Fog Intensity

(%) (°C) (mm/h) (%) (m) (m) (days/year) (h)

S(r_l/f_l)

0.1 21

15

60 30 −15

10

2

Low Low
S(r_h/f_l) 135 10 High Low
S(r_l/f_h) 15 360 Low High
S(r_h/f_h) 135 360 High High

Following the previous test scenario settings, the link design algorithm was run for each scenario
considering a set of distances ranging from 0 to 20 km and a required bit rate ranging from 0 to
1.5 Gbps, in order to assess how the most cost-effective solution varied for different link requirements
and for different weather conditions. Figures 4–7 present the outputs of the link design algorithm
(i.e., the cheapest working solution for the considered distance and required bit rate ranges) for the
four test scenarios.
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Figure 4. Cost-effective solutions for S(r_l/f_l).
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Figure 7. Cost-effective solutions for S(r_h/f_h).

Due to the low rain and low fog intensities considered in S(r_l/f_l), this scenario has very good
wireless propagation conditions for both MRT and FSO technologies. Accordingly and as can be
observed in Figure 4, an FSO system should be adopted for these weather conditions when the required
bit rate is low to medium (lower than 1 Gbps) and the link distance is small (below 4 km) or when
the required bit rate is higher (1 to 1.5 Gbps, at least) and the link distance is within a narrow range
of small distances (2.5 to 3 km); for the medium bit rate requirement range (570 Mbps to 1.1 Gbps)
and for medium link distances (4.5 to 11 km), MRT systems are the best choice; the MRT technology
also yields the best results for a wider range of link distances (namely from 4 to 11.5 km and from 4 to
16.5 km), but for lower bit rate requirements (below 570 Mbps and below 400 Mbps, respectively);
for all the remaining cases, FO systems are the best choice. Some conclusions can be drawn from these
results: first, there is a trade-off between bit rate and distance ranges regarding the cost-effectiveness of
MRT and FSO solutions; secondly, the feasibility of a wireless link does not necessarily mean that it is a
cost-effective solution; for instance, although FSO links are practicable regarding small distances and
high bit rate requirements (notably greater than 1 Gbps), FO systems are a better cost-effective choice
in these cases if the link distance is closer to zero (an equivalent example could be given regarding
MRT versus FO systems and with respect to small to medium link distances and medium bit rate
requirements); nevertheless, FSO solutions can be used as a fallback in these cases, namely if the
FO technology cannot be used, e.g., due to the orography of the terrain or the necessity of a quick
installation following a natural disaster.

Considering now S(r_h/f_l), which is a scenario characterized by high rain and low fog intensities,
Figure 5 shows that both wireless technologies decreased their cost-effective performance in terms of
maximum link distance when compared to S(r_l/f_l); this performance decrease was more pronounced
regarding MRT systems, especially in the case of medium bit rate requirements (they had a reduction
of 6 km regarding the maximum feasible link length). From here, it could be concluded that although
the presence of rain makes it harder to select one of the wireless technologies considered herein, if the
fog intensity is low, then FSO systems are still a good cost-effective option if the required bit rate is low
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to medium (lower than 1 Gbps) and the link distance is small (below 2.5 km); on the other hand, even
in the case of high rain intensity, MRT solutions should not be disregarded, since they are cost-effective
for medium link distances (2.5 to 14 km) and small bit rate requirements (lower than 400 Mbps).

Turning now the attention to the scenario characterized by low rain and high fog intensities,
S(r_l/f_h), Figure 6 shows that FSO systems were practically excluded from the cost-effective solutions
due to harsh visibility conditions; in particular, FSO links were only feasible for very small distances
(up to 200 m). With respect to MRT systems, their cost-effectiveness was similar to the one observed for
S(r_l/f_l) (cf. Figure 4). Another noteworthy result is that, when compared to the previously analyzed
scenarios, it was the FO technology (and not the MRT one) that replaced FSO as the cost-effective
solution for small link distances (below 2 km) and low to medium bit rate requirements (lower than
1 Gbps); this result reinforces the previous conclusion that the feasibility of a wireless link does not
necessarily mean that it is a cost-effective solution, namely when considering small link distances.

With respect to S(r_h/f_h), which is a scenario characterized by high rain and high fog intensities,
Figure 7 shows that the cost-effectiveness of MRT systems was similar to the one observed for S(r_h/f_l)
(cf. Figure 5), whereas the cost-effectiveness of FSO systems was similar to the one observed for
S(r_l/f_h) (cf. Figure 6), thus yielding analogous conclusions, respectively.

Combining all the findings gathered so far, a system designer, when planning an RRH–BBU
link, can somewhat foresee, without making computations, which technology is more likely to be
adopted; this is useful to decide, especially in the first stage of link planning, which equipment should
be thoroughly surveyed on the market, thus saving time and money. A summary of the mapping
between the pair link distance/bit rate requirement and the respective cost-effective solutions is given
in Figure 8, which led to the following rules of thumb:

• For short link distances (under 4 km) and small to medium bit rate requirements (lower than
1 Gbps), an FSO system is the best option, followed by an FO one if the former is unfeasible,
notably in foggy scenarios (MRT systems can also be used as fallback);

• For short link distances (under 3 km), but for a higher bit rate requirement (greater than 1 Gbps),
FO systems should be adopted, followed by FSO ones;

• For medium to high link distances (5 to 11 km) and small to medium bit rate requirements, as well
as some high link distances (14 to 16 km) and lower bit rate requirements (lower than 400 Mbps),
the first choice corresponds to the MRT technology, followed by FO if the former is unfeasible,
notably in rainy scenarios;

• For medium to high link distances (4 to 14 km) and lower bit rate requirements, as well as some
medium link distances (4 to 5 km) andmedium bit rate requirements (lower than 1 Gbps), not only
MRT systems are the best option, but they also show a high resilience even regarding scenarios
with high rain intensity;

• For all the remaining cases, FO systems are the only option, which means that if these systems
cannot be deployed, then the link becomes unfeasible (unless wireless relay stations are
considered).
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Figure 8. Summary of the cost-effective solutions for individual link deployment.

4.2. Network Assessment

In order to assess the impact of the RRH density on the selection of cost-effective communication
technologies for C-RANs, two distinct environments were considered, namely a rural and an urban
environment [36], which had different RRH densities; the characteristics of these test environments are
presented in Table 8. In addition, the costs of one BBUwas assumed to be equal to 167,000 euros [33,37],
as well as it was assumed that each BBU had enough capacity to support as many RRH–BBU links as
needed; furthermore, for each of these links, it was assumed that the BBUs could support the required
bit rate, which was set equal to 1 Gbps for all cases. Moreover, the K-means clustering procedure was
repeated enough times so that each solution using a certain number of BBUs converged to a minimum
in terms of network costs.

Table 8. Characteristics of the test environments for network assessment.

Environment RRH Density Test Area Total No. of RRHs

Rural 0.015 RRHs/km2
20 km × 20 km 6

Urban 0.3 RRHs/km2 120

Following the previous settings, the network planning algorithm was run multiple times for each
environment and considering, in a separatemanner, the four aforementioned test scenarios (cf. Table 7),
in order to evaluate the impact of different weather conditions on the fronthaul design and costs.

4.2.1. Rural Environment

Figure 9 presents, for each of the considered test scenarios, the obtained results for the rural
environment, namely the average total network costs along with the average technology usage
percentage; the colocated percentage corresponds to the average percentage of RRHs thatwere colocated
with the placed BBUs; thus, the respective RRH–BBU links did not make use of MRT, FSO, or FO
individual links. Additionally, the average number of BBUs required for each test scenario is also
indicated in this figure.
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Figure 9. Network costs and technology usage for the rural environment.

The results showed that even though the average number of BBUs required for a cost-effective
network design was similar in all cases (ranging from 1.6 to 2.8), the distribution of technology usage
regarding the RRH–BBU links clearly varied according to the considered scenario. Nevertheless, it is
important to notice that, in all cases, cost-effective solutions were obtained (on average) when some
BBUs were colocated with RRHs. Moreover, the FO technology was always adopted for RRH–BBUs
links, and its usage percentage increased as the weather conditions deteriorated.

As expected, the scenario characterized by low rain and low fog intensities, S(r_l/f_l), yielded
the lowest average network costs, whereas the high rain and high fog intensities of S(r_h/f_h) led to
the highest average network costs. However, these scenarios did not give rise to the lowest or highest
average number of required BBUs, respectively, concerning all four test scenarios. This shows that the
number of required BBUs on its own is not sufficient to have an estimate regarding the final network
costs in rural environments.

Another noteworthy result is that regardless of the rain intensity, MRT systems were always
adopted for RRH–BBUs links, albeit with lower usage percentages when the rain intensity was high.
On the contrary, an equivalent behavior was not observed by the FSO technology; more specifically,
although this technology was the most used when the fog intensity was low, FSO systems were not
adopted in the scenarios with high fog intensity. This particular outcome in the rural environment
enables to highlight an advantage of considering the FSO technologywhen planning fronthaul networks:
if the visibility conditions are favorable, then the use of FSO systems entails significant savings in
the network cost; for instance, there was a cost reduction of 6% in rainy scenarios (cf. S(r_h/f_h) vs.
S(r_h/f_l)), whereas a cost reduction of 13% was verified under non-rainy scenarios (cf. S(r_l/f_h) vs.
S(r_l/f_l)). Furthermore and besides the cost savings, the use of FSO systems leads to an increase of
the number of BBUs required for a cost-effective network, which may represent an advantage in future
network expansions, especially in rural environments, as new RRHs have a higher likelihood of being
served with lower costs by the existing BBUs.

4.2.2. Urban Environment

Figure 10 presents, for each of the considered test scenarios, the obtained results for the urban
environment. As can be observed, the distribution of technology usage regarding the RRH–BBU links
can be categorized into two groups, according to the visibility conditions: (1) low fog intensity scenarios,
where the FSO technology usage is largely dominant (roughly 90–98%) and FO systems account for the
remaining RRH–BBU links, with a usage percentage that increases along with the increase of the rain
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intensity (particularly because the performance of FSO systems is also impaired by the presence of rain,
as seen in Section 4.1); and (2) high fog intensity scenarios, in which the distribution of technology
usage is practically unaffected by the rain intensity and almost all RRH–BBUs links (about 99%) are
served by FO systems. Still regarding the latter group, it is important to notice that even in the presence
of harsh visibility conditions in the respective scenarios, FSO systems were adopted for the remaining
RRH–BBU links (i.e., approximately for 1% of the cases); this occurred because, unlike the rural
environment, some of the RRH–BBU link lengths were always very small (notably less than 200 m)
due to the higher RRH density of the urban environment.

Te
ch

no
lo

gy
 u

sa
ge

 p
er

ce
nt

ag
e

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

N
et

w
or

k 
co

st
s

5 M€

7 M€

9 M€

11 M€

13 M€

15 M€

S(r_l/f_l) 
[ 11.8 BBUs ]

S(r_h/f_l) 
[ 17.4 BBUs ]

S(r_l/f_h) 
[ 14.9 BBUs ]

S(r_h/f_h) 
[ 14.9 BBUs ]

Network costs % MRT % FSO % FO % Colocated

Figure 10. Network costs and technology usage for the urban environment.

Turning the attention now to the network costs, the results showed that the visibility conditions also
have a major impact on the urban fronthaul costs: not only high fog intensities led to more expensive
networks, but also cheaper ones were obtained when there was low fog intensity; in particular, the
possibility of exploiting FSO systemswhen the visibility conditionswere favorable led to a cost reduction
of 23% in rainy scenarios (cf. S(r_h/f_h) vs. S(r_h/f_l)), whereas a cost reduction of 38% was verified
under non-rainy scenarios (cf. S(r_l/f_h) vs. S(r_l/f_l)). It is also worth to point out that, regardless of
the rain intensity, the network costs were very similar whenever the fog intensity was high (cf. S(r_l/f_h)
vs. S(r_h/f_h)), mainly becauseMRT systems were not adopted; in any case, although it is unnoticeable
in Figure 10, the costs were slightly cheaper in S(r_h/f_l) than in S(r_l/f_l)) owing to a non-negligible
performance increase of FSO systemswhen the rain intensity decreased, which in turn slightly increased
the FSO technology usage.

With respect to the average number of required BBUs, although the lowest value was obtained for
the scenario that yielded the lowest average network costs (i.e., S(r_l/f_l)), the opposite was not true,
as the highest number of required BBUs occurred for the second cheapest scenario (i.e., S(r_h/f_l)).
This shows that the number of required BBUs on its own is not sufficient to have an estimate regarding
the final network costs also in urban environments. Finally, notice that although colocated BBUs
with RRHs were never adopted as cost-effective solutions regarding the urban environment results,
in practice, it may compensate economical to change the placement of a BBU (which was initially
suggested by preliminary cost-effectiveness studies) in order for it to match the position of a nearby
RRH (for instance, if the initial distance between them is below 20 m), thus saving, e.g., site rental
costs.
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5. Conclusions

This paper addressed the use of MRT, FSO, and FO systems in the C-RAN fronthaul segment of a
mobile network. In particular, a methodology was proposed to evaluate and compare the performance
of MRT, FSO, and FO technologies, thus enabling determining the most cost-effective solution for each
RRH–BBU link and computing the required number of BBUs and where they should be positioned in
order tominimize the overall network costs. In addition, a studywas carried out regarding the fronthaul
design; more specifically, a cost-effectiveness comparison of the aforementioned communication
technologies was performed for individual fronthaul segments under different weather conditions,
link lengths, and bit rate requirements; an assessment was also performed regarding the impact of the
RRH density on the selection of cost-effective communication technologies for C-RANs.

With respect to individual links, the study results showed how sensitive the wireless
communication systems addressed herein (MRT and FSO) are to weather conditions. Moreover,
the effects of rain and fog were mapped into a cost-effective link solution chart that is dependent on
link length and the required bit rate; in this manner, a system designer can be aware beforehand, and
without making computations, about which technologies suit better for the intended link and that
deserve to be thoroughly surveyed on the market.

Concerning the analysis performed for different RRHdensities, it was seen that for few and sparsely
distributed RRHs (rural environment), the technology usage distribution to set up a cost-effective
fronthaul significantly changed when the weather conditions varied. On the other hand, when
considering an area with a high RRH density (urban environment), it was concluded that one
technology was extremely dominant when setting up a cost-effective network; additionally, it was
concluded that this technology varied between FSO systems, regarding scenarios with good visibility
conditions, and FO systems, namely when FSO systems were strongly impaired by the presence of fog.

One of themain findings of thisworkwas that, regardless of the environment type, the performance
of FSO systems is a key factor in terms of the total costs of the fronthaul network. More specifically,
the possibility of exploiting the FSO technology when there is low fog intensity entails significant
savings in the network costs. Accordingly, this shows how it is of utmost importance for a project
manager to collect information about the visibility conditions regarding the implementation scenario
(e.g., frequency and duration of fog events), in order to get the most out of FSO systems and,
consequently, lowering the fronthaul segment costs.

Lastly, it is worthmentioning that any real implementation of an RRH–BBU link requires additional
considerations other than the ones addressed herein (such as site availability, rental contract terms,
reuse of previously acquired technology, etc.). In spite of that, the provided methodology (namely
the supplied software tool) along with the conclusions of this work can serve as important guidelines
for fronthaul network designers. For instance, after adjusting the inputs of the aforementioned tool
according to the specific situation being analyzed, a project manager will have a better notion of not
only which equipment can be disregarded in the first place, thus saving time, but also which situations
require further evaluations for a successful network deployment—e.g., if an FSO system is being
considered, then it should be investigated whether the Sun or the presence of trees will not impair this
system—which also enables to obtain a more productive and time-efficient fronthaul design.
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Abstract: Mobile communication technology is evolving from 4G to 5G. Compared to previous
generations, 5G has the capability to implement latency-critical services, such as autonomous driving,
real-time AI on handheld devices and remote drone control. Multi-access Edge Computing is one
of the key technologies of 5G in guaranteeing ultra-low latency aimed to support latency critical
services by distributing centralized computing resources to networks edges closer to users. However,
due to its high granularity of computing resources, Multi-access Edge Computing has an architectural
vulnerability in that it can lead to the overloading of regional computing resources, a phenomenon
called regional traffic explosion. This paper proposes an improved communication architecture called
Hybrid Cloud Computing, which combines the advantages of both Centralized Cloud Computing and
Multi-access Edge Computing. The performance of the proposed network architecture is evaluated
by utilizing a discrete-event simulation model. Finally, the results, advantages, and disadvantages of
various network architectures are discussed.

Keywords: 5G mobile communication network; multi-access edge computing; centralized cloud
computing; hybrid cloud computing

1. Introduction

With the emergence of the smartphone, the amount of data traffic has been growing exponentially
since 2008. Based on user demand and the introduction of new technologies, mobile communication
technology is currently evolving from fourth generation (4G) to fifth generation (5G). The 5G mobile
communication technology (5G herein) can be characterized by three major features: enhanced Mobile
Broadband (eMBB), massive Machine Type Communication (mMTC), and Ultra Reliable Low Latency
Communication (URLLC). The main concept of the eMBB is to extend frequency resources to a
millimeter Wave (mmWave) above 6 GHz. mMTC is defined as a network capacity to simultaneously
accommodate millions of devices in an area of 1 km2. Finally, URLLC is a feature for guaranteeing
end-to-end latency within 10 ms.

Among the main features of 5G, URLLC can be recognized as the most distinguished feature
that differentiates 5G from previous generations of mobile communication technologies. Prior to the
discussion of the URLLC, the mobile network architecture needs to be defined. A mobile network
can be sub-divided into radio access network and core network. The radio access network is the
network link assigned on radio frequency resources and the core network is the network link assigned
to wire-line resources. For 5G standard, significant efforts have been made to reduce the latency of
radio access networks, including the use of mini-slots and shortened Transmission Time Interval [1–5].
However, reducing the core network latency is more difficult because of the physical distance limitation
(~200 km/ms).
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To address the challenges in reducing core network latency, a new network architecture called
Multi-access Edge Computing (MEC) architecture has been proposed [6–8]. The main concept of MEC
is to reduce the physical distance between user entity (UE) and application server. Network functions
are virtualized on clouds, in which application servers are collocated; MEC is an architecture that
allocates computing resources closer to UE. Figure 1 shows the current 4G architecture and the new
MEC architecture. The 4G architecture shown in this paper will be referred to as the Centralized Cloud
Computing (CCC) architecture [9,10], as tasks are processed at the central cloud.

 
Figure 1. Centralized Cloud Computing (CCC) and Multi-access Edge Computing (MEC) architectures.

In the CCC architecture, the application server is located at the central cloud, causing a delay
in the core network if the physical distance between the central cloud and the UE is long. The MEC
architecture can reduce transmission delay by placing application server and computing resource
(edge cloud) near the target region. However, a network based on the MEC architecture can experience
significant delay under certain disruptive situations. Figure 2 shows two of these situations and
illustrates the different responses of the CCC and MEC architectures.

 

Figure 2. CCC and MEC architecture responses to different data traffic situations.

The left side of the figure shows both the CCC and MEC-based networks operating under normal
data traffic conditions. All the data traffic in the CCC-based network is transmitted to the central
application server, where the central cloud is located. In the MEC-based network, the regional data
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traffic is transmitted to respective regional application server to be processed at the edge cloud.
The right side of the figure depicts a situation where a data traffic spike occurs in a particular region.
Events where large crowds gather, such as the New Year’s Eve celebration in Times Square, can cause
unusually high data traffic in a specific region. In the current CCC-based network, no noticeable delay
occurs as the data traffic is handled by the central cloud, which has sufficient computing resources.
However, the MEC-based network has a high probability of experiencing significant delay in that
specific region. This is due to the fact that the computing resources allocated to an application server
for that particular region may not be sufficient to handle the congested data traffic in the allocated
time. Although MEC-based networks can significantly decrease delay time through computer resource
distribution and forward deployment of application servers, they are vulnerable to regional data traffic
spikes, if insufficient computing resources are allocated in that region.

In summary, the CCC and MEC architectures have their advantages and disadvantages. The CCC
architecture can utilize centralized computing resources for all users’ traffic, thus being more robust
to regional data traffic spike. However, the transmission delay in the CCC architecture is directly
proportional to the physical distance between feature elements, resulting in greater time delay for data
traffic generated far away from the central cloud. Conversely, the MEC architecture, by locating feature
elements in close proximity, can reduce transmission delay. However, it is vulnerable to regional data
traffic spikes due to the limited computing resources allocated to each application server.

In this study, we propose a new hybrid network architecture, appropriately named Hybrid Cloud
Computing (HCC) architecture, which combines the advantages of both CCC and MEC network
architectures while minimizing their risks. This newly proposed architecture, along with the standard
CCC and MEC architectures, is analyzed in terms of the data traffic processing capability using a discrete
event-based simulation model. The comparative analysis results for the three network architectures
are presented in this paper. The following are the contributions of this study: (1) Establishing a
simulation model of a communication network architecture that incorporates an offloading decision
algorithm considering the queuing status in the system, which is a major factor influencing the latency
in actual network environment, and (2) Assessing the feasibility of various communication network
architectures using this model, including the newly proposed HCC architecture, with actual field data
to reflect real-life situations.

2. Previous Works

Mobile cloud computing technology is the foundation of the MEC architecture. The technology
attempts to overcome the limited computing resources of the mobile terminals of subscribers and
to reduce power consumption by offloading the workload to a cloud located in a remote location.
Research related to this area include work by Kemp et al. [11], who constructed a prototype of and image
processing application that incorporated an offloading methodology, where the terminal workload
is offloaded to a server. Cuervo et al. [10] proposed a mobile cloud computing related framework
named MAUI. Using the proposed framework, they defined a system to classify the offloading
code, client-server connection, and offloading decision function based on optimization using linear
programming and profiling function to improve the decision-making accuracy. Chun et al. [9] proposed
the CloneCloud framework, which enables more effective offloading through virtualization-based
synchronization of program execution environment between the user terminal and server. More recent
work focuses on establishing the application offloading process for augmented reality through mobile
virtual reality [12].

The offloading methodology is another closely related topic that has received a lot of attention.
Research on this subject is divided into two different areas, namely the single layer offloading
methodology and multiple layer offloading methodology. The former focuses on developing
methods to improve the efficiency of decision making for offloading between user terminal and
edge cloud, while the latter focuses on solving edge cloud overload problem from a more macroscopic
(system level) perspective.
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There are two different approaches to the single layer offloading methodology. The first approach
involves the optimization of computing resources. Taking this perspective, Huang et al. [13] used
the Lyapunov optimization technique to solve the offloading decision problem for the purpose of
minimizing terminal power consumption, subject to a dependency between the off-loadable modules.
Recent work to implement this approach was published by Chen and Hao [14], who proposed a
method to minimize the delay time through efficient allocation of the computing resources required
for offloading in the virtualized network environment. Additionally, Hao et al. [15] proposed a new
concept called task caching, which solved the terminal power consumption minimization problem
through mixed integer optimization, while considering MEC, storage resources, and execution time.

The second approach to the single layer offloading methodology attempts to coordinate and
optimize both computing and communication resources. In the work by Liu et al. [16], the authors
modeled the terminal task buffer queuing state, task processing state, and offloading transmission state
based on a Markov decision process and proposed a solution to the delay time optimization problem
using a one-dimensional searching algorithm. Hong et al. [17] proposed a method to obtain an optimal
trade-off condition between delay time and power consumption using the finite-state Markov chain
model. In recent work by You et al. [18], the authors proposed an algorithm to solve the computing
and communication resource optimization problems using an offloading decision model, which is
divided into computing resource model based on time division access and communication resource
model based on orthogonal frequency division access.

The multiple layer offloading methodology focuses on solving the MEC architecture overload
from a more macroscopic perspective. Srinivasan and Agrawal [19] proposed a new architecture called
the mobile-central office re-architected as a data center (M-CORD) to address the MEC architecture’s
overload problem. The M-CORD is a network architecture that utilizes the service orchestration
platform called XOS to link the distributed and virtualized base stations to the core network, while
allocating centrally located computing resources to each individual edge cloud. Through utilization
of this architecture, sharing of computing resource between individual edge clouds is possible, and
the edge cloud overload problem can be addressed. Lin et al. [20] defined the MEC architecture as a
multiple layer system consisting of terminal edge cloud, and core layers. They proposed a methodology
for optimizing computing resources and minimizing delay time through best allocation of computing
resources and traffic to nodes in each layer. Kiani and Ansari [21] divided an MEC architecture into
three different layers and implemented an auction-based optimization algorithm to obtain minimum
cost for the network.

Recently, new methodologies have been proposed for optimizing offloading tasks between clouds.
Table 1 lists the recent works in this area.

Table 1. Published works on offloading optimization between clouds.

Previous Research Multi-Tiered Offloading Optimization Objectives Optimization Methodology Queuing Status Sharing

Hou et al. [22] No Horizontal Latency Heuristic No
Ren et al. [8] Yes Vertical Latency Convex No
Ahn et al. [23] Yes Vertical Cost Heuristic No
Zhao et al. [24] Yes Vertical Utilization Convex No
Zhang et al. [25] Yes Vertical Profit Convex No
Zhang et al. [26] Yes Vertical Profit Convex No
Ruan et al. [27] Yes Vertical Latency Heuristic No
Thai et al. [28] Yes Vertical and Horizontal Cost Approximation No

Hou et al. [22] proposed a model for horizontal offloading between autonomous vehicles and
road infrastructure, and optimized for latency using a heuristic algorithm. Ren et al. [8] assumed a
vertical offloading model for edge and cloud, and optimized for latency using convex optimization.
Ahn et al. [23] proposed a cooperation model between edge and cloud for video analytics based on
Internet of Things (IoT). They defined the optimization as a mixed integer problem and applied the
heuristic algorithm to optimize the cost required for cloud operation. Zhao et al. [24] employed a
vehicle network comprising edge and cloud, and tried to optimize cloud utilization using convex
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optimization. Zhang et al. [25,26] used whole-sale and buy-back models between edge and cloud to
share computing resources, and optimized the profit from the edge’s perspective. Ruan et al. [27]
assumed an energy management infrastructure as a cloud model comprising three tiers, and optimized
for latency using joint optimization between Stackelberg and Lyapunov-based pricing and energy
demand. Thai et al. [28] proposed vertical and horizontal offloading models between edge to cloud
and edge to edge, and used an approximation algorithm to minimize the cost.

Surveying previous works revealed several research gaps that can be addressed. Several papers
proposed new frameworks for offloading between user terminals and the cloud and they established
foundations for future MEC architecture related research. However, the limitation of their works is
that their main direction was focused on the design of the system’s functional elements, and they did
not propose ways to optimize offloading under various operating conditions. Moreover, the single
layer offloading methodology is another research area on which the majority of research has been
published. However, the single layer offloading methodology exhibits limitations in addressing the
MEC architecture’s issues of computing resource shortage, work overload and quality degradation
resulting from local traffic spike. The studies on multiple layer offloading methodology focus optimal
allocation of computer resources and traffic to multiple terminals, edge clouds, and cloud nodes at the
upper layer. Numerous works published in this area were focused on solving the high complexity
optimization problem at the center. Although many scholars have studies offloading optimization,
as listed in Table 1, no study has incorporated queuing status sharing between clouds in the offloading
decision making framework, which has a significant impact on the performance in an actual cloud
network operating environment. In this research, by incorporating queuing status sharing between
clouds into the simulation model, we estimate realistic latency values to make offloading decision.
This is used to assess the newly proposed HCC architecture.

3. Proposed Architectures

3.1. Overview

In this study, a new communication architecture that can address the architectural problems
encountered by current CCC and MEC architectures, is proposed. Figure 3 illustrates the three
architectures analyzed in this study: (1) CCC architecture, which is the current 4G architecture; (2) newly
proposed HCC architecture; (3) MEC architecture, which is the architecture proposed for 5G systems.

 

Figure 3. Three network communication architectures proposed for the analysis.
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3.2. CCC Architecture

The CCC architecture is the current architecture used in 4G systems. In this architecture, the service
request of the user passes through the local level base station and backhaul network and is then
delivered to core functions, such as a serving gateway or a public data network gateway. The request
then goes through the internet before finally arriving at the central cloud to complete the service
process. In the actual mobile communication network, the physical transmission distance for a related
service could be several hundred kilometers, causing high latency. However, the CCC architecture
features the benefit of centralized pooled computing resources as shown in Figure 2.

3.3. HCC Architecture

To incorporate the advantages of both CCC and MEC architectures, a new network architecture,
named HCC architecture, is proposed in this study. As illustrated in Figure 3, the HCC architecture
has computing resource at the central cloud, and at application servers (edge clouds) for the regions
they service. The normal volumes of local data traffic are handled by the application server and
edge cloud for that region, resulting in short delay time. However, when a data traffic spike occurs
and the edge cloud at the local application server is tied up with previous tasks, the extra data
traffic is offloaded to the computing resource located at the central cloud, rather than waiting in
queue at the local application server. The local application server makes an offloading decision for
every task to achieve lower latency at that moment. To estimate the latency, real time statistical
data is gathered at the respective application server, including the status of computing resources and
process queue for the edge and central clouds. This can alleviate potential data traffic spike problem
experienced by a completely distributed MEC architecture. The HCC architecture provides a more
balanced approach to handling data traffic compared to CCC architecture, in which every task must
be processed at the central cloud regardless, and MEC architecture, in which every task must be
processed at local edge clouds. The HCC architecture proposed in this study is based on the MEC
standard reference architecture established by the European Telecommunication Standard Institute
(ETSI) [6]. The architecture and associated offloading decision-making framework can be realized in
the form of a mobile edge service in the standard reference architecture. Moreover, the information
between clouds, required for the offloading decision-making framework, is exchanged through an
Mp3 interface in the standard reference architecture. The proposed HCC architecture is a high-level
design based on technologies that satisfy standard requirements. Further, the functional elements of
the system proposed in this paper are mapped to lower modules in the standard reference architecture,
and therefore, can be easily implemented in a real network environment.

3.4. MEC Architecture

In a 5G system based on network virtualization, the logical functions to process the user traffic
at the base station and core instrument are integrated into a user plane function and is distributed
to serviced regions. Furthermore, considering the service-based architecture, which aims to fuse the
network and application, the 5G system supports a communication path between the user plane
function and the application. The MEC architecture takes advantage of this feature by placing an
application function, which was located on the central cloud originally, to a local cloud at individual
application servers and connects it with the user plane function. The MEC architecture reduces the
delay time significantly by moving the application function closer to the UE. However, due to the
distributed allocation of computing resources, the available computing resource per location is limited,
making the architecture vulnerable to regional traffic spikes as shown in Figure 2.
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4. Simulation Model

4.1. Simulation Model Overview

To assess the capabilities of the different architectures, a simulation model of the network
architecture was constructed. Figure 4 shows the communication network modeled on the left, and the
overall structure of the corresponding simulation model on the right.

 
Figure 4. Network architecture simulation model.

The communication network shown on the left in the figure has a multi-tiered structure. The central
cloud is located in Tier-2, while six edge clouds are located in Tier-1. The central cloud is connected
to the edge cloud in a star topology structure. The various UEs communicate continuously with the
edge clouds. The edge clouds and the central cloud are connected through an IP network based on
optical transmission technology. The network simulation model was constructed so that it represented
the CCC, HCC, or MEC architectures depending on the computing resource allocation between the
central cloud and edge clouds. Thus allocating 100% of the computing resources to the central cloud
represented the CCC architecture, while allocating 100% of computing resources to the edge clouds
represented the MEC architecture. The HCC architecture was represented by any architecture in which
the computing resources were allocated to both the central and edge clouds.

The simulation model was developed in the Microsoft Windows 10 (64 bit) environment on a
laptop computer equipped with Intel Core i5-6200U processor with 8 GB of RAM. The main module
used to develop simulation model was Python-based SimPy (version 3.0.10), which is a discrete-event
simulation framework. The additional modules used were NumPy for data analysis and Matplotlib
for graphic output.

As shown on the right side of Figure 4, the simulation model is divided into interface, simulation,
and analysis modules. The interface module permits the user to input simulation parameter values,
collect simulation results, and produce status information. The simulation module receives information
from the interface module and simulates the communication network response.
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The simulation module can be decomposed into a cloud module and a link module. The cloud
module can be realized as an edge cloud or a central cloud, where the central cloud can be placed in
a higher tier. Moreover, for each individual cloud, an arbitrary amount of computing resources can
be allocated, and the offloading decision-making framework and policy to execute it can be inputted.
The link module is used to realize network links between clouds, and by adjusting the physical
parameters, such as the latency characteristics and variance, it can simulate wired and wireless links.

The analysis module receives the simulation results from the interface module and visualizes it
appropriately to suit the objective of the analysis. By displaying the results in different types of graphs,
it allows efficient analysis and interpretation of the simulation results.

There are two newly designed modules incorporated into the network architecture simulation
model to specifically simulate and optimize the HCC architecture. The first module is the HCC
offloading decision module, and the second one is the HCC computing resource allocation module.

4.2. HCC Offloading Decision Module

The HCC offloading decision module is specifically designed for the HCC architecture. The role
of the HCC offloading decision module is to execute offloading decisions for individual tasks entering
the edge cloud to minimize end-to-end latency from user perspectives. Since the CCC and MEC
architectures do not need to make task offloading decisions, the HCC offloading decision module is
utilized when the network model is simulating the HCC architecture. When a specific task enters the
edge cloud, it compares the time it takes to process the task directly at the edge cloud (tEC) to the time
it takes to process by offloading it to the central cloud (tCC). Here, tEC can be expressed as

tEC = tqueue
EC + tprocess

EC (1)

where tqueue
EC is delay time in the queue and tprocess

EC is the actual task processing time. Additionally, the
task processing time through the central cloud, tCC, can be expressed as

tCC = tqueue
CC + tprocess

CC + 2ttransport
EC (2)

where tqueue
CC is delay time in the queue, tprocess

CC is the actual task processing time, and 2ttransport
EC is the

round trip time for the task from the edge cloud to central cloud and back.
Equations (1) and (2) are further expanded by introducing new parameters: w, REC, and RCC.

Parameter w is the actual work load of an individual task. RRC and RCC are the computing resources
for the edge cloud and the central cloud, respectively, expressed in CPU cycle frequency in units of
megahertz (MHz). With these parameters, the time required to process a specific task with work load
w for the edge cloud and the central cloud can be expressed, respectively, as follows:

tEC = tqueue
EC +

w
REC

(3)

tCC = tqueue
CC +

w
RCC

+ 2ttransport
EC (4)

In addition to the parameters defined, the decision variable x need to be defined. If we set x = 0,
then it is assumed that tEC ≤ tCC and the task is processed at the edge cloud. If we set x = 1 then the
task is offloaded to the central cloud (tEC > tCC). The overall latency (tHC), due to the task offloading
decision, can be expressed as

tHC = (1− x)tEC + xtCC (5)
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4.3. HCC Architecture Computing Resource Allocation Module

The second simulation module is used to determine optimal computing resource allocation
between individual edge clouds and the central cloud within the HCC architecture. The module is
constructed on the basis of queueing theory.

Assume that λ is the arrival rate for tasks into the HCC network, and μ is the service rate.
Then, by using the Little’s Law, the queuing time (tqueue) for each edge cloud or central cloud can be
expressed as

tqueue =
λ/μ
μ− λ (6)

Here, if we assume a simple network in which the edge cloud and central cloud are connected in a
1:1 manner, then the queuing time for the edge cloud and the central cloud are expressed, respectively,
as follows:

tqueue
EC =

λEC/REC
REC − λEC

(7)

tqueue
CC =

λCC/RCC
RCC − λCC

(8)

The arrival rate for edge cloud (λEC) and central cloud (λCC) can alternatively be expressed as
the ratio of tasks offloaded from edge cloud to the central cloud (p), which can then be stated as
λEC = λ(1 − p) and λCC = λp.

To prevent queuing time divergence for a specific edge cloud or central cloud, the HCC offloading
decision must be made to minimize the difference, Δ, between tqueue

EC and tqueue
CC , which can then be

expressed as

Δ =

∣∣∣∣∣∣ λ(1− p)/REC

REC − λ(1− p)
− λp/RCC

RCC − λp

∣∣∣∣∣∣ (9)

Taking the assumption one step further, a more realistic network structure is considered, where
edge clouds and central cloud are connected in N:1 star topology configuration. Here, Δ can be
expressed as

Δ =

∣∣∣∣∣∣∣
1
N

∑N

i=1

λi(1− pi)/REC,i

REC,i − λi(1− pi)
−
∑N

i=1 λp,i/RCC

RCC −∑N
i=1 λp

∣∣∣∣∣∣∣ (10)

In the simulation model, REC,i and RCC are set as the design variables, and tHC and Δ are measured
through the simulation. Additionally, variable λ is represented by the data traffic and μ is represented
by the computing resource.

5. Simulation Assumptions and Architecture Robustness Assessment

5.1. Simulation Assumptions

Assumptions for the CCC, HCC, and MEC architecture simulations were made for fair comparative
analysis. They are listed below.

Network structure: As shown in Figure 4, the network consists of one central cloud facility, connected
to six edge clouds in cluster that is in a star shaped topology. For the simulation, it was assumed that
the distance between the city where edge clouds are located and the central cloud facility was 200 km
for all three architectures. For the radio access network path, it was assumed that the latency for all
three architectures are same.

Edge cloud connectivity: For the simulation case study, one of the key simplifying assumption was the
implementation of the simplified network policy, which assumes that network will only use dedicated
resource allocated to the region. Another assumption made was that each edge cloud interact with
central cloud only, not with other edge clouds. Although the standard from ETSI takes into account
that edge clouds can connect to nearby edge clouds for mobile application purposes, the case study
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presented in this study primarily focuses on computational offloading from edge clouds to the central
cloud, which is not related to the task transfer from an edge cloud to another edge cloud, thus justifying
the assumption made.

Latency in radio access network and core network: For communication network, latency occurs
in radio access network and core network paths. In the simulation, it was assumed that all three
architectures had equal amount of latency for both paths for fair comparison. For the radio access
network path, the assumed latency for the simulation was set at 3 ms. For the core network path,
the amount of latency was set so it corresponds to 200 km distance equivalent latency between the
central cloud and edge clouds for all architectures.

Measurement units: For the simulation, the task is defined as a job that a mobile device requests
to the cloud, and the workload is defined as the amount of computing resource required to process
the task. The cloud computing resource is expressed as the CPU cycle frequency in units of MHz.
The workload, which is the amount of CPU cycles required to complete a given task, is expressed in
1000 cycle. The processing time, which is the time required to complete a given task, can be obtained
by dividing the task workload by the available computing resource. It is expressed in units of ms. Data
traffic, which is the number of tasks generated per time unit, is expressed as tasks per second.

Application and key performance index for network architectures: For the case study, the network
was used to transmit data to and from personal mobile communication devices. The performance
measure used for this architectural analysis was the percentage of tasks that exceeded end-to-end
processing time of 10 ms. This is based on the latency guideline proposed by Lee et al. [29]. The threshold
for out-of-specification percentage was set to 5% after consulting Korea Telecom’s internal subject
matter experts regarding the out-of-specification deviation for this particular application.

5.2. Architecture Robustness Assessment

Using the simulation model constructed, CCC, HCC, and MEC architectures are simulated. For the
initial architecture assessment, we tested the robustness of each architecture with respect to the increase
in task data traffic.

For the robustness assessment, the total computer resource for each architecture was set at
60,000 MHz. For CCC architecture, all computer resources are placed in the central cloud. For MEC
architecture, six edge clouds were assigned 10,000 MHz each. For the HCC architecture, the trend
analysis was performed using the HCC architecture computing resource allocation module introduced
in the previous section. Figure 5 shows the analysis results in the form of a log-scale. The x-axis
represents the percentage of computing resources allocated to the central cloud, and the y-axis
represents the Δ value in Equation (10) for the HCC architecture with N = 6.

For this particular HCC architecture, the trend analysis revealed that the optimum central cloud
to edge clouds distribution ratio was 25:75, meaning 25% of the total computing resource (15,000 MHz)
was allocated to the central cloud and 75% of the resources (45,000 MHz) were allocated in equal
amounts to six edge clouds. It should be noted that the trend analysis for determining the optimal
resource allocation ratio between the central cloud and edge clouds need to be conducted for different
situations, since the optimal ratio may be different for each specific situation.

The task data traffic experienced by individual region was varied from 1800 tasks per second
to 10,800 tasks per second. For each architecture, the percentage of tasks with out-of-specification
percentage was measured as the function of task traffic. Figure 6 shows the results of the robustness
assessment for all three architectures under increasing data traffic.

40



Appl. Sci. 2020, 10, 2478

 
Figure 5. Trend analysis results for computing resource allocation in the Hybrid Cloud Computing
(HCC) architecture.

 
Figure 6. Robustness assessment for CCC, HCC, and MEC architectures.

The results show that the CCC architecture does not always satisfy the 5% out-of-specification
ratio; nevertheless, it is also most robust among the three architectures. The HCC architecture shows
more sensitivity to the data traffic increase than the CCC architecture. However, for most data traffic
ranges simulated, the HCC architecture processed data traffics well within the specification. The MEC
architecture had the best performance in terms of the percentage of out-of-specification ratio. However,
as the data traffic reaches more than 9000 tasks per second, the MEC architecture’s performance
deteriorates rapidly, which shows that there is an upper limit to the data traffic range in which MEC is
robust. This initial assessment revealed key characteristics of each architecture.
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6. Simulation Using Actual Field Data

6.1. Simulated Scenarios

Using the network simulation model developed in this work, the CCC, MEC, and HCC architectures
were modeled and their robustness to task traffic increase was assessed. To evaluate their capabilities
in a realistic situation, two different daily data traffic scenarios were generated. The first scenario
simulated normal daily traffic patterns for six regions of the same city in Korea, while the second
scenario assumed data traffic spike in certain regions of the city. Figures 7 and 8 show the data traffic
patterns for the two scenarios.

 
Figure 7. Twenty-four hour data traffic patterns for Scenario 1: normal daily traffic conditions.

 
Figure 8. Twenty-four hour data traffic patterns for Scenario 2: regional data traffic spike.
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Scenario 1 (normal daily data traffic): In this scenario, six data traffic patterns shown in Figure 7
were used as inputs into six base stations. All the data traffic patterns shown are actual normal daily
data traffic patterns acquired during the same 24-h period from the six different regions. Data for
each region are gathered at regular intervals, and are grouped by an hour segment to determine
the amount of data traffic per hour. In the figure, data traffic pattern for each region are labeled for
clarification purposes. Unfortunately, further detail regarding these regions were not available due to
confidentiality issues. Each data traffic pattern shows a different peak traffic hour. This is attributed to
the type of region where data was acquired. Certain regions were residential areas, with data traffic
peaks before and after work hours. Some were commercial areas, with data traffic peaks after normal
work hours. Other regions were business districts, with peak traffic hours occurring during normal
business hours. Using these data, responses for the three network architectures were obtained through
the simulation.

Scenario 2 (regional data traffic spike): In this scenario, a crowd gathering event in two of the six
regions in the city was simulated. The six data traffic patterns in Figure 8 shows how the city’s data
traffic pattern was disrupted. During the evening hours (17:00~21:00 h), the data traffic for four regions
were decreased, while the other two regions were loaded with data traffic from the four regions.
As with Scenario 1, the responses for the three network architectures were obtained through the
simulation using these inputs.

6.2. Simulation Assumptions

Total amount of computing resources for the clouds: For the simulation, all three network architectures
were assigned the same amount of total computing resources. This was done to assess proposed
architectures under same set of conditions for fair comparison. The total amount of computing
resources was determined as follows. Initially, the amount of computing resources necessary to handle
the data traffic during the peak time was determined for each of the six regions. Next, the total
amount of computing resources was set to the sum of the individual resources determined for each
region, which totaled to 52,200 MHz. Therefore, for all three network architectures, the total amount of
computing resources was set to 52,200 MHz. Table 2 shows computing resource allocation for each
network architecture.

Table 2. Computing resource allocation for three architectures.

Computing Resource Allocation (MHz)

Regions CCC HCC MEC

Central Cloud 52,200 7830 -
Region 1 - 8271 9730
Region 2 - 7735 9100
Region 3 - 7353 8650
Region 4 - 7072 8320
Region 5 - 7013 8250
Region 6 - 6928 8150

Total Resources 52,200 52,200 52,200

Computing resource allocation for CCC architecture: For the CCC architecture, the entire 52,200 MHz
of computing resources were allocated to the central cloud.

Computing resource allocation for HCC architecture: For the HCC architecture, the computing
resources were allocated to both the central cloud and edge clouds. The key issue was determining
the allocation ratio between the central cloud and edge clouds. This was done by performing a trend
analysis using the simulation model. Computing resources were distributed to six edge clouds, and
the amount allocated to each edge cloud was the same as that of the MEC architecture. For each edge
cloud, the computing resources were then decreased in steps of 1% from the original resource amount,
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and allocated to the central cloud. The simulation was then conducted to assess the performance
of the HCC architecture. The results of the trend analysis revealed that the optimal allocation ratio
between the central cloud and edge clouds for this particular task traffic was 15% allocation to the
central cloud and 85% allocation to edge clouds. Therefore, out of 52,200 MHz of computing resources,
approximately 7830 MHz was allocated to the central cloud, and the rest of the resources were allocated
to the six edge clouds in their respective regions, as listed in Table 2. One thing to note is that for
HCC, the amount of computing resource allocated to the central cloud is 7830 MHz, which is not too
much different from other edge clouds allocation amounts. In real situation, there would be more
amount of resource allocated to the central cloud. However, for this case study, since all three network
architectures compared must have same amount of computing resources, this was determined to
be reasonable.

Computing resource allocation for MEC architecture: For the MEC architecture, the entire amount
of computing resources was allocated to the edge clouds located in the six base stations. The resource
allocated to each edge cloud corresponded to the computing resources required to handle peak task
traffic for Scenario 1.

7. Simulation Results and Discussion

7.1. Simulation Results

The response of the three network architectures to data traffic patterns were expressed as the
percentage of tasks that exceeded a processing time of 10 ms during the 24-h period. Figures 9 and 10
show the simulation results for the three architectures for Scenarios 1 and 2. The response of each
architecture is shown with appropriate labels.

 
Figure 9. Individual network architecture’s response to data traffic shown in Scenario 1.

The results obtained for Scenario 1 demonstrated each architecture’s response to normal daily traffic.
For the CCC architecture, the percentage of tasks that required more than 10 ms of processing time was
always greater than the 5% specification threshold. For the HCC architecture, the percentage of tasks that
required more than 10 ms was less than the threshold limit at all times. The MEC architecture performed
the best, with the lowest percentage of tasks (~1%) that required more than 10 ms.
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Figure 10. Individual network architecture’s response to data traffic shown in Scenario 2.

Scenario 2, which simulated crowd gathering at two regions, demonstrated each network
architecture’s behavior when the data spike occurred. The CCC architecture demonstrated robust
response as expected. This was because, as long as the total amount of data traffic at a given time was
the same, the processing time for data traffic remained largely unchanged. However, the percentage
of delayed tasks was above the threshold, which is similar to the results of Scenario 1. Conversely,
the MEC architecture was significantly sensitive to the data traffic spike. As shown in the Scenario 2
results in Figure 10, the percentage of delayed tasks during the data traffic spike rose to nearly 50%,
demonstrating that the architecture is vulnerable to such disturbances. Finally, the HCC architecture’s
response also demonstrated its sensitivity to the data traffic spike, but in a considerably more inhibited
manner than the MEC architecture. The peak percentage of delayed tasks was approximately 15%,
which was significantly lower than that of MEC architecture.

The results of the simulation-based analysis demonstrated the advantages and disadvantages
for three network architectures. The CCC architecture was robust to data traffic spikes. However,
due to the physical distance between the central cloud and base stations, the number of delayed tasks
was always above the permitted threshold. The MEC architecture performed reasonably well under
normal condition. However, it was considerably vulnerable if a data traffic spike occurred. The HCC
architecture offers a compromise between the CCC and MEC architectures, as it meets the specification
threshold for delayed task, but still impedes the detrimental effect of data traffic spikes.

7.2. Discussion

Simulation results provided valuable insights for newly proposed HCC architecture in terms of
how they behave under different situations, and how these insights gained be used when the HCC
architecture is actually implemented. More discussions on simulation results, issues for improvement,
and limitations are presented.

In the simulation environment and conditions assumed in the case study, HCC architecture
processed tasks well within the allowed specification under the normal condition, although it was
slower than processing times by the MEC architecture. This has to do with the restriction of the total
resource assigned for allocation between the central cloud and edge clouds of the HCC architecture.
For fair comparative analysis of three network architectures, the total computing resource was fixed
at 52,200 MHz for each architecture. Since the total computing resource amount was the sum of
computing resource required to process peak hour data traffic for each of six regions, task processing
time by the MEC architecture was the best among three architectures compared. HCC architecture,
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on the other hand, was forced to allocate some of these regional computing resources to the central
cloud due to the restriction imposed by simulation assumption. This resulted in somewhat higher
average processing time than the MEC architecture, due to some tasks forced to be offloaded to the
central cloud during busy hours.

Another reason for higher processing time has to do with HCC offloading decision module located
in each application server. When the HCC offloading decision module makes a decision for processing
the task at the edge cloud or offload to the central cloud, it checks the queue at the central cloud at that
instant. However, since all six application servers in the simulation model are making this decision,
only checking the status at the central cloud but not the other application servers, this might generate
more unexpected delay at the central cloud than expected, due to the random arrival of tasks from
several application servers.

Insights gained from the simulation model and case study can serve as valuable guidelines for
the actual HCC architecture development and deployment. The first way to further reduce HCC
architecture’s task processing time is to allocate the computing resource required to process the peak
hour traffic to each application server, and allocate additional computing resource to the central cloud.
This, in other words, means that the HCC architecture with amount of computing resources equal to
that of MEC architecture at each cloud, and then add extra computing resource at the central cloud.
With this implementation option, the performance of HCC architecture under normal data traffic
condition should be equal to that of the MEC architecture. During the data traffic spike, as shown in
Scenario 2 of the case study, further reduction of task processing delay than results shown in Figure 10
can be expected. However, the marginal overhead required for the HCC architecture over the MEC
architecture is the extra investment for the central cloud, along with connective infrastructure between
the central clouds and edge clouds.

The second approach to implement the HCC architecture in the field is to differentiate offloading
paths for latency critical tasks and non-critical tasks. In reality, latency critical tasks, such as tasks
from autonomous vehicles, and non-critical tasks, such as web-browsing tasks from mobile devices,
arrive in mixed batches. The offloading decision module determines the priority of the task, and
makes decision to either process it locally or to offload to the central cloud. In this case, the computing
resource required for each edge cloud would correspond to the amount of latency critical tasks for peak
hour, not the total amount of tasks. This may result in less amount of computing resources required
than the first option previously mentioned. Although these two implementation options for the HCC
architecture require more marginal overhead compared to the MEC architecture, they offer noticeable
advantages over the MEC architecture.

8. Conclusions and Future Work

In this study, three communication network architectures were analyzed for their response
capability under normal and disruptive data traffic conditions. The current CCC architecture,
the MEC architecture, and the newly proposed HCC architecture were modeled using a Python-based
simulation software. The behaviors of these architectures were assessed using actual data traffic
patterns obtained from the field. The results were used to quantify the advantages and disadvantages
of each architecture, and they demonstrated the potential benefit of the new HCC architecture. Insights
gained from the case study were discussed, along with how these insights can be used to benefit the
actual deployment of the HCC architecture in the field.

There is scope to further analyze the HCC architecture. The architecture can be assessed in terms
of other key performance indices, such as the latency, cost, utilization, and profit, which are critical
performance criteria for 5G network architectures. Additionally, for the HCC architecture, determining
the optimal allocation between the central and edge clouds is an important research topic. What are
some other realistic data traffic scenarios that need to be considered? How can computing resources be
optimally allocated among the central cloud and edge clouds based on possible scenarios? Is there a
“golden allocation ratio” that can include the majority of possible scenarios? Is there any variation
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of the HCC architecture that can further enhance its performance? Will there be any performance
improvement by integrating machine learning algorithms into offloading decision framework? All of
these questions present valuable opportunities for future research.
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Nomenclature

4G Fourth Generation
5G Fifth Generation
AI Artificial Intelligence
CCC Centralized Cloud Computing
eMBB Enhanced Mobile Broadband
ESTI European Telecommunication Standard Institute
HCC Hybrid Cloud Computing
IoT Internet of Things
MEC Multi-access Edge Computing
mMTC Massive Machine Type Communication
mmWave Millimeter Wave
ms Millisecond
URLLC Ultra Reliable Low Latency Communication
UE User Entity
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Abstract: Through the expeditious expansion of the wireless network, the unlicensed bandwidth-
based devices are growing substantially as compared to the present vacant bandwidth. Cognitive
radio networks present a proficient solution to the spectrum shortage diminution hitch by allowing
the usage of the vacant part of the spectrum that is not currently in use of the Primary User licensed
bandwidth to the secondary user or cognitive radio user. Spectrum management procedure in
cognitive radio network comprises of spectrum sharing, sensing and handoff. Spectrum handoff plays
a vital role in spectrum management and primarily focuses on single handoff strategies. This paper
presents a primary user traffic pattern-based opportunistic spectrum handoff (PUTPOSH) approach
to use in the cognitive radio networks. PUTPOSH permits a secondary user to sense the arrival of a
primary user and use an opportunistic handoff scheme. The opportunistic handoff scheme firstly
detects the arrival of the primary users by energy detection sensing and secondly, it allows a cognitive
radio user to decide whether to do handoff or not contingent upon the overall service time to reduce
the unused handoffs. The handoffs can either be reactive or proactive based on the arrival rate of the
primary user. The simulation results show that the presented PUTPOSH approach (a) minimizes
the number of handoffs and the overall service time, and (b) maintains the channel utilization and
throughput of the system at a maximal point.

Keywords: spectrum handoff; spectrum sensing; cognitive radio networks; cognitive radio user;
primary and secondary user

1. Introduction

The number of devices which make use of the licensed or unlicensed spectrum is growing swiftly,
and a spectrum shortage problem arises due to the existing unproductive spectrum allocation strategies.
The current approaches are static-based and not capable of adjusting to the increasing demand of the
bandwidth requirements [1,2]. The cognitive radio network (CRN) provides a proficient solution to
overcome the spectrum shortage problem. CRN permits a secondary user (SU) which is also known as
a cognitive radio user (CRU) to utilize the provisionally unused bandwidth of the primary user (PU) to
improve the narrow spectrum resources. CRU increases the utilization productivity of the channel
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without resettling the predefined rules of spectrum allocation [3]. The spectrum management method
in CRNs is mainly composed of three major steps. Firstly, spectrum sensing, where CRU or SU get
provisional access to the vacant spectrum; spectrum sensing scans and detects the vacant spectrum
bands constantly by probing the PU actions. Secondly, spectrum sharing, where many SUs access
those vacant spectrums; spectrum sharing must be synchronized to avoid crash between various SUs.
Finally, the spectrum handoff (SH)—in which an CRU ought to continue its spectrum access on an
available channel (if the related PU originates).

Recent research on CRN focuses mainly on spectrum detection and exchange of information [4–8].
Spectrum transfer is becoming a challenging topic due to different research actions related to the
heterogeneous network and also remains less studied [3,9]. Spectrum transfer is considered as a
vigorous step in spectrum management due to its position for continuous switching from one available
channel to another without compromise to its Quality of Service (QoS) [3]. There are two types of
SH, proactive and reactive handoff [10–12]. In the proactive handoff, the target channel is selected
with regard to the PU’s interarrival pattern. It is used for data transfer prior to any event of the actual
handoff process. In the reactive handoff, to resumed the paused transmission a channel is selected by
real-time sensing after the handoff event takes place. The CRU can maintain the paused transmission
on the recently explored channel [10]. The prevailing work mainly focuses on the single handoff
approach which may be proactive or reactive. The handoffmethod is preselected without considering
the PU arrival rate and it can be the reason for channel underutilization and large handoff delay.
The handoff approach between reactive or proactive is preselected without caring for the primary user
traffic samples in the existing single handoff strategies. The research efforts described in [9–14] are
focused on single SH approaches, where the handoff process is previously determined. The existing
handoff approaches function in the theory of shifting the channel on PU’s arrival and no methods in
these practices are to reside and wait until PU completes a successful transmission. Preferably, a CRU
should be familiar with the PU traffic pattern using its sensing capabilities and the most appropriate
handoffmethod wherever required.

In this paper, a primary user traffic pattern-based opportunistic spectrum handoff (PUTPOSH)
scheme is presented. It permits a CRU to sense the PU’s traffic through energy-efficient sensing [15–17]
and then adopt a proactive or reactive handoff strategy according to the interarrival rate. PUTPOSH
is comprised of three modules: (1) spectrum sensing, (2) spectrum mobility management, and (3)
spectrum handoff decision. In the spectrum sensing module, the energy detection technique is used
due to its low computational features and working difficulty. The spectrum mobility management
obtains the PU interarrival information by spectrum sensing and the dwelling period of a PU is
forecasted with respect to the previous waiting behavior in its licensed band. The major contribution
of this research is the spectrum handoff decision module. The spectrum handoff decision chooses on a
suitable handoff class between reactive and proactive with regards to (w.r.t.) the overall service time of
a CRU. The overall service time of a CRU comprises of sensing, processing, waiting and transmission
times. Spectrum handoff takes place when the PU appears on its bandwidth which is temporarily
engaged by the CRU. Apart from maintaining its transmission CRU must have to sense for a new free
channel. When a free channel is sensed, the CRU can continue its transmission on the recently vacant
spectrum, packet failure can occur throughout this handoffmethod [2,18]. Moreover, A preemptive
resume priority (PRP) M/M/1 queuing model is used to manage the transmission and incorporated to
differentiate the spectrum usage behavior of PUs and SUs. The research aims to develop a PUTPOSH
algorithm with various handoff modules that permit a CRU to detect patterns of PU’s traffic and
select a reactive or proactive scheme accordingly. On the arrival of PU, the CRU intelligently decides
whether to do handoff or to wait for the on-going channel depending upon the overall service time (in
both cases). A simulation which included PUTPOSH was setup in Matlab to validate and show the
performance of the presented approach by comparing the results with some of the existing reactive,
proactive, and hybrid schemes in terms of the overall service time, the number of handoffs and the
channel utilization.

50



Appl. Sci. 2020, 10, 1674

This paper is organized as follows: the literature review is presented in Section 2. The PUTPOSH
approach is described in Section 3. It comprises of three sections (a) the presented approach, (b) the
queuing model, and (c) the iming diagram of CRU transmission. Section 4 describes the simulation
setup and some of the results. Finally, the conclusion is given in Section 5.

2. Literature Review

The literature presented in this section is generally absorbed on the spectrum sensing and
handoff features.

2.1. Spectrum Sensing

Under channel shadowing and fading, the PU signal cannot be noticeable to the CRU. The detection
capability of a single CRU is limited, which in turn strongly affects the PU transmission. A spectrum
sensing scheme in CRNs with cooperative nature is presented in [19] and is based upon the Amplify and
Forward (AF) protocol to reduce the sensing time of CRUs. Authors in [19] considered an infrastructure
of the cognitive radio network where a band manager is responsible for communication between the
cooperative CRUs. Authors defined two protocols to detect the PU arrival: (1) a non-cooperative
protocol, and (2) a totally cooperative protocol. Another cooperative spectrum sensing framework is
proposed by Won-Yoel Lee and Ian. F. Akyildiz in [20] which delivers solution for the sensing efficiency
and interference avoidance problems. Sensing and transmission cannot be done concurrently in CRNs,
therefore, it has to be bounded with the transmission. The basic concept of sensing in CRNs is to
provide efficient and opportunistic communication to SUs. Data communication cannot be done which
sufficiently reduces the transmission capabilities of SU.

In [21], authors presented a framework based on the theory of multiclass to exploit the attainable
throughput in CRN. Through the absence of the PU in the two-class hypothesis, the energy range
of sensing signal is separated into quantized areas while during the presence of the PU, the sensing
signal is conserved. Authors claim that the obtainable approach increases the throughput by providing
a higher amount of transmission actions. In [22], authors formulated and analyzed the amount of
spectrum operation with different groups of channels and with different primary and secondary users
in synchronized network structures. Authors considered realistic channels for the SUs and each channel
is licensed to the PUs. The CRU is supported by the spectrum handoff and is authorized to utilize
the channels by sensing outcomes and PU interruptions. In [23], authors studied resource sharing for
chunk based multi-carrier with time varied spectrum resources and presented a novel opportunistic
capacity model. Authors divided the novel opportunistic capacity model into two modules to reduce
the computational complexity and solve them using the Lagrangian dual method. In [24], authors
developed a supportive sensing method, which is based on the pairwise secondary user transmitter
and receiver. Authors presented the detailed protocol description to illustrate the working of the
projected framework. The main objective is to minimize the false alarm rate of the missed detection
rate by adaptively correcting the discovered threshold of every sensor.

Energy finding is a simple spectrum sensing method that can be depicted as a Neyman
Pearson-like a binary hypothesis testing issue which is developed using the chi-square, gamma/normal
statistical distributions [25–27]. Energy detection is usually used for the low computational features
complexities [28,29]. Therefore, immense work can be found in the literature discussing energy
detection in terms of fading channels, diversity systems, additive white Gaussian noise and collaborative
detection [18,30–37]. However, the energy detector is not capable of differentiating between the PU
signal and the noise with a lower value of Signal to Noise Ratio (SNR) [38]. The solution to this
problem is presented in the sensing techniques that are based on Eigenvalue based methods [39–42].
Using Eigenvalue based method, an energy detection scheme is proposed in [43] that can efficiently
perform under frequency selective channels and noise uncertainty. The method proposed in [44]
is a low complexity spectrum sensing method that depends upon the exploitation of the sub-band
energy variations. In [45], authors proposed a twofold threshold energy recognition scheme. Two
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thresholds are used in double threshold schemes instead of one. The region between the two thresholds
is considered as the uncertain region and CRU performs sensing again.

2.2. Spectrum Handoff

2.2.1. Proactive Handoff

In [46], authors anticipated a proactive handoff approach which considered Short Time Backup
Channel (STBC), the BC for CRU communication is selected prior to the PU arrival. The handoff
judgment in STBC is dependent upon the QoS of the ongoing channel. In this scheme, a backup
channel achieves the usage of the bandwidth improvement for a short period whereas, in the complete
backup approaches, the BC is reserved continually with the ongoing channel. In the STBC the lowest
stage of the handoff wait can be attained as compared to without backup schemes. The STBC chooses
the marked channel in the handoff prior to the occurrence of the trigger event. A proactive Fuzzy Logic
(FL) based Spectrum Handoff approach is proposed in [47] and presented the major principles of FL
to manage troubles professionally. Two FL controllers are used; first controller determines the space
among CRU and PU. It examines the control of CRU communication (without causing any influence on
the communication of the nearest PU). The second controller measures the waiting of the CRU in the
ongoing channel. A handoff is started if the QoS of the CRU is not suitable and the high intervention
caused by the CRU on the nearest PU’s communication. In [14], authors projected a methodology
established upon an increased probability Spectrum Handoff having Cumulative Probability (SHCP)
to decrease the handoffs to achieve an improved quality of service. In this method, the PU decides
whether to wait or stay on its ongoing operating channel or do a handoff. It depends upon an algorithm
of probability estimation however maintaining a backup reserve channel. In [48], authors anticipated a
proactive handoff scheme based on a probabilistic and predictive approach. It is slightly mandatory
due to the indefinite behavior of PUs. It was planned to decrease the latency and loss of facts, and figure
out through spectrum handoff. Proactive handoff gives an excessive option to the SUs to continue
their half-finished broadcast on the target station. In [49], authors presented a distributed CRN scheme
based on the multi-armed bandit method. Authors examined the blind spectrum choice problem of SUs
by considering a fixed handoff stay whose detecting aptitude of Cognitive Radio (CR) is inadequate
and the channel statistics are not known in advance. In this scenario, SUs have made the choice of
either (i) waiting at ongoing spectrum with low accessibility or (ii) handing off to another spectrum
with higher accessibility.

2.2.2. Reactive Handoff

Authors in [18], projected a reactive handoff approach named as dynamic frequency hopping
communities (DFHC). DFHC is believed to enhance QoS demands of CRUs while giving suitable and
reliable sensing of the spectrum for assuring the PU defense. In this research, a wireless regional area
network cell or a CRU examined the accessibility of the new objective channel while transmitting on
an ongoing channel. To avoid intervention with the PUs, the CRU maintains its communication on the
selected channel and opens sensing for other channels. Authors in [50], proposed a reactive handoff
approach which uses an M/G/1 queuing model [18] to examine the channel utilization of CRN. In this
approach, a user can concurrently use various vacant channels for transmitting CR. In [21], the authors
proposed an M/G/1 queuing model to resolve the spectrum handoff problem. The interarrivals to the
M/G/1 queue are modeled and shared various vacant channels, for instance, the overall interarrivals
from all CRUs. The handoff delay occurs at the maximum level when the PU arrived, hence the handoff
judgment is completed. In [51], author presented a framework comprises of probabilistic algorithms,
and some other novel approaches including CRU clustering and PRP M/G/1 queuing to attain better
competence in spectrum handoff in a CRN. Authors claim that the proposed strategy performs better
than existing schemes in terms of accuracy in sensing the right channel, handoff latency, and energy
consumption. The authors of [52] projected a reactive handoff scheme for Zigbee in which a CRU can
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access various channels via incessantly sensing and spectrum handoff. The presented sensing and
handoff technique provides better results in a situation where the noise is at a minimal level. However,
as an energy detector, it cannot distinguish between noise and PU signal, hence a false alarm can be
activated which produces the useless handoffs.

2.2.3. Hybrid Handoff

In order to assure the requirement of the wide bandwidth and to achieve the improved results in
terms of QoS and spectrum aggregation (SA), an approach is required which permits a PU or a CRU to
concurrently use various spectrum groups [53]. CRU is a clever user who can sense and use vacant
spaces by probing the radio atmosphere. This class of sensing builds probably to join the free channels
by spectrum aggregation. In [54], the author presented a scheme named hybrid handoff, which is
founded on dynamic spectrum aggregation (DSA) to discover the manners of a CRU through handoff.
Each time the CRU performs a handoff to BC when PU visits back to its certified channel. According to
CRU, all the channels are BCs except the present channel (can be either utilized or idle). When PU
arrives at the present channel; on the one hand, if the channel is free, the communication of CRU can be
smoothly moved into it while on the other hand if all the channels are assessed to be busy, the CRU will
wait till the completion of the PU communication. In [55], authors developed a spectrum-management
scheme and estimated the performance in varied spectrum environment (opportunistic and centralized
CRNs). Authors considered a determined threshold period for spectrum handoff delay to improve the
performance for both opportunistic and negotiated situations with backup channels. In [54], authors
describe that the CRU should select the probability of minimum handoff to reduce the handoff delay
and the number of handoffs. The main application of this method makes it achievable to give superior
QoS. The level of SH gap is minimized whenever the BCs are utilized; it guides towards the utilization
of channels which are continuously vacant (most of the time).

Table 1 summarizes the handoff strategies in a comparative manner, which are also discussed
in the above subsections. The strategies are compared on the basis of channel backup property,
bandwidth utilization and handoff delay. The fuzzy-based analytic hierarchy process (FAHP) is a
scheme with a full backup property in which BC is kept (all the time) with the ongoing operating
channel. The bandwidth utilization becomes low whenever the handoff delay is at the minimal level.
STBC and SHCP schemes have the middle course between full backup and no backup therefore the
bandwidth utilization is at an average level while handoff delay is minimal. Since the fuzzy-based
scheme has no BCs, the handoff delay can be maximized when the channel underutilization is at its
minimal level. DFHC [18], M/G/1 [21] and Zigbee [52] are reactive handoff schemes with no channel
backup facility, therefore, the handoff delay is at maximum level and the channel underutilization is
at its minimal level. DSA [53] is a hybrid handoff scheme which is considered as a middle course
between proactive and reactive handoff schemes. In DSA, the bandwidth utilization is at an average
level, however, the handoff delay can be at its maximum level.
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Table 1. Comparison of some of the existing handoff strategies with regards to the channel backup,
bandwidth utilization and the handoff delay.

Categories Handoff Approach Backup Channel
Bandwidth
Utilization

Delay of
Handoff

Disadvantages

Proactive Handoff
Schemes

STBC [46]
Compromise

between no and
full backup

Average Minimum - Bandwidth underutilization

Fuzzy Based [47] No backup Maximum Can be
Maximum

- No on-going
sensing mechanism

- Increased Handoff delay

SHCP [14]
Compromise

between no and
full backup

Average Minimum
- Increased waiting Time
- Bandwidth underutilization

FAHP [52] Full backup Minimum Minimum

- Bandwidth underutilization
- No on-going

sensing mechanism

Reactive Handoff
Schemes

DFHC [18] No Backup Maximum Maximum
- Improved waiting time
- Improved handoff delay

M/G/1
Queuing Based [50] No Backup Maximum Maximum

- Handoff processing time is
not considered

- Improved handoff delay

Zigbee Scheme [52] No Backup Maximum Maximum

- False alarm probability
- Cannot work Under multi-path

fading or shadowing conditions

Hybrid Handoff
Schemes

Hybrid Scheme [53] No Backup Average Can be
maximum

- Improved waiting time
- Improved handoff delay

3. PUTPOSH Model

3.1. Overview of the Model

The PUTPOSH approach contains the dual handoff modules i.e., proactive and reactive.
The PUTPOSH scheme permits CRU to detect patterns of PU’s traffic and select a reactive or proactive
scheme accordingly. On the arrival of PU, CRU may intelligently decide whether to do handoff or wait
for an ongoing channel by considering the overall service time into account.

The PUTPOSH approach has the following properties:

1. The cognitive radio networks (CRNs) is assumed to be a time divided system and every CRU
performs spectrum sensing in the first half of every time slot. The actual transmission of the CRU
is performed in the second part of the time slot where the target channel is sensed as idle.

2. When the target channel is consumed by a PU, the CRU will perform the actual mobility
management function by considering the waiting on an up-to-date channel or shifting its
communication to the new channel.

3. CRNs comprise of autonomous channels, where every channel has high and low precedence
queues. Every high priority queue has served one PU while the lowest precedence queue served
several SUs on the first-come-first-serve (FCFS) basis.

4. A handoff decision protocol is divided into the transmission and sensing time slots. The
interarrival of PU is noticed by the cognitive radio user (CRU) in its current channel. It ought to
spend the initial part of every timeslot in monitoring the free channels while the communication
is completed in the second part of the time slot.

5. When the multiple unused channels are assessed, the CRUs will choose any vacant channel for its
next transmission and this random decision is according to the uniform distribution. Furthermore,
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if no other channel is found to be free, the CRU will wait and stay on its current channel until the
free channel is available.

3.2. Framework

Figure 1 shows the proposed primary user traffic pattern based opportunistic spectrum handoff
framework. The proposed design contains three different parts; (i) spectrum sensing, (ii) spectrum
mobility management, and (iii) spectrum handoff decision. These are connected in Figure 1 and also
described in the following subsections respectively.

 
Figure 1. The proposed primary user traffic pattern based opportunistic spectrum handoff framework.

3.2.1. Spectrum Sensing

In the spectrum sensing module (Figure 1), the PU movement is continually observed by the
CRU during transmission on the currently occupied channel. The spectrum sensing part can be
achieved by integrating one of the existing sensing methods, i.e., matched filter (MF) [15], cooperative
sensing (CS) [16,42] or energy detection (ED) [17,43,44]. In the presented PUTPOSH model, the energy
detection technique is used in the spectrum sensing part for the reason of its working difficulty and
for the low computational features [45,46,52]. It is considered as a generalized approach when it is
compared with the MF and CS. In the ED approach, the recipients do not need any information on
the PU’s signal [18,53] and the signal is observed by comparing the given threshold value with the
energy detector’s output. The threshold value is fixed but depends on the earlier arrival of the PU.
The apparent energy stage is increased when PU arrives on its licensed band. When an energy level’s
threshold is specified, the apparent energy stage is tested multiple times either in the presence and
in the absence of the PU. As the power of the arriving signal increases than the given threshold, the
handoff process is initiated to execute handoff actions.
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3.2.2. Spectrum Mobility Management

The spectrum mobility management obtains the interarrival information of the PU by spectrum
sensing. The dwelling period of a PU is forecasted at the assigned channel with respect to the previous
waiting behavior. The stopover stay of the PU at the assigned channel depends upon its communication
requirements and can be of any time period. Therefore the dwelling period is assumed and based
upon the random distribution method [18,21]. The decision of either to wait and stay at the ongoing
path or to execute the handoff event is based on the current result. On the one hand, the CRU does
not make the handoff decision when the PU continued communication for shorter intervals of time.
The CRU may carry its communication and can wait for the ongoing spectrum band. On the other
hand, the CRU chooses to make a handoff decision when PU continued for a longer period at the
previous licensed band (see Spectrum mobility management module in Figure 1). To allocate vacant
channels, the waiting time is considered as the overall time of a CRU which can be the reason for delay
in the priority queue. It can be resolved by the M/G/1 queuing equation for the network model [43,44].

3.2.3. Spectrum Handoff Decision

The spectrum handoff decision chooses on a suitable handoff class between reactive and proactive
w.r.t. the lowest overall service time of the CRU. The overall service time of the CRU is based on the
following times: sensing time, processing time, waiting time and transmission time. According to
Figure 1 (in the spectrum handoffmodule), ReA time and PrA time represent the overall service time of
the reactive and proactive handoff judgments respectively. In this paper, the ReA and PrA time values
are assumed to find the threshold and also to compare different approaches. The overall minimal
service time is implemented for the spectrum handoff decision. Subsequently, the CRU can maintain
its transmission on the recently selected channel.

The Spectrum handoffmodule in Figure 1 shows that the proposed PUTPOSH strategy begins
with the recognition of the PU interarrival by spectrum sensing and forecasts PU dwelled period in the
assigned channel. Hence in this step, the CRU either dwells on the recent channel or moves into the
SH decision stage.

3.3. The Queuing Model

A preemptive resume priority (PRP) M/M/1 queuing model is used to differentiate the usage of
the spectrum behavior of PUs and SUs (see Figure 2).

Figure 2. Cognitive radio user behavior on the arrival of primary user (PU).
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The characteristics of the proposed queuing model are as follows:

1. Two kinds of users can be served by each channel, i.e., high priority PUs and low priority CRUs.
2. The PUs has preemptive priority to interrupt the communication of CRUs. Once the CRU is

interrupted, it leaves the existing channel and starts sensing further available channel to continue
its transmission.

3. A CRU may experience several interruptions during its transmission.
4. In the case of multiple users with similar priority; access to the requested channel is served on the

basis of first come first serve.

In Figure 3, the presented PUTPOSH approach contains two channels and two queues for PU and
CRUs. The PU reserved its position in a high priority queue while the CRU is located in a lower priority
queue. When the transmission is interrupted by PU, the CRU may wait and stay with the ongoing
operations stage or may transfer its communication to one of the new channels. The outstanding
transmission of the CRU is placed at the head of the lower priority queue. The remaining transmission
of CRU is positioned at the tail of the lower precedence queue [10–12]. In any case, the channel is
available for transmission and CRU will continue its communication.

 

Figure 3. Queuing behavior of cognitive radio user (CRUs) and PUs (two channels and two queues).

3.4. Timing Diagram of the CRU Transmission in the Handoff Scheme

Figure 4 delineates the timing diagram of a CRU transmission in the presented adaptive hybrid
handoff scheme. CRU starts its transmission on channel 1 and after some intervals of time, the CRU
proactively senses the arrival of the PU. The CRU compares the predicted PU waiting time and also the
handoff delay on the same channel. Based on the comparison decision, the CRU reacts to perform a
handoff on channel 2. During transmission on channel 2, the CRU senses the PU arrival and again
makes the similarities of the overall service time (in case of stay and wait on the recent channel and
performing the handoff).

Moreover, CRU predicts the stopover of PU for a short duration and may wait and stay until PU
completes its data transmission. As soon as PU resumes the channel, the CRU restarts its transmission
on channel 2. After some time intervals, CRU again detects the PU arrival for a longer duration at
channel 2 and performs the handoff at channel 1, another free channel. In the last part, the CRU
performs a handoff to channel 3 to complete its transmission and may resumes the channel again.
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Figure 4. Time stream of the CRU transmission in the handoff scheme.

4. Simulation Setup and Performance Evaluation

4.1. Simulation Setup

The proposed PUTPOSH and some of the existing related approaches were implemented and
simulated using Matlab. The existing approaches: (1) reactive handoff—DFHC [18]—(2) proactive
handoff—fuzzy logic-based spectrum handoff (FLSH) [47]—and (3) hybrid handoff—DSA [53]—are
selected to simulate with PUTPOSH. Two diverse Poisson procedures are used to produce PUs and
SUs [20] in the CRN at constant time. The overall service time and the inter-arrival time are measured
as non-integer instances of users. The data transfer of the low priority CRUs can be interrupted by the
high priority PUs. To avoid the collision of the same priority CRUs during the channel access, the first
come first serve scheduling strategy is used.

The parameters utilized to achieve simulation outcomes are listed in Table 2. The simulation was
executed multiple times (generally about 1000 times) and the frequent values are taken to plot different
graphs. We presume the packet length of SUs and PUs was 10 bytes for conducting the experiments.
The overall service time of CRU included the waiting time, the processing time of the channel, the data
transmission time and the sensing time respectively. The dealing out time of the channel is supposed
to be 0.05 msec [10,12]. The arrival rates of PU and CRUs were followed by the Poisson processes.
For simplicity, the arrival rate value of CRU was fixed to 0.1 and compared with the parameters at
dissimilar values i.e., 0.02, 0.03, 0.04, 0.05, 0.06, 0.07, and 0.08 of PU interarrival rates. This disparity
aspect helped us understand the behavior of a CRU in the proposed PUTPOSH scheme with various
interarrival rates of the PU. Moreover, the overall service time of CRU and PU was taken as 0.5 and
0.4, respectively, and the order of the PU was considered a superior precedence than SU. Therefore,
the overall service time of CRUs depends on the arrival rate of the PU and different arrival rates of PUs
may effect the overall service time.

The simulation starts with the recognition of a PU by a CRU at a momentarily engaged licensed
band. The CRU may make a decision to ensure a handoff to the next available channel or to stay and
wait at the ongoing channel. The decision of transferring communication to a new vacant channel or
may waiting in an ongoing channel depends firmly on the service time. When handoffwas achieved,
the overall service time for reactive and proactive decision was considered. With the overall least
service point, CRU makes the decision to execute reactive or proactive handoff.
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Table 2. Experimental settings: parameters with their values and units.

Parameters of Values Units

Packet Length Primary User 10 Bytes
Packet Length Cognitive Radio User 10 Bytes

Processing Time Channel 0.5 MSec
Arrival Rate Primary User 0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 0.08 Arrival per slot
Arrival Rate Cognitive Radio User 0.01 Arrival per slot
Service Rate Primary User 0.5 Slots per arrival
Service Rate Cognitive Radio User 0.4 Slots per arrival

4.2. Performance Evaluation

The efficiency of the PUTPOSH approach is observed by considering the following attributes:
overall service time, throughput, number of handoffs and channel utilization. To achieve comparison
results, the proposed handoff technique is compared with the DFHC (reactive handoff), FLSH (proactive
handoff), and DSA (hybrid handoff) approaches.

4.2.1. PU Detection through Sensing Module

The probability distribution of PU detection through the sensing module of PUTPOSH is shown
in Figure 5. The energy recognition method is used to sense the PU arrival. The detection prospect
depends on the signal-to-noise ratio (SNR). To measure the efficiency of any strategy, the detection
probability is considered an importamt factor. However, the existing techniques in CR did not deliberate
the detection probability. In this experiment, the detection probability is calculated to make sure that
PUTPOSH works well with the changes in SNR. According to Figure 5, the PU recognition probability
remains lofty with the higher values of the SNR (i.e., values larger than 0.8). This is due to the fact that
energy recognition works proficiently well with the superior standards of SNR [37,53]. CRU acquires
the link to deliver data for a particular communication is recognized as the overall time. The best state
for CRU is to attain the minimum time for data delivery with minimum delay. PUTPOSH intelligently
switches between reactive and proactive handoff decision in order to reduce the delivery time of
data and consequently the threshold value of PU interarrival is extracted. With the lower value of
SNR, the energy detector is unable to distinguish between PU signal and the noise. The solution
to this problem is the use of sensing techniques that are based on eigenvalue centered methods.
Eigenvalue-centered methods are simple and based on the low-complexity spectrum methods that
are capable to distinguish between PU signal and the noise with lower SNR. The eigenvalue centered
energy detection scheme performs in a decent way alongside the low-frequency selective channels and
with the noise uncertainty. With the incorporation of the eigenvalue-based method, the performance of
PUTPOSH is well-organized and efficient.

4.2.2. Discovering Threshold Value

The overall service time is basically the total time required by CRU to transmit the entire data
at the destination. The perfect situation for CRU to broadcast information with a smaller amount of
holdup to attain the least amount of overall service time. In order to reduce rapidly the overall service
time, the presented system logically switches between reactive and proactive handoff judgments. In
this way, the threshold value is discovered for the interarrival of the PU. The overall service time of the
reactive and proactive decisions w.r.t. the handoff is illustrated in Figure 6. The total service time of a
proactive handoff is lower than the reactive handoff up to 0.05 and the comparison is performed on the
basis of PU interarrival rate. In the proactive method, the handoff process is performed prior to trigger
the handoff event. Over the lower PU arrival rate, the proactive handoff shows better performance
than the counterpart. When the speed of PU flows over 0.05, the reactive handoffmethod shows better
results because the handoff process is completed after the handoff event. Therefore, threshold value
0.05 is extracted by PUTPOSH when it switches between proactive or reactive handoff.
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Figure 5. Distribution probability of PU detection over the signal to noise ratio.

Figure 6. Threshold value detection to toggle among reactive and proactive handoff decisions.

4.2.3. Comparison between PUTPOSH and Existing Handoff Schemes

Overall Service Time

When the arrival rate of PU fits up to the threshold value, the PUTPOSH strategy switches to the
reactive handoff and allows a superior rate to the proactive handoff. Similarly, when the threshold
value remains or becomes higher than the arrival rate of PU, the PUTPOSH strategy allows CRU to
move to the proactive handoff. In this case, PUTPOSH produces 12.80% better results than the reactive
handoff (shown in Figure 7). Hence PUTPOSH, as a hybrid approach, uses the advantages of both the
proactive and the reactive strategies whenever required.
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Figure 7. Comparison of primary user traffic pattern-based opportunistic spectrum handoff (PUTPOSH)
with reactive and proactive handoffs w.r.t. the overall service time.

Number of Handoffs

Figure 8 represents the number of handoffs executed by the CRU. The existing handoff strategies,
as compared to PUTPOSH, executed an additional quantity of handoffs; during each phase, the PU is
detected and the handoff is executed by proactive and reactive approaches. On the interarrival of PU,
the existing approaches worked by frequently changing between channels and had no mechanism of
stay and wait to execute the transmission. The PUTPOSH scheme perceptively chooses whether to
execute the handoff or not, conditional to the prediction of the overall service time. The intelligent
decision to handle handoff operation helps PUTPOSH to achieve 14.28% better results than the existing
DFHC (reactive handoff), FLSH (proactive handoff), and DSA (hybrid handoff) approaches. However,
with the help of this way, the infertile handoffs actions are evaded.

Figure 8. Comparison of PUTPOSH with the existing handoff schemes w.r.t. the number of handoffs.
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4.2.4. Comparison of PUTPOSH with Stationary Spectrum Access and Hybrid Approaches

Channel Utilization

The PUTPOSH scheme is compared with the stationary spectrum access method in terms of
channel consumption (see Figure 9). A fixed spectrum access approach is categorized by the spectrum
access method where only licensed operators are permitted to exploit the channel. CRU cannot utilize
the spectrum resourcefully, even when PU is lacking. The PUTPOSH scheme, being a lively spectrum
access pattern, depicts extraordinary results in terms of channel consumption because it permits CRU to
exploit the vacant spectrum in the absence of PU [2,18]. The solitary PU is permitted to exploit the band
in the static spectrum access, and is effected by the underutilization of the channel. The comparison
(in Figure 9) reveals that the PUTPOSH scheme produces 20% better results than the static spectrum
access (for both reactive and proactive) approaches.

Figure 9. Comparison of PUTPOSH with stationary (reactive and proactive) spectrum access, and
hybrid schemes w.r.t. the channel utilization.

4.2.5. Throughput Analysis of PUTPOSH as a Function of Primary User Arrivals

Figure 10 shows the throughput analysis of the PUTPOSH strategy. The throughput of primary,
secondary and overall system is calculated in terms of the arrival rate of PU. The CRU has limited or
opportunistic access to the channels and the lowest throughput is achieved against every PU arrival.
At the channel, PU has priority access and yields greater throughput. The overall system throughput
represents the combined throughput of a CRN system that can be achieved through PUTPOSH.
With the PUTPOSH approach, the growing number of PU interarrivals due to the condensed total
service period and the effective channel exploitation.

Table 3 summarizes the quantitative analysis of the existing and PUTPOSH schemes in a
comparative manner. The comparison is based on the overall service time, the number of handoffs and
the channel utilization, which are already discussed in the above subsections.
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Table 3. Comparison of PUTPOSH and existing schemes based on overall service time, number of
handoffs and channel utilization.

Comparison
Parameters

PU Arrival
Rate (Per Slot)

Reactive
Handoff

Proactive
Handoff

Hybrid
Handoff

Proposed
(Handoff)

Results (%) (Proposed
is Better)

Overall
Service Time

0.03 9.9 10.4 9.9 9.9 Has 12.6% superior rate
0.07 12.3 10.9 10.9 10.9 than reactive,

Number of
Handoffs 4 45 45 40 35

28.57% than proactive
and reactive and 14.28%

than hybrid schemes.
Channel

Utilization 4 0.4 (static) 0.5 (Proposed—dynamic) 20% than existing

Figure 10. Throughput analysis of the PUTPOSH approach w.r.t. the function of PU arrivals.

4.2.6. Handoff Delay of PUTPOSH and Hybrid (DSA) Schemes

A DSA scheme applies proactive spectrum sensing and reactive handoff action jointly; firstly,
the target channel selection is prepared beforehand or during CRU data transmission and secondly,
the spectrum handoff is performed after the handoff triggering event. In PUTPOSH, a hybrid solution
is referred to as “adaptive”, if the decisions of channel selection and handoff are made by continuously
monitoring the arrival and departure patterns of the PU. When PU moves quite regularly, a CRU may
adapt to a reactive handoff strategy. While in the case of rare PU movements, a proactive handoff
solution is preferred by the corresponding CRU. Figure 11 shows the comparison of the PUTPOSH
scheme with a hybrid approach (DSA) in terms of handoff delay. The graph in Figure 11 shows that
the DSA has more handoff delay than the PUTPOSH scheme because sensing is achieved prior to
the arrival of the PU whereas the handoff action is performed after the PU’s arrival. Therefore the
cumulative handoff delay of the DSA remains high as compared to PUTPOSH. The queuing procedure
in PUTPOSH adequately reduces the handoff delay because of its adoptive environment, and thus the
cumulative delay becomes lower than the DSA.
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Figure 11. Comparison of proposed handoff and a hybrid approach (dynamic spectrum aggregation
(DSA)) schemes in terms of handoff delay.

5. Conclusions

Spectrum Handoff is a vital part of the spectrum management process in CRNs. It is the method of
moving the ongoing communication of a CRU to a vacant channel at the arrival of PU without a glitch.
In this research, a new handoff (PUTPOSH) approach has presented—on the one hand, it maximizes
the channel utilization and the throughput while on the other hand, it minimizes the overall service
time and the number of handoffs in CRNs. In PUTPOSH, firstly, an energy detection sensing scheme
was employed for the announcement of a PU in its licensed spectrum band. Secondly, a PUTPOSH
pattern was projected, where a CRU intelligently switched between reactive and proactive handoffs
depending upon the overall service time. Hence the presented approach has achieved the aids of both
proactive and reactive schemes. The comparison of the PUTPOSH with the existing proactive, reactive
and hybrid handoff strategies has also conducted. The results show that the PUTPOSH approach gets
good performance in terms of overall service time—having a superior rate than the proactive and 12.8%
robust than the reactive handoff. In terms of the number of handoffs, the PUTPOSH gives 14.28% better
results than proactive (FLSH), reactive (DFHC) and hybrid (DSA) approaches. The PUTPOSH scheme
produces 20% better results than the static spectrum access and throughput in CRNs. PUTPOSH can
professionally reduce the overall service time and the number of fruitless handoffs of a CRU while
keeping the channel busy and the system throughput at the highest level.

This work can be extended in a number of means; (1) a situation can be considered where a
CRU can transfer its respective data on numerous accessible primary channels concurrently, (2) a
management tool amongst the CRUs retrieving the primary spectrum holes can be developed, (3) CRU
can interconnect to exchange the information regarding the movement of the PU and their stopover as
well on a conforming channel to make the communication more reliable, and (4) spectrum handoff
requires frequent spectrum sensing and channel information that takes a significant amount of power.
Hence the energy-efficient spectrum sensing and mobility are still open challenges in CRNs.
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Abstract: The fifth generation (5G) network is an upcoming standard for wireless communications
that coexists with the current 4G network to increase the throughput. The deployment of ultra-dense
small cells (UDSC) over a macro-cell layer yields multi-tier networks, which are known as
heterogeneous networks (HetNets). HetNets play a key role in the cellular network to provide
services to numerous users. However, the number of handovers (HOs) and radio link failure (RLF)
greatly increase due to the increase in the UDSC in the network. Therefore, mobility management
becomes a very important function in a self-organizing network to improve the system performance.
In this paper, we propose a velocity-based self-optimization algorithm to adjust the HO control
parameters in 4G/5G networks. The proposed algorithm utilizes the user’s received power and
speed to adjust the HO margin and the time to trigger during the user’s mobility in the network.
Simulation results demonstrate that the proposed algorithm achieves a remarkable reduction in the
rate of ping-pong HOs and RLF compared with other existing algorithms, thereby outperforming
such algorithms by an average of more than 70% for all HO performance metrics.

Keywords: handover; HetNets; mobility management; self-optimization

1. Introduction

Heterogeneous networks (HetNets) have gained considerable attention in the past few years.
These networks consist of different types of cells, such as macro, pico, and femto, which are introduced
to meet user demand. As stated by the third generation partnership project (3GPP), the main role of
the HetNets is to improve the network performance in terms of boosting capacity and coverage [1].
In next generation cellular networks, an ultra-dense small cell, which comprises numerous small
cells overlapped with macro cells, is introduced to boost coverage and improve user experience [2].
Non-standalone (NSA) and standalone (SA) are two road maps of transition from 4G to 5G mobile
networks [3]. In the former, the 5G networks are deployed along with the existing 4G core network.
Thus, the first stage of providing the 5G service starts with NSA. Then, 5G SA is implemented after
the 5G coverage is completely established. Implementing a 5G network that overlaps with the 4G
network leads to mobility issues when the users move from one base station (BS) to another [4,5].
Mobility management in HetNets is complex due to several types of inter-frequency technologies
involved, which requires the user to perform the handover (HO) process while moving from one
BS to another. Although the mobility robustness optimization (MRO) function can improve the user
mobility experience in 4G networks, further improvement is necessary to address and resolve the
issues of the HO probability (HOP), HO ping-pong (HOPP), and HO failure (HOF). The improvement
can be implemented by optimizing the values of the HO control parameters (HCPs) according to user
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experience. Mobility management should be properly addressed to avoid service degradation due to
high rates of HO, HOPP, and radio link failure (RLF). Furthermore, this issue should be resolved to
ensure that the 5G of cellular networks can provide a seamless communication during user movement
among different deployment scenarios [6,7]. Several functions are introduced in self-optimization
networks, such as MRO and load balancing optimization [8]. Both functions perform optimization to
achieve different objectives during user’s mobility and aim to dynamically optimize the HCP values to
handle different HO problems. For example, the MRO function automatically adjusts the HCP values
to maintain system quality and performs automatic optimization for HCPs with minimal human
intervention. The HCP consists of two main parameters: HO margin (HOM) and time to trigger (TTT).
By adjusting these parameters to the proper values during user movements in cell coverage, the rates
of HOPP and HOF are minimized, consequently improving the service quality.

Numerous studies have proposed different algorithms to address and solve the HO issue in
HetNets. Ni et al. [9] have optimized HCPs based on user equipment (UE) velocity and HO types
using mobility state estimation (MSE). In this work, the authors only updated the TTT based on
the user velocity with limited updating values of TTT. This method did not fully optimize the HO
performance since the gap between these updating values is very big and only three fixed values
are selected in accordance with UE velocity. Similarly, Tiwari and Deshmukh [10] have presented an
HO decision strategy and an MSE scheme to avoid unnecessary HOs (UHOs) and service failures in
HetNets. The proposed model utilizes the number of HOs and sojourn time measurements to estimate
the UE velocity. The simulation results show that the proposed MSE model reduces the number of
UHOs and service failures. However, the performance with respect to other HO performance metrics,
such as HOPP, RLF, and delay, have not been discussed. Researchers [11] have also introduced an
adaptive algorithm that selects different values of HOM and load balancing for each UE in HetNets.
The HO decision in the proposed algorithm depends on the signal-to-interference-plus-noise-ratio
(SINR) rather than on the received signal strength indicator, which is then used to calculate the actual
level of the HOM. Shayea et al. [12–14] have proposed an HO optimization technique based on a
weighted function for carrier aggregation. The proposed algorithm automatically adjusts the values of
the HOM in accordance with three functions: SINR, traffic load, and velocity. The simulation results
have demonstrated that the proposed algorithm enhances the system performance in terms of spectral
efficiency at cell edge and outage probability.

Three types of HCPs are considered in this work: TTT, measurement interval, and hysteresis,
all of which are adjusted according to the number of HOPP performed in a measurement interval.
A three-layer filter technique is applied to improve the HO performance, which requires information
about the mobility condition and speed state of UE. Su et al. [15] have adopted a comparison method
that compares two parameters, namely, cell boundary crossings and HO execution, to optimize the
overall network performance. The HO decision on a target cell is completely dependent on the signal
strength measurement. Saeed et al. [16] have developed a model to optimize HOM based on fuzzy
logic for HetNets. The fuzzy logic consists of two inputs: call drop rate and load balancing index,
both of which adapt the HOM for macro and small cells. In other work [17], the reinforcement learning
concept is used to detect an HO in the network. Effective session HOs lead to low drop call rates and
also reduce the HOF and HOPP. However, this technique only supports the UE mobility speed up to
120 km/h. In [18–20], several algorithms have been proposed to investigate and evaluate the issue of
mobility management in different mobile speed scenarios. Three types of HO are considered to adapt
the HCPs: too early, too late, and HO to wrong cells. The results demonstrated that the adapted HCPs
reduce the rates of HOPP, HOP, and RLF.

The major contributions of this paper can be summarized as follows. First, we formulate and
address the issue of MRO in HetNets by focusing on two performance main metrics: RLF and HOPP,
which lead to service interruption. Then, we propose a velocity-based optimization algorithm to
continuously adjust the HCPs based on the condition of UE. Finally, we evaluate and compare the
performance of the proposed algorithm to other existing related works. The remainder of this paper
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is organized as follows. Section 2 explains the system model that used for this work. The proposed
velocity-based algorithm is presented in Section 3. Section 4 presents the simulation and performance
evaluation. The conclusions are provided in Section 5.

2. System Model

We consider a HetNet architecture that comprises several 4G macro cells and a 5G small cell BS
where three small cells are uniformly distributed in each macro BS. Each macro BS has a three-sectored
hexagonal layout, where each of the sectors operates as an individual cell and the small BSs are
omni-directional single-sector cells. Figure 1 displays an example of the HetNets deployment scenario
with three small cells placed on one macro cell. R and r represent the radius of macro and small
cells, respectively.

Figure 1. System model for HetNets.

The macro and small BSs operate at low and high frequency bands, receptivity, with reuse
frequency factor being equal to one. Table 1 lists the notations used in this paper. The set of macro
and small cells are defined as Nk = 1, ..., Nm, Nl = 1, ..., Nn, respectively. The user set is denoted as Nu

where U = 1, ..., U, where U is randomly distributed in the network with a random mobility model.
The UEs receive requested traffic through either the macro or small cells. At each small and macro cell,
a distributed self-organizing network collects HO information and optimizes HCPs. The execution
of the HO procedure initializes when a UE moves from a serving cell to a target cell in the same or
different network. The serving cell makes an HO decision based on the measurement report (MR)
from the UE to begin the HO process to a target cell. The path loss model for different bands in the
urban area between a BS, and the user is expressed as [21]:

PLu,k,l = 20 log10(
4πr0

λl
) + 20 log10(

du,k

d0
) + χ, (1)

where:

BS =

{
small cell i f l = 1

macro cell otherwise
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where d0 and du,k,l represent the reference distance and the distance between the user U and BS k,
respectively (du,k,l ≥ d0; d0 is assumed to be 50 m). λl is the wavelength at the carrier frequency fc,l . χ

is a Gaussian random variable with zero mean and variance σ2.
The maximum quality of service (QoS) requirements limit the interference by reducing the RLF.

The performance of each UE u should meet the minimum data rate requirement for QoS satisfaction.
For channel modeling, the SINR experienced by UE u is modeled as [22,23]:

SINRu,k,l =
pu,k,l gu,k,lbij

∑i∈K\{k} ∑j∈U\{u} pijgu,k,l + PAWGN
, (2)

where pu,k,l is the received signal power at u. gu,k,l is the channel gain experienced by UE u at k. bij is
the binary association indicator of user u (bij = 1 indicates that user u associates with one BS. Otherwise,
bij = 0.). pij represents the interference of the received signal power by UE u at k. PAWGN is the additive
white Gaussian noise power.

Table 1. List of notations.

Notation Description

Nu Set of UE U ∈ 1, 2, ..., |U|
Nk Number of macro BSs
Nl Number of small BSs
Vu Velocity for UE u
PLu,k,l Path loss model
d0 Reference distance between UE u and BS
du, k, l Distance between UE u and BS k
λl Wavelength at carrier frequency fc,l
χ Gaussian random variable with zero

mean and variance σ2

SINRu,k,l SINR experienced by UE u at BS k
bij Binary association indicator of user u
gu,k,l Channel gain for UE u at BSk
pu,k,l Received signal power by UE u at BS k
PAWGN AWGN power
θth Threshold level for HO decision
Vu,t UEu Speed level at time t
Vr Reference speed (medium speed)for entire simulation
RSRPS Serving RSRP UE u at BS k
RSRPt Target RSRP for UE u at BS k
ΔHOMu,t Updated HOM for each UE u at time t
ΔT T T u,t Updated TTT for each UE u at time t
NF Number of failure HO
NC Number of successful HO

3. Velocity-Based Optimization Algorithm

3.1. HO Problem

Improper configurations of HCPs increase the rate of RLF, thereby degrading the system
performance. The high and low values of HCPs cause too late and too early HOs, respectively. Thus,
the HCPs should be frequently adjusted according to the UE’s mobility. In this work, the adjustment
of the HCPs depends on the UE’s speed and the reference signal received power (RSRP), which causes
high HOPP and RLF. For example, when a user moves at high speeds, numerous cells (macro or small
cells) will be crossed. In this case, the value of the HCPs should be decreased to avoid too late HO.
By contrast, when a user moves at low speeds, it experiences a short distance movement and attains a
good signal quality; thus, high values of HCPs are required to avoid too early HO. The objective of
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this work is to minimize the probability of occurrence of RLFs and HOPP during the HO processes by
adjusting the HCPs, which can be mathematically expressed as:

argmin
T T T ,HOM

P(T T T ,HOM) (3a)

Subject to :
N

∑
j=1

bij = 1, ∀j (3b)

TTTmin ≤ T T T ≤ TTTmax TTT ∈ (0, ...., 5260ms) (3c)

HOMmin ≤ HOM ≤ HOMmax HOM ∈ (0, ...., 10dm) (3d)

vmin ≤ vu,t ≤ vmax (3e)

bij ∈ 0, 1, ∀ij (3f)

where P refers to the resulting probability of HOPP, RLF, and HOF, which control by a proper selection
of T T T and HOM. Constraint (3b) ensures each monitoring user U is associated with one BS k;
(3c) and (3d) ensure that the adjusted values of T T T and HOM are within the bounded range. (3e)
ensures the UE speed at time vu,t within the bounded range (vmin, vmax). The last constraint is (3f),
which refers to binary constraint that involves exactly two variables to indicate the user association.
The procedure HO begins after the serving BS receives the MRs from a UE that makes the HO
decision. The UE periodically measures the RSRPs of all serving BSs (every 50 ms) and reports a
measurement-triggered HO if a certain condition is satisfied. In this work, all considered events in
the 3GPP TR 36.331 are configured for measurement reporting to simulate the network as a realistic
environment [24]. The A3 event is triggered when a serving BS becomes worse than the target BS on
the basis of a certain margin level. The suitable instance for the UE to report the measurements is
immediately after the expiration of the TTT timer. The condition is described as:

RSRPS > RSRPT +HOMS→T , (4)

where RSRPS and RSRPT are the averaged values RSRP measured for serving BS and target BS
respectively. HOMS→T is the HOM from serving BS to target BS.

3.2. Proposed Algorithm

To address the HO optimization, we propose a distributed velocity-based optimization algorithm
to enhance the system performance. The proposed algorithm is an enhancement of our previous work
in [19,22]. It depends on the monitoring of the two considered parameters (i.e., UE speed and RSRP)
that exert a high impact on HO performance. The adapted values of HCPs depend on these parameters,
which are periodically optimized over time. Algorithm 1 describes the proposed velocity-based
optimization algorithm. The initial values of TTT and HOM are set to 100 ms and 2 dB, respectively.

The algorithm starts with the condition selection according to the measurements of RSRPS and
RSRPT pulse the threshold level θth, which is assumed to be 2 dB. Then, the ˆHOM and ˆT T T are
adjusted in accordance with the three UE speed states: low, medium, and high. We considered four
mobile speeds scenarios: 40, 80, 120, and 160 km/h, where the medium speed is assumed to be Vr

= 70 to 90 km/h. ΔHOMt and ΔT T T t represent the adaptive HOM and TTT, respectively, where
they are updating for each UE in cell to avoid the RLF in each simulation time. α and β are the step
levels to adapt the values of TTT and HOM in next simulation time which carry values of 50 ms and 1
dB, respectively. The abovementioned steps are implemented when the HO condition is encountered.
Table 2 shows the increase and decrease in the step levels according to mobile speeds. The flowchart of
the proposed algorithm is illustrated in Figure 2.
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Algorithm 1 Velocity-based optimization algorithm

1: begin

2: Set up initial values of TTT and HOM
3: if Simulation time t = 1 then

4: HO Decision ←− f alse
5: else

6: if RSRPS > RSRPT + θth then

7: Update HOM and T T T according to condition 1.
8: Run Algorithm 2.
9: Update HOM and T T T

10: else if RSRPS < RSRPT + θth then

11: Update HOM and T T T according to condition 3.
12: Run Algorithm 2.
13: Update HOM and T T T
14: else

15: Update HOM and T T T according to condition 2.
16: Run Algorithm 2.
17: Update HOM and T T T
18: end if

19: ΔHOM = HOMt+1
20: ΔT T T = T T T t+1
21: calculate HOF, HOPP, RLF
22: end if

23: end

Figure 2. Flowchart of the proposed algorithm.
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Table 2. Adjusting the table of HCPs.

Conditions Speeds ΔHOM ΔT T T

Condition 1
Vu,t > Vr −Step −Step
Vu,t = Vr +Step +Step
Vu,t < Vr +Step +Step

Condition 2
Vu,t > Vr −Step −Step
Vu,t = Vr None None
Vu,t < Vr +Step +Step

Condition 3
Vu,t > Vr −Step −Step
Vu,t = Vr −Step −Step
Vu,t < Vr −Step −Step

The UE sends the MR to the serving BS during their mobility in the network. Then, the serving
BS checks if the serving RSRP of the UE meets one of the above conditions. If the serving RSRP
is greater than the target RSRP plus the threshold θth, then the current ΔHOMt and ΔT T T t are
adjusted by adding the current values to the previous values of HOMt−1 and T T T t−1 according to
UE speed. After updating the HCPs, the proposed algorithm will check if the HO decision is true or
false. Algorithm 2 elaborates the HO trigger and decision process.

Algorithm 2 HO Trigger and Decision

1: if then RSRPTBS > RSRPSBS + ΔHOMt
2: if then Trigger timer ≥ TTT
3: HO Decision ←− True
4: Send HO request
5: else if

6: then HO Decision ←− f alse
7: Run Trigger Timer
8: end if

9: end if

Finally, the main HO performance metrics are calculated and evaluated. The averages of HOP,
HOPP, and HOF in each simulation for all UEs are calculated as:

HOP =
∑Nu

j=1 HOP

Nu
∀ jthUE, (5)

where Nu denotes number of UEs overall simulation time. The average of the HOPP per UE are
expressed as follows:

HOPP =
NHOPP

NC + NF
, (6)

where NHOPP represents the number of HOPPs over the entire simulation. NF and NC represent the
number of failed and successful HO, respectively.

RLF is considered when the UEs lose connectivity with the BS during the HO process. The main
source of RLF is the failure during HO initialization, which disrupts or causes the radio link to fail.
The average probability of the RLF from all UEs is expressed as:

P(RLF) =
∑Nu

j=1 P(RLF)

Nu
∀ jthUE (7)
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4. Simulation and Performance Analysis

4.1. Simulation Scenario

The performance of the proposed algorithm is evaluated in a realistic cellular communication
environment using MATLAB. The simulation environment consists of a two-tier model with multiple
small cells that are uniformly distributed within each macro cell coverage [1,22,25]. The network model
enables multi-radio access technologies with multi-technology that allow the UEs to connect to one BS.
The UEs are randomly distributed in the network and move in random directions within a coverage
area. All UEs move with the same speed in four possible directions in each scenario. We consider
a line-of-sight connection where no restrictive assumptions are drawn about any obstacles. Table 3
presents the main simulation parameters. As previously mentioned, four mobile speed scenarios are
considered to represent the average vehicle speeds in the urban areas.

Table 3. Simulation parameters.

Parameter
Value

4G Macro Cell 5G Small Cell

Carrier frequency (GHz) 2.1 28 [26]
Number of BS 61 183
Number of UEs/BS 100 200 [7]
Cell radius (m) 500 200
Cell height (m) 25 15
System bandwidth (MHz) 20 500
Transmit power (dBm) 46 30 [7]
Shadowing standard deviation (dB) 8 10

Simulation area (Km2) 8 × 8
UE height (m) 1.5
Mobility model Random direction model
Noise figure (dB) 9
Thermal noise density (dBm/Hz) −174
TTT (ms) Adaptive
HOM (dB) Adaptive
HO execution time (ms) 50

4.2. Performance Evaluation

4.2.1. Fixed Values of HCPs

The HO performance of various fixed HCPs is investigated and validated in this section.
The performance represents the average values computed over all UEs in the cells throughout the
simulation cycles under various UE speeds. The impact of the different fixed HOM levels on the
system performance under different UE speeds are also investigated. The mobility robustness can
be investigated using differentiated HOM and TTT settings for all UEs’ mobile scenarios as shown
Table 4. The performance of the different settings of HCPs is analyzed using two key performance
indicators, namely, average HOP and average probability of HOPP.

The effect of user mobility on the system performance is investigated. The average experienced HOP
is obtained under different settings of HOM and TTT with respect to different mobile speed scenarios.
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Table 4. Fixed HOM and TTT.

Set
HCPs

HOM (dB) TTT (ms)

Set1 5 480

Set2 10 2560

Set3 8 1500

Set4 2 512

Set5 10 320

Set6 0 40

Figure 3 shows the average HOP over all mobile speeds and simulation times. In general, the reduction
in the HOP leads to a significant reduction in the HOPP and the HOF. This phenomenon occurs
because at low HOM levels and TTT intervals, UEs can perform early HO to the target cell. By contrast,
high HOM level reduces the possibility of UE HO. The result also shows that the Set2 using a relatively
high HOM and long TTT (HOM = 10, TTT = 2560) provides a significant reduction of the average HO
probability compared to other settings’ overall simulation time. However, the high HOP recorded in
Set6 using a low value of HOM and short time of TTT (HOM = 0, TTT = 40).
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Figure 3. Overall average HOP vs. HCP setting scenarios.

Figures 4 and 5 display the average probability of HOPP versus different mobile speed scenarios.
The result shows that the highest achieved rate of HOPP is obtained by Set 6, which can be attributed
to the low values of HCPs that cause the UE to bounce between the serving and target BSs. The lowest
rate of the HOPP is obtained by Set 2 due to the high values of HCPs.

The behavior of HOP and HOPP with different values of HOMs and TTTs is consistent with the
effect of HOM on both parameters. At high TTT intervals, the HOP and HOPP rates decrease and
reduce the signaling overhead, whereas at low intervals, both rates increase and raise the signaling
overhead. The high UE speed may also cause a high RLF rate because neither the serving BS nor the
target BS serves the UE.
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Figure 4. Average probability of HOPP vs. time.
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Figure 5. Average probability of HOPP vs. UE speeds.

4.2.2. Proposed Algorithm

To analyze the performance of the proposed algorithm, simulations are performed under different
mobile speeds. The proposed algorithm is compared with a dynamic algorithm and with those
proposed by Ray et al. [11] and Nie et al. [9] algorithms. Figure 6 depicts the average HOP of all
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algorithms under different UE speeds. The proposed algorithm significantly reduces the average
HOP compared with the three algorithms under all speeds. The overall average HOP obtained by the
proposed algorithm is 70% less than that obtained by the other algorithms.
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Figure 6. Average HOP with varying UE speeds.

Figure 7 illustrates the average HOPP probability with respect to the UE speeds over the entire
simulation time. The simulation results demonstrate that the proposed algorithm obtains a lower
HOPP reduction rate than other algorithms under all UE speeds because the other algorithms do not
effectively optimize the HCPs according to UE experience, especially when the UEs move near the cell
edge. Consequently, the number of UHOs increase due to the high HOPP rate, especially when the UE
moves in high speed. Moreover, a high rate of HOP may result in increased HOPP and HOF rates,
where a low rate may decrease the HOPP rate.
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Figure 7. Average probability of HOPP with varying UE speeds.

Figure 8 shows the average probability of RLF with respect to UE mobile speed, which presents
the frequent rate of disconnection radio links between BSs and UE mobility. The average probability
rate of RLF is obtained from the overall simulation time for each UE speed. The results imply that the
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proposed algorithm achieves a significant reduction in RLF compared with other algorithms under all
mobile speed scenarios. The algorithm proposed by Nie et al. achieves a higher RLF rate than other
algorithms because only the HOM is adjusted according to UE speed. Therefore, both HCPs should
be considered to manage the HO decision according to UE experience. In summary, the RLF rate
of all compared algorithms gradually increases when the UE speed increases due to Doppler Effect
and weak radio link connections. The proposed algorithm outperforms the other algorithms by more
than 70%.

Figure 8. Average probability of RLF for different algorithms.

5. Conclusions

In this paper, a velocity-based self-optimization algorithm is proposed to adjust the HCP values
in accordance with the UE speed and RSRP. The performances of HO-fixed HCP values and the
proposed algorithm are investigated and evaluated. The advantages and disadvantages of the fixed
HCPs are highlighted and discussed in terms of the total probability rate of HOP, HOPP, and RLF.
The performance of the fixed HCPs results in the introduction of adaptive algorithms, which provides
a satisfactory estimation of the HCP values. The performance of the proposed algorithm is analyzed
under different mobile speeds and compared with other existing algorithms. The simulation results
demonstrate that the proposed algorithm improves the overall system performance under all mobile
speed scenarios and outperforms the existing algorithms by more than 70%. In future research, the
proposed algorithm will be further improved by considering the traffic load of the serving BS and the
target BS to increase the accuracy of the HO decision.
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Abbreviations

The following abbreviations are used in this manuscript:

3GPP 3rd generation partnership project
4G Fourth generation
5G Fifth generation
AWGN Additive white Gaussian noise
BS Base station
HCP Handover control parameter
HetNets Heterogeneous networks
HO Handover
HOF Handover failure
HOM Handover margin
HOP Handover probability
HOPP Handover ping-pong
Mmwave Millimeter wave
MR Measurement report
MRO Mobility robustness optimization
NSA Non-standalone
QoS Quality of service
RLF Radio link failure
RSRP Reference signal received power
SA Standalone
SINR Signal-to-noise-ratio
TTT Time to trigger
UDSC Ultra-dense small cell
UE User equipment
UHO Unnecessary handover
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Abstract: This paper presents a solution for enabling the coexistence of digitized radio-over-fiber
(D-RoF) and analog radio-over-fiber (A-RoF) interfaces operating in the optical fronthaul of 5G
mobile systems. In the first section, we formulate the need to introduce new technologies to the
cloud/centralized radio access network (C-RAN) (Next Generation RAN (NG-RAN) in 5G systems).
A proposition of construction of the optical remote radio head (O-RRH)/gNodeB—distributed unit
(gNB-DU), which will enable the operation of digital Splits/Options and new proposed analog
Splits/Options, is presented. The methods performing calculations of bit rate and optical bandwidth
demand in the fronthaul/midhaul, with reference to the parameters of the new-radio-release-15
(NR-Rel-15) wireless interface and subsequent releases, towards the next generations, are presented.
The bandwidth demands were calculated for selected Splits/Options, and the results are shown in
diagrams. A special section is devoted to description of the results achieved and presenting potential
applications of the proposed construction of a radio-photonic device as well as new Splits/Options of
the next generation fronthaul/midhaul.

Keywords: fronthaul; midhaul; radio-over-fiber; optical gNB-DU; RRH; A-RoF; D-RoF; eCPRI; BBU;
all-optical network

1. Introduction

In previous generations of mobile systems and networks (2G/3G), a special emphasis has
been placed in the radio domain on the development of distributed radio access network (D-RAN)
architecture. It consisted in the fact that devices processing signals in the baseband (BB), intermediate-
band (IF), and radio-frequency-band (RF) were located near to the mast with the antennas.
The significant increase in the demand for signal processing, especially in the baseband, meant
that we had to look for different solutions. Existing terminal devices, called base stations, can no
longer be developed in the traditional way, because they would have to be supercomputers with
high computing power in a moment (with high network traffic), and in other cases idling equipment
(e.g., with a negligibly small nighttime traffic) that would have to be turned off to save energy without
the use of their computational potential. The solution to this problem is to transfer computing functions
into the network so that the computers performing these operations may be used for other purposes
in the absence of mobile network traffic. This requires central control architecture of remote radio
modules whose functions are as limited as their physical equipment allows.

In the future Next Generation Radio Access Networks (NG-RANs) domain of the 5G systems,
exactly centralized/cloud control technology (C-RAN) will be widely used with a large set of gNodeB
(gNB) base stations that will also be working in distributed structures/architectures (not to be confused
with D-RAN).

Appl. Sci. 2020, 10, 1212; doi:10.3390/app10041212 www.mdpi.com/journal/applsci
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1.1. State-of-the-Art 5G C-RAN Solutions

The basic concept in the NG-RAN domain, which is promoted by 5GPPP, is the multi-layered
architecture of XHaul [1,2]. This solution is based on an optical network that is designed to support
traffic from various Split/Option interfaces. This architecture also includes D-RAN solutions, which
means joint support for management of traffic from the fronthaul and backhaul. Based on this solution,
the authors of publications [3–5] proposed network architectures based on optical and microwave
(radio-line) transport. The presented solutions introduce traffic optimization, which, however, does
not take into account the possibility of transmitting signals occurring in the A-RoF format in the
network. The architecture of an Optical Transport Network (OTN) system is prepared for an efficient
transport of digital traffic, which is provided at client access points. The situation is similar in the case
of Time Shared Optical Network (TSON), which is a very good solution supporting the transport of
information from radio-over-Ethernet (RoE) (enhanced common public radio interface (eCPRI) as well
as next generation fronthaul interface (NGFI)) interfaces. A lot of research and development have been
devoted to various optimization solutions for transportation systems of streams from D-RoF interfaces.
The author reviewed the available studies [6–13], which contained the results of studies showing the
undoubted legitimacy of using the D-RoF technique. In these studies, particular emphasis was put on
showing that a particular type of Split/Option or method of digitizing a radio signal to a bit form gives
the opportunity to increase a link efficiency. There is no difference in the selection of the Split/Option
method in the context of the load on the fronthaul network or the RRH unit. In special solutions,
attempts were made to use compression methods when processing from analog to digital [14]; which,
however—with a very large number of digital streams delivered to RRH working in massive-MMIO
format—will not bring much efficiency. There remains the A-RoF solution with the least research,
especially for 5G C-RAN applications. The papers [15–19] show a focus on specific solutions, which
consist in conducting experiments documenting that radio signals in the BB, IF, and RF bands can
be transmitted in optical fiber paths. These solutions were already tested many years ago. Several
books have also been written on this subject [20,21]. In each of the presented experiments, however, no
attention was paid to what generation of optical fibers will be used and to what extent future xWDM
networks can be used to transport de facto analog signals. Particular attention of the author was caught
by the study [22], which indicates the next field of activity, where the use or disposition of an optical
fiber of the appropriate generation, located in the optical path, can be decisive in the selection of the
radio signal transport system in its original form.

1.2. Author’s Contribution

The solution of the combined approach to the analysis of the needs of the A-RoF and D-RoF
interfaces was not undertaken in the above-mentioned studies. The author proposed the coexistence
of these interfaces in an optical network. This task is possible when the fiber optic RAN network
is all-optical. Of course, we can use fiber-to-the-antenna (FFTA) or passive optical network (PON)
architecture, but passive solutions do not provide such a wide scale of optical resource management.
Implementation of the network in the XHaul architecture enables the transport of digital data (backhaul)
and digitized signals (fronthaul—D-RoF). The combination of A-RoF and D-RoF traffic forces proper
preparation of all nodes in the network from the NG-RAN domain. Therefore, the author proposed
a special O-RRH construction that can be directly or through-connected to a all-optical network.
This construction was first presented by the author at an optical conference in Prague [23]. This also
applies to BBU and DU nodes, which by definition have adequate computing power and will perform
most of the tasks on a software basis. The method of managing nodes that carry also A-RoF traffic was
presented by the author at the fiber-optic conference in Suprasl [24]. In addition, in order to formalize the
baseband-over-fiber (BBoF), intermediate-frequency-over-fiber (IFoF) and radio-frequency-over-fiber
(RFoF) solutions, it was proposed to extend the function of the Option 8 and to introduce new Options 9
and 10 in relation to the 3GPP model. The most important component of the author’s study are unique
calculations that indicate the need to reserve optical resources when transporting digital streams from
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the D-RoF (CPRI, eCPRI) and A-RoF (BBoF, IFoF and RFoF) interfaces. Calculations were made for
a variable width of radio channel according to the 5G-NR-Rel-15 baseband (CP-OFDM waveform).
The results of the calculations can be of major application when scaling the resources of an all-optical
network, whose task will be to transport any type of signal, including A-RoF. The calculation formulas
presented below have been adapted to 5G modulation and code solutions or created from scratch
as a result of appropriate transformations (applies to A-RoF interfaces). It should be noted that the
effectiveness of the presented approach to handling A-RoF and D-RoF traffic will be leading when
introducing O-RRH working in massive-MIMO format, where we will have to deal with handling
large traffic from a large number of EUs (need to introduce IoT, which will be supported in the wireless
part by 5G systems). The results of the calculations carried out will allow efficient decision-making
about switching the connection to the selected type of options in the extended range by the author,
i.e., Options 1–10.

1.3. NG-RAN Concept Description

The distributed architecture of the gNB base station makes it possible to surround the user
equipment (UE) and thus more efficient management of spatial resources. This task is accomplished
through the use of wideband and flexible all-optical networks based on the Dense Wavelength Division
Multiplexing (DWDM) system with a flexible grid of optical channels [25] or new more flexible
Elastic Optical Networks (EON) [26] working with the Ultra-Dense Wavelength Division Multiplexing
(UDWDM) format and extra flexible reconfigurable transponders. The optical network is so versatile
that it can be used to transmit information/signals both in the area of the backhaul (BH) as well as the
fronthaul (FH)/midhaul (MH) of the future next generation mobile systems.

The purpose of the backhaul (inside the cloud in Figure 1) is to connect the next generation core
(NGC/5GC) with the NG-RAN control units through the gNB-central units (gNB-CUs). The fronthaul
is used in creation of fast and often synchronous links between the gNB-CU and components of the
distributed 5G base stations, i.e., gNB-distributed unit (gNB-DU)—Figure 1 [27]. The architecture of
the distributed NG-RAN occurs in two concepts, i.e., based on the fronhaul network (Figure 1a) and
with the division of the distribution network on the fronthaul and midhaul—Figure 1b. The second
concept indicates the possibility of using a distribution point/unit (DU), whose task will be to perform
some activities related to local signal processing and their distribution to functionally limited network
termination units such as active antenna unit (AAU)/remote radio unit (RRU)/remote radio head (RRH).

(a) (b) 

Figure 1. NG-RAN architecture with distributed gNB: (a) concept of C-RAN controlled by gNB-CU
connected to NGC (backhaul side) and gNB-DU (fronthaul side)—forced by 3GPP; (b) concept of C-RAN
controlled by gNB-CU/BBU connected to NGC (backhaul side) and gNB-DU/AAU/RRH (fronthaul
or/and midhaul side)—forced by 5GPPP.
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Inside the gray cloud in Figure 1, there are a 5G-NGC network and a set of gNB-CU/ baseband
unit (BBU) cooperating with each other. The method of cooperation between central units processing
the radio signals symbolizes additional terms such as ‘cloud’ and ‘hotel’. The term ‘cloud’ means that
individual units can be located at a greater distance in separate buildings, which forces them to use
quick connections with small delays. The term ‘hotel’ (alternatively often used as ‘pool’) symbolizes
the placement of units in the same building, which is equivalent to a physical signal processing center,
while BBUs/CUs are usually separated in distributed logical structures, which are managed by the
so-called virtual machines.

From now, in order to simplify further description of the functioning of the network components,
we will call the control units generally gNB-CU/BBU, and devices controlled by abbreviation
gNB-DU/RRH. The name of the DU nodes that define the boundary between the F1 and F2 interfaces
(Figure 1) will remain unchanged.

The fiber-optic FH can be a passive component (FTTA or PON) of the C-RAN, which is applicable
in mobile networks of current generations (2G/3G/4G). The demand for more and more bandwidths
in the backhaul networks forces the optimization of fiber network resources, which is why it is
necessary to pay attention to the previously mentioned active flexible optical networks [25,26] using
WDM technique.

The WDM technique enables the simultaneous transmission of several optical signals (different
frequency channels) in one fiber-optic link or one optical path. Fiber-optic link is understood as a
connection between nodes of the network, and the optical path is the path on which the optical signal
travels passing through the optical nodes. Fiber-optic links are implemented using single-mode silica
fibers, where single-modality is maintained for wavelengths in the range of 1260–1675 nm. An optical
node determines whether a fiber-optic network can be called all-optical. If a node does not go to the
electronic level (on the user’s layer), to regenerate the signal or to reorganize the digital data, then
this node can be called all-optical. Such nodes include optical add-drop multiplexer (OADM) or
reconfigurable OADM (ROADM), as well as photonic cross-connects (PXCs). Of course, the process
of signal regeneration can take place in all-optical nodes, but it must be implemented on the optical
layer, which is currently extremely expensive (the need for precise recognition of the signal modulation
format). ROADM and PXC are usually adapted to the so-called optical grids according to the standards
defining transport systems. Optical channel grids, on the other hand, are adapted to the optimal
parameters of optical fibers connecting nodes. In this case, it concerns the optical ranges of the S, C, L,
and U bands [1]. If we release from these nodal devices the permanent set of optical filters and internal
constraints to xWDM grids, then we will get full flexibility. Unfortunately, this is done at the expense
of a high increase in the demand for effective photonic resources management in each of these nodes.
If an optical node is able to switch any channel (in a technologically limited range—any optical carrier
wavelength and any optical channel width), then it is sensible to use different modulation formats,
in addition to the classic on-off keying (OOK). As the optical channels are spectrally independent with
appropriately selected optical path or link parameters, they can carry completely different signals,
i.e., modulated in various formats. Therefore, the flexibility of the optical network using the WDM
technique enables an effective combination of traffic, in one fiber-optic link, coming from functionally
different networks. Separation of different streams in an optical link can be accomplished by assigning
separate optical carriers. An active network, in which there are various signals, must also be equipped
with flexible nodes and transponders [26,28], which will be able to recognize signals and place them
in the appropriate space of the grid of a given xWDM system (elastic or static). This assumption
forces, on the side of gNB-DU/RRH, the use of all-optical nodes and optical terminations of the C-RAN.
Of course, this does not exclude the possibility of mutual communication of C-RAN radio devices via
radio interfaces operating in the “sub-6” (FR1) and “mmWave” (FR2) bands [29].

The following description presents the concept of integrated optical gNB-DU/RRH, that was
presented by the author for the first time at the photonic conference in Prague [23] as the optical
RRH (O-RRH). The material concerning this concept is also included in this work for the sake of
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completeness as well as due to the introduction of minor changes regarding the adaptation of the
radio-photonic unit to flexible optical networks.

Optical gNB-DU/RRH enables communication with gNB-CU/BBU by using non-standardized
interfaces and modulations. Integration of an optical multiplexer with a radio module enables the
ingress to the optical fronthaul, connecting gNB-CU/BBU and gNB-DU/RRH, signals originating not
only from a digitized radio-over-fiber (D-RoF) interfaces [30], i.e., common public radio interface
(CPRI) [31] or evolved CPRI (eCPRI) [32], but also an analog radio-over-fiber (A-RoF) [30].

On the side of the signal processing center gNB-CU, the situation looks a little bit different, because
here we have a lot of power in terms of signal processing. The task of the central unit will therefore be
to collect all physical resource blocks (PRBs) (in terms of time and frequency) directed to specific UE
on the wireless side, combining into one or several channels from the baseband and inserting these
channels into the IF or RF band using the direct digital synthesis (DDS). In case of the D-RoF format,
the process will be terminated on the digitization of the channel created in the baseband. In order to
create an A-RoF signal, the other signal processing steps mentioned above must be implemented.

The purpose of performed analyses and calculations, the results of which are presented in the
following paper, is to show that the signals of D-RoF and A-RoF formats can be transmitted in the same
all-optical network, using the proposed construction of gNB-DU/RRH with optical termination, as well
as the indication of scenarios in which it makes sense to use interfaces working in the A-RoF formats
as those that provide a high degree of wavelength band savings compared to the D-RoF interfaces, in
the fronthaul/midhaul optical path setup between gNB-CU and gNB-DU/RRH.

The motivation of the conducted research follows from the fact that the expansion of the C-RAN
architecture is inevitable; therefore, it is necessary to search for solutions that will simplify the functions
performed by a set of antenna modules and then move many more functions to signal processing
centers that will lease computing power.

2. Radio and Photonic Components in Optical Massive-MIMO gNB-DU/RRH

The NG-RAN built on the basis of all-optical solutions enforces the introduction of the
network termination in the form of an integrated optical gNB-DU/RRH. In this way, the created
active-distributed-antenna-system (A-DAS) network (Figure 1) will enable solutions based on the
spatial surrounding of the terminal by the so-called distributed gNB base station. The distribution of
radio signals to/from gNB-DU/RRH via optical links will guarantee very high delay constancy, which
in the situation of using digital beamforming (DBF) or hybrid beamforming (HBF) of radio beams
directed to/from the UE is superior. An exception will occur in the case when the eCPRI interface
is used, in which the synchronous ethernet (SyncE) technology is applied [33–35], creating a RoE
link [36,37]. Of course, the stream of Ethernet frames can be transported through optical transport
network (OTN) links [38], similarly to CPRI [39], but in case of the need to enter on the layer 2 (L2),
in order to switch frame streams, the optical path will be terminated. Here, the guarantee of low
variance of delay may not be possible, unless the Ethernet switch is equipped with optical ports that
are connected through the linear clock on the layer 0 (L0) (the optical layer determines the transferred
clock step).

The Integrated Optical gNB-DU/RRH can exist in several configurations, what depends on the
construction of the radio massive-multiple-input–multiple-output (massive-MIMO) head and the
photonic module. Figure 2 presents three types of optical gNB-DU/RRH, which are characterized by a
four-sectors (a), one-sector (b) and six-sectors (c) radio head. Construction concepts (a) and (c) are very
similar to each other, because they require the use of stepwise transfer of connections between sectors.
In case (b), only one sector was used, which is equipped with, in proportion to other solutions, a large
number of radio and aerial modules. The single-unit gNB-DU/RRH device will allow for smooth
tracking through the UE radio beam around the mast. In this construction, it is required to smoothly
switch off individual radio modules when the angle at which the UE terminal lies is exceeded. In each
case shown (Figure 2), gNB-DU/RRH is directly connected to a fiber-optic link (at least one pair of
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optical fibers) in which the xWDM technique is applied (signals in accordance with the DWDM system
or OTN/EON type development). In solutions (a) and (c) in the photonic part, the microROADM was
used, which indicates the possibility of using the device in a double optical ring, where we will have a
reserve route and the possibility of dynamic management of the add/drop band. The single-sector
solution gNB-DU/RRH is based on the equipping of the photonic side in microOM/microDM [40,41],
which indicates that this type of device will be able to be placed at the physical terminal of the optical
path/link. The optical mux (OM)/optical demux (OD) terminating the optical path/link may be also
applied in the cases (a) and (c)—Figure 2. This will depend only on the place where the gNB-DU/RRH
device is connected to the optical network.

(a) (b) (c) 

Figure 2. Block configurations of integrated massive-MIMO optical gNB-DUs/RRHs with the same
photonic and radio-photonic modules (devices): (a) 4-sectors gNB-DU/RRH containing microROADM;
(b) 1-sector gNB-DU/RRH containing microOM/microOD; (c) 6-sectors gNB-DU/RRH containing
microROADM (concept first time presented in proceedings [6]).

The two downstream devices (modules) in optical a gNB-DU/RRH are described in more detail in
Figure 3. The photonic switch (Figure 3a) allows a local optical channel redirection, depending on the
need to direct concentrated radio traffic to a specific part of the antenna module assembly (Figure 4).
A very important component is the array of media-converters (transceivers), whose task will be to shift
from the photonic to the radio domain and vice versa. These systems will have to support signals
modulated in D-RoF and A-RoF [30] formats, so they will have to work in a flexible mode. The lasers
built into these converters should be longitudinally single-mode and have the possibility of dynamic
tuning. In addition to the optical and radio bus, along the radio-photonic module, a bus runs with a
control channel (Figure 3a, red—optical, green—electric), which was delivered as a dedicated optical
channel from the controller working at the gNB-CU/BBU. Through this digital channel, we can control
any component in the photonic and radio signal processing chain. Its function will primarily be to
determine and establish the path on which radio frequencies from a specific radio band or baseband
channels (in analog or digitized form) will travel.
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(a) (b) 

Figure 3. Switching and processing devices of integrated optical gNB-DU/RRH: (a) block construction
of the photonic part with microROADM/microOM–microOD inside, (b) block construction of a common
radio part with the digitized and analog radio signals switch (presented in proceedings [6]).

Next block (Figure 3b) is connected to an electric bus that has a large number of transmission
lines. The number of transmission lines depends on the number of media converters included in
the radio-photonic block. The transmission bus provides signals to the ports of the signal switch,
whose task is to direct the appropriate signal for initial preparation or separation, before entering
them to the specific radio antenna subunit. The digital signals go to the DSP controller, which
demultiplexes/ multiplexes streams in the time domain and organizes them so that they reach the
appropriate transmission line connecting with a specific radio-antenna module. The analog signals go
to the radio controller, where they are pre-prepared (e.g., adaptation to the transmission line, correction
of time and frequency parameters, or pre-amplification in a small range). The analog radio signal
(A-RoF format) can come from the following ranges: BB, IF, or RF.

The control channel (Figures 3 and 4—green lines) enables the radio block subassemblies to
operate and continues along the radio signal transmission bus. The functionality of the control channel
does not terminate there. It is still appropriate to control the final radio systems closest to the antenna
array assembly—Figure 4.

 
Figure 4. Massive-MIMO antenna component of optical gNB-DU/RRH—example of single
radio-antenna module. Proposition of gNB-DU/RRH construction with components controlled in SDR
mode by the radio control channel (green line) (presented in proceedings [23]).
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The digital and analog buses are routed from the radio module to the radio-antenna head. Along
the head with antennas, attachments should be placed to individual units converting radio signals
prepared for emission in places of antennas.

Digitized radio signals (Figure 4) go to the digital block, where their duplex directions are
subjected to separation and they are converted (processed) from digital to analog and vice versa. Here,
there is an encoding/decoding operation for the partial streams that have reached the gNB-DU/RRH
optical interface in CPRI/eCPRI format [31,32]. The signal from BB (uplink direction) gains its original
form and is then transferred to the RF band. At this point, it is possible to use a greater number of
the radio signal conversion degrees. It depends on the method of group transmission of baseband
channels and the need for cooperation with analog signal transformation techniques. In the radio
signal adaptation chain, there is also a section for forming the radiated beam. Each radio-antenna
module is equipped with systems for two directions that allow analog beamforming and spatial beam
control in cooperation with other radio-antenna modules. In the case when signals in a digitized
form (prepared in gNB-CU/BBU) are delivered to the radio-antenna module, then DBF is additionally
applied. The combination of these two techniques makes it possible to use hybrid solutions [42,43],
which balances the load on the components of the fronthaul network and increase the precision of
beam control on the free space side.

A single radio-antenna module must be equipped with a duplexer whose task is to separate and
combine signals from different directions. The diplexers allow us to direct a specific radio band to
the appropriate antenna dipole. Currently, diplexers are used as passive devices, but in the case of
multi-band work (radio interfaces of next generations) of antenna array, we may need an active system,
which will also be susceptible to control from the radio module or even gNB-CU/BBU.

The coupling of components shown in Figures 3 and 4, through fast and multi-track buses, gives
the possibility to build a through or path terminating the optical gNB-DU/RRH. The optical channels
will mostly be scaled at the gNB-CU/BBU level, but these functions may be partially moved to the
gNB-DU/RRH. The control method of optical massive-MIMO gNB-DU/RRH depends on the method
of controlling the entire domain of devices operating in the FH or MH network. The presented
proposal assumes C-RAN control with the possibility of distributing the signal preparation centers
gNB-CU/BBU Hotel/Cloud (Figure 1). From the radio termination point of the optical gNB-DU/RRH,
despite the partially distributed network devices processing BB, IF, of RF signals (gNB-CU/BBU Cloud),
gNB-CU/BBU nodes are seen as centrally located devices and communicate in parallel regarding the
so-called gNB-CU/BBU clouds.

Figure 5 shows an example of a network where a cloud is located in the middle representing an
evolved packet core (EPC)/next generation core (NGC), a network of software defined radio (SDR)
devices (gNB-CU/BBU) and a central Open Flow (OF) controller [44,45] as a resource manager in
the NG-RAN domain. The example network is based on the optical layer in the ring architecture,
however, the logical structure of connections between NGC and gNB as well as gNB-CU/BBU
and gNB-DU/RRH has tree architecture. Access to the optical network takes place through the
so-called optical concentrators, i.e., optical multiplexers. The proposed gNB-DU/RRH have the built-in
microROADM or microOM/microOD, which gives the possibility of their direct connection to the
optical ring structure (microROADM case). If there is a need to connect the outside gNB-DU/RRH in
the access mode (the so-called south direction), then it should have at least an optical multiplexer and
demultiplexer (microOM/microOD case). The assumption that the network is all-optical requires the
use of PXC or ROADM in nodes, which guarantees that there will be no conversion of the photonic to
electric signal in these nodes and vice versa. Of course, this only applies to the transport of signals
carrying user data (user plane).

The control layer using OF [44,45] must be organized so that all optical nodes together with
gNB-DU/RRH and O-gNB remain under full control. As seen in the upper part of Figure 5, the optical
network can connect gNB-DU/RRH and O-gNB to the core of the packet network and the surrounding
cloud of the gNB-CU/BBU modules. All that remains is to design a mechanism for flexible resource
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management, which will decide how the optical resources will look like when simultaneously
(hybrid) serving all streams from NG-RAN. PXC nodes equipped with DU functions will deal with
the distribution of optical streams that will transport radio signals with high time requirements
(physical layer) to the appropriate gNB-DU/RRH, whose functions can be dynamically reduced to AAU
(depending on the load of links in network and signal processing centers in the cloud). In the situation
that the midhaul network (serving traffic with lower time requirements) does not exist (Figure 1a),
all the DU functions are taken over by gNB-DU. In this case, high time requirements are taken over by
the network at the level of interface F1. The type of transport technology used (Figure 6) in particular
interfaces and links will depend heavily on the type of Split/Option and its requirements. It should be
noted that each stream of L1, L2, and L3 layers can be transported through an active optical network,
which in the all-optical version represents the so-called L0 layer (beside the 7-layer ISO/OSI model).

Figure 5. Example of flexible all-optical network connecting the integrated optical gNB-DU/RRH
(with massive-MIMO functions) and O-gNB devices to gNB-CU/BBU/EPC/NGC cloud (presented in
proceedings [23]).

 
Figure 6. Transport technologies used in the F1 and F2 interfaces of fronthaul/midhaul as a components
of the stationary part of NG-RAN (MicrowaveLine is the wireless transport option between gNB-CU/BBU
and gNB-DUs/RRHs—wireless communication between gNB-DUs/RRHs is also possible—out of the
scope of analysis).

3. Simple Model of Bandwidth Consumption Calculation in 5G Fronthaul Interfaces

The efficiency of the FH and MH links is the basis for a properly functioning C-RAN
(in 5G-NG-RAN) structure. Currently, the CPRI format [31] is widely used in the links of fronthaul,
the simplicity of which does not require using too large processing power from the signal processing
systems, but the resulting streams are characterized by very high bit-rates. The demand for high CPRI
bit-rate is primarily due to the need to connect to the gNB-CU/BBU cloud, independently, each antenna
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module (Figure 4) located in the radio-antenna head. In the Spits/Options model (Figure 7), the CPRI
interface is at the top, which means that this digital stream will be directed to gNB-DU/RRH with low
processing power. The functionality of this network termination will be limited to AAU. Currently,
we have defined the fastest optical interface CPRI v.7.0 [31] with 24.3 Gbps. In many situations,
especially when connecting the gNB-DU/RRH devices working in massive-MIMO format to fronthaul,
the need for a larger number of the fastest CPRI streams is necessary. The introduction of faster
bitstreams is pointless due to the emerging dispersal constraints of single-mode telecommunication
optical fiber. In a DWDM network, we can concentrate more CPRI streams into one optical fiber,
but with the dense location of the gNB-DU/RRH terminals, it is necessary to introduce new solutions in
the transmission of radio signals, in conjunction with the introduction of optical nodes that can work
more flexibly.

(a) (b) (c)

Figure 7. Models of Splits/Options and functions performed by 5G-FH/MH components in the scope of
F1/F2 interfaces in the NG-RAN domain: (a) functional division according to 3GPP [46], (b) functional
division according to 5GPPP [1], (c) functional division according to CPRI Industry Forum—interface
eCPRI v.2.0 [32].

3.1. Bandwidth Consumption in D-RoF Interfaces

In the classical FH variant, usually one gNB-CU/BBU center will support interworking with
several gNB-DU/RRH or DU radio terminations. In this sense, the total bit rate needed to service the
massive-MIMO radio equipment can significantly exceed 10 Tbps. A single CPRI interface (Figure 7:
(a) Option 8, (b) Split A, (c) Split E—yellow number 1) represents one antenna module in one sector of
the radio-antenna head.

The digitized baseband signal must be delivered here independently to each antenna module
so that MIMO techniques and spatial beamforming on the side of the wireless interface can function
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effectively. The total bit rate needed to deliver the appropriate number of fast CPRI streams to the
gNB-DU/RRH mast, via the F1/F2 interface (Figure 1), can be determined based on the formula [47]

BR8 = S ·A · fs · bs · IQ ·HF · LC (1)

where S—the number of sectors per gNB-DU/RRH/AAU, A—the number of antenna modules in
array per one sector, fs—speed of sampling (in CPRI for 20 MHz radio baseband channel is equal to
30.72 MS/s (3.84 · (20/5) · 2), in wider BB radio channel is proportionally higher [8,9]), bs—number of
bits per sample (depending on the format of the sampled signal: is equal 15 per one I/Q subcarrier for
4G/5G-Rel-15 (cyclic prefix orthogonal frequency division multiplexing (CP-OFDM))), IQ—a factor
indicating a separate sub-sampling I as in-phase and Q as quadrature (is equal 2), HF (Headers
Factor)—a factor indicating the redundancy of CPRI headers (redundancy is 1/15, therefore, amounts to
16/15), LC—alphabet nB/mB line code (8B/10B—ratio of 10/8—used in CPRI Options 1-7, 64B/66B—ratio
of 66/64—used in CPRI Options 7A-10).

The relocation of the need of signal processing power to specific parts of the radio network
chain (CU or DU) depends on the network architecture and, in SDR mode, enables balancing the
power consumption and dynamic selection of signal processing centers in the gNB-CU/BBU cloud
or gNB-DU/RRH terminal/node. In the situation when we transfer more functions related to the
processing of baseband signals to the signal processing cloud, the stream that will only transmit data
regarding the actual transmission can be significantly reduced. In the context of this case, we will
consider Option 6 according to the 3GPP (Split C according to 5GPPP, Split D according to CPRI
Forum—Figure 7—yellow number 3), which applies to both ‘duplex’ directions (uplink (UL) and
downlink (DL)) and is located at the border between PHY and MAC layers. The division presented in
Figure 7 indicates the places where the separation of the network elements functions can be made,
which is also an important determinant of the directions of evolution and the emergence of NG-RAN
Split/Option standards at the F1 and F2 interfaces [1,32,46]. The rate consumption calculations that
will occur at the Split D during the maximum load, according to the CPRI Forum [9], can be carried
out on the basis of a simplified and adapted formula [2,48]

BRD =
S ·NL ·NSC ·NSY ·RC ·K ·HF · LC

TF
(2)

where S—the number of sectors per gNB-DU/RRH, NL—the number of layers (related to the number
of layers needed to create and form space beams directed to mobile UE), NSC—the number of active
CP-OFDM subcarriers in BB channel (the number of subcarriers for the new waveform from the 5G-NR
interface should be used—in the channel with a specified frequency bandwidth [MHz]), NSY—the
number of CP-OFDM symbols or newest waveform per standard time-frame (in the non-standalone
5G-Rel-15 interface a coherent value was assumed in relation to FDD-LTE), RC—the factor of FEC
code efficiency, K = log2 M—bits per modulation symbol, where M—modulation order (usually for
M-QAM format), HF (Headers Factor)—CPRI frame redundancy factor (redundancy at 1/15 for CPRI,
so the ratio is 16/15—much smaller and variable for the eCPRI, depending on the size of the charge
in a frame [32] matched to the Ethernet frame and/or OTN [36,39]), LC—a line code also used as a
scrambling (for faster streams it is 64B/66B, so the code rate is 66/64) and a physical Ethernet link
control (also applicable to the RoE technology [32,36]). The line code in the optical Ethernet link
applies only to the LAN format. Ethernet WAN interface is devoid of this code, because physical layer
functions are taken over by the transport system, e.g., OTN. When the radio samples are transported
in the fronthaul/midhaul paths using Ethernet (RoE) frames only, the LC value is included in the
HF redundancy.

When the level of the Split/Option increases, the total data rate related to the user’s data plane
will increase, which results from the need to send additional data defining the radio signal. At Split IU

and IID (Figure 7c—eCPRI 1.2—yellow number 2) an additional parameter appears which determines
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the number of quanta in the process of converting the frequency sub-carriers. Thus, the coding and
modulation rules will not be taken into account, as the frequency components will be quantized.
In order to estimate the bit rate that will occur in the fronthaul/midhaul path type Split IU/IID, an
approximate formula [2] can be used

BRIU/IID =
2 · S ·NP ·NSC ·NSY ·NQF ·HF

TF
(3)

where S—the number of sectors per gNB-DU/RRH/AAU, NP—the number of ADC/DAC chains (used in
digital beamforming (DBF)—special application in massive-MIMO mode), NSC—the number of active
CP-OFDM subcarriers in BB channel (the number of subcarriers for the 5G-NR waveform interface
should be used), NSY—the number of CP-OFDM or newest waveform symbols per standard 4G/5G
time-frame, NQF—the quantizer resolution in the frequency domain, HF (Headers Factor)—eCPRI
frame header redundancy factor [32] and higher IP/Ethernet network layers, TF—frame duration
(4G/5G system parameter).

3.2. Bandwidth Consumption in A-RoF Interfaces

Digital fronthaul/midhaul interfaces are very demanding in terms of throughput, which is why in
this part of the work we will consider the implementation of A-RoF solutions. In the analog mode of the
photonic carrier modulation, we can use a modulating signal located in the baseband, the intermediate
band, or the radio frequency band [49]—Figure 8.

In the case of photonic carrier modulation with a radio signal coming from the baseband, we have
the largest saving of the photonic band. This technique requires the use of separate optical resources
for each frequency BB channel. This causes complications in the need to use a separate optical channel
or a separate optical fiber for each BB channel. As in the D-RoF interface, a modulator must be used
on the gNB-DU/RRH side to allow the BB signal to be applied to the RF band. The second solution
indicates the use of an IF intermediate frequency. In this technique, all frequency channels can be sent
simultaneously to the selected RRH. In a remotely managed radio module, we convert the signal that
transfers data from the intermediate band to the target RF band. This solution is quite economical,
due to the possibility of optical transmission of many radio channels focused around one unified, in a
given network, intermediate frequency, which can be selected depending on the needs. The solution
that most occupies the optical band remains, that is, simultaneous transmission of all components of
the radio signal, including the RF carrier. This solution is the least effective from the point of view of
the FH network, but allows the use of maximally simplified AAU, whose tasks are reduced to optical
modulation and demodulation, amplification, pre-amplification, and shaping the beam emitted by the
antenna array.

In comparison to the D-RoF solutions, the signals in the A-RoF format do not occupy too much
bandwidth in the optical channel, however, they are characterized by much higher requirements for
distortions of modulating signals. The modulation signal is specific, because it resembles an analog
format in spite of the fact that it transfers digital data. For many years, scientists have been working on
the optical OFDM (O-OFDM) technique, which is very similar to the A-RoF such as baseband-over-fiber
(BBoF) solution, but the On/Off Keying (OOK) method with a direct detection is still popular and the
cheapest one. The modulation of the photonic carrier with a signal from the BB is therefore similar to
the O-OFDM, however, there is only one source of carrier surrounded by two bands (double-side band
(DSB) mode), thus the orthogonality of subcarriers remains on the side of the modulating signal. Care
for the orthogonality of radio subcarriers, during transport in the optical path, is not a problem due to
their very low frequency distance and the occurrence of multi-path effects in a small range (chromatic
dispersion and power penalty influence—DSB mode), which occur on a much larger scale on the side
of the wireless interface. Thus, the only limitations here are signal attenuation, its delay and dispersion,
which must be taken into account in particular when using a very broadband modulation signal.
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The use of high radio frequency allows the creation of more wider frequency channels (e.g., the need
to use mmWave ranges in 5G); however, when using DSB modulation this results in a doubled increase
in the width of the optical channel. This can be limited by using the SSB modulation technique by
introducing Mach–Zehnder Modulation (MZM) in the Hilbert configuration or by filtering out one
sideband. Such a treatment, however, weakens the modulating signal, at the expense of improving
the bandwidth efficiency and reducing the impact of the chromatic dispersion of the fiber-optic paths.
The large number of systems (2G–5G) supported by the base station causes its high degree of complexity
and hinders its quick reconfiguration. In this case, there is a need to move all system functions to the
CU cloud, where radio resource allocation will take place to individual antenna matrices mounted on
the mast. The question arises, whether it is possible to coordinate all spatial streams using only one
optical channel? Of course, this is not physically feasible, therefore there is a need to use the optical
wavelength division multiplexing (WDM) technique or space division multiplexing (SDM) on the
optical side (a larger number of optical fibers in the cable, or the use of multi-core optical fibers [50]).
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Figure 8. Proposition of new Options (Splits) for realization of analog interfaces working in
A-RoF techniques. Splits mainly used for fronthaul/midhaul to connect DU and AAU (as a
gNB-DU)—simple A-DAS.

Optical resources are presented in the wavelength domain, because the optical fiber influences the
change of the wavelength as a function of the optical frequency of the carrier. In order to evaluate the
frequency bandwidth of the modulating signal, a basic relationship can be used

Δ f = 2 · fb + 2 · fk (4)

where fb—radio frequency (RF) carrier (identifying the RF channel number), fk—the extreme right
frequency of the CP-OFDM sub-carrier of the baseband channel. The transition to the wavelength
domain can be accomplished using the following approximate dependence

Δλ = λ2 − λ1 =
c · Δ f

( f2 − Δ f ) · f2
=

c · Δ f
( f1 + Δ f ) · f1

�
c · Δ f

f 2
LD

(5)
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where fLD = λLD/c—the frequency of the optical carrier emitted by the laser radiation source.
By substituting relation (4) into (5), we get

Δλ =
Δ f · λ2

LD
c

=
2( fb + fk) · λ2

LD
c

(6)

On this basis, it can be seen that the width of the optical channel is primarily dependent on the
component that constitutes the radio frequency (RF). Regarding the relation (1), it can be seen that the
efficiency of the analog solution is higher if the radio frequency used is higher, too. The simple design
of the RRH/AAU connected via the A-RoF interface to the fronthaul/midhaul, enforces the use of
optical multiplexing techniques, which will ensure full service of the MIMO radio technology. In case
of the D-RoF interface, the use of CPRI/eCPRI enables the introduction of multiplexing of temporary
TDM, which limits the need for multiple laser sources, but creates a very broadband optical channel.
For 5G mobile systems, even at the level of a few-kilometer fiber-optic link, the D-RoF interface will
need WDM/SDM multiplexing. Another issue is related to the multi-sectority of the RRH, which makes
it necessary to use RF channel separating systems and direct them to the appropriate array of antennas
in the sector. We can solve this by using a flexible grid of DWDM channels [25], where the minimum
frequency bandwidth of the optical channel is 12.5 GHz. The grid for the optical carrier is 6.25 GHz,
but for the simplification resulting from the analog DSB modulation in the A-RoF interface, we assume
that the carrier will change the frequency at least every 12.5 GHz. On this basis, the total occupancy of
the optical band in the wavelength domain, using the formulas (4) and (5), can be written as the optical
wavelength spectrum (OWS) [23]

OWS =
S·A∑
i=1

⌈
Δ fi

/
Δ fBmin

⌉
· Δ fBmin · c⎡⎢⎢⎢⎢⎣ f0 ±

i∑
j=1

(⌈
Δ f j

/
Δ fBmin

⌉
· Δ fBmin

)⎤⎥⎥⎥⎥⎦
2 (7)

where S—a number of sectors per RRH, A—antenna modules array per sector; Δ fi, Δ f j—radio frequency
bandwidth of i,j-th modulating signals; Δ fBmin—minimal frequency bandwidth of optical channel,
which according to the DWDM grid is 12,5 GHz [25] or smaller in the future EONs; f0—the reference
frequency for the optical carrier equal to 193,1 THz—according to [25] or other band carrier; c—a speed
of light in free space equal to 3 · 108 mps.

The Formula (7) shown above allows the frequency bands to be combined with the count-down
(sign “+”) or count-up (sign “−”) of the optical channel number relative to the reference frequency f0.

4. Calculation Results and Partial Discussion

In order to perform exemplary calculations indicating the bandwidth of fronthaul/midhaul links,
using the previously presented interfaces, the initial parameters of radio signals that will occur in the
5G-NR Rel-15 wireless interface and subsequent releases should be set first.

In 5G mobile systems, a 4096-point FFT and a minimum 15 kHz spacing between the CP-OFDM
subcarriers was introduced [51]. Thanks to such arrangements, 5G-NR Rel-15 can cooperate with 4G
(LTE Rel-8 and newer). The subcarrier spacing can be increased in a coherent proportion [51], allowing
the creation of broader combined frequency baseband channels—Table 1.
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Table 1. Main parameters of NR-PHY Rel-15 interface and radio-antenna modules needed to calculate
FH/MH link bandwidth consumption [2,29,51].

BB Channel
Size

Layers NL
Subcarrier

Spacing
Active

Subcarriers NSC

Symbols/
Frame NSY

Code Rate
RC

Modulation
Order M

Antennas/
Sector A

(MHz) - (kHz) - - - - -

20 16 15 1272/3300 140 0.85 256 96
50 24 15 3240/3300 140 0.85 256 128
80 24 30 2604/3300 280 0.85 256 128

100 16 30 3276/3300 280 0.85 1024 1 256
200 12 60 3168/3300 560 0.85 256 256
400 10 120 3168/3300 1120 0.85 256 256

800 1 10 240 3168/3300 2240 0.85 256 256
1 The option is expected to be introduced in subsequent 5G releases.

The 3GPP Rel-15 of mobile systems has defined a physical layer and higher layers, but there
are no restrictions that would indicate the number of antenna modules per sector. The extensive
arrays of antennas make it possible to create systems for mass communication of the base station with
many UE devices. Thanks to the usage of a higher number of antenna modules, the more accurately
spatial beams can be determined. However, this entails the need to create a large number of data
transmission channels and control channels. The demand for bit-rate is strictly dependent on the type
of fronthaul/midhaul interface (type of Split/Option) that is between the mast with radio modules and
the device preparing the radio signal for emission. The study assumes that the number of antenna
modules per sector in the near future (5G Rel-15/16) should not exceed 256—Table 1.

If a well-known CPRI interface is used in the fronthaul/midhaul, then the required split speed
(Option 8/Split E) can be calculated using (1). Here, each antenna module has its own dedicated
stream with a digitized signal from the BB range. This gives the possibility of convenient scaling with
spatial resources (MIMO and beamforming) but forces the use of an optical network with very high
bandwidth links.

Figure 9a shows the results of calculations that visualize the total bit rate that will be generated
by the heavily loaded, on the radio side, 4-sector gNB-DU/RRH, and Figure 9b shows the number
of optical DWDM-OOK-50GHz-grid channels (for CPRI stream/Option 10 [31]—24.33 Gbps), which
will have to be created in the FH/MH link to allow communication with the signal processing center.
The calculations were made for 7 cases of BB channels (Table 1), where only the last one is not compatible
with the 5G-NR Rel-15.

 
(a) (b) 

Figure 9. Calculation results of optical resources needed to connect 4-sector gNB-DU/RRH to optical
FH/MH as a function of antenna elements number of massive-MIMO array: (a) total bit-rate for radio BB
channels digitized to CPRI format (LC = 66/64)—3GPP—Option 8/CPRI Forum—Split E (Figure 7a,c);
(b) number of DWDM-OOK 50GHz-grid channels for radio BB channels digitized to CPRI format
(LC = 66/64) − 3GPP—Option 8/CPRI Forum—Split E (Figure 7a,c).
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Based on Formula (1) and Figure 9, it can be seen that the increase in the bandwidth required
for the CPRI link increases very strongly with the increase of the basic bandwidth (proportional
increase in the sampling frequency). It should be noted that when the BB width increases, the number
of CP-OFDM subcarriers is not significantly increased, therefore, when expanding the BB channel,
the efficiency of using the CPRI interface becomes smaller and smaller.

It is possible to reduce the bandwidth demand when we lower the number of Split/Option level in
the fronthaul/midhaul interface. This will, of course, entail an increase in the functions related to signal
processing at the gNB-DU/RRH. In order to compare the degree of reduction in the bandwidth demand,
calculations were made, the results of which in the form of diagrams are shown in Figures 10 and 11.

At the discretion of the radio device communicating with the UE in the massive-MIMO mode,
which will be connected to the gNB-CU cloud via the eCPRI-Split D/3GPP-Option 6, it cause to process
the PHY signal in the UL and DL directions. This contact lies at the border between PHY and MAC
layers, which is why it is clearly defined functional boundary (Figure 7). The dependency (2) was used
to calculate the bit rate generated at the level of this Split/Option and some assumptions were made,
which are included in Tables 1 and 2. The eCPRI interface is prepared for transporting of radio signals
via Ethernet (RoE) paths, therefore the total redundancy of the frame headers go to 1.33 (Table 2).
At the Split D level, the number of active subcarriers in the specified BB channel is significant (in Table 1
this is the first NSC value, the second is the permissible number of subcarriers in NR-Rel-15, i.e., 3300).
Therefore, the frequency bandwidth of the BB channel is not the reason for the bit rate increase in the
Split/Option, but the number of active subcarriers and the number of layers created in order to be
able to use MIMO and beamforming techniques at the level of radio-antenna modules. In this case,
it was assumed that the number of layers is equal to the number of chains converting the signal into a
digital form and vice versa (ADC/DAC)—the values were assumed approximately. The increase in
the demand for spatial multiplexing in the wireless link will entail the need to increase these values.
The larger bandwidth of the BB channel is applicable in higher millimeter RF bands (FR2) [29], where
the devices from the internet-of-things (IoT) group will be communicated, therefore the number of
layers is much lower. The TDM technique parameters in the 5G-NR frames were kept the same as
in LTE (4G), with the difference that when the frequency distance between CP-OFDM subcarriers
increased, the duration of the symbols shortens proportionally, and their number in the time-frame
increases. As a result, broader BB channels will be used in the massive machine-type communications
(mMTC) and ultra-reliable and low-latency communications (URLLC), where OFDM symbols do
not have to be too resistant to multipath effects occurring in the wireless channel. The results of the
calculations presented in Figure 10 show only the demand for the bandwidth of fronthaul/midhaul
links at the level of the user plane (UP). The final bitrate must be increased by the control stream of the
components on the gNB-DU/RRH board (control plane (CP)), but the increase in demand at the level
of this Split/Option should not exceed 10% of the calculated value—Figure 10.

Table 2. Additional parameters of FH/MH radio streams for calculation of bandwidth consumption in
the lower Split/Option interfaces [29,32,51].

BB Channel Size ADC/DAC Chains Np Quantizer Resolution NQF Frame Duration Headers Factor HF

(MHz) - - (ms) -

20 16 9 10 1.33
50 24 9 10 1.33
80 24 8 10 1.33

100 16 8 10 1.33
200 12 7 10 1.33
400 10 7 10 1.33

800 1 10 7 10 1.33
1 The option is expected to be introduced in subsequent 5G releases.
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(a) (b) 

Figure 10. Calculation results of optical resources needed to connect 4-sector gNB-DU/RRH to optical
FH/MH as a function of antenna elements number of massive-MIMO array (calculation parameters
changing according to Tables 1 and 2): (a) total bit-rate for radio BB channels digitized to eCPRI
format—3GPP—Option 6/CPRI Forum—Split D (Figure 7a,c); (b) number of DWDM-OOK 50GHz-grid
channels for radio BB channels digitized to eCPRI format—3GPP—Option 6/ CPRI Forum—Split D
(Figure 7a,c).

Intermediate Splits/Options were introduced in all reference models (Figure 7), however, they
function differently. In this analysis, additional calculations were made for the eCPRI Split IU/IID

(directions UL and DL), which is functionally similar to 5GPPP Split B (Figure 7b,c). The results of
calculations, carried out on the basis of (3), were placed in the form of diagrams in Figure 11. It can
be noticed that in this Split/Option the demand for fronthaul/midhaul the bandwidth is increasing
slightly. This increase is mainly due to the fact that each mapped OFDM subcarrier must be quantized.
The number of quantization bits per IQ subcarrier can be found in Table 2. The increase of the speed of
this Split/Option on the control plane (CP) will be significant, as it can reach even 30% of the UP flow.

(a) (b) 

Figure 11. Calculation results of optical resources needed to connect 4-sector gNB-DU/RRH to optical
fronthaul/midhaul as a function of antenna elements number of massive-MIMO array (calculation
parameters changing according to Tables 1 and 2)—there are overlapping lines in graphs for 20 MHz
and 50 MHz, as well as 80 MHz and 100 MHz: (a) total bit-rate for radio BB channels digitized to
eCPRI format—Splits IU/IID (Figure 7c); (b) number of DWDM-OOK 50GHz-grid channels for radio
BB channels digitized to eCPRI format—Splits IU/IID (Figure 7c).

Two new Option 9/10, as well as the extension of the functionality of Option 8 split were proposed
in the paper—Figure 8. To this end, a special design of an optical gNB-DU/RRH as a network
node or network termination is proposed, which is equipped with appropriate radio components
and photonics—Figures 2–4. Proposals are based on A-RoF solutions and are achievable if the

99



Appl. Sci. 2020, 10, 1212

fronthaul/midhaul links are based on an all-optical network using WDM technique. The calculations
were carried out on the basis of a derived relation (7), and their results are presented in the form of
diagrams shown in Figure 12. In the Option/Split 10, the radio-frequency-over-fiber (RFoF) technique
is used, which enables transporting radio signals through optical links exactly in the form in which
they have be radiated in place of the radio-antenna device.

However, this solution has significant limitations, as with the increase of RF frequencies, photonic
resources in fronthaul/midhaul links are very quickly occupied. This is due there being more and more
optical channels from the DWDM standard grid—Figure 12a. In the case of the RFoF, the use of photonic
resources is effective when the radio carrier is located in the sub-6 (FR1) band—Figure 12a—area
marked with the number 1.

This technique fits very well in the simple and low energy analog beamforming (ABF)
implementation on the AAU side, however, for each space beam (layer) a separate RFoF channel
will have to be used. With Option 10, the DBF technique can only be implemented on the gNB-CU
cloud side.

 
(a) (b) 

 
(c) 

Δ

Δ

Δ

Δ

Figure 12. Calculation results of needs for optical resources in optical A-RoF fronthaul/midhaul
path from gNB-CU/BBU/DU to 4-sector gNB-DU/RRH/AAU presented as Optical Wavelength
Spectrum (OWS)—count-down from 1675 nm optical carrier (band U): (a) Option 10
(proposition—Figure 8)—analog transport of RF over optical DWDM link (min. Δf = 12.5 GHz);
(b) Option 9 (proposition—Figure 8)—analog transport of IF over optical DWDM/UDWDM link
(min. Δf = 1.5625 GHz); (c) analog transport of baseband over optical DWDM link (128 antennas per
sector)—extension of Option 8 (proposition—Figure 8).
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In the case of the need to use a higher radio carrier (>10 GHz), the RFoF method becomes ineffective.
Here, it is worth using the intermediate frequency (intermediate-frequency-over-fiber (IFoF) technique)
around 3 GHz (Figure 12b)—we assume that the DWDM system scope will be exceeded due to the lack
of the need for optical line amplifiers—short optical paths. The introduction of a much denser DWDM
grid (evolution towards EON/UDWDM) will further increase the efficiency of optical path utilization.
However, only if we use a lower intermediate frequency (IF) or use only basebands (BBoF technique)
directed to individual antenna modules. In Figure 12c, we see the cumulative OWS, but for zero RF
carrier. In this case, the A-RoF mode was only used for BB signals, where a single BB signal occupies
one optical channel with a width resulting from DSB modulation. The calculations were performed
for the optical bandwidths of channels lying outside the standard DWDM grid [25]—Figure 12c. In a
situation where one classic fiber is insufficient, it is recommended to introduce more fibers connected
to one gNB-DU/RRH or use multi-core fiber in proportion to the number of sectors [50].

It can be noticed that the analysis of the D-RoF and A-RoF interfaces is slightly different, because
in the case of digitized solutions, the bit rate is the starting point, while in analog solutions we operate
on the frequency band occupancy. Optical links based on the DWDM/UWDM network can be used to
transport signals of different formats. It is only important that signals at the nodes of this network are
correctly recognized due to the photonic band they occupy in the core of the optical fiber.

5. Applications of the Proposed Solutions

All the solutions proposed in the work above can be applied in developing mobile communication
and wireless access systems. The main destination is the RAN domain, whose architecture evolves
strongly towards C-RAN. The result is a search for solutions that will allow for an efficient transmission
of processed radio signals to maximally simplified radio modules. The presented concept of the
network (Figure 5) is an unavoidable step that will allow virtualization of the computing power needed
for the processed signals. The proposal for construction of the gNB-DU/RRH and coexistence of A-RoF
and D-RoF links/paths in the same network is a combined approach to the solution that will enable
dynamic management of optical resources of the fronthaul/midhaul, available cheap CU computing
power, and radio resources.

Basic application scenarios for fronthaul/midhaul C-RAN networks (we assume that optical
network (ON) and signal processing center (SPC) provide many other services to other recipients) are
the following:

1. ON is heavily loaded, and SPC has a lot of free computing power resources. In this case, we can
afford cheap signal processing even to the A-RoF. The A-RoF signals in most cases represent a
high degree of spectral compression, so it will not be heavily loaded the ON links.

2. ON has a lot of free resources, and SPC is heavily loaded with other services. In this case, we can
go to D-RoF modes, that is, lower the level of the split to the ceiling enabling the operation of the
gNB-DU/RRH (even to Option 6 (eCPRI)—Figure 7).

3. Both ON and SPC are not overloaded. A case in which the D-RoF with Option 8 (CPRI) support
may be enabled—Figure 7.

4. Both ON and SPC are heavily loaded. This is a very uncomfortable situation, because RAN has to
go into the D-RAN mode, where the gNB-DU/RRH turns into the function of a classic gNB. A
base station that does not have too much computing power and have limited access to the optical
network must limit the supported wireless traffic.

Scenarios of detailed applications enabling switching the format in the fronthaul/midhaul link of
the C-RAN (comparison with reference to the bandwidth in FH/MH links/paths of optical networks,
without analyzing the demand for computing power during signal processing to the target form) are
as follows:

1. The A-RoF and D-RoF interfaces on the same level of Option 8 (Figure 7), i.e., CPRI and BBoF.
The comparative calculations are shown in Table 3.
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2. The A-RoF and D-RoF interfaces located at different levels of split (Figure 7), i.e., eCPRI and BBoF.
Comparative calculations are shown in Table 4.

3. The A-RoF and D-RoF interfaces located at different levels of split (Figure 7), i.e., CPRI and RFoF.
Comparative calculations are shown in Table 5.

4. The A-RoF and D-RoF interfaces located at different levels of split (Figure 7), i.e., eCPRI and RFoF.
Comparative calculations are shown in Table 6.

5. The A-RoF and D-RoF interfaces located at different levels of split (Figure 7), i.e., CPRI and IFoF.
Comparative calculations are shown in Table 7.

6. The A-RoF and D-RoF interfaces located at different levels of split (Figure 7), i.e., eCPRI and IFoF.
Comparative calculations are shown in Table 8.

Table 3. Calculated comparative parameters for detailed scenario No. 1 to switch from D-RoF to A-RoF
format (the optical channel count-down is starting from wavelength equal to 1675 nm)—Figures 9
and 12 (128-element antenna-array and 4-sector unit).

Interface BB
Optical

Channel BW
OWS

Number of
Optical Channels

Format/Split

- (MHz) (GHz) (nm) - -

BBoF 400 1.5625 7.4535 512 A-RoF/Option 8
CPRI 400 50 178.4642 427 D-RoF/Option 8
BBoF 400 12.5 57.8231 512 A-RoF/Option 8

Table 4. Calculated comparative parameters for detailed scenario No. 2 to switch from D-RoF to A-RoF
format (the optical channel count-down is starting from wavelength equal to 1675 nm)—Figures 10
and 12 (128-element antenna-array and 4-sector unit).

Interface BB
Optical

Channel BW
OWS

Number of
Optical Channels

Layers Format/Split

- (MHz) (GHz) (nm) - - -

BBoF 400 1.5625 0.1462 10 10 A-RoF/Option 8
eCPRI 400 50 2.8021 6 10 D-RoF/Option 6
BBoF 400 12.5 1.1689 10 10 A-RoF/Option 8

Table 5. Calculated comparative parameters for detailed scenario No. 3 to switch from D-RoF to A-RoF
format (the optical channel count-down is starting from wavelength equal to 1675 nm)—Figures 9
and 12 (32-element antenna-array and 4-sector unit).

Interface BB
Optical

Channel BW
OWS

Number of
Optical Channels

RF Carrier Format/Split

- (MHz) (GHz) (nm) - (GHz) -

RFoF 100 12.5 14.84 128 3.6 A-RoF/Option 10
CPRI 100 50 12.5360 27 - D-RoF/Option 8
CPRI 400 50 48.6018 107 - D-RoF/Option 8
RFoF 400 50 57.8112 128 22 A-RoF/Option 10

Table 6. Calculated comparative parameters for detailed scenario No. 4 to switch from D-RoF to A-RoF
format (the optical channel count-down is starting from wavelength equal to 1675 nm)—Figures 10
and 12 (32-element antenna-array and 4-sector unit).

Interface BB
Optical

Channel BW
OWS

Number of
Optical Channels

RF Carrier Layers Format/Split

- (MHz) (GHz) (nm) - (GHz) - -

RFoF 100 12.5 0.9353 8 3.6 8 A-RoF/Option 10
eCPRI 100 50 0.9351 2 - 8 D-RoF/Option 6
eCPRI 400 50 1.4022 2 - 4 D-RoF/Option 6
RFoF 400 50 1.8691 4 22 4 A-RoF/Option 10
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Table 7. Calculated comparative parameters for detailed scenario No. 5 to switch from D-RoF to A-RoF
format (the optical channel count-down is starting from wavelength equal to 1675 nm)—Figures 9
and 12 (128-element antenna-array and 4-sector unit).

Interface BB
Optical

Channel BW
OWS

Number of
Optical Channels

IF Carrier Format/Split

- (MHz) (GHz) (nm) - (GHz) -

IFoF 100 3.125 14.8408 512 1 A-RoF/Option 9
CPRI 100 50 48.6018 107 - D-RoF/Option 8
CPRI 400 50 178.4642 427 - D-RoF/Option 8
IFoF 400 6.25 29.4204 512 2 A-RoF/Option 9

Table 8. Calculated comparative parameters for detailed scenario No. 6 to switch from D-RoF to A-RoF
format (the optical channel count-down is starting from wavelength equal to 1675 nm)—Figures 10
and 12 (32-element antenna-array and 4-sector unit).

Interface BB
Optical

Channel BW
OWS

Number of
Optical Channels

IF Carrier Layers Format/Split

- (MHz) (GHz) (nm) - (GHz) - -

IFoF 100 3.125 0.4678 16 1 16 A-RoF/Option 9
eCPRI 100 50 1.4022 3 - 16 D-RoF/Option 6
eCPRI 400 50 2.8021 6 - 10 D-RoF/Option 6
IFoF 400 6.25 0.9353 10 2 10 A-RoF/Option 9

For the calculations related to the conversion from the number of channels realizing communication
in the optical fronthaul/midhaul link/path to the OWB, a simplified version of the Formula (7)
was applied.

The proposed entirely optical network in this study may also have other applications. If the
gNB-DU terminating devices are modified accordingly, then we can use them in other work areas.
Light fidelity (Li-Fi) networks can be such an example. If the optical stream from the photonic switch
(Figure 3a) is guided directly to the light emitter, then it will be possible to implement the Li-Fi network.
Before radiating, however, the signal should be properly amplified and scattered, because in the
optical path of the xWDM-based network we cannot use too much optical power. An additional
limitation is that the operating ranges of radiators that are in general use are not adapted to the optical
bands used in fiber optic communication. If the Li-Fi network needs to be moved to the visible light
communication (VLC) systems, basically all photonic elements of the proposed network will be subject
to changes. Only the all-optical network architecture will remain unchanged. In the case of small-scale
VLC networks, it is possible to use polymer optical fibers (POFs) and PXC/ROADM/OM/OD operating
in the visible light range [52].

6. Conclusions and Final Discussion

The proposed construction of the optical gNB-DU/RRH as O-RRH in [23] should meet the set
requirements, which mainly consist in handling optical signals occurring in the D-RoF and A-RoF
formats. It is unlikely that such devices could be installed as part of the first release of 5G mobile
systems, i.e., Rel-15/16, but in the future mass production of technologically advanced devices will
certainly significantly reduce their unit price. The proposed radio-photonic device can be connected
to the optical network as a node or termination of the path, which means that it is simply a radio
access node whose operation can be implemented in the majority of software (SDN/SDR). Available
transmission optical network resources and the available signal and data processing power of the
gNB-CU/BBU cloud will be a decisive factor in the introduction of the type of Split/Option at a
given moment.

The results of calculations presented in this paper show what capacity will be needed in
fronthaul/midhaul networks, so that communication with such extended radio terminations will
be effective. The first versions of the CPRI interface were not characterized by excessive bit rate,
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but they were to apply to 3G (UMTS) and 2G (GSM) mobile systems. Subsequent versions had to be
adapted to 4G (LTE), where MIMO techniques and spatial beamforming were used more and more.
Massive-MIMO technology, which is to be widely introduced in 5G, in order to start IoT communication,
forces the use of very fast optical networks already in the local domain and access. This is caused by
the need for surrounding the UE devices by antenna arrays that must be connected using very fast,
synchronous, and flexible fronthaul/midhaul networks. Therefore, the CPRI splits will only apply
where new techniques do not have too high requirements.

Figure 9a shows that with a number of more than 100 antenna modules, a 4-sector device
supporting 400 MHz BB channels will need about 10 Tbps, which is equivalent to about 400 optical
OOK-DSB-50GHz-grid channels—Figure 9b. Of course, we can use coherent interfaces with high-order
modulation and polarization multiplexing, which will reduce the demand for frequency bandwidth in
the optical link several times, but the numbers will still be very large. Therefore, it is very important
to introduce new solutions, among which one should reduce the throughput by introducing new
Splits/Options.

Figures 10 and 11 show the calculation results for two selected eCPRI interface splits, where we
see a very large drop in the demand for bit-rate. This is done at the expense of the need to perform
more operations in the antenna-radio terminal, but the profit is significant, because the demand for
bit-rate at the maximum values of the radio signal balances around 1 Tbps. This is associated with the
occupancy of an acceptable number of optical DWDM/UDWDM channels in the fronthaul/midhaul
optical path.

In order to increase the transparency of the potential application of the presented solutions,
some exemplary scenarios (Section 5) are given in which the transition from the D-RoF format to
the A-RoF format is suggested. The basic scenarios constitute the merits of undertaking the research
topic, as they show the direction of the RAN network evolution along with the increase in the use of
fronthaul/midhaul links for this purpose, as well as the signal processing centers. Detailed scenarios
are examples in which a specific D-RoF interface can be replaced with the A-RoF interface due to a
smaller occupancy of the optical band in the fronthaul/midhaul link/path.

Scenario No. 1 concerns the comparison of BBoF and CPRI interfaces that work at the same
split level—Table 3. When using the BBoF optical channel with the minimum width matched to the
modulation signal band, the gain is almost 24-fold.

Scenario No. 2 shows a comparative overview of BBoF interfaces (Option 8) and eCPRI (Option
6)—Table 4. The eCPRI interface uses the fact that the so-called layers are most often associated with
the number of radiated beams by use of DBF or HBF method. A large part of operations related
to processing a radio signal is transferred to the gNB-DU/RRH. In this case, the gain for the optical
UDWDM channel (1.5625 GHz) is over 19, while for the DWDM channel (12.5 GHz) only 2.4. In this
example, it is clearly visible what effect the channel width has on the optical bandwidth saving, which
is a serious technological limitation in the production of tunable lasers, photonics switches, and filters
used in PXC/ROADM.

Scenario No. 3 concerns the comparison of RFoF (Option 10) and CPRI (Option 8)
interfaces—Table 5. In this comparison it is difficult to find a profit which for example BB 100
and 400 MHz channels shows losses. It should be added, however, that the RRH/AAU in the case of
RFoF is almost completely unloaded from the signal processing. Here, even the RF carrier is built on
the SPC/CU side. The calculations were carried out assuming a separate transfer of the BB channel
with the RF carrier. If we send more BB channels on one RF carrier, then the profit will be significant,
but we will limit the possibilities of independent beamforming in particular BB ranges. We eliminate
this problem in the next scenario.

Scenario No. 4 includes the technique of creating layers that manage beams. Here we compare
the RFoF (Option 10) and eCPRI (Option 6) interfaces—Table 6. The situation is similar, because
there is no profit here or there is a loss. Therefore, the situation is similar to scenario 3, and the
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significant difference in the occupation of the optical band between the scenarios results mainly from
the compression consisting in the BB encoding in the layer-related stream.

Scenario No. 5 concerns the comparison between IFoF (Option 9) and CPRI (Option 8)—Table 7.
The introduction of the IFoF format for the 100 MHz BB channel gives about 3.3-fold gain on the optical
FH/MH band. At the 400 MHz BB channel, the profit is already 6 times. In the case of the introduction
of the BB channel multiplexing technique around IF subcarriers, the gain can be improved [53].

Scenario No. 6 shows the comparison of IFoF (Option 9) and eCPRI (Option 6) interfaces, also for
2 sample BB channel widths—Table 8. For both cases, we have a similar gain of around 3. The amount
of profit will depend heavily on the selection of the IF subcarrier in relation to the selected optical
channel width from the grid of the next generation of EON/UDWDM networks.

In the scenario examples we did not use the D-RoF digital indirect interface type eCPRI Split
IU/IID—Figure 7. In this interface there is a strict dependence of the final FH/MH link bandwidth on the
BB channel width and the number of active CP-OFDM sub-carriers—Figure 11. In the eCPRI Split D
(Option 6) interface, the fronthaul/midhaul link rate depends only on the number of active CP-OFDM
sub-carriers. Considering that in the 5G-NR wireless interface the frequency distance between the
CP-OFDM subcarriers increases faster than the number of subcarriers themselves, therefore with the
increasing BB channel width the eCPRI Split IU/IID interface will become increasingly less efficient
with A-RoF (profit results will be between scenarios 1–2, 3–4, and 5–6 respectively).

Some of the issues related to the influence of the optical path or fiber-optic link on the behavior of
the wireless radio channel has already been addressed in sub-Section 3.2. However, to a large extent
these issues are not covered by the topic of this paper. It can be assumed that an all-optical path/link
guarantees the stability of the delay. The amount of delay depends on the optical path length or link.
This parameter, however, seriously affects the work of the DBF or HBF (regardless of the method
used [54]), which requires conducting many calculations and practical tests in any implementation of
subsequent C-RAN solutions. This applies to both the D-RoF format and the A-RoF format. With the
narrowing the spatial beam on the side of the wireless link (massive MIMO), a faster feedback in the
DBF control channel with the update of channel state information (CSI) data is needed—especially in
the fast-moving UE. The use of HBF is helpful here, since the instant compensation resulting from the
delay of the wired RAN part can be implemented with the ABF support.

Interferences that can occur between adjacent cells or sectors can be reduced by allocating
other physical resource blocks (PRBs) (time-frequency isolation). In the case of sectors belonging
to the same gNB-DU/RRH or gNB-CU and spaced apart, interference is even indicated due to the
constructive spatial surrounding of the UE. Time-space synchronization in the area of the distributed
base station ensures the implementation of joint transmission (JT) and high spatial gain. By means
of an antenna-array consisting of a large number of modules, a very narrow beam can be radiated,
thanks to which the channel will be resistant to multi-path. In the optical path or fiber-optic link,
the previously mentioned phenomenon of chromatic dispersion has a static character. During the DSB
transmission, a relative delay of the side bands occurs, in which there is a signal coming from the
wireless channel. CP-OFDM symbols are protected against this phenomenon by inserting a guard
interval with a cyclic prefix. The optical path enhances the multi-path phenomenon, but it is a constant
parameter that can be quickly determined and compensated by the exchange of CSI. The compensation
of optical fiber chromatic dispersion can also be implemented permanently at the end of the optical
path/link, which will ensure a constant minimization of the impact on the transported radio channel
signal in the target format.

The radio signal transported in the optical path in analog format is also influenced by noise.
The main source of noise are the radio-photonic converters. The noise factor (NF) of the converter
therefore decides on the extent of reduction of the SNR and indirectly influences the BER in the user
channel. Optical power density should also be controlled due to the potential effect of nonlinear
distortions. This is a price that in many cases is worth paying for a significant profit resulting from
the compression of the used optical spectrum in the optical path/link. Studies of A-RoF interfaces in
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this area have been conducted for many years, and their results can be found in many papers and
books [34,35].

The proposals for analog Splits/Options with high ID numbers (Option 8/9/10) may be useful in
many solutions, but they cannot be universal, as in the case of CPRI. With the currently used grid of
optical DWDM channels, the IFoF technique seems to be the most universal, since the intermediate
frequency can be selected systematically, depending on the demand and available photonic resources.
In this case, it is also possible to use a multistage BB signal transfer to the intermediate band. According
to the calculations, the results of which are shown in Figure 12 and Tables 3 and 4, the use of the BBoF
technique will become particularly important when a much denser UDWDM grid is available.

The possibility of introducing the O-OFDM format to optical links has been working for many
years, and the results of research are more and more promising. This type of format does not differ
significantly from the BBoF technique, because we have been hosting the OFDM format for over
25 years in wireless interfaces.

In order to indicate the degree of use of the optical channel by interfaces from the D-RoF family
and others, used in classic NG-RAN solutions, the author carried out calculations, the results of which
are presented in [55]. The bit rates that will occur in the 5G network will undoubtedly be high. When
approaching the next generation of mobile systems, i.e., 6G, we need to look for new solutions for
optical networks. The issue of future capacity crunch of optical networks has been raised for several
years [56–58]. However, previous analyses concerned solutions for broadband backbone networks.
The emergence of heavy IT traffic in the access domain is another new challenge. A serious generator
of this traffic in the RAN domain is the widespread use of transporting digitized radio signals to
an antenna MIMO modules. The introduction of radio signal transport in its original form will be
a must. The flexibility of future all-optical EON networks will enable the introduction of another
degree of freedom in optical resources management. As indicated above, depending on the type of
Option engaged at a given moment, the occupation of the optical channel will vary within wide limits.
In addition to WDM multiplexing, TDM technique can be introduced in digital channels. This will
provide us with OTN or its newer generations with EON interfaces, in which optical OFDM may
be used [55]. In the case of A-RoF signals we can only use WDM technique. The flexibility of the
optical network consisting in the optimal selection of the optical channel width for the A-RoF signal,
as well as packing the channels independently of the DWDM grid, significantly increases the use of
resources lying in the scope of optical nodes and the range of optical fiber single-modality. The latter is
particularly important in network solutions with FTTA or PON architectures. An additional advantage
of the optical link with the irregular grid of optical channels (EON feature) is a significant increase in
resistance to non-linear distortions resulting from the Kerr effect. Interleaving of A-RoF and D-RoF
optical channels will increase this resistance. With a large number of optical channels, the total power
can reach a high density in the fiber core, but in fronthaul there is no need for high optical power. It is
anticipated that on 5G fronthaul connections (high number Options) the transport of signals will take
place over a distance of not more than 20 km. Therefore, problems in access networks will differ from
those we see in wide area networks.

Another way to avoid capacity crunch of the fiber-optic networks in the NG-RAN access domain
is to introduce new fiber technologies, i.e., multicore fibers (MCFs). The author proposed this type of
solution for the first time in [50]. Connecting O-RRH/gNB-DU to fiber optic cables based on multi-core
structures will enable the implementation of the next SDM stage. If we combine the above dynamic
interface selection solutions with new fiber-optic cable standards, there will be no problem with
network congestion in the future. The next challenges to overcome are the construction of all-optical
node devices that will be able to effectively switch the movement on the optical layer with flexible
changing the optical channel grid. Switching will have to take place not only in the optical channel
range, but also optical frames. For A-RoF signals from the NG-RAN domain, the 5G-NR interface
frame synchronization with the optical layer switching system will be required.
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7. Future Work

The paper presents proposed solutions that can be used in the design of 5G system components
intended for the use in radio domain networks. The calculations and simulations performed show the
potential applications of the proposed interfaces. In the next stage of work on the proposed network
solutions, extended simulations should be carried out, which will demonstrate the possibility of a correct
physical operation of the A-RoF and D-RoF interfaces. It should be noted here that the coexistence of
these interfaces in the DWDM/EON link is preferred. Simulations will be conducted in the photonic
domain and partly in the radio domain using the VPIphotonics or OptiWave platforms. Having
in mind that the operation of digital and analog interfaces is completely different, this will require
appropriate selection of simulation parameters due to the way the signal samples are created. In the
optical path, linear and nonlinear phenomena should be taken into account. The main components of
the network that will bring these distortions will be single-mode telecommunications optical fibers
and, to a lesser extent, lasers, external optical modulators, and optical multiplexers.
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Abstract: Efficient provisioning of 5G network slices is a major challenge for 5G network slicing
technology. Previous slice provisioning methods have only considered network resource attributes
and ignored network topology attributes. These methods may result in a decrease in the slice
acceptance ratio and the slice provisioning revenue. To address these issues, we propose a two-stage
heuristic slice provisioning algorithm, called RT-CSP, for the 5G core network by jointly considering
network resource attributes and topology attributes in this paper. The first stage of our method is
called the slice node provisioning stage, in which we propose an approach to scoring and ranking
nodes using network resource attributes (i.e., CPU capacity and bandwidth) and topology attributes
(i.e., degree centrality and closeness centrality). Slice nodes are then provisioned according to the
node ranking results. In the second stage, called the slice link provisioning stage, the k-shortest path
algorithm is implemented to provision slice links. To further improve the performance of RT-CSP,
we propose RT-CSP+, which uses our designed strategy, called minMaxBWUtilHops, to select the
best physical path to host the slice link. The strategy minimizes the product of the maximum link
bandwidth utilization of the candidate physical path and the number of hops in it to avoid creating
bottlenecks in the physical path and reduce the bandwidth cost. Using extensive simulations, we
compared our results with those of the state-of-the-art algorithms. The experimental results show that
our algorithms increase slice acceptance ratio and improve the provisioning revenue-to-cost ratio.

Keywords: 5G core network slice; network slicing; resource attributes; slice provisioning; topology
attributes

1. Introduction

Information and communication technologies (ICTs) are infiltrating many fields, including
governance, economics, defense, media, social media, health care, industry, education, etc. [1–4].
These fields are undergoing continuous digitalization and pervasive interconnection, making
communication networks an indispensable infrastructure. The coming 5G networks will promote the
further upgrade of human interaction. More importantly, 5G will support a variety of vertical services,
such as self-driving cars, augmented reality, live video, telemedicine, and financial transactions [5].
While 5G will improve productivity and optimize business processes, it will inevitably bring new legal
and ethical issues that cannot be ignored [6,7].

The 5th generation (5G) mobile networks are expected to handle the tremendous growth of
data from diverse and heterogeneous services. Softwarization, virtualization, and cloud-based
5G architecture design [8,9] are considered to be promising technologies to address the challenges
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introduced by the diversified service demands. Network slicing is one of the key concepts that can be
realized by these techniques to support the specific needs of vertical industries. End-to-end network
slicing enables multiple network services to share a single physical network infrastructure (also called
the substrate network) including radio access networks (RAN) and core networks [10,11]. The big
idea behind network slicing is to allow the shared 5G physical network infrastructure to be sliced
into multiple logical networks, each of which is a collection of virtual computing and networking
resources capable of supporting a specific type of service. It is, therefore, believed that network slicing
will be an indispensable enabler of 5G network architecture to meet the diverse requirements of
vertical applications.

We can broadly divide network slicing into two categories: radio access network slicing and core
network slicing. In this paper, we focus on 5G core network slicing. A three-layer 5G core network
slicing system model proposed by us has been elaborated in [12] and illustrated in Figure 1. There are
three administrative roles in this model: 5G core infrastructure provider, 5G core slice provider,
and slice tenants. The Infrastructure Provider (InP) owns the 5G core infrastructure and can lease
physical resources such as computing and networking resources to the slice providers. A Slice Provider
(SP) can be regarded as a virtual telecommunications service provider (TSP). The SP controls the
virtualization of the resources to form network slices and provides services for users. Slice tenant is the
consumer of an application specific network slice. It informs the slice provider of the characteristics of
the service it needs. The slice provider requests physical resources from the infrastructure provider to
create a network slice to provide the service according to the tenant’s demands. The slice provisioning
system interacts with the three roles to orchestrate and manage physical resources.

Figure 1. Illustration of three-layer 5G core network slicing system model.

Although network slicing has attracted increasing attention from both academia and industry [13],
slice provisioning is a key issue to be addressed [14]. Slice provisioning is an approach to creating
separate virtual networks based on service requirements using common physical computing and
networking resources. Two sub-tasks in slice provisioning are slice node provisioning and slice link
provisioning. From the perspective of InP, since the computing and networking capacities of the
physical network are limited, increasing physical resource utilization to provision more slices is crucial

112



Appl. Sci. 2019, 9, 4361

to raising its revenue. Therefore, in this article, we study how to efficiently provision 5G core network
slices to optimize resource utilization of the 5G physical network infrastructure, thus, increasing the
revenue of InP.

The slice provisioning problem in 5G network slicing is essentially the same as the traditional
virtual network embedding (VNE) problem [15] in network virtualization (NV) (we rename the virtual
network embedding (VNE) problem to slice provisioning problem in network slicing). Most previous
VNE methods have only considered the resource attributes of the network and ignored its topology
attributes to allocate physical resources to virtual network requests. Notwithstanding that several
approaches consider the resource and topology attributes, the local and global resource attributes as
well as the local and global topology attributes are not reasonably defined, which causes these methods
to be not effective.

Based on the above considerations, we have designed a heuristic 5G core network slice
provisioning strategy based on the local and global network resource attributes and topology attributes
including the product of the CPU of the node and all its adjacent links, i.e., local resource attribute,
the minimum bandwidth of the links in the shortest path of the node to all other nodes and the
minimum CPU of the nodes along the shortest path, i.e., global resource attribute, node degree
centrality, and node closeness centrality. When a 5G core slice request arrives at the slice provisioning
system, the system uses resource attributes and topology attributes to perform comprehensive node
evaluation and ranking, and then slice nodes are provisioned according to the ranking results. Next,
slice links are provisioned using the k-shortest path algorithm. Our contributions are summarized
as follows:

• We propose a network node scoring and ranking method by jointly considering local and global
network resource and topology attributes. Specifically, we introduce a cooperative provisioning
coefficient for the physical node scoring to enhance the efficiency of provisioning slice links.

• We design a two-stage 5G core slice provisioning algorithm, called RT-CSP, which includes a
heuristic slice node provisioning algorithm and a k-shortest path based slice link provisioning
algorithm. In the first stage, slice nodes are provisioned in a heuristic manner in accordance with
the network node ranking results. In the second stage, the k-shortest path algorithm is used to
provision slice links.

• To further improve the performance of RT-CSP, we propose RT-CSP+ slice provisioning
algorithm based on our designed minMaxBWUtilHops strategy in the slice link provisioning
stage. The strategy selects the physical path which has the minimum product of the maximum
link bandwidth utilization and its hop count from the candidate physical paths obtained by the
k-shortest path algorithm to host the slice link.

• We verify the performance of our proposed algorithm through extensive simulations and prove
that our algorithm can increase the slice request acceptance ratio and, hence, the revenue of
physical network provider.

The remainder of the paper is organized as follows. Section 2 discusses the related work.
In Section 3, we describe the 5G core slice provisioning problem and present the system model.
The heuristic 5G core slice provisioning algorithms based on network resource attributes and topology
attributes are presented in Section 4. In Section 5, we present simulation experiments and the
experimental results. Finally, the conclusions and future work are laid out in Section 6.

2. Related Work

In this section, we first summarize several classic methods to solve the VNE problem with special
regard to those methods considering network resource attributes or topology attributes. Then, we
review the latest work related to the resource allocation in network slicing.
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2.1. VNE Methods

Since VNE problem has been proven to be NP-hard by being reduced to multiway separator
problem [16], its solutions can be grouped into three categories: the exact solutions, meta-heuristic
solutions and heuristic solutions. Houidi et al. [17] proposed and evaluated an exact algorithm for the
VNE problem using integer linear programming (ILP). They used the branch and bound method to
embed virtual network requests to multiple physical networks. The results showed that the proposed
exact algorithm was effective for solving small-scale problem instances. The VNE problem considered
in [18] was formalized as an ILP model. Due to the complexity of ILP, the authors proposed a discrete
particle swarm optimization (DPSO) method to solve the VNE problem. Simulation results showed
that the DPSO method could get a better convergence performance than existing PSO methods.

Some heuristic algorithms used network resource attributes or topology attributes to rank nodes
in the node mapping stage in VNE. Yu et al. [19] employed the product of the node CPU capacity and
its adjacent link bandwidth for node ranking. This method was used in many other research works.
However, it only considered the local resource attributes of the node. Cheng et al. [20] introduced
topology attributes for the first time to embed virtual networks. Referring to the Google PageRank
algorithm, they used Markov Random Walk method to rank nodes and performed node mapping in a
greedy manner according to the ranking results. Wang et al. [21] introduced the network centrality in
complex network theory into the VNE problem and ranked the nodes by calculating their closeness
centrality. However, the closeness centrality is only one of the topology properties of the network,
which measures the distance between a node and other nodes. A network topology attribute and
network resource-considered algorithm was proposed to embed virtual networks in [22]. However,
they only defined the local resource attributes. None of these algorithms considered the global network
resource attributes as well as reasonably combined the resource attributes and topology attributes to
comprehensively evaluate the importance of nodes.

2.2. Resource Allocation in Network Slicing

The authors of [23] specifically studied the problem of provisioning slice links with splittable
flows. Since this problem is NP-hard, using the idea of the multipartite graph, they proposed a
polynomial heuristic algorithm based on linear relaxation and randomized rounding. It was verified
by simulation that the algorithm could achieve good performance. However, this study did not
solve the slice node provisioning. The work in [24] used a mixed integer linear programming (MILP)
model for the dynamic slicing problem and proposed several heuristic algorithms for it considering
temporal variations of the virtual resource requirements. The simulation results showed that the
dynamic slice provisioning could increase the slice acceptance ratio and, thus, enabled the physical
network provider to increase their revenue. However, dynamic slicing comes at a cost of service quality
degradation. Danish Sattar and Ashraf Matrawy [25] proposed an optimal slice allocation strategy
for the 5G core network concerning the intra-slice isolation and delay requirement of slices. They
formulated the problem as a MILP model and solved it with CPLEX. Their results showed that the
resource utilization of the physical network would improve if the slice isolation was not considered,
and stricter delay requirement also affected the slice acceptance ratio as well as resource utilization.
In the very latest study [26], the authors presented a latency-optimal resource allocation method for 5G
transport network slices to support URLLC services. They introduced the network resource attributes
and topology attributes to resource allocation in network slicing, but they did not delve into the impact
of network resource attributes and topology attributes on slice provisioning.

3. Problem Description and System Model

In this section, we first describe the 5G core slice provisioning problem, and then present the
system model. A summary of used notations is presented in Table 1.
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Table 1. System model notations.

Notation Description

GI 5G core infrastructure topological graph.
VI Set of physical nodes.
EI Set of physical links.

c0(vI) Initial total CPU capacity of physical node vI .
ca(vI) Available CPU capacity of physical node vI .
cu(vI) Total CPU capacity of physical node vI allocated to slice nodes.
loc(vI) Location of physical node vI .

φ(vI
i , vI

j ) Euclidean distance between physical nodes vI
i and vI

j .
b0(eI) Initial total bandwidth of physical link eI .
ba(eI) Available bandwidth of physical link eI .
bu(eI) Total bandwidth of physical link eI allocated to slice links.

PI(vI
i , vI

j ) Set of loop-free physical paths between vI
i and vI

j .
L(pI(vI

i , vI
j )) Set of links in pI(vI

i , vI
j ).

GS 5G core network slice request topological graph.
VS Set of slice nodes.
ES Set of slice links.

c(vS) CPU capability required by slice node vS.
loc(vS) Expected deployed location of slice node vS.
r(vS) Maximum deployed deviation allowed by slice node vS.
b(eS) Bandwidth required by slice link eS.

3.1. 5G Core Slice Provisioning Problem Description

The InP supplies 5G core physical infrastructure. It consists of physical nodes deployed in
different locations and physical links connecting physical nodes. Physical nodes have computing,
storage, and network forwarding capabilities. Virtual machine (VM) or container [27] technologies
can be used to enable a physical node to host logically isolated virtual routers or VNFs (e.g., firewall,
proxy, etc.). High-speed fiber optic cables are deployed in 5G core networks as physical links which
have attributes such as bandwidth. Slice links are hosted on physical links or paths.

Slice tenants request 5G core network slices from the SP. A core network slice instance consists
of virtual network functions and virtual links. In this study, we assume that slice nodes offer the
same type of virtual network function, which is virtual computing function. Slice nodes and links
request computing resources, storage resources, bandwidth resources, etc. from the slice provisioning
system. Without loss of generality, we only consider computing resources and bandwidth resources
here. In addition, a slice node may have a location constraint instead of being arbitrarily deployed.

The slice provisioning process includes mapping slice nodes to physical network nodes that
satisfy the resource and deployment location requirements and mapping slice links onto physical
paths that meet the bandwidth requests. The slice request is only accepted if the requirements of all
nodes and links of the slice are satisfied; otherwise, it is rejected. We make the following assumptions
for the slice provisioning problem:

• The topology of the slice remains unchanged during the life cycle of the slice, which means slice
reconfiguration is not considered here.

• Slice nodes from the same 5G core network slice request can only be mapped to different physical
nodes, that is, co-hosting is not allowed [28].

• Slice links cannot be split. They can only be hosted by one physical path [28].
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3.2. System Model

3.2.1. 5G Core Infrastructure

The 5G core infrastructure topology is represented by a weighted undirected graph GI = (VI , EI),
where VI is the set of physical nodes and EI is the set of physical links. For each physical node
vI ∈ VI , its initial total and available computing capacities are represented as c0(vI) and ca(vI),
respectively. Its location is denoted by loc(vI), which is represented as Cartesian coordinates,
i.e., loc(vI) = (x(vI), y(vI)). The distance of the physical link with physical nodes vI

i and vI
j as

endpoints is the Euclidean distance between them, expressed as φ(vI
i , vI

j ). For each physical link

eI ∈ EI , its initial total and available bandwidth are represented as b0(eI) and ba(eI), respectively.
The set of all loop-free paths in the infrastructure is denoted as PI . PI(vI

i , vI
j ) represents the set of

loop-free physical paths between vI
i and vI

j . For each path pI(vI
i , vI

j ) ∈ PI(vI
i , vI

j ), L(pI(vI
i , vI

j )) is the set

of links in pI(vI
i , vI

j ). Then, the bandwidth of pI(vI
i , vI

j ) is defined as b(pI(vI
i , vI

j )) = min
eI∈L(pI(vI

i ,vI
j ))

b(eI).

3.2.2. 5G Core Slice Request

5G core slice requests arrive dynamically at the resource provisioning system. The ith slice request
is represented by a triplet SRi = (GS

i , ta
i , tl

i), where GS
i , ta

i , and tl
i represent the topology of the ith

slice, its arrival time and its lifetime, respectively. The slice topology is represented by a weighted
undirected graph GS = (VS, ES). Here, VS is the set of slice nodes and ES is the set of slice links.
For each slice node vS ∈ VS, the CPU capability required by it is c(vS). Its expected deployed location
is loc(vS) = (x(vS), y(vS)) and the maximum deployed deviation allowed is r(vS), that is, the slice
node can be deployed at the location within a circle whose center is the expected location loc(vS) and
the radius is r(vS). Each slice link eS ∈ ES is characterized by the amount of required bandwidth b(eS).

3.2.3. Slice Provisioning Process

The resource provisioning for 5G core slice task contains two sub-tasks: mapping slice nodes to
physical nodes and mapping slice links to physical paths. Slice nodes from one slice request cannot
be mapped to the same physical node. A slice link is mapped to a physical path with endpoints that
host two slice nodes connected by the slice link. Once the resource provisioning for a slice request is
successful, the allocated resource will be dedicated for the slice during its lifetime. When the lifetime
ends, the allocated resource is released.

The slice node mapping function is defined as follows:

M(V) : VS → V′, V′ ⊆ VI .

Slice nodes are mapped to V′ that is a subset of the physical node set VI . Since M(V) is an
injective function, ∀vS

k , vS
l ∈ VS, we have:

M(vS
k ) = M(vS

l ), if and only if vS
k = vS

l .

The slice link mapping function is defined as follows:

M(E) : ES → P′, P′ ⊆ PI .

Slice links are mapped to P′ that is a subset of all loop-free paths set PI in the infrastructure. Thus,
we define 5G core network slice mapping function as:

M(S) : (VS, ES) → (V′, P′).
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The calculations of resource updating during mapping process are as follows. We use cu(vI , t) to
indicate the total computing resources that the slice provisioning system assigns to all the mapped
slice nodes from different slice requests at time t. It is defined below:

cu(vI , t) = ∑
vS

c(vS).

Then, the available computing resources the physical node vI has at time t can be calculated as:

ca(vI , t) = c0(vI)− cu(vI , t).

Similarly, we use bu(eI , t) to represent the bandwidth resources the slice provisioning system has
allocated to all the slice links at time t.

bu(eI , t) = ∑
eS

c(eS).

Then, the available bandwidth the physical link eI has at time t can be calculated as:

ba(eI , t) = b0(eI)− bu(eI , t).

To ensure a successful 5G core slice provisioning, all node and link constraints need to be met.
The corresponding constraints are defined as follows.

Slice node mapping: Each slice node should be mapped to one physical node.

∑
vI

i

xk
i = 1, ∀vS

k ∈ VS, (1)

where xk
i indicates whether the slice node vS

k is mapped to the physical node vI
i or not. If vS

k is mapped
to vI

i , xk
i is 1. Otherwise, it is 0.

One-to-one node mapping: Each physical node can only host one slice node from the same
slice request.

∑
vS

k

xk
i ≤ 1, ∀vI

i ∈ VI . (2)

CPU capacity: The allocated CPU capacity for slice nodes at a physical node cannot exceed the
available CPU capacity of that physical node.

∑
vS

k

xk
i · c(vS

k ) ≤ ca(vI
i ), ∀vI

i ∈ VI . (3)

Location constraint: The distance between the mapped location of a slice node and its expected
deployment location cannot exceed the maximum allowed deviation.

xk
i · dis(vS

k , vI
i ) ≤ r(vS), (4)

where dis(vS
k , vI

i ) is calculated as:

dis(vS
k , vI

i ) =
√
(x(vS

k )− x(vI
i ))

2 + (y(vS
k )− y(vI

i ))
2. (5)
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Bandwidth: The sum of bandwidth allocated to all the slice links that are mapped to one physical
link cannot exceed its available bandwidth.

∑
eS

kl

ykl
ij · b(eS

kl) ≤ ba(eI
ij), ∀eI

ij ∈ EI . (6)

If the physical link eI
ij hosts the slice link eS

kl , ykl
ij is 1. Otherwise, it is 0.

3.2.4. Performance Metrics

The 5G core network infrastructure provider, while providing physical resources to the tenants,
attempts to maximize its operating profit. As such, the main goal of the resource provisioning for
slices is to maximize resource provisioning revenue by provisioning as many slice requests as possible.
In this paper, we use slice acceptance ratio, long-term average provisioning revenue and provisioning
revenue-to-cost ratio as metrics to evaluate the performance of the provisioning algorithms. They are
defined below.

Slice acceptance ratio (λ): It is the ratio of the number of slices successfully provisioned to the
total number of slice requests that arrive over a period of time. Then,

λ = lim
T→+∞

T
∑

t=0
Sm(t)

T
∑

t=0
S(t)

, (7)

where S(t) is the total number of slice requests at time t and Sm(t) is the number of slice requests
provisioned successfully at time t.

Long-term average provisioning revenue (μ): Here, we assume the unit price of CPU capacity
and bandwidth is 1. Then, the provisioning revenue of slice request GS at time t is defined as:

REV(GS, t) = ∑
vS∈VS

c(vS) + ∑
eS∈ES

b(eS). (8)

The long-term average provisioning revenue is represented as:

μ = lim
T→+∞

T
∑

t=0
∑

GS∈Sm(t)
REV(GS, t)

T
. (9)

Provisioning revenue-to-cost ratio (η): The provisioning cost of slice request GS at time t is

COST(GS, t) = ∑
vS∈VS

c(vS) + ∑
eS∈ES

|L(pI(eS))|b(eS), (10)

where pI(eS) is the physical path hosting the slice link eS and L(pI(eS)) denotes the set of physical
links in pI(eS). Hence, we define provisioning revenue-to-cost ratio η as:

η =
REV

COST
= lim

T→+∞

T
∑

t=0
∑

GS∈Sm(t)
REV(GS, t)

T
∑

t=0
∑

GS∈Sm(t)
COST(GS, t)

. (11)
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4. Heuristic 5G Core Network Slice Provisioning Algorithm Design

In this section, we describe our heuristic 5G Core Slice Provisioning algorithm based on network
Resource and Topology attributes called RT-CSP in detail. Accordingly, we first present a method
for ranking network nodes by using these attributes. Then, we elaborate our two-stage algorithm
consisting of algorithms for heuristic slice node provisioning and k-shortest path based slice link
provisioning. Finally, we analyze the time complexity of the RT-CSP algorithm and prove that it can
run in polynomial time.

4.1. Node Ranking Based on Network Resource Attributes and Topology Attributes

In the slice node provisioning phase, a physical node for hosting a slice node needs to be
carefully selected in order to meet its required CPU capacity and provisioned location requirement.
Many studies in the VNE research area only consider the local resource attributes of a network
node such as its CPU capacity and its adjacent link bandwidth. These works map virtual network
nodes according to node ranking results based on the local resource. However, these studies do
not consider global resource attributes. Moreover, the topology properties of nodes also affect the
evaluation of the importance of nodes, such as degree centrality, betweenness centrality, and closeness
centrality [29]. Only considering local resource attributes cannot accurately rank nodes. Therefore,
we take into consideration both the local and the global resource attributes and topology attributes to
comprehensively evaluate the importance of nodes.

4.1.1. Local Resource Attributes

The local resource metric of a node is obtained by multiplying the CPU capacity of the node by
the sum of bandwidths of all its adjacent links.

LR(vi) = c(vi) ∑
e∈E(vi)

b(e), (12)

where E(vi) is the set of all the adjacent links of vi. The reason we define this metric is that the larger
LR(vi) is, the more slice nodes can be hosted by the physical node.

4.1.2. Global Resource Attributes

Considering only the local resources of a node can cause load imbalance and resource
fragmentation in the physical network. To address this, we take the minimum bandwidth of the
links in the shortest path of the node to all other nodes and the minimum computing capacity
of the nodes along the shortest path as the global resource metric. The following formula is its
normalized definition.

GR(vi) =

∑
i �=j

[b(p(vi, vj)) + c(p(vi, vj))]

|V| − 1
, (13)

where b(p(vi, vj)) is the minimum bandwidth of the links and c(p(vi, vj)) is the minimum CPU of the
nodes in the shortest path between vi and vj.

4.1.3. Degree Centrality

In an undirected graph, the degree centrality of a node indicates the ratio of the number of its
adjacent links to the total number of links in the graph, i.e., normalized degree centrality.

DC(vi) =

∑
vj

aij

|V| − 1
, (14)
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where aij is 1 if node vi and node vj are connected by a link; otherwise, it is 0. The degree centrality
measures the local topological importance of the node in the network. The greater it is, the more
connected the node is and the more likely it is to be selected.

4.1.4. Closeness Centrality

Closeness centrality is a method of measuring the importance of a node from a global
topological perspective.

The closeness centrality of a node is obtained by first calculating the sum of the shortest paths
from the node to all other nodes in the graph and then taking the reciprocal of the sum. The normalized
closeness centrality is:

CC(vi) =
|V| − 1

∑
i �=j

d(vi, vj)
, (15)

where d(vi, vj) is the length of the shortest path between node vi and node vj.
Thus, the nodes that are near the geometric center of the graph have higher closeness centrality.

4.1.5. Node Ranking Strategy

Our node ranking strategy combines all of the above four attributes. We rank the nodes as follows:

S(vi) = αLR(vi) · DC(vi) + βGR(vi) · CC(vi). (16)

In this strategy, we have integrated the local resources, global resources, local topology attributes,
and global topology attributes. It can systematically evaluate nodes in the physical network and slice
requests. α and β are used to weigh the relative importance of local attributes and global attributes of
the network.

4.2. Heuristic Slice Provisioning

The proposed two-stage slice provisioning algorithm is described in detail below.

4.2.1. Slice Node Provisioning

When a slice request arrives at the slice provisioning system, each slice node in the slice request
is scored according to Equation (17), and then the slice nodes are ranked according to the score
from high to low. The higher the score of the slice node is, the more preferentially it is provisioned.
Here, α = β = 0.5.

S(vi) = αLR(vS
i ) · DC(vS

i ) + βGR(vS
i ) · CC(vS

i ). (17)

If physical network nodes are also scored according to Equation (17), the selected physical nodes
hosting slice nodes in the final provisioning result may be far apart. Long physical paths would have
to be provisioned under this circumstance, resulting in low utilization of physical network resources.
To overcome this issue, we use the following cooperative provisioning method. When the current
slice node is to be provisioned, the candidate physical node-set that can host the slice node is attained.
The sum of the hop counts of the shortest path between the physical nodes hosting all the neighbor
slice nodes of current slice node and the candidate physical node is calculated as the cooperative
provisioning coefficient. The candidate physical node having the smaller coefficient may be a good
hosting node. This cooperative way is beneficial to obtain a shorter physical path to host the slice link
in the slice link provisioning stage, thereby improving the utilization of network bandwidth. Thus, we
introduce cooperative provisioning coefficient for scoring the physical nodes.

H(vI
i ) = ∑

vI
j∈M(Adj(vS))

h(vI
i , vI

j ). (18)
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S(vI
i ) =

αLR(vI
i ) · DC(vI

i ) + βGR(vI
i ) · CC(vI

i )

H(vI
i ) + ε

. (19)

H(vI
i ) is the cooperative provisioning coefficient. vI

i represents the candidate physical node
that satisfies the CPU and location requirements of slice node vS. M(Adj(vS)) represents a physical
node set hosting all the neighbor slice nodes of the slice node vS. h(vI

i , vI
j ) is the hop counts of the

shortest path between the physical nodes vI
i and vI

j . ε is set to be 10−5 to prevent divisor from being 0.
Here, α = β = 0.5. The slice node provisioning algorithm is described in Algorithm 1.

Algorithm 1 Slice node provisioning based on network resource and topology attributes.

Input: Infrastructure network GI and slice request GS

Output: Slice node provisioning solution
1: for each slice node vS ∈ VS do

2: S(vS) is calculated based on Equation (17).
3: end for

4: Rank all the slice nodes in descending order of S(vS) value.
5: Put the ranking results into sliceNodeRankList.
6: for each physical node vI ∈ VI do

7: RTScore based on resource and topology attributes is calculated based on Equation (16).
8: end for

9: for each slice node vS ∈ sliceNodeRankList do

10: Obtain the candidate physical nodes candidate(vS) for vS meeting its CPU capacity and

provisioned location demands.
11: if candidate(vS) is not empty then

12: Obtain the physical nodes M(Adj(vS)) hosting the neighbor slice nodes of vS.
13: for each physical node vI ∈ candidate(vS) do

14: Cooperative provisioning coefficient H(vI) is calculated based on Equation (18).
15: S(vI) is calculated based on Equation (19).
16: end for

17: Provision vS onto the candidate physical node which has the largest S.
18: Put the provisioning result of vS into sliceNodeProvisioningList.
19: else

20: return sliceNodeProvisioningFailed
21: end if

22: end for

23: return sliceNodeProvisioningList

4.2.2. Slice Link Provisioning

In the slice link provisioning stage, since the slice link with a larger amount of bandwidth resource
demand is more difficult to be provisioned, the slice links are first ranked according to the bandwidth
requirements from large to small. The k-shortest path algorithm [30] is then implemented to provision
slice links. Thus, our RT-CSP algorithm includes the heuristic slice node provisioning algorithm and
the basic k-shortest path-based slice link provisioning algorithm.

To further improve the performance of RT-CSP, we propose a novel strategy, called
minMaxBWUtilHops, in the slice link provisioning stage. After the k-shortest path algorithm obtains
k candidate physical paths for each slice link satisfying its bandwidth demand, minMaxBWUtilHops
evaluates each candidate physical path as follows:
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ΓpI = (1 − ba(eI)

b0(eI)
)max · |L(pI)|. (20)

ΓpI is the product of the maximum link bandwidth utilization of the candidate physical path pI

and its hop counts. The candidate physical path with the smallest ΓpI is selected to host the slice link.
The reason we propose this strategy is that the physical link with large bandwidth utilization in the
physical path becomes the bottleneck of the path, which causes the provisioning of the other slice links
to fail easily, resulting in a decrease in the slice acceptance ratio. In addition, selecting the physical
path with fewer hops can reduce the provisioning cost. The slice link provisioning algorithm based on
the minMaxBWUtilHops is described in Algorithm 2. The slice provisioning algorithm with heuristic
slice node provisioning algorithm and the minMaxBWUtilHops based slice link provisioning algorithm
is named as RT-CSP+.

Algorithm 2 Slice link provisioning based on minMaxBWUtilHops.

Input: Infrastructure network GI , slice request GS, and slice node provisioning results

sliceNodeProvisioningList
Output: Slice link provisioning solution

1: Rank all the slice links in ES based on bandwidth requirements from large to small.
2: Put the ranking results into sliceLinkRankList.
3: for each slice link eS ∈ sliceLinkRankList do

4: k shortest path algorithm is implemented to obtain the candidate substrate paths subPathList

for eS meeting its bandwidth demand.
5: if subPathList is not empty then

6: for each substrate path subPath ∈ subPathList do

7: Calculate ΓpI based on Equation (20).
8: end for

9: Provision eS onto the candidate substrate path with the minimum ΓpI .
10: else

11: return sliceLinkProvisioningFailed
12: end if

13: end for

14: return sliceLinkProvisioningList

4.2.3. Slice Provisioning

When the ith slice request SRi = (GS
i , ta

i , tl
i) arrives at the slice provisioning system, the system first

checks the already provisioned slices whose lifetime ends at time ta
i and releases the physical resources

they occupied. Then, slice nodes and slice links of GS
i are, respectively, provisioned according to the

above heuristic node provisioning and the link provisioning algorithms. The slice is only accepted by
the slice provisioning system if the nodes and the links are both provisioned successfully. The slice
provisioning algorithm RT-CSP+ is described in Algorithm 3. The only difference between RT-CSP
and RT-CSP+ is that RT-CSP uses the basic k-shortest path-based slice link provisioning while RT-CSP+
uses the minMaxBWUtilHops based slice link provisioning.

4.2.4. Time Complexity of RT-CSP+ Algorithm

In this section, we analyze the time complexity of the RT-CSP algorithm. Its time complexity
is the sum of time complexities of slice node provisioning algorithm (i.e., Algorithm 1) and the
slice link provisioning algorithm (i.e., Algorithm 2). The complexity of Algorithm 1 is dominated
by the calculation of closeness centrality, whose complexity is O(|VI ||EI | + |VI |2). Then, the
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k-shortest path algorithm [30] is implemented in the slice link provisioning stage. Its complexity
is O(k|VI |(|EI |+ |VI |log|VI |)). Therefore, the time complexity of RT-CSP algorithm is O(|VI ||EI |+
|VI |2) + O(k|VI |(|EI |+ |VI |log|VI |)). It can run in polynomial time.

Algorithm 3 Slice provisioning algorithm RT-CSP.

Input: Infrastructure network GI and the ith slice request SRi = (GS
i , ta

i , tl
i)

Output: Slice provisioning result
1: Check slice requests whose lifetime ends at ta

i , release physical resources they occupied and update

physical resources.
2: Provision slice nodes of GS

i using Algorithm 1.
3: if Slice nodes of GS

i provisioning failed then

4: return sliceProvisioningFailed
5: else

6: Provision links of slice GS
i using Algorithm 2.

7: if Links of slice GS
i provisioning failed then

8: return sliceProvisioningFailed
9: else

10: Provision slice request GS
i , allocate physical resources and update physical resources.

11: return sliceProvisioningSucceeded
12: end if

13: end if

5. Performance Evaluation

In this section, we evaluate the performance of the proposed heuristic 5G core slice provisioning
algorithms RT-CSP+ and RT-CSP. First, we describe the experimental settings for implementing our
algorithms. Then, we present the results obtained from extensive evaluation experiments and analyze
the results by comparing them with the state-of-the-art algorithms.

5.1. Evaluation Settings

We developed a discrete event simulator using Java to evaluate our algorithms and ran all the
experiments on a Windows 10 laptop with Intel Core i7-6820HQ CPU and 24 GB RAM. The topology
generation package “Brite” [31] was integrated with our simulator to generate the 5G core infrastructure
topology and the 5G core slice requests based on the Waxman topology model [32].

To compare our results with those of existing research, the simulation parameters were set
according to the parameter settings widely used in previous research [19,28,33]. They are described as
follows and summarized in Table 2.

The physical network nodes are randomly deployed in a rectangular area of 500 by 500. The initial
total available CPU capacities of the nodes are real numbers uniformly distributed between 50 and
100. Adjacent nodes are connected by a probability of 0.5 to form physical links, whose initial total
available bandwidths are real numbers uniformly distributed between 50 and 100.

The 5G core slice requests arrive following a Poisson process. The number of nodes in the slice
request is a uniformly distributed integer between 2 and 10. For each slice request, the slice nodes
allow the provisioned position to have a deviation of less than 80. The CPU demands of the slice nodes
are real numbers uniformly distributed between 1 and 20. Slice nodes are connected by a probability
to form slice links. The bandwidth requirement of each slice link takes a uniformly distributed real
number in the range [1, 20]. The lifetime of the slice request follows the exponential distribution with a
mean of 500 time units. We have 2000 slice requests in total in the experiments.
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Table 2. Notations of system model.

Parameter Description

Number of substrate nodes 50/100/150
Probability of connecting substrate nodes 0.5

Substrate node CPU U[50, 100]
Substrate link bandwidth U[50, 100]

Lifetime of slice requests obeying
Exponential distribution

500 time units in average

Number of slice requests 2000
Number of slice nodes in each slice U[2, 10]

Probability of connecting slice nodes 0.2/0.5/0.8
Slice node CPU demand U[1, 20]

Slice link bandwidth demand U[1, 20]

5.2. Evaluation Results and Analysis

To evaluate the experimental results, we compared the state-of-the-art algorithms, as listed in
Table 3. The RT-CSP+ and RT-CSP algorithms are our proposed algorithms. First, we evaluated the
performances of these algorithms in the scenario where the slice request arrival rate is four requests
per 100 time units. Next, we changed the slice link connected probability to study its effects on
the performance of the algorithms. Then, to verify the scalability of our algorithms, we examined
simulation scenarios with different slice arrival rates and different sizes of the substrate network.
We ran each experiment for 10 times to analyze experimental results.

Table 3. Algorithms for comparison.

Notation Description

RT-CSP+ The provisioning algorithm considering resource and topology attributes with
the minMaxBWUtilHops based slice link provisioning

RT-CSP The provisioning algorithm considering resource and topology attributes with
the basic k-shortest path-based slice link provisioning

VNE-DCC The algorithm considering local resource and topology attributes in [33]
NRM-VNE The algorithm only considering local resource attributes in [28]

CC The provisioning algorithm in [21] considering classic closeness centrality

5.2.1. Experiments in the Scenario where the Slice Request Arrival Rate Is Four Requests Per 100
Time Units

In this scenario, there are 100 substrate nodes in the substrate network and the slice nodes are
connected by a probability of 0.5. The results of slice acceptance ratio, long-term average revenue and
the revenue-to-cost ratio of the algorithms are shown in Figures 2 and 3a,b, respectively.

Figure 2 shows our algorithm RT-CSP+ has the best slice acceptance performance over the entire
simulation time. The acceptance ratio of all algorithms is relatively high at the beginning of the
simulation because the CPU and bandwidth of the physical network are sufficient. As the simulation
progresses, the available resources of the physical network gradually reduce due to the occupation
of the active slice requests in the provisioning system, resulting in a gradual decrease in the slice
reception ratio. After 10,000 time units, the slice acceptance ratio tends to stabilize. The reason is that
the arrival and departure of the slices reach a relatively balanced state, and thus the available resources
of the physical network are relatively stable. When the simulation time reaches 40,000 time units,
the slice acceptance ratio of RT-CSP+ is 91.52%, which is 15.06%, 17.93%, and 51.25% higher than those
of VNE-DCC, NRM-VNE, and CC, respectively. Our algorithm can comprehensively evaluate nodes
from the perspective of local and global resource and topology attributes, making node provisioning
more optimized. Thus, our algorithm can increase the slice acceptance ratio. The slice acceptance
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ratio of RT-CSP+ is higher than RT-CSP, which shows that our minMaxBWUtilHops strategy in the link
provisioning stage can further enhance the performance of RT-CSP.
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Figure 2. Slice acceptance ratio.
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Figure 3. (a) Long-term average slice provisioning revenue; and (b) slice provisioning revenue-to-cost ratio.

As shown in Figure 3a, the RT-CSP+ algorithm has the largest long-term average slice provisioning
revenue. In the early stage of the simulation, the long-term average revenue decreases rapidly.
The reason is that, as the slice arrives, the physical resources are consumed. The subsequent arriving
slices are easy to be rejected, which decreases the provisioning revenue. When the simulation time
reaches 10,000 time units, it tends to be stable because the arrival and departure of the slices reach a
relatively balanced state. In the final steady state, the long-term average revenue of RT-CSP+ algorithm
is 20.01%, 23.86% and 69.88% higher than those of VNE-DCC, NRM-VNE, and CC, respectively.
Similar to the slice acceptance ratio and the long-term average revenue, the revenue-to-cost ratio
also tends to be stable after 10,000 time units. Therefore, we show the average revenue-to-cost ratio
histogram during the steady stage in Figure 3b. The RT-CSP+ and RT-CSP algorithms have better
performance than others in terms of this metric. This is consistent with the long-term average revenue
performance. Furthermore, since the revenue-to-cost ratio depends on the revenue and cost, the larger
revenue-to-cost ratio is not only because our algorithms can achieve higher revenue, but also because
it can reduce the provisioning cost.
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5.2.2. Experiments in the Different Slice Link Connected Probability Scenario

We experimented on the different slice link connected probability scenario, in which the slice link
connected probability is 0.2, 0.5, and 0.8, respectively, to investigate its impact on the performance of
the algorithms. Figures 4 and 5 present the results of the slice acceptance ratio and slice provisioning
revenue performance.
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Figure 4. Slice acceptance ratio in the different slice link connected probability scenario.
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Figure 5. (a) Long-term average slice provisioning revenue in the different slice link connected
probability scenario; and (b) slice provisioning revenue-to-cost ratio in the different slice link connected
probability scenario.

Figure 4 shows that the slice acceptance ratio decreases as the slice link connection probability
increases. This is because slice requests with more slice links demand more bandwidth resources,
which makes the physical network difficult to satisfy bandwidth demands, resulting in more rejected
slice requests. On the other hand, RT-CSP+ always has the highest slice acceptance ratio because of its
efficiency. Figure 5a shows that, as the slice link connection probability increases, the long-term average
revenue of all algorithms increases except for that of CC. For algorithms except CC, although the slice
acceptance ratio is smaller at larger slice link connection probability, more slice links are provisioned in
this case, which brings more provisioning revenue. For CC, when the slice link connection probability
is 0.2, it can obtain much better slice acceptance ratio compared with 0.5 and 0.8, which contributes
a lot to provisioning revenue. The long-term average revenue of CC has a similar trend as other
algorithms when the slice link connection probability gets larger. With regard to the long-term average
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provisioning revenue, RT-CSP+ still outperforms others. Figure 5b shows that the revenue-to-cost
ratio decreases as the slice link connection probability increases. The reason more revenue cannot
result in larger revenue-to-cost ratio is that more slice links should be provisioned when the slice
link connection probability is larger, in which case slice links are easier to be provisioned to a longer
physical path, resulting in more provisioning bandwidth cost.

5.2.3. Experiments in the Different Slice Request Arrival Rates Scenario

We further validated the performance of our proposed algorithm by experimenting with different
slice arrival rates. There are 100 substrate nodes in the substrate network and the slice nodes are
connected by a probability of 0.5 in this scenario. Figures 6 and 7 show the results of the slice
acceptance ratio and slice provisioning revenue performance with mean slice arrival rates of 0.02, 0.04,
0.06, 0.08, and 0.1.
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Figure 6. Slice acceptance ratio in the different arrival rates scenario.

0.02 0.04 0.06 0.08 0.1
Slice Arrival Rate

0

1

2

3

4

5

6

7

8

9

10

11

12

Lo
ng

-te
rm

 A
ve

ra
ge

 R
ev

en
ue

RT-CSP+
RT-CSP
VNE-DCC
NRM-VNE
CC

(a)

0.02 0.04 0.06 0.08 0.1
Slice Arrival Rate

0.3

0.35

0.4

0.45

0.5

0.55

0.6

R
ev

en
ue

/C
os

t R
at

io

RT-CSP+
RT-CSP
VNE-DCC
NRM-VNE
CC

(b)

Figure 7. (a) Long-term average slice provisioning revenue in the different arrival rates scenario; and
(b) slice provisioning revenue-to-cost ratio in the different arrival rates scenario.

As can be seen in Figure 6, RT-CSP+ algorithm always has the highest slice acceptance ratio
when slices arrive at different rates. For example, when the slice request arrival rate is 0.06, the slice
acceptance ratio of RT-CSP+ is 85.82%, which is 14.43%, 17.59%, 22.65%, and 56.15% higher than those
of RT-CSP, VNE-DCC, NRM-VNE, and CC, respectively. This is because RT-CSP+ can comprehensively
optimize node provisioning using the resource and topology attributes and the minMaxBWUtilHops
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strategy increases the probability of successfully provisioning slice links. In addition, slice acceptance
ratio of all algorithms decreases as the slice arrival rate increases. The reason is that the larger the
slice arrival rate, the more slices enter the slice provisioning system per unit time. Due to the limited
physical resources, the probability of slice provisioning failure increases when more slices compete for
limited physical resources, resulting in low slice acceptance ratio.

Figure 7a shows that the RT-CSP+ and RT-CSP algorithm always have better long-term average
slice provisioning revenue with different slice arrival rates. This is because RT-CSP+ and RT-CSP
can reasonably evaluate nodes in the node provisioning stage, resulting in more slices to be received.
For each algorithm, the reason the long-term average revenue grows as the arrival rate increases is
that more slice requests arrive per time unit under higher arrival rate scenario. Thus, more revenue
can be obtained per time unit. Figure 7b presents that the average slice provisioning revenue-to-cost
ratio during the steady stage is relatively stable with different slice arrival rates because the arrival
and departure of the slices can reach a relatively balanced state. Our algorithms still have higher
revenue-to-cost ratio.

5.2.4. Experiments in The Different Sizes of Substrate Network Scenario

The slice nodes are connected by a probability of 0.5 in this scenario. Figures 8 and 9 show the
results of the slice acceptance ratio and slice provisioning revenue performance when the number of
substrate network nodes is 50, 100, and 150, which represent small-, medium-, and large-sized physical
network, respectively.

Figure 8 shows that, when the size of the physical network gets larger, all the algorithms have
higher slice acceptance ratio. This is because the physical network with larger size has sufficient
resources to host slice requests, which makes it easier to accept more slice requests. In the scenario
with different sizes of substrate network, RT-CSP+ always has best slice acceptance ratio. For instance,
when the substrate network has 150 nodes, the slice acceptance ratio of RT-CSP+ is 98.30%, which
is 6.02%, 6.58%, 7.92%, and 17.44% higher than those of RT-CSP, VNE-DCC, NRM-VNE, and CC,
respectively. The reason is that RT-CSP+ can efficiently provision slice requests based on the resource
and topology attributes. In accordance with better slice acceptance ratio, our algorithms can produce
better revenue performance as shown in Figure 9. From another aspect, the better performance of our
algorithm in this scenario verifies its the scalability.
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Figure 8. Slice acceptance ratio in the different sizes of substrate network scenario.
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Figure 9. (a) Long-term average slice provisioning revenue in the different sizes of substrate
network scenario; and (b) slice provisioning revenue-to-cost ratio in the different sizes of substrate
network scenario.

6. Conclusions

5G will be a disruptive technology in many ways. It has the potential to shakeup the
telecommunications industry but would require significant investments. Consumers, both businesses
and individuals, expect new opportunities from massive, ultra low latency and high density Internet of
Things, as a run up to ambitious use cases such as smart cities and autonomous vehicles. The potential
of 5G can only be truly realized if telecommunications service providers build in economies in the new
deployments. Network slicing would be a key factor in achieving increased efficiencies and revenues
through service specific offerings.

We have worked on the slice-provisioning problem by taking into account both the slice
node provisioning and the slice link provisioning aspects. Accordingly, we have proposed a
two-stage slice-provisioning algorithm called RT-CSP. As far as provisioning of slice nodes is
concerned, our method takes into account the compute capacities, link bandwidths, degree centrality,
and closeness centrality for comprehensive evaluation and ranking of nodes. These amount to jointly
considering the local and global network resource attributes along with the topology attributes.
Along with the heuristic slice node provisioning algorithm, RT-CSP uses the k-shortest path based
slice link provisioning algorithm. An enhancement developed by us called RT-CSP+, based on
minMaxBWUtilHops strategy designed by us, improves the performance further by selecting the
physical path that has the minimum product of the maximum link bandwidth utilization and its hop
count from the candidate physical paths obtained by the k-shortest path algorithm.

Extensive evaluations were carried out to compare both of our algorithms with other
state-of-the-art algorithms and prove that the proposed algorithm does increase the slice request
acceptance ratio and consequently the revenue of the network infrastructure provider. As far as
acceptance ratio is concerned, both RT-CSP and RT-CSP+ perform better than other algorithms with the
latter consistently giving the best performance. As the slice request arrival rate increases, the acceptance
ratio of all the algorithms goes down but RT-CSP+ retains its supremacy. In terms of provisioning
revenue, RT-CSP+ excels in long-term average slice provisioning revenue and revenue-to-cost ratio.
Both RT-CSP and RT-CSP exhibit better revenue performance than other algorithms as the arrival rate
increases. These results verify that our algorithms can comprehensively optimize node provisioning
using the resource and topology attributes.

We are enthused with the good performance of our algorithms and, in the future, we plan
to propose an efficient provisioning solution for latency-sensitive slices to satisfy low-latency
5G applications.
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Featured Application: The results of the research can be used in the practical deployments of the

leveraging Ethernet fronthaul bridged networks in the 5G cloud radio access networks.

Abstract: Cloud radio access networks (C-RANs) are emerging architectural solutions to anticipate the
increased capacity and quality demands of future 5G cellular networks at a reduced cost. In C-RANs,
a transport segment referred to as fronthaul has been defined, which become a major constraint in
practical implementations due to its high cost. A transport protocol referred to as eCPRI (enhanced
common public radio interface), which was specifically designed for the fronthaul networks, imposes
stringent end-to-end (E2E) latency and capacity requirements, which can be satisfied through the
extortionate optical links. The high implementation cost of optical fronthaul networks significantly
increased the system cost and made the fronthaul a hurdle to accomplish the cost–benefits of the
C-RANs’ architecture. The globally deployed Ethernet networks could be leveraging solutions,
but are inadequate to comply with the eCPRI requirements in fronthaul bridged networks and result
in intolerable latencies due to ineffectual traditional quality of service aware forwarding schemes.
Therefore, to realize the cost–benefits of ubiquitously deployed Ethernet infrastructure, this paper
proposes the E2E latency aware path computation and packet forwarding schemes, which ameliorate
the performance of Ethernet-based fronthaul bridged networks to transport the eCPRI traffic at
tolerable latencies. The simulation results verify the feasibility of low-cost Ethernet to carry the eCPRI
traffic streams up to 100 Gbps with the proposed schemes in fronthaul bridged networks.

Keywords: 5G networks; BBU centralization; cloud radio access networks; eCPRI; fronthaul

1. Introduction

According to a recent prediction [1], the mobile data traffic will increase 10 times from 2017 to 2022,
and more than 50 billion devices will be connected to the existing infrastructure by 2020. A transition
from the static radio access networks (RANs) to flexible and reconfigurable networks through the
virtualizations and cloudification was highly desirable to anticipate the traffic demands of future 5G
cellular networks. Recently, cloud radio access networks (C-RANs) have been proposed, which are
enhancements of classical RAN architectures through the cloudification and virtualizations techniques
to comply with the requirements of envisioned 5G mobile networks. In C-RANs, the base station
functionalities are split into distributed units known as the remote radio heads (RRHs) and central units
known as the baseband units (BBUs), which are virtualized and pool at a central cloud [2]. The C-RANs
approach brings several advantages for the network operators, including a reduction in the operational,
management, and energy costs, as well as effective implementations of the coordinated multipoint
(CoMP) transmission and reception schemes for the inter-cell interference mitigations [3]. With the
virtualization of base station functionalities, the scalability of RAN architectures has been improved,
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and the spectral efficiency of the operator’s network can be increased. Furthermore, a number of RRHs
can be installed at the cell sites by simply connecting with the BBU pool, which reduces the cost of
deploying expensive baseband processing units nearer to the RRHs at the cell sites [4].

The 3rd generation partnership project (3GPP) [5] defined the eight functional splits for the
C-RANs in order to connect the RRHs and the BBU pool. A chosen functional split uniquely defines
the properties of the system design such as the complexity, costs, latency, data rates, throughputs,
and achievable statistical multiplexing gains. In a low-level functional split, which has the maximum
benefits of performance and cost efficiency, all the higher layer functions are moved into the BBU pool,
and only the radio frequency (RF) functions are employed in the RRHs at a cell site [6]. This requires
a high-speed communication link between the RRHs and the BBU pool, which is referred to as the
mobile fronthaul (MFH). The fronthaul segment is connected to the core network through the backhaul
links [7]. Figure 1 depicts the considered MFH networks of the C-RANs architecture.

Figure 1. Cloud radio access networks (C-RANs) architecture for envisioned 5G cellular systems.

A MFH carries the digitized in-phase and quadrature (IQ) samples of baseband signals through
the common public radio interface (CPRI) [8]. The CPRI is a non-packetized protocol that was
specifically designed for the fronthaul networks by the leading telecom vendors, and cannot be
integrated with other packetized transmissions unless a circuit (e.g., a wavelength) is reserved for
it [9]. In this work, we consider a recent evolution of CPRI that is eCPRI (enhanced-CPRI) [10],
which can packetize the IQ samples within Ethernet frames and is fully compatible with Ethernet
systems. The eCPRI-based MFH networks are expected to deliver the throughputs of 10 Gbps, packet
delay variations (PDVs) within 100 ns, and end-to-end (E2E) latency of less than 250 μs for all the
RRHs streams [11,12]. The aforementioned requirements can only be fulfilled with the expensive
and extremely high-capacity optical links. However, the cost of deploying such optical fronthaul
bridged networks significantly increased the capital expenditure (CAPEX) and operational expenses
(OPEX) for the network operators. As a result, the cost benefits of the C-RANs architecture could
not be realized [13]. Thus, the implementation of low-cost MFH becomes a challenging issue in the
C-RANs [14].

The 10 gigabit Ethernet systems can be more economical and remunerative solutions as compared to
the optical networks to carry the eCPRI traffic in the MFH. Moreover, Ethernet supports the virtualization
techniques and OAM (operations, administration, and management) functionalities, which make
them more suitable to connect the RRHs with the BBU pool through the fronthaul bridged networks.
However, the Ethernet networks that use the legacy quality of service (QoS)-aware routing [15] and
packet forwarding schemes [16] yield the per-hop latency of about one millisecond and PDVs of up to
hundreds of microseconds, which are much higher than the eCPRI traffic requirements [10,17]. A major
cause in Ethernet systems for not complying with the eCPRI requirements is the non-consideration
of frame-level queuing delays at the bridging nodes, which are caused by the globally synchronized
eCPRI bursts flowing to and from the RRHs at different line rates. Despite the utilization of the
QoS-aware forwarding schemes in the optical fronthaul bridged networks, the queuing delays among
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the burst of eCPRI streams are high, which increases the E2E latencies to an unacceptable level [18].
The queuing delays and E2E latencies become more critical in capacity-constraint Ethernet-based
fronthaul bridged networks (EFBNs) [13]. For enhancing the capability of economically affordable
and ubiquitously deployed Ethernet networks to transport the eCPRI streams at tolerable latencies,
a novel packet forwarding mechanism that would efficiently utilize the limited Ethernet bandwidths
and yield the low queuing delays at intermediate bridges is vital. Therefore, this paper proposes the
E2E latency-aware path selection and packet transmission schemes that guarantee the low queuing
delays in the EFBNs and retain the E2E latencies of maximum eCPRI streams closer to the threshold by
taking advantage of the virtualization and OAM capabilities of the Ethernet systems. The proposed
latency-aware path selection scheme assures the lowest E2E latencies in the fronthaul bridged networks
by considering the frame-level queuing delays of eCPRI bursts. The proposed packet forwarding
scheme mitigates the delays of eCPRI streams that experience high latency by slightly increasing the
queuing delays of traffic streams that experience low latency. As a result, for all traffic streams, tolerable
E2E latencies can be realized in the EFBNs. The computer simulations are undertaken on varied
and realistic scenarios. The simulation results confirmed that the proposed schemes maximize the
simultaneous transmissions of eCPRI streams of up to 100 Gbps without violating the QoS requirements
as well as improve the link distances, whereas such performance is not guaranteed with the existing
schemes. Moreover, the transmissions of time-sensitive eCPRI streams at tolerable latencies with
the proposed schemes through the leveraging Ethernet links significantly reduced the CAPEX and
OPEX of deploying extortionate optical links in fronthaul bridged networks. Hence, without hardware
upgradations, the performance of low-cost Ethernet networks can be improved with the proposed
schemes, which can be programmed at the intermediate nodes of the EFBNs using the OpenFlow
protocols and software-defined networking (SDN) techniques [19].

The rest of the manuscript has the following organization. Section 2 introduces the state-of-the-art
work on the CPRI and Ethernet-based fronthaul networks. Section 3 formulates the measurement
procedures for the end-to-end latencies and distances in the EFBNs. Section 4 introduces the proposed
transport schemes for the EFBNs. Section 5 presents the simulation setup for evaluating the proposed
schemes. The results of the proposed schemes and comparison with the existing techniques are
presented in Section 6. Finally, conclusions are provided in Section 7.

2. State of the Art—Ethernet Based Fronthaul Networks

Due to prior investments and backward compatibility issues, the existing standard bodies are
focusing on the Ethernet-based fronthaul implementations. Currently, the IEEE 1914.3 [20] working
group is investigating the techniques to encapsulate the CPRI samples within the Ethernet frames.
This standard is also working on defining the techniques to improve the statistical multiplexing gains in
the CPRI over Ethernet networks. The IEEE 802.1CM [21] is striving to standardize the Ethernet-based
fronthaul systems for transporting the eCPRI streams in bridged networks. This standard is in the
process of defining the default configurations, procedures, and profiles to carry the time-sensitive
eCPRI streams in the MFH at low latencies. However, no mechanism has been defined explicitly
in the standards to compensate the constraints of queuing delays at bridges and simultaneously
transport the multiple eCPRI streams in Ethernet-based fronthaul bridged networks by satisfying the
latency requirements.

Recently, due to the cost–benefits of Ethernet networks over the eCPRI-based optical switching
networks, several academicals research proposals have been submitted to carry the time-sensitive
fronthaul traffic in Ethernet networks. Most of the initial studies addressed the delay, jitter,
and throughput challenges of the fronthaul networks by implementing the priority schemes [22] and
packets scheduling [23] protocols, which were initially proposed for time-sensitive networking (TSN).
The study [24] implemented the frames priority mechanism and traffic scheduling algorithm for the
Ethernet-based MFH networks. This study shows that traffic priority can be effective in minimizing
the delays in the Ethernet networks, but cannot fulfill the CPRI demands. The author claims that
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the queuing delays could be mitigated at switches with the traffic scheduling algorithm for a few
CPRI streams. However, the parameters and configurations under which the results were obtained
were not detailed in the paper. A performance analysis of passive optical networks (PON)-based
fronthaul systems for long-range transmissions has been reported in [25]. This study shows that
PON systems could not fully satisfy the eCPRI requirements without several hardware upgrades.
This study also proposed to employ an expensive erbium-doped fiber amplifier (EDFA) at selected
locations of the networks for achieving the QoS parameters within the eCPRI requirements. It is
suggested to use an EDFA before the BBU pool for the considered fronthaul scenario to comply with
the eCPRI demands. The studies [26] and [27] discussed the traffic scheduling and buffering techniques
for Ethernet switching systems to improve the multiplexing gains in the fronthaul networks while
retaining the delays and jitter within the CPRI limits. These studies showed that the CPRI traffic flows
can be transported through at maximum one or two Ethernet switching nodes without violating the
CPRI requirements. However, these schemes become ineffective for retaining the E2E latencies within
the limits in more realistic fronthaul bridged networks, which comprises several intermediate bridging
nodes between the RRHs and the BBU pool.

The constraint-based and QoS aware routing schemes would be alternative solutions to manage
the latencies in multi-hop Ethernet networks. Since then, these routing schemes have been well
studied in the past few years to tackle the network constraints such as the cost, capacity, throughputs,
and delays. Dijkstra’s shortest path algorithm that allocates the weights to different links, based on
the available bandwidths and distances, has been studied in [28] for TSN networks, which could
be an efficient solution for the delay constraint routing problems. Mutual constraint-based routing
procedures have been discussed in [29] to fairly utilize the limited resources in the Ethernet bridged
networks. In a study [30], multipath routing schemes were expedited for performing the dynamical
load balancing and improving the congestions in TSNs by monitoring and maintaining the various
performance indicating parameters. However, the existing QoS-aware routing schemes focus on
searching the feasible routes subject to single or multiple QoS constraints, and select the best routes
with no consideration of the frame level queuing delays, which is the case in the fronthaul bridged
networks due to the simultaneous transmissions of the globally synchronized eCPRI bursts. Moreover,
a high control messages overhead with the legacy routing schemes [31] due to the dynamic selection of
the paths and continuous monitoring of the networking parameters further increases the delays, which
makes them unsuitable for the E2E latency constraints of the EFBNs.

The study [18] proposes a queuing model to improve the delays in optical fronthaul bridged
networks. In this study, Nakayama et al. proposed a low latency routing (LLR) mechanism based on
the Markov chain Monte Carlo (MCMC) method, which searches the paths for individual streams
by considering the traffic load on the different links. This study showed that the legacy QoS-aware
routing schemes such as the constraint-based shortest path bridging (SPB) [32] become inefficient
to satisfy the latency requirements in the MFH bridged networks, and schemes such as the LLR are
required to satisfy the MFH requirements. However, the LLR scheme also yields intolerable E2E
latencies, and becomes ineffective at complying with the eCPRI requirements once the traffic load
increases to a certain level. This is because the LLR scheme uses a single path for transporting the
time-sensitive flows, which are usually the shortest neighboring paths. Under the high load conditions,
these alternative paths also get congested and cause intolerable E2E latencies for the eCPRI flows.
Moreover, the LLR scheme lacks the mechanism to minimize the queuing delays of eCPRI streams of
equal priority at the bridging nodes, which is highly desirable for alleviating the E2E latencies and
successfully deploying the leveraging Ethernet-based fronthaul bridged networks in 5G cloud-RANs.

3. E2E Latency and Distance Formulation

The MFH networks require high multiplexing gains to efficiently implement the coordinated
multiple point schemes in the C-RANs, which can be improved by increasing the aggregation of
RRHs streams over the fronthaul links. However, the simultaneous transmissions of multiple eCPRI
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streams from the RRHs increased the E2E latencies to an unacceptable level, especially in the Ethernet
networks [24–26]. Currently, the eCPRI-based Ethernet networks are gaining the attention of network
operators and telecom vendors due to their low-cost and reconfigurability features, but achieving
the required E2E latency is still a challenging issue [27] that requires further exploration. The E2E
latency in such networks is the result of indeterministic and deterministic delays. The indeterministic
delays such as the encapsulation delay DelEncp, the queuing delay DelQue, and the processing delay
DelProc vary non-predictably in the EFBNs, while the deterministic delays such as the propagation
delay DelProp and the transmission delay DelTran are pre-determined.

The indeterministic delays such as the DelEncp correspond to the mapping delay of the eCPRI IQ
samples within the Ethernet payload at the bridging nodes before transmitting them over the outgoing
links. In this study, the DelEncp for 10-gigabit Ethernet networks is estimated between the 19 μs to
2 μs for mapping the eCPRI flows from line rate option 1 to 7 [10], respectively within the Ethernet
payload size of 1500 bytes [26]. However, the DelEncp only increases when the traffic flows first enter the
Ethernet networks. Therefore, the DelEncp values are only considered at the first level of the bridging
nodes within which the RRHs are physically connected.

The DelQue is the length of time for which the packets of different streams wait in the buffers of the
bridges before transmissions. When the f -th flow competes the g-th flow for simultaneous transmission
over the n-th link, these flows are referred to as competitive flows [18]. Hence, the worst-case DelQue
experienced by the f -th flow over the n-th link is calculated from Equation (1):

DelQue =
mλ
C

(1)

where m is the maximum burst size of a flow, and C is the link capacity, while λ is the number of
competitive flows [18].

The DelProc is the time that the switches take to decode the header of a packet to output them on
the egress ports. The DelProc value, including the OpenFlow-based forwarding table lookup delays per
bridging node experienced by the eCPRI streams, is estimated as 1.5 μs for the considered networks [27].
Thus, the indeterministic delays Delindet in the EFBNs along a route can be calculated from Equation
(2), and the deterministic delays Deldet can be calculated from Equation (3). Here, the deterministic
delays such as DelProp are a measure of the time required for a frame to propagate from one node to the
other. The DelProp is equal to d/s, where d is the link distance in km, and s is the signal propagation
speed in copper (i.e., 2 × 108 ms-1). The DelTran is the time taken by the physical layer at the source to
transmit the packets over the link. In this study, the DelTran is estimated as 1.2 μs based on L/C, where L
is the data packet length (i.e., 1500 bytes), and C is the channel data rate (i.e., 10 Gbps). Finally, the E2E
latency of the n-th eCPRI traffic stream that is carried by a fronthaul link between the RRH and the
BBU pool is formulated using Equation (4):

Delindet = DelEncp + [DelQue + DelProc] × Linkn (2)

Deldet = DelProp + DelTran (3)

E2Elatency = Delindet + Deldet (4)

Along with the latency, the distance of the fronthaul links between the RRHs and the BBU pool is
another important performance indicating parameter for the EFBNs [24–26]. The E2E latency limits
the maximum distances in the EFBNs. For commercially deploying the cloud-RANs, improvement in
the link distances between the RRHs and the BBU pool is essential. The distance (km) of a fronthaul
link in the considered scenario is calculated using Equation (5):

Distance =

(
Maxthreshold − WE2Elatency

)
d/s

(5)
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where Maxthreshold is the maximum allowed E2E latency (i.e., 250 μs) for the fronthaul link, WE2Elatency
is the worst-case E2E latency experienced by a stream over the fronthaul link that can be computed
from the Equation (4), and d/s is the propagation delay.

4. Description of the Proposed Transport System

Figure 2 illustrates the proposed EFBNs architecture to transport the multiple eCPRI traffic streams
simultaneously between the RRHs and the BBU pool. A traffic stream is defined as a continuous bit rate
transmission of the IQ packets at different eCPRI line rates that reserved the MFH bandwidth throughout
the communications. However, with the improvement of bandwidth utilization in Ethernet-bridged
networks, the E2E latencies for all the RRHs could not be minimized within the eCPRI limits [18].
This is because under high-load conditions and due to the rigorous requirements of the eCPRI, a few
RRHs streams would experience the intolerable E2E latencies. Therefore, an optimized path selection
algorithm with a low-latency packet forwarding procedure was highly desirable to retain the QoS
parameters of EFBNs within the limits, and thus is proposed in this study.

Figure 2. Proposed Ethernet-based fronthaul bridged networks.

4.1. E2E Latency-Aware Path Computation (LAPC) Procedure

In the considered fronthaul networks, a software-defined central controller (SDCC) [33] before the
transmissions get a global view of the topology by collecting an information metric using the IS–IS
(intermediate system to intermediate system) protocol, which was extended by IEEE 802.1Qca [34]
for the time-sensitive networking. The IS–IS protocol provided the details about the connection of
nodes, link capacities, costs of the links, and distances between the nodes of the topology. Typically,
the numbers of RRHs connected to the nodes and accordingly configured eCPRI line rates of the RRHs
are well determined in a fronthaul topology [26]. We assumed that all the nodes to which the RRHs are
linked also connected with the SDCC, and a path computation element (PCE) is employed at the SDCC.
The placement of the BBU pool is also predetermined in the topology, which is preferably connected
to a node with which the maximum numbers of nodes are linked as shown in Figure 2. The PCE
generates the initial paths for all the eCPRI-based RRHs streams in accordance with the k-th shortest
paths algorithm [35] and maintains the paths in a global matrix. The SDCC selects the shortest paths
for the individual traffic streams using the SPB algorithm based on the link costs, loads, and delays
constraints. Then, for each stream, the SDCC calculates the E2E latency using equations (1) to (4) and
updates the latencies in the global matrix along with the pre-selected shortest paths. Alternative paths
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are allocated to the traffic streams that could not satisfy the E2E latency requirements of the eCPRI,
such as yield more than 250 μs. For this purpose, the first traffic load from the over-utilized adjacent
links (ALs) of the destination node (DN) are offloaded, and then from the other links of previous
ALs and so on. For simplicity, ALs are referred to as the first-level links (FLLs), the links that are
adjacent to the FLLs are referred to as the second-level links (SLLs), next after the SLLs are referred
to as the third-level links (TLLs), and so on, up to N-level links (NLLs), as illustrated in Figure 2.
In this mechanism, the traffic loads from the FLLs to NLLs are systematically offloaded and uniformly
distributed on the links. When a traffic load from a high-load link is shifted to a low-load link on each
iteration, the according routes of the high-latency experiencing streams that were passing through
the over-utilized high-load links are updated in the matrix. These routes were selected by searching
from the k-th shortest paths by ensuring that it was not previously selected; then, E2E latencies on the
new routes for the streams are recomputed. In the case when offloading the load from the high-load
links results in E2E latencies that are greater than the threshold, under such scenarios, those paths are
selected for the RRH traffic streams that yield the minimum E2E latencies for the maximum number
of traffic streams. The above procedure is repeated until the E2E latencies of all the RRH streams
reach the lowest level, and the further shifting of traffic loads between the links does not minimize the
latencies. The global matrix contains the routes for each RRH traffic stream along with the E2E latencies
computed with the proposed scheme. The output such as the global matrix of the low-latency paths
computation algorithm will be used as the input of the low-latency packets transmission scheme, which
is proposed in the next section. The proposed low-latency packet forwarding scheme cut down the
queuing delays of those RRHs traffic streams, which could not comply with the stringent E2E latency
requirements of the eCPRI, despite the low-latency paths computation procedure. The procedure of
the proposed low-latency path computation scheme is described in Algorithm 1.

Algorithm 1 LAPC Algorithm

Input: m, c, λ, eCPRI line rates, link connections and distances
Output: Low-latency routes from the RRHs to the BBU pool with E2E latencies
1: SelectInitialPaths()
2: CalculateE2ELatency()
3: procedure BestPaths()
4: if (E2ELatencyStreami > 250 μs) then

5: if LoadFLL
i to n ! isEqual then

6: Shift LoadFLL
LowLatencyFLL ← LoadFLL

HighLatecnyFLL
7: ReselectRoute()
8: UpdateGlobalMatrix()
9: Repeat procedure

10: else if LoadSLL
i to n ! is Equal then

11: Shift LoadSLL
LowLatencySLL ← LoadSLL

HighLatecnySLL
12: ComputeNewRoute()
13: CalculateE2ELatency()
14: if E2ELatencyNewRoute

streami
< E2ELatencyPreviousRoute

streami
then

15: SelectNewRoute()
16: UpdateGlobalMatrix()
17: else

18: RetainPreviousRoute()
19: end if

20: Repeat 10 to 20 for TLLs up to NLLs.
21: end if

22: end if

23: Repeat procedure for all streams
24: return GlobalMatrix
25: end procedure
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4.2. Low-Latency Packet Forwarding (LLPF) Scheme

IEEE P802.1 Qbu [22] introduces a concept of frame preemption (FP) to transport the different
priority traffics in time-sensitive Ethernet-bridged networks. In a frame preemption operation,
the transmission of low-priority (preemptable) frames is suspended to allow the transmission of
one or multiple high-priority (express) frames. After that, the transmission of low-priority frames
from the same point is resumed. A low-priority frame that was in the process of transmission
has not been completely transmitted, but is rather preempted and buffered until no high-priority
frame is left in the queue. The preemptive queuing system enables the cut-through transmission of
time-critical packets and minimizes the queuing delays. With this approach, the high-priority frames
are transmitted through the switching nodes at low queuing delays without waiting in the queues for
the complete transmission of low-priority frames. However, in fronthaul bridged networks, all the
eCPRI streams have an equal priority, and simply employing the concepts of frame preemption is
unfeasible for traffic streams of equal priority. Therefore, a mechanism that not only allocates the
low-load routes to eCPRI traffic streams but also employs the sophisticated priority schemes such as
frame preemption to minimize the queuing delays of equal priority eCPRI streams would be more
feasible, as discussed below.

Under high traffic load conditions, a few RRH traffic streams are expected to experience the high
queuing delays, despite the load balancing and efficiently utilizing the bandwidths [18], especially
those that have long routes toward the BBU pool in term of delays and hop counts. As a result, the E2E
latencies of such streams become intolerable. Thus, these high-latency experiencing RRHs streams
(HERSs) can be given priority over the low-latency experiencing RRHs streams (LERSs) that have a
margin of bearing slight queuing delays at intermediate nodes due to their physical or logical locality
of being closer to the BBU pool. By considering the packets of HERSs as express frames and packets
of LERSs as preemptable frames, the HERSs can be routed at low queuing delays through the nodes
that the LERSs are connected to, and eventually, E2E latencies can be minimized. The global matrix
of the LAPC algorithm provides the details about the high-latency experiencing RRHs streams over
the most optimal paths. However, to manage the impact of preemption and retain the E2E latencies
of the LERSs within limits, a frame of LERS should be delayed only a predefined number of times.
The simulation result shows that a frame of the LERS can be delayed at maximum four to seven times
under the considered scenarios, and after this threshold, a preempted frame of the LERS would be
transmitted first instead of an express frame. In the case where a preempted frame is not transmitted
according to a predetermined threshold, the E2E latencies of HERS might be low, but it will increase the
E2E latencies of the LERS. The preempted frames are reassembled at the next nodes before processing
so that these appear as valid Ethernet frames to the physical layer [22]. In the case, when more than
one of the HERSs arrive at the bridges of a route, the HERSs that are connected with the most distant
bridges, which is in terms of delays and hop counts from the BBU pool, would be given priority over
the one with less distant connected bridges. As specified in the standard [22], packet tags are allocated
to the preempted frames of the different streams that will be used at the receiver to reassemble the
preempted frames. An example of the frames’ arrival on the ingress ports, the preemption of frames,
and transmissions of frames on the output port of the bridge are depicted in Figure 3. It can be observed
that the HER streams of two different priorities (i.e., the priority of stream-3 is more than the priority
of stream-2) and a LER stream of low priority (i.e. priority of stream-2 is more than the priority of
stream-1) arrived at the ingress ports of the bridge. These priorities can be determined based on the
information obtained from the global matrix of the proposed LAPC algorithm. It can be observed
in Figure 3 that based on the priorities, the frames of high-priority HERS (i.e., stream-3) preempted
the frames of low-priority HERS (i.e., stream-2); then frames of low-priority HERS (i.e., stream-2)
preempted the frames of LERS (i.e., stream-1). The new and previously preempted frames of the LERS
would be transmitted only when there is no high-priority frame left in the queues or a predefined
threshold for the preempted frames is reached. As a result of the above procedure, the high-latency
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experiencing streams that were given more priority in the considered scenarios would experience the
low queuing delays, and ultimately, the E2E latencies of all the eCPRI streams can be mitigated.

Figure 3. Frame preemption mechanism for enhanced common public radio interface (eCPRI) streams
in the Ethernet-based fronthaul bridged networks (EFBNs).

The proposed schemes have certain implementation requirements to be deployed in the considered
Ethernet-based fronthaul bridged networks. To compute the low-latency paths in the LAPC scheme,
the values of link capacities, link distances, and link costs would be known to the algorithm, which can
be determined with the IS–IS protocol. The number of connected RRHs, the configured eCPRI line
rates on the RRHs, the size of eCPRI bursts, and the placement of the BBU pool in the topology are
well determined in the fronthaul network [18]. The low-latency packet forwarding scheme mainly
uses the output values of the LAPC scheme (i.e., global matrix) and requires the bridging nodes that
can support the frame preemption operations. Both schemes require that the intermediate bridges
should be reconfigurable so that the proposed schemes could be programmed. This functionality can
be achieved in the fronthaul networks by using the worldwide available OpenFlow switches with the
SDN techniques [19]. The proposed frame preemption-based mechanism is easy to implement and
less complex as compared to the legacy packet forwarding schemes such as traffic scheduling [23].
The study [26] reported that due to the utilization of the traffic scheduling techniques in the fronthaul
networks, the computational time increment exponentially with the increase of incoming traffic streams
at the bridges, which makes it impractical for the multiple bridged networks. In the proposed EFBNs
systems, the whole procedure of path selection, E2E latency computation, and accordingly enabling the
preemption on the different routes is completed before the transmissions. During the transmissions,
the controller periodically collects the topology information using the IS–IS protocol, and the above
procedure is executed only when the number of connected RRHs, eCPRI line rates, or link capacities
are modified. The proposed scheme yields the computation time up to 1.5 minutes for 100 Gbps of
eCPRI traffic load in the considered fronthaul scenarios, which reduces with the reduction of traffic
load or the number of connected RRHs in the topology. The path reconfiguration is executed only
when the physical topology changes, which typically changes infrequently. Thus, the several minutes
of computation time before the transmissions is not a problem or an issue of secondary importance
as long as the latency parameters are within the limits, which are the main concern of fronthaul
networks [18,36]. Moreover, the computational time can be further minimized by parallelizing the
calculation for the proposed schemes.

5. Simulation Setup

The proposed schemes are evaluated with MATLAB programs. To verify the generality of the
schemes, we employed the network topologies COST239 and ARPA2 [37], which are widely used
topologies in evaluations of carrier networks [36].
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IEEE 1914.3 [20] defines the two encapsulation techniques (namely structure-agnostic and
structure-aware) to carry the CPRI/eCPRI streams by mapping in the Ethernet frames. In this work,
we employed the structure-agnostic mapping scheme to encapsulate the eCPRI packets in the standard
Ethernet frames. In this scheme, eCPRI packets are mapped in the Ethernet frames without the
knowledge of framing protocols, while in structure-aware encapsulation, eCPRI packets are broken
into antenna-carrier and control-data components to transport through the Ethernet switching nodes.

The RRHs connected to the bridging nodes are configured to support the different eCPRI line
rates. The RRHs periodically transmit the eCPRI-based bursty traffic toward the BBU pool, which
is independent of the end user’s data rate and reserves the MFH bandwidth, even when no user is
connected with the RRHs. Each RRH is configured to support a single eCPRI line rate randomly
from the eCPRI line rate options 1 to 7 such as 0.61 Gbps, 1.22 Gbps, 2.45 Gbps, 3.07 Gbps, 4.91 Gbps,
6.14 Gbps, and 9.83 Gbps, respectively [10]. In contrast, an eCPRI line rate represents the number of
IQ samples that an MFH link can transport between the RRH and the BBU pool [11]. Based on the
configured line rates, the RRHs could transmit 50 to 100 Gbps of cumulative eCPRI traffic toward
the BBU pool. However, for generality, loads are randomly connected to the bridging nodes. This is
because the distribution of RRHs is determined by the demand distribution in reality [10,18]. In the
considered EFBNs, each RRH sends a burst of 9000 bytes after every 2 ms toward the BBU pool based
on [38] for the backward compatibility with the long term evolution-advanced (LTE-A) standards.
The maximum size of the Ethernet payload is considered to be 1500 bytes.

The RRHs are connected to bridges through a link of 0.2 km length at the bandwidth of 10 Gbps.
It is considered that all the bridges are located within an area of 20 km2. The link distance between
the consecutive bridges is randomly determined from 1 to 5 km similar to realistic networks [18].
The link bandwidth between two bridges is considered to be 10 Gbps. In each topology, the BBU pool
is connected to a node where a maximum number of links are connected. In the considered scenarios,
the BBU pool is connected to the bridging node-3 and to the bridging node-7 in COST239 and ARPA2
topologies, respectively. The link bandwidth between the BBU-DN is assumed as 100 Gbps and the
link length is assumed as 0.2 km. Figure 4 shows the experimental setup to reflect the aforementioned
configurations and parameters for simulating the fronthaul scenarios. As shown in Figure 4a,b, the
RRHs are configured to support the cumulative eCPRI traffic of approximately 50 Gbps and 60 Gbps
for COST239 and ARPA2 topologies, respectively. Analogous to this, the cumulative eCPRI traffic
loads of 70 to 100 Gbps are formulated during the simulations for both topologies by randomly
connecting the RRHs with different nodes at different line rates. The link length between the RRH
bridges and DN-BBU pool is considered as 0.2 km. The link lengths between bridges and bridges
would be determined randomly from 1 to 5 km. The bandwidth of all the links is considered to be
10 Gbps except for the link between the DN and the BBU pool, which has 100 Gbps of bandwidth.

It is assumed that all the bridges of the fronthaul networks are capable of implementing the
frame preemption principles and policies, as discussed in Section 4.2. However, the frame preemption
introduces a certain overhead for the preempted frames, which could impact the performance.
Therefore, in order to realize the effect of preemption overhead in the EFBNs, the overhead per
preemption is estimated as 124 ns, which is equivalent to the processing time of a 155-byte packet [39].
In order to obtain the average of the results, we repeated the simulations 10 times for different topologies
and traffic loads. Furthermore, the proposed work has been compared with the LLR scheme [18].
This comparison is reasonable, because the LLR scheme is the most recent development on the given
topic, and is considered to be one of the effective solutions to select the low-load paths in fronthaul
bridged networks.
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Figure 4. Considered network topologies for the evaluation of the proposed and existing schemes.
(a) COST239; (b) ARPA2.

6. Results and Discussion

Figure 5a illustrates the average queuing delays experienced by the RRHs eCPRI streams for
the COST239 topology while communicating with the BBU pool. The results showed that with the
LLR scheme in the EFBNs, the average queuing delays increment as the incoming eCPRI data rates
increase. This scheme resulted in the queuing delays up to 300 μs under the full load conditions,
which are much higher than the required ranges of the fronthaul networks. The reason for the LLR
scheme’s inefficiency is that this scheme managed the delays by selecting the neighboring paths of the
shortest paths, and under the high-load conditions, congestions at the neighboring routes were also
high, which resulted in high queuing delays and ultimately increased the latencies to an unacceptable

143



Appl. Sci. 2019, 9, 2823

level. Our proposed low-latency path computation scheme more efficiently minimized the queuing
delays, even under the high traffic load conditions. As shown in Figure 5a, the queuing delays with
the LAPC scheme were reduced to 225 μs for 100 Gbps of eCPRI traffic. Further minimization of the
queuing delays was realized by employing the proposed frame preemption concepts along with the
low-latency path computation mechanism on the high-load paths. As shown in Figure 5a, the frame
preemption-based LLPF scheme, which was named the LLPF-FP, more adroitly alleviated the queuing
delays and enabled transmissions of up to 100 Gbps of traffic while retaining delays of less than 200 μs.
With analogy to COST239, similar trends for ARPA2 were shown by the proposed schemes, as depicted
by Figure 5b. The queuing delays for ARPA2 with the LAPC scheme were raised up to 265 μs for
100 Gbps of eCPRI traffic, while the LLR resulted beyond the 352 μs for the same load. This increment
in delays is because of the increased in the propagation delays and the number of the bridges between
the RRHs and the BBU in ARPA2 topology. However, the LLPF-FP scheme in ARPA2 topology retained
the queuing delays for less than 248 μs, even when traffic load was high, which verifies the competency
of the proposed mechanism to effectually minimize the queuing delays in time-sensitive EFBNs.

Figure 5. Performance results for average queuing delays for the (a) COST239; and (b) ARPA2.

Figure 6a depicts the worst-case E2E latencies experienced by the eCPRI streams with the LLR,
LAPC, and LLPF-FP schemes. It can be observed that the LLR resulted in high E2E latencies for
COST239, which exceeded beyond the 250 μs limits once the eCPRI traffic load increased to 60 Gbps.
Whereas, for ARPA2 topology, as shown in Figure 6b, the LLR scheme lacked the mechanism to transport
even 50 Gbps of traffic, and resulted in intolerable E2E latencies. Our proposed LAPC algorithm
improved the E2E latency performance in the considered EFBNs topologies as compared to existing
schemes such as the LLR. The simulation result showed that the LAPC can transport up to 82 Gbps and
65 Gbps of traffic in COST239 and ARPA2 topologies, respectively, by fully satisfying the E2E latency
constraints of the fronthaul systems. The LLPF-FP scheme further improved the performance of the
EFBNs and enabled the successful transmission of eCPRI traffic up to 100 Gbps for COST239 while
retaining the E2E latencies within the threshold. In ARPA2 topology—which has comparatively long
routes and more numbers of intermediate bridges with respect to COST239—the proposed LLPF-FP
scheme transmitted up to 85 Gbps of traffic without violating the threshold. This verifies the feasibility
of our proposed scheme to transport the time-sensitive eCPRI streams in low-cost Ethernet fronthaul
networks without deploying the expensive optical fronthaul networks. Under the considered scenario
and based on the results for ARPA2 topology, with a successful transmission of 85% of fronthaul
traffic through the low-cost Ethernet infrastructure, a significant amount of CAPEX and OPEX, which
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would be required to deploy the complete optical fronthaul networks, can be saved. Hence, in this
case, only 15% of the traffic required transmission through high-capacity and expensive optical links.
For networks such as COST239, almost all of the traffic can be transported through the Ethernet
systems, which would be highly cost-effective.

Figure 6. Performance results for worst-case end-to-end (E2E) latency for (a) COST239; and (b) ARPA2.

The results in Figure 7 show the distances that different schemes can support under different traffic
load conditions based on the latency constraints. The distances are computed based on Equations
(1)–(5). The proposed LAPC and LAPF-FP schemes outperform the LLR and considerably improve
the distances supported by the fronthaul links. It can be observed that with the LAPF-FP scheme,
the distances of the fronthaul segment can be increased up to 30 km for 50 Gbps of traffic, which
reduced with the increase of traffic load, as shown in Figure 7a. In ARPA2 topology, as the number of
intermediate bridges and distances between the RRHs and BBU pool has been increased as compared
to COST239. As a result, the processing, transmission, queuing, and encapsulations delays at each
bridging node would also be increased, which resulted in high E2E latencies based on Equation (4),
and low fronthaul distances based on Equation (5). As shown in Figure 7b, the proposed LAPF-FP
scheme can support fronthaul link distances from 3 km to 18 km for 50 Gbps to 100 Gbps of traffic,
respectively. In contrast, the existing scheme can only support a maximum link distance of 4.5 km in
Ethernet-based fronthaul bridged networks. The simulation results showed that in about 50% of cases,
the proposed LAPF-FP scheme minimized the queuing delays and worst-case E2E latencies by more
than 110 μs and 90 μs, respectively, compared to the LLR. In about 70% of cases, our scheme improved
the link distances up to 35% compared to the LLR.

The results show that alone, delay-sensitive path computation schemes could not be enough to
maximize the traffic transmissions in the EFBNs, and along with the path computation schemes, novel
traffic forwarding concepts such as the one proposed in this study that enabled the frame preemption
on high-load paths were required to fully exploit the advantages of leveraging Ethernet-based fronthaul
networks. The simulation results showed a tradeoff between the maximum link distances and
acceptable E2E latencies. By improving the E2E latencies in fronthaul networks, the length of Ethernet
links can be increased. It can be concluded that with frame preemption in the proposed low-latency
packet forwarding which is named the LAPF-FP scheme, the E2E latencies of maximum eCPRI streams
can be retained closer to the threshold, and long-distance Ethernet links can be deployed between the
RRHs and the BBU pool by fully satisfying the latency constraints of the fronthaul networks. However,
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this type of performance is not guaranteed with the existing schemes, which makes them less suitable
to addressing the latency constraints of Ethernet-based fronthaul bridged networks.

Figure 7. Fronthaul distances supported by the different schemes for the (a) COST239; and (b) ARPA2.

7. Conclusions

We proposed the end-to-end (E2E) latency-aware path computation (LAPC) scheme to improve
the link utilization in capacity constraint Ethernet-based fronthaul bridged networks (EFBNs). The path
computations were performed by primarily focusing on the E2E latency constraints of the eCPRI traffic
streams. The latency-aware path selection scheme assures the lowest E2E latencies in the fronthaul
bridged networks by considering the frame level queuing delays of eCPRI bursts. The performance
of the EFBNs was further improved by exploiting the concepts of frame preemption in the proposed
low-latency packet forwarding scheme, which is named the LAPF-FP. The LAPF-FP scheme reduces the
queuing delays of high-latency experiencing RRHs (remote radio heads) streams by slightly increasing
the queuing delays of the low-latency experiencing RRHs streams without the degradation of the
overall system performance. The simulation results confirmed that the LAPF-FP scheme considerably
reduced the E2E latencies and intensified the low-cost Ethernet systems to transport the time-sensitive
eCPRI traffic up to 100 Gbps at tolerable latencies. Moreover, the low E2E latencies due to the LAPF-FP
scheme significantly improved the link distances between the RRHs and the baseband unit (BBU)
pool. This led to an expectation that the leveraging Ethernet systems could be a promising solution
to implement the fronthaul bridged networks in the future cloud radio access networks (C-RANs).
In summary, the following are the key findings from this study:

1. This study considered the queuing delays and end-to-end latencies for computing and selecting
the optimal paths for individual eCPRI traffic streams in the EFBNs.

2. A novel packet forwarding mechanism for equal priority eCPRI streams has been proposed that
maximizes the transmissions of multiple eCPRI streams at tolerable latencies as well as improves
the link distances between the RRHs and the BBU pool.

3. The simulation results showed that in about 50% of cases, the proposed scheme minimized the
queuing delays and worst-case E2E latencies by more than 110 μs and 90 μs compared to the LLR.
In about 70% of cases, our scheme improved the link distances up to 35% as compared to the LLR.
This level of performance is not guaranteed with the existing schemes.
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4. With the proposed schemes, time-sensitive eCPRI streams can be transported through the
leveraging Ethernet links, which significantly reduced the CAPEX and OPEX of deploying
extortionate optical-based fronthaul bridged networks in envisioned 5G cloud-RANs.
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Abstract: This article presents a method to determine the blocking probability (non-availability)
for strictly determined multi-service resources that belong to a group of multi-service resources.
The dependencies obtained during the process correspond to the Palm-Jacobaeus formula derived
for the group of resources servicing single-service traffic. The approach to determining the blocking
probability is based on the determination of the availability of resources at the occupancy level of
allocation units. The analytical results are compared with the obtained results of the simulation
experiments for a number of selected parameters of multi-service groups of resources. The results
of the present study indicate a high accuracy of the proposed solutions. The elaborated extension
of the Palm-Jacobaeus formula can be used in the modeling of separated wireless resources in
cellular networks.
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1. Introduction

One of the main problems in service quality management in mobile networks is the problem
of efficient resource allocation [1–3]. Resource allocation techniques are increasingly affecting the
performance of subsequent cellular network technologies (3G, 4G, 5G) [4]. Among other things, this is
directly related to two factors [5]. The first is the decreasing size of cells. This factor affects both the
more frequent changes of cells due to user mobility and the increase in the number of cells (resources)
that can handle a given request (call). The other factor, however, is the diversity of services provided
in cellular networks in terms of, e.g., requested bit rates or acceptable delays.

In order to effectively use the resources of cellular networks, including in particular 4G and
5G multi-service networks, it became necessary to develop mechanisms that optimize the traffic
distribution among neighboring cells. As a result of initial research [6], the concept of self-organizing
(self-optimizing, self-configuring) networks (SONs) was developed, in which the load balancing of
individual cells of cellular networks is a key element [7,8]. The developed concept of load balancing
made it possible to take into account the changing load of individual cells over time—resulting,
among others, from user mobility [9]. Such optimized traffic distribution in mobile networks allows
mobile operators both to better use network resources and to improve service quality parameters
(quality of experience) of multi-service traffic streams generated by end users [10,11].

Currently ongoing studies on self-optimizing cellular systems take into account not only the
load-balancing criterion. The use of appropriate self-optimization techniques reduces the costs of
the manual configuration of network elements, reduces the number of rejected connections, ensures
better matching of resources to requests, and reduces energy costs [11]. SONs also support the
implementation of the concept of end-to-end network slicing in 5G systems [12,13].
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Regardless of the objective and technique used to optimize resource management, however, the area
covered by a specific group of cells can be treated—from the point of view of traffic engineering—as a
multi-service system in which multi-service requests are handled using “separated” resources (cells),
creating network resources [10]. An analysis of the state of research on the analytical modeling of
cellular systems indicates that multi-service (multi-rate) models are most often used to determine the
traffic characteristics of such systems at the call level [14–20].

In most of the work on modeling cellular systems at the call level, only single cells [16–18,21] were
taken into account. For the purpose of analyzing a group of cells (resources) as a single system, it is
necessary to use more complex multi-service models, including the so-called limited-availability group
model [22] and the non-full-availability group model [10]. In these studies [10,22], groups of cells with
a connection handover mechanism for load balancing were analyzed. The developed methods take
into account only information about the amount of occupied resources in a group of cells (resources),
without the possibility of determining the occupancy states of specific (indicated) cells (resources) in
the group. This assumption did not directly affect the determination of the probability of blocking in a
group of cells (resources); however, it did not allow for taking into account separate call admission
restrictions in individual cells.

In many new tasks posed to, among others, SON mechanisms and network slicing in 5G systems,
the ability to determine the occupancy (non-availability) of precisely indicated (and not any) cells can be
very important. The development of a general and effective analytical method for the determination of
the non-availability of strictly determined/defined resources in a certain set of them for defined classes
of traffic streams will make it possible for the method to be further parameterized, e.g., within the
context of the aforementioned traffic distribution in a group of cells, the distribution of resources for
network slicing, or the assessment of the number of necessary links in trunks (e.g., EtherChannels).

In the case of single-service systems, the Palm-Jacobaeus formula provided us with the ability
to determine the probability of blocking the indicated resources within their group. A method for
the determination of the blocking probability H(xd) of xd strictly determined resources (from a set
containing k resources) is proposed in [23], while in [24] this method is presented in the form of the
following equation, known as the Palm-Jacobaeus loss formula:

H(xd) =
Ek(A)

Ek−xd
(A)

, (1)

where Ek(A), the so-called Erlang B-formula, is the blocking probability in a single-service group
composed of k resources to which traffic with an intensity of A Erlangs is offered. The parameter
xd defines the number of strictly determined resources to be investigated. In traffic engineering,
Equation (1) has been used, directly or in the form of the so-called modified Palm-Jacobaeus loss
formula [25,26], to model complex non-full-availability systems, single-service resource groups [25,27],
and single-service multi-stage switching networks, e.g., [28–32].

A counterpart (corresponding equivalent) of the group of single-service resources is the group
of separated multi-service resources—the limited availability group (LAG). The LAG is a system
composed of k independent separated resources, each with the capacity of f adopted (assumed) AUs
(allocation units). It is important to underline that the resources are independent of one another and
are separated, which means that the LAG can service a given call only when at least one resource,
from among all k resources, has sufficient resources needed to provide service to this call. Such a
definition of service excludes any possibility of a division of resources demanded by a call between a
given number of different resources.

The LAG is analyzed, for example, in [33–35]. In [36], a simple approximate LAG model for
resources with different capacities is proposed, while [37] presents a LAG model for different resource
capacities. In multi-service traffic engineering, the LAG is used to model and optimize mobile networks,
cf. [10], as well as output groups of links (resources) in multi-service switching networks, e.g., [38–41].
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We see the main application of the elaborated extension of the Palm-Jacobaeus formula in modeling
of separated wireless resources in cellular networks. However, preliminary studies undertaken by
us led to the conclusion that the determination of the blocking probability of strictly determined
resources in the resource group will make it possible to simplify the modeling of a large number
of complex multi-service systems in mobile and optical networks, including network nodes and
switching networks.

This article is structured as follows. Section 2 presents the model of a group with limited
availability. Section 3 includes a proposal of a method to determine the blocking probability for strictly
defined resources. Section 4 provides a comparison of the results obtained in the analytical modeling
with the results of the simulation experiments for a number of selected structures of multi-service
resource groups. The last section summarizes the most important results of the study.

2. Model of the Group with Limited Availability

Consider a system called LAG (limited-availability group) in the literature, cf. [36,37]. The group
is composed of k identical component resources, each with the capacity of f AUs (allocation units)
(Allocation unit is a universal term describing the unit of resources required in a given system.
An example of calculating the allocation unit in 5G systems with OFDM (orthogonal frequency
division multiplexing)-based cells is presented in [42]), therefore defining the capacity of the system to
be equal to V = k f AUs. The system services a call only when the call can be serviced by the available
resources of one of the component resources. In traffic engineering, AU is defined as the greatest
common divisor of the bitrates of all the call classes offered to the system [43–47].

The assumption is that the LAG services a mixture M of independent Erlang traffic streams
with the following intensities: A1, A2, . . . , AM. A call of class i requires ti AUs to set up a connection.
A multi-dimensional Markov process in the LAG can be approximated by a one-dimensional Markov
chain and can be described by the following equation [48]:

n [P(n)]V =
M

∑
i=1

Aitiξi(n − ti) [P(n − ti)]V , (2)

where [P(n)]V is the probability that the LAG is in a state of n busy AUs in the system, whereas ξi(n)
is the conditional transition probability for a traffic stream of class i between the adjacent (neighboring)
states of the process. The blocking probability Ei for a stream of class i in the LAG model can be
determined by the following equation:

Ei =
V

∑
n=0

[P(n)]V [1 − ξi(n)] . (3)

The conditional transition probability ξi(n) in the LAG model [48] can be approximated by the
following dependency:

ξi(n) =
F(V − n, k, f , 0)− F(V − n, k, ti − 1, 0)

F(V − n, k, f , 0)
, (4)

where F(x, k, f , t) is the number of possible arrangements of x objects in k identical boxes, each of which
is able to accommodate f objects. A further assumption is that there are at least t objects (from among
all the x objects to be arranged) in each of the boxes:

F(x, k, f , t) =

⌊
x−kt

f−t+1

⌋
∑
i=0

(−1)i
(

k
i

)(
x − k(t − 1)− 1 − i( f − t + 1)

k − 1

)
. (5)
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Note that Equation (4) applies to the arrangements of free (unoccupied) AUs in the LAG and can
be interpreted as the ratio between the number of favorable arrangements, i.e., those in which at least
one resource that has ti free AUs can be found, and the number of all possible arrangements V − n of
free AUs.

3. Non-Availability Probability of Strictly Defined Resources

The non-availability probability H(i, xd) of xd strictly determined resources determines the
probability of an event in which each resource from the xd selected resources does not have enough
ti free AUs to set up a connection of class i. This probability can be determined with respect to the
occupancy of AUs, i.e., directly at the occupancy level of AUs. Thus, we have:

H(i, xd) =
V

∑
n=( f−ti+1)xd

H(i, xd|n)[P(n)]V , (6)

where H(i, xd|n) is the conditional non-availability probability of a selected number of xd resources for
a call of class i, determined under the assumption that the total number of busy AUs in the LAG is
equal to n. The lower limit of the sum in Equation (6) determines the minimum number of AUs that
can induce non-availability for a selected number of xd resources.

The conditional distribution H(i, xd|n) can be determined on the basis of the following reasoning.
The selected xd resources are unavailable to a call of class i if nd AUs (nd ≤ n) are arranged in these xd
resources in such a way that none of them has ti free AUs. On the basis of Equation (5), the number
of such arrangements is F(nd, xd, f , f − ti + 1). The remaining n − nd busy AUs can be arranged
(accommodated) in any way within the remaining k − xd resources. The number of such arrangements
is F(n − nd, k − xd, f , 0). Since the total number of arrangements of n AUs in k resources is F(n, k, f , 0),
the probability H(i, xd|n) can be determined in the following way:

H(i, xd|n) =
min(n, f xd)

∑
nd=( f−ti+1)xd

F(nd, xd, f , f − ti + 1)F(n − nd, k − xd, f , 0)
F(n, k, f , 0)

. (7)

Equation (6) derived in the present article for multi-service systems is the counterpart of the
Palm-Jacobaeus loss formula (Equation (1)) derived for single-service systems [24]. The original
Palm-Jacobaues formula is a substantial extension of the Erlang model for the full-availability group
(Erlang B-formula [49]): The Erlang B-formula makes it possible to determine the blocking probability
in a system with a capacity of k resources, whereas the Palm-Jacobaeus loss formula [24] allows us to
determine the probability H(xd) of occupancy (non-availability) of xd strictly determined resources
(from a set containing k resources). In a similar way, Equation (6), developed in the present article, is
a substantial extension of the model proposed in [48]. Equations (2) and (3) allow us to determine
the occupancy distribution and the blocking probability in a multi-service system with a capacity of
V = k f AUs. The model proposed in the article makes it possible to determine the probability of an
event in which the selected xd (from among all the k resources) resources of a system can serve a call of
a given class. Equation (6) proposed in the article is then in the same relation to the LAG model as the
Palm-Jacobaeus formula is to the basic Erlang model and constitutes a substantial extension of the
practical capabilities of the model in engineering applications.

4. Results and Discussion

4.1. General Assumptions

In the model that allows us to determine the probability of the non-availability of strictly
determined resources for requests/calls (flows/streams) of particular traffic, we used the approach,
generally accepted in the literature on the subject, according to which variable bitrates of real packet
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streams are replaced with constant bitrates [19,46,50,51]. Such an approach much simplifies the process
of modeling, since it allows multi-rate (multi-service) systems to be analyzed in a Markovian way at
the flow/stream/session level (call level). There are two approaches to the replacement of variable
bitrates of packet streams with their equivalents with constant bitrates: They can be chosen on the
basis of the maximum bitrates [42,51] of particular packet streams or, alternatively, on the basis of the
so-called equivalent bandwidth determined for each packet stream [45,52]. An analysis at the flow
level is the only approach to dimensioning, designing, and optimizing whole networks, which is much
appreciated by network operators [19,46].

After the determination of constant bitrates (volume of required resources) for calls of individual
classes serviced in the system, it is possible to determine the allocation unit (AU) for a given system.
The AU is defined as the highest common divisor of the capacity of the system and all bitrates (equivalent
bandwidths, volume of required resources) allocated to calls of individual classes. Subsequently, both the
capacity of the system and the amount of resources required for a call of a given class to be serviced,
are expressed in the number of AUs.

The value of a single AU can also depend on the applied technological solutions. Besides the
convention of expressing AUs in bits per second, dominant in the literature, commonly used
expressions include the so-called interference (noise) unit, used in WCDMA systems (wideband code
division multiplexing) [19,53]. To maintain the maximum versatility of the developed model and
taking the constant development of 5G systems for granted, we assume in our further research that it
will be possible to express the volume of demands and the capacity of the system in the multiplicity of
a certain AU, without specifying precisely the method for their determination. A suitable example of
the determination of demands of individual traffic classes in 5G systems with OFDMA multiplying
can be found in [42].

The proposed method for the determination of the non-availability probability of strictly
determined resources is an approximate method, since the LAG model it uses is an approximate
model for any analysis at the call level. It is possible to develop more accurate models, although an
accurate and precise solution for the service process in the considered system would, however,
involve its analysis at the level of the so-called microstates (a microstate is defined by the number of
serviced calls of individual classes) whose sheer number would almost entirely prevent its solution.
Such an approach is impractical and totally ineffective from an engineering point of view. Therefore,
an approximation of real service processes with the LAG model (an analysis at the macrostate level,
where the macrostate is determined by the number of occupied AUs) requires the validity of the
adopted assumptions to be verified by simulation experiments.

4.2. Simulator

In order to determine the accuracy of the analytical method for determining the probability of the
non-availability of strictly determined resources for calls of particular traffic classes, the results of the
analytical calculations have been compared with the simulation data. The simulator was developed
for the sole purpose of this article and was based on the process interaction approach, in line with the
detailed and specific assumptions concerning modeling of multi-serve traffic streams presented in [54].
The simulator was implemented in C++. The input data for the simulator are

• the number k of resources,
• the capacity f of a single resource,
• the number M of traffic stream classes,
• the number ti of demanded allocation units for a stream of class i (1 ≤ i ≤ M),
• the intensity μi of a service stream of class i,
• the proportions of offered traffic A1t1 : A2t2 : . . . : AMtM = x : y : . . . : z, i.e., the values of the

parameters x, y, . . . , z,
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• the average value a of traffic offered to a single allocation unit in the system, where:

a =
∑M

i=1 Aiti

k f
. (8)

On the basis of the parameters x, y, . . . , z, which define the proportions of offered traffic A1t1 :
A2t: . . . : AMtM, the simulator determines the values of the traffic intensity Ai for each of the offered
traffic classes (1 ≤ i ≤ M). Then, on the basis of the definition of traffic intensity,

Ai =
λi
μi

, (9)

the simulator determines the value of the parameter λi, which defines the intensity of generating traffic
streams of class i. The parameters λi and μi are given to exponential distribution generators used in
the program to determine the time intervals between the arrival of a next traffic stream of class i and
the service time of a given call of class i.

To determine the probability of the non-availability of strictly determined resources for calls of
particular traffic classes, the condition for the termination of a simulation experiment is the amount of
elapsed time (duration time) for individual series necessary to generate a predefined number of calls
of the class that is least active (most frequently, this is the class with the biggest number of demanded
allocation units). The average result is calculated on the basis of 10 series. In practice, to obtain
confidence intervals that are not greater than 5% of the average value of the simulation, it is necessary
to generate about 100,000,000 calls of the least active class.

4.3. Accuracy of the Model

In line with the information given in Section 4.1, the process of determining the non-availability
probability in the system is based on an approximation of the Markov process in the system.
The simulator developed for the purpose of this article (presented in Section 4.2) was used to evaluate
the influence of this approximation on the accuracy of the proposed analytical model. The study
carried out by us included a wide range of systems. The influence of the number of resources (k),
their capacity ( f ), the number of classes of offered traffic streams (M), the volume of demanded
resources (ti), the proportion of offered traffic A1t1 : A2t2 : . . . : AMtM, and the intensity of service
streams (μi) were all investigated. A a result of this study, three representative systems (from the
perspective of the differences in the results) were chosen. The systems had the following parameters:

1. System 1: k = 3, f = 20 AUs, V = 60 AUs, M = 3, t1 = 1 AU, t2 = 2 AUs, t3 = 3 AUs,
A1t1 : A2 : t2 : A3t3 = 1 : 1 : 1, ∀1≤i≤M μi = 1;

2. System 2: k = 5, f = 20 AUs, V = 100 AUs, M = 3, t1 = 1 AU, t2 = 2 AUs, t3 = 5 AUs,
A1t1 : A2 : t2 : A3t3 = 1 : 1 : 1, ∀1≤i≤M μi = 1;

3. System 3: k = 5, f = 50 AUs, V = 250 AUs, M = 3, t1 = 1 AU, t2 = 3 AUs, t3 = 7 AUs,
A1t1 : A2 : t2 : A3t3 = 1 : 1 : 1, ∀1≤i≤M μi = 1.

The obtained results of the non-availability for the strictly determined resources in the systems under
investigation are presented in Figures 1–9. The determined confidence intervals for the simulation results
are far lower than the markers used to indicate the results of the simulation experiments. For this reason
they are not visible in the figures. In the specification of the examined systems, both the resources and
the demands of the offered traffic streams are expressed in AUs. As a result, the notion of a small or
large system is rather relative. If a system services call classes for which the AU is equal to 100 Mbps,
then such a system can be considered to be large. If, however, the AU is 100 kbps, then the system can
be regarded as small even though the number of demanded AUs is the same in both systems.
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Figure 1. Probability of the non-availability of x strictly determined resources for class 1 calls (t1 = 1)
in System 1, where x is the set of strictly determined resources in the limited-availability group.
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Figure 2. Probability of the non-availability of x strictly determined resources for class 2 calls (t2 = 2)
in System 1, where x is the set of strictly determined resources in the limited-availability group.
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Figure 3. Probability of the non-availability of x strictly determined resources for class 3 calls (t3 = 3)
in System 1, where x is the set of strictly determined resources in the limited-availability group.
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Figure 5. Probability of the non-availability of x strictly determined resources for class 2 calls (t2 = 2)
in System 2, where x is the set of strictly determined resources in the limited-availability group.
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Figure 6. Probability of the non-availability of x strictly determined resources for class 3 calls (t3 = 5)
in System 2, where x is the set of strictly determined resources in the limited-availability group.
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Figure 7. Probability of the non-availability of x strictly determined resources for class 1 calls (t1 = 1)
in System 3, where x is the set of strictly determined resources in the limited-availability group.

10-5

10-4

10-3

10-2

10- 

10-.

10-6

10-1

100

7082 7083 7084 7085 7089 71 7181 7186 718. 718 7182

Pr
ob

ab
ili

ty
7o

n7
no

n-
av

ai
la

bi
lit

y

a7(traffic7offered7to7a7single7AU7of7the7system)

calculation77x={1}
calculation77x={1,76}

calculation77x={1,76,7. }
calculation77x={1,76,7. ,7 }

calculation77x={1,76,7. ,7 ,72}
simulation77x={1}

simulation77x={1,76}
simulation77x={1,76,7. }

simulation77x={1,76,7. ,7 }
simulation77x={1,76,7. ,7 ,72}

Figure 8. Probability of the non-availability of x strictly determined resources for class 2 calls (t2 = 3)
in System 3, where x is the set of strictly determined resources in the limited-availability group.
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Figure 9. Probability of the non-availability of x strictly determined resources for class 3 calls (t3 = 7)
in System 3, where x is the set of strictly determined resources in the limited-availability group.

159



Appl. Sci. 2020, 10, 4019

The comparative analysis of the obtained analytical and simulation results verifies that the
developed analytical model, which allows us to determine the non-availability probability for strictly
determined resources, is an approximate model. The main reasons for the inaccuracies, inherited from
the basic model of the limited-availability group (which allows the probability to be determined in
whole the system regardless of the occupancy distribution in individual resources), are the following:

• The analysis of the considered system is carried out from the microstate level (multi-dimensional
Markov process) to the macrostate level (one-dimensional Markov process)—a detailed analysis
of this problem is presented in [55].

• The conditional transition coefficients are determined in an approximate way (Equation (4)): in the
process of determining the conditional transition probability (Equation (4)) in the occupancy
distribution (Equation (2)) the division of n busy AUs between individual call classes is omitted.

On the basis of a large number of simulation experiments, it has been proven [48] that the influence
of these two criteria on the inaccuracies in the obtained results stabilizes if the following condition
is satisfied: f > 5tmax, where tmax is the number of AUs required for a call with the maximum
demands to be set up. In such cases, the basic LAG model offers the accuracy that is adequate for
engineering applications.

The analysis of the results of the accuracy of the model proposed here shows that the accuracy of
the model is not influenced by changes in the parameter μi, the proportions of the offered traffic, or the
number of traffic classes. In addition, the influence of the number of demanded allocation units and the
number of resources and their capacities is only slight. The results of the study, presented in Figures 1–9,
allow us to evaluate the influence of any change in the value of these parameters. Any further increase
in the number of resources, their capacity, and the demands of the individual traffic classes did not
cause any increase in the inaccuracy of the systems under investigation. The main influence on the
inaccuracy of the model is exerted by the number of resources x, whose non-availability is determined.
The highest accuracy was obtained for a case in which we determined the non-availability of a large part
of the resources, whereas the lowest accuracy was obtained when we determined the non-availability of
only one resource. However, these dependencies are not critical for engineering applications related to
the dimensioning of telecommunication networks, for which the possibility of servicing a given demand
is critical. From the point of view of network operators, essential is also that the proposed method for the
majority of traffic classes leads to overdimensioning of the system (i.e., the value of the non-availability
probability is overestimated)—Figures 2, 3, 5, 6, 8 and 9—regardless of the number of unavailable
resources. It is only for the traffic class with the lowest number of resources (Figures 1, 4 and 7) that the
value of the non-availability probability is slightly underestimated. It is worthwhile to stress, though,
that the classes with a larger number of required resources are mainly responsible for blocking.

To sum up, in the typical range of applications, i.e., for a traffic intensity per single AU between
0.7–1.0 Erlangs (Figures 1–9), the method ensures high accuracy and can be used in teletraffic
engineering of multi-service communication systems.

Because the system is analyzed at the call (session) level, the direct determination of traffic
parameters at the packet level is not possible. However, the possibility of expressing the amount of
resources demanded at the packet level as the maximum bit rate or the equivalent bandwidth at the
call level allows us to dimension the system (by determining its capacity) in such a way as to include,
for example, acceptable packet delays, acceptable packet loss ratios, etc.

5. Conclusions

In this paper, a new method for calculating the probability of strictly determined multi-service
resources in a group of resources has been proposed. The method allows us to elaborate a new
formula for calculating the blocking probability of strictly determined resources in systems servicing
multi-service traffic, e.g., in a group of cells in 4G and 5G systems. The new formula is an
extension of the well-known Palm-Jacobaeus loss formula elaborated for systems with single-rate
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traffic. The new multi-service Palm-Jacobaeus formula opens new possibilities in the analytical
modeling of communication systems with separated resources, such as multi-service switching
networks [38,40,41,56–58], data centers [59–61], and systems with traffic overflow [62–65].
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Abstract: We consider the downlink of an orthogonal frequency division multiplexing (OFDM)-based
cell that services calls from many service-classes. The call arrival process is random (Poisson)
or quasi-random, i.e., calls are generated by an infinite or a finite number of sources, respectively.
In order to determine congestion probabilities and resource utilization, we model the cell as a multirate
loss model. Regarding the call admission, we consider the restricted accessibility, the bandwidth
reservation (BR), and the complete sharing (CS) policies. In a system of restricted accessibility, a new
call may be blocked even if resources do exist. In a BR system, subcarriers can be reserved in favor of
calls of high subcarrier requirements. Finally, in a CS system, a new call is blocked due to resource
unavailability. In all three policies, we show that there exist recursive formulas for the determination
of the various performance measures. Based on simulation, the accuracy of the proposed formulas is
found to be quite satisfactory.

Keywords: OFDM; congestion; random; quasi-random; recursive; restricted; reservation;
complete sharing

1. Introduction

The determination and evaluation of the main quality of service (QoS) parameters, such as call
blocking probabilities (CBP) and network resources utilization, is a complex task in contemporary
networks, due to the growth of network traffic and the high traffic stream diversity [1]. The latter
necessitates research on teletraffic loss or queueing models, either at call-level or at packet-level [2–7].
Such models not only assist in network optimization and dimensioning procedures but they may
also be used in combination with machine learning techniques [8,9] or as an input to computational
intelligent techniques, such as the fuzzy analytical hierarchy process techniques [10,11]. In this paper,
we concentrate on call-level teletraffic loss models.

The simplest call-level loss models adopt as a call arrival process the classical Poisson process,
which leads to analytically tractable formulas for the determination of performance measures, such as
CBP and resources utilization. The origination of calls in the Poisson process results from an infinite
number of users (or traffic sources). This means that the Poisson process cannot capture the case of
calls generated via a finite number of users. The latter can be well described by the quasi-random
arrival process. This call arrival process depends on the number of idle users (that are capable of
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generating traffic) and is smoother than the Poisson process. Because of this, the CBP in a system that
carries quasi-random traffic are much lower compared to the corresponding CBP of a system that
carries random (Poisson) traffic. For recent applications of the quasi-random process in loss systems,
the interested reader may resort to [12–16].

We consider the cases of random and quasi-random traffic in the downlink of an orthogonal
frequency division multiplexing (OFDM)-based cell which provides service to calls from many
service-classes. OFDM is a dominant technology in 4th generation (4G) networks and can also be
considered as a candidate technology in 5th generation (5G) networks [17–21] and in cognitive radio
networks [22]. The analysis of this OFDM-based cell relies on the loss models of [23–26]. The case of a
batch arrival process and two types of calls, narrow-band and wide-band, has been studied in [27]
under two different batch blocking disciplines: (a) the complete and (b) the partial batch blocking
discipline. A possible extension of [27] that may result in efficient formulas for the CBP determination
can be based on the works of [28–30] (for the partial batch blocking discipline) and [31] (for the complete
batch blocking discipline).

In [23], Paik and Suh (P-S) consider an OFDM-based cell that accommodates different
service-classes whose calls follow a Poisson process. The P-S system is described as a loss system, i.e.,
calls are blocked and lost in the case of resource unavailability. This means that the adopted policy
for resource sharing in [23] is the complete sharing (CS) policy. The CS policy is the default policy in
teletraffic loss models, but it may result in an unfair resource allocation among calls [1,2].

Contrary to [24,25], where a new call is accepted in the OFDM-based cell only if the required
subcarriers are available, in the P-S model the admission of a new call is based on the availability of both
subcarriers and power. Apart from this significant modification in the call admission, it is important
to mention that the model of [23] has a product form solution (PFS) for the steady-state probabilities.
The existence of a PFS is significant in loss/queueing models, since it results in efficient algorithms (of
recursive or convolutional form) for the performance measures calculation [32–37]. However, in the
P-S model, the calculation of CBP and resource utilization is based on complicated algorithms which
are unattractive for network planning engineers. To overcome this problem of complexity that appears
in [23], a recursive formula is proposed in [26] for the calculation of CBP and resource utilization.

In this paper, firstly, we extend the model of [23] by incorporating restricted accessibility. We name
this model P-S/res. In such a system, each state is related to a pre-specified blocking probability and
therefore a call may be blocked and lost even if subcarriers do exist at the time of the call’s arrival [38].
For the proposed model, we show that the calculation of CBP and resource utilization can be based on
recursive formulas. In addition, we show the relationship of the P-S/res model with the P-S model
under the bandwidth reservation (BR) policy (P-S/BR model). This policy permits the subcarriers’
reservation so as to favor those calls that have high subcarrier requirements. In that sense, the BR
policy provides QoS to certain service-classes. Secondly, we propose the quasi-random P-S model
with restricted accessibility (qr-P-S/res model) and provide recursive formulas for the determination of
time and call congestion (TC and CC, respectively) probabilities as well as resource utilization which
are the main performance measures. TC probabilities, for a particular service-class, can be calculated
via the proportion of time the system has no available resources for this service-class. On the other
hand, CC probabilities can be determined via the proportion of arriving calls that find no available
resources in the system. Note that in the P-S model, TC and CC probabilities coincide (and named
CBP) due to the Poisson process. Thirdly, we show the relationship between the qr-P-S/res model
and the qr-P-S/BR, qr-P-S models, where the arrival process remains quasi-random but the adopted
policy is the BR and the CS policy, respectively. The calculation of all performance measures in the
qr-P-S/BR and the qr-P-S models can also be based on recursive formulas. Based on simulation results,
the accuracy of all proposed formulas is quite satisfactory.

This paper is organized as follows: In Section 2, we review the P-S model and present the formulas
for the CBP determination and resource utilization. In Section 3, we propose the P-S/res model
and present recursive formulas for the determination of the performance measures. In addition, we
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show the relationship between the P-S/res model and the P-S/BR model. In Section 4, we study the
case of quasi-random traffic, propose the qr-P-S/res model, and present recursive formulas for the
determination of the performance measures. In addition, we show how the qr-P-S/res model and the
qr-P-S/BR, qr-P-S models are related. In Section 5, we compare the simulation with analytical results
for the P-S, the P-S/res and the qr-P-S models. The comparison verifies the accuracy of all formulas.
We conclude in Section 6.

2. The P-S Multirate Loss Model—A Review

To describe the P-S multirate loss model, consider the downlink of an OFDM-based cell that has
M subcarriers and let B, P, and R be the system’s bandwidth, the cell’s available power and the average
data rate per subcarrier, respectively. We consider that the range of channel gains (i.e., signal to noise
ratios per unit power) is partitioned into K intervals that are consecutive but do not overlap and denote
the average channel gain of each interval k as γk, k = 1, . . . , K. In addition, we assume L subcarrier
requirements which result in KL service-classes. Upon its arrival, a service-class (k,l) call (k = 1, . . . ,
K and l = 1, . . . , L) requires a total of bl subcarriers. This means that the requirement of each new
call in terms of data rate is blR. In addition, the new call has an (average) channel gain γk. If the bl
subcarriers are not available, then call blocking occurs and the call is lost without affecting the system
(i.e., a blocked call cannot retry to be accepted in the cell with the same or less subcarrier requirements).
Otherwise, the call is accepted in the cell and remains for a service time which is generally distributed
with mean μ−1. To achieve the data rate R of a subcarrier assigned to a call (with channel gain γk), we
determine the power pk via the Shannon theorem: R = (B/M) log2(1 + γkpk).

Assuming that service-class (k,l) calls arrive in the cell according to a Poisson process with
arrival rate λkl and that nkl is the number of in-service calls of service-class (k,l), then the steady-state
probabilities π(n) are given via a PFS [23]:

π(n) = G−1

⎛⎜⎜⎜⎜⎜⎝
K∏

k=1

L∏
l=1

αnkl
kl

/
nkl!

⎞⎟⎟⎟⎟⎟⎠, (1)

where n = (n11, . . . , nk1, . . . , nK1, . . . , n1L, . . . , nkL, . . . , nKL) G =
∑

n∈Ω

(
K∏

k=1

L∏
l=1
αnkl

kl /nkl!
)

Ω is the system’s

state space with Ω =

{
n : 0 ≤ K∑

k=1

L∑
l=1

nklbl ≤M, 0 ≤ K∑
k=1

L∑
l=1

pknklbl ≤ P
}

and αkl = λkl/μ refers to the

offered traffic-load (in erlang) of service-class (k,l) calls.
To derive (1), both P and pk should be integers. This is achieved by multiplying them by a constant

so as to obtain an equivalent representation of
K∑

k=1

L∑
l=1

p′knklbl ≤ P′ , where P′ and p′k are integers. Thus,

it can be assumed that P and pk are integers, without loss of generality.
According to [23], all performance metrics are based on (1). As a specific example, consider the

CBP B(k,l) of service-class (k,l) calls which is determined via

B(k, l) = 1−G(P− pkbl, M− bl)/G(Ω). (2)

However, since Ω grows as (MP)KL, the applicability of (1) (and consequently of (2)) can
only be limited to moderate size systems and therefore is not adequate for procedures related to
network planning.

In [23], the determination of G(P − pkbl, M − bl) (and consequently the determination of CBP
via (2)) is based on the algorithms of [39,40]. These algorithms were initially proposed for the CBP
calculation in circuit-switched networks [41,42]. The algorithms of [39] are based on mean-value
analysis and z-transforms. The algorithm of [40] is based on the quite complex approach of numerical
inversion of generating functions [43]. Both algorithms are applied to loss models that have a PFS
and are impractical compared to the formula of Kaufman–Roberts (K–R) [44,45]. The K–R formula is
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recursive and therefore leads to an efficient way for the CBP calculation in a loss system that services
multirate Poisson traffic. Because of this, the interested reader can find many applications of the K–R
formula in PFS and non-PFS models [46–58].

The complexity problem of (1) can be circumvented via a recursive formula, proposed in [26],
that resembles the K–R formula. The presentation of this formula, requires the following notation:

j1 =
K∑

k=1

L∑
l=1

nklbl refers to the occupied subcarriers, i.e., j1 = 0, . . . , M and j2 =
K∑

k=1

L∑
l=1

pknklbl refers

to the occupied cell’s power, i.e., j2 = 0, . . . , P. Furthermore, let q(
→
j ) = q( j1, j2) be the occupancy

distribution, denoted as:

q(
→
j ) = q( j1, j2) =

∑
n∈Ω→

j

π(n), (3)

where Ω→
j

refers to those states where the occupied subcarriers and power is j1 and j2, respectively.

The recursive calculation of q( j1, j2)’s is based on (4), whose complexity is O(MPKL):

q( j1, j2) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1, for j1 = j2 = 0

1
j1

K∑
k=1

L∑
l=1
αklblq( j1 − bl, j2 − pkbl)

for j1 = 1, . . . , M and j2 = 1, . . . , P

. (4)

Having obtained the unnormalized values of q( j1, j2), we can calculate the CBP B(k,l) of service-class
(k,l) via:

B(k, l) =
∑

{( j1+bl>M) ∪ ( j2+pkbl>P)}
G−1q( j1, j2), (5)

and the mean number of service-class (k,l) in-service calls, E(k,l), via:

E(k, l) = αkl(1− B(k, l)), (6)

where G is the normalization constant, given by G =
M∑

j1=0

P∑
j2=0

q( j1, j2).

Based on E(k,l), we can determine the blocking probability (BP) of the entire system, the subcarrier
and the power utilization (SU and PU, respectively) via:

BP =
K∑

k=1

L∑
l=1

B(k, l)λk,l/Λ, Λ =
K∑

k=1

L∑
l=1

λk,l, (7)

SU =
K∑

k=1

L∑
l=1

E(k, l)bl/M, (8)

PU =
K∑

k=1

L∑
l=1

pkE(k, l)bl/P. (9)

3. The P-S Multirate Loss Model under Restricted Accessibility

3.1. The Analytical Model

We consider again the P-S model and apply the notion of restricted accessibility. To this end, let
each state j1 > 0 be associated with a blocking probability factor, pbk,l( j1). Note that if the available
subcarriers for service-class (k,l) calls are not enough (i.e., when j1 ≥ M − bl + 1), then pbk,l( j1) = 1.
Similarly, if the system is empty, then pbk,l(0) = 0.
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The admission mechanism for a call of service-class (k,l) in the P-S/res model is the following: (a) if
(M− j1 ≥ bl) ∩ ( j2 + pkbl ≤ P) then the service-class (k,l) call is accepted in the cell with probability
1 − pbk,l( j1) and remains for a service-time which is generally distributed with mean μ−1, (b) if
(M− j1 < bl) ∪ ( j2 + pkbl > P) then the call is blocked due to subcarriers’ unavailability.

The proof of a recursive formula for the unnormalized values of q( j1, j2)’s requires the existence of
local balance between states ( j1 − bl, j2 − pkbl) and ( j1, j2). These two states differ only by one in-service
call of service-class (k,l). The form of local balance equation is as follows:

αkl
(
1− pbk,l( j1 − bl)

)
q( j1 − bl, j2 − pkbl) = ykl( j1, j2)q( j1, j2), (10)

where ykl( j1, j2) refers to the mean number of service-class (k,l) calls in state ( j1, j2).
Multiplying both sides of (10) by bl and summing over k and l we obtain the following formula

for the recursive calculation of q( j1, j2)’s in the P-S/res model:

K∑
k=1

L∑
l=1

αkl
(
1− pbk,l( j1 − bl)

)
q( j1 − bl, j2 − pkbl) = j1q( j1, j2), (11)

or

q( j1, j2) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1, for j1 = j2 = 0

1
j1

K∑
k=1

L∑
l=1
αklbl

(
1− pbk,l( j1 − bl)

)
q( j1 − bl, j2 − pkbl)

for j1 = 1, . . . , M and j2 = 1, . . . , P

. (12)

Based on the unnormalized values of q( j1, j2), we can determine the CBP B(k,l) of service-class
(k,l) via:

B(k, l) =
∑

{( j1+bl>M)∪( j2+pkbl>P)}
G−1q( j1, j2)pbk,l( j1), (13)

while E(k,l), BP, SU, and PU are calculated via (6)–(9), respectively.

3.2. The Case of the BR Policy (P-S/BR Model)

A proper selection of the values of pbk,l( j1) results in the classical BR policy. In that policy, a call
of service-class (k,l) has a reservation parameter tl and a requirement of bl subcarriers. The parameter
tl denotes the number of subcarriers reserved to benefit calls of all service-classes except for (k,l).
Since the BR policy is used to favor calls of high subcarrier requirements, it is obvious that it provides
QoS to certain service-classes.

The call admission mechanism in the case of the BR policy (P-S/BR model) consists of the following
two cases: (a) if (M− j1 − tl ≥ bl)∩ ( j2 + pkbl ≤ P) then the service-class (k,l) call is accepted for service
in the system, (b) if (M− j1 − tl < bl) ∪ ( j2 + pkbl > P) then call blocking occurs.

By assuming that pbk,l( j1) = 0 when j1 ≤M− bl − tl and pbk,l( j1) = 1 when j1 >M− bl − tl, then
the BR policy is incorporated in the model.

In the P-S/BR model, the determination of q( j1, j2)’s is based on (14), whose complexity is
O(MPKL) [56]:

q( j1, j2) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1, for j1 = j2 = 0

1
j1

K∑
k=1

L∑
l=1
αkl( j1 − bl)blq( j1 − bl, j2 − pkbl)

for j1 = 1, . . . , M and j2 = 1, . . . , P

, (14)

where αkl( j1 − bl) =

{
αkl, for j1 ≤M− tl
0, for j1 >M− tl

.
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Having obtained the unnormalized values of q( j1, j2), the calculation of the CBP B(k,l) of
service-class (k,l) can be based on:

B(k, l) =
∑

{( j1+bl+tl>M)∪( j2+pkbl>P)}
G−1q( j1, j2), (15)

while E(k,l), BP, SU, and PU are calculated via (6)–(9), respectively.

4. The Quasi-Random P-S Multirate Loss Model with Restricted Accessibility

4.1. The Analytical Model

Consider again the model of [23] that provides service to KL service-classes. In the proposed
qr-P-S/res model, new calls of service-class (k,l) are generated from a finite number of sources Nkl.
The mean arrival rate of idle service-class (k,l) sources is given by λkl,idle = (Nkl − nkl)vkl, where nkl is
the number of in-service calls of service-class (k,l) and vkl is the per idle source arrival rate. Based on
the above, the per idle source offered traffic-load of service-class (k,l) is determined by αkl,idle = vkl/μ
(in erlang). If Nkl →∞ for all service-classes and the total offered traffic-load is constant, then we have
the P-S/res model (since the arrival process becomes Poisson).

Upon its arrival, a service-class (k,l) call (k = 1, . . . , K and l = 1, . . . , L) requires bl subcarriers.
Let the occupied subcarriers and power in the cell be j1 and j2, respectively, when the new call arrives.
Then, the admission mechanism for the new call is as follows: (a) if (M− j1 ≥ bl) ∩ ( j2 + pkbl ≤ P)
then the service-class (k,l) call is accepted in the cell with probability 1 − pbk,l( j1). In that case, the
service-time is generally distributed with mean μ−1, (b) if (M− j1 < bl)∪ ( j2 + pkbl > P) then the call is
blocked due to subcarriers’ unavailability.

Let qfin(
→
j ) = qfin( j1, j2) be the occupancy distribution in the proposed qr-P-S/res model. To prove

a formula for the unnormalized values of qfin( j1, j2)’s, we assume that local balance exists between the
states ( j1 − bl, j2 − pkbl) and ( j1, j2). The form of local balance equation is as follows:

(
Nkl − ykl,fin( j1 − bl, j2 − pkbl)

)
αkl,idle

(
1− pbk,l( j1 − bl)

)
qfin( j1 − bl, j2 − pkbl) = ykl,fin( j1, j2)qfin( j1, j2), (16)

where ykl,fin( j1 − bl, j2 − pkbl) and ykl,fin( j1, j2) refer to the mean number of service-class (k,l) calls in
states ( j1 − bl, j2 − pkbl) and ( j1, j2), respectively.

Multiplying both sides of (16) by bl and summing over k and l we obtain:

K∑
k=1

L∑
l=1

(
Nkl − ykl,fin( j1 − bl, j2 − pkbl)

)
αkl,idlebl

(
1− pbk,l( j1 − bl)

)
qfin( j1 − bl, j2 − pkbl) = j1qfin( j1, j2). (17)

The value of ykl,fin( j1 − bl, j2 − pkbl) in (17) is unknown. To determine it, the following lemma is
necessary [59]: Two stochastic systems will be equivalent and result in the same congestion probabilities,
if they have (a) the same traffic parameters (K, L, Nkl,αkl,idle), where k = 1, . . . , K, l = 1, . . . , L and (b) are
the same states.

Therefore, the purpose is to find a stochastic system, whereby the values of ykl,fin( j1 − bl, j2 − pkbl)

can be determined. The subcarriers’ requirements of calls of all service-classes and the values of M and
P in the new system are chosen so that both conditions (a) and (b) are valid and the occupancy ( j1, j2)

of each state
→
j is unique.

In that case, state (
→
j ) = ( j1, j2) is reached only via state ( j1 − bl, j2 − pkbl). Thus, ykl,fin( j1 − bl, j2 −

pkbl) = nkl − 1. Based on the above, (17) can be written as:

qfin( j1, j2) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1, for j1 = j2 = 0

1
j1

K∑
k=1

L∑
l=1

(Nkl − nkl + 1)αkl,idlebl
(
1− pbk,l( j1 − bl)

)
qfin( j1 − bl, j2 − pkbl)

for j1 = 1, . . . , M and j2 = 1, . . . , P

. (18)
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Note that if Nkl →∞ for all service-classes and the total offered traffic-load is constant, then we
obtain (12) of the proposed P-S/res model.

4.2. Performance Measures Calculation

Having obtained the unnormalized values of qfin( j1, j2), we can calculate the TC probabilities of
service-class (k,l) calls, BTC(k, l), via:

BTC(k, l) =
∑

{( j1+bl>M) ∪ ( j2+pkbl>P)}
G−1qfin( j1, j2)pbk,l( j1), (19)

and the CC probabilities of service-class (k,l) calls via (19) but for a cell with Nkl − 1 sources.
Furthermore, we can determine the average number of service-class (k,l) in-service calls, Efin(k, l),

via:

Efin(k, l) =
M∑

j1=1

P∑
j2=1

G−1
finykl,fin( j1, j2)qfin( j1, j2), (20)

where Gfin =
M∑

j1=0

P∑
j2=0

qfin( j1, j2) and ykl,fin( j1 − bl, j2 − pkbl) is the mean number of service-class (k,l)

calls in state ( j1 − bl, j2 − pkbl) calculated via:

ykl,fin( j1, j2) =
(Nkl − nkl + 1)αkl,idle

(
1− pbk,l( j1 − bl)

)
qfin( j1 − bl, j2 − pkbl)

qfin( j1, j2)
. (21)

In addition, we can determine the entire system BP based on the TC probabilities of all
service-classes, BPTC, the SUfin, and the PUfin, via:

BPTC =
K∑

k=1

L∑
l=1

BTC(k, l)Nklvkl/Λfin, Λfin =
K∑

k=1

L∑
l=1

Nklvkl, (22)

SUfin =
K∑

k=1

L∑
l=1

Efin(k, l)bl/M, (23)

PUfin =
K∑

k=1

L∑
l=1

pkEfin(k, l)bl/P. (24)

In order to determine the values of qfin( j1, j2) according to (18), the unknown values of nkl are
required. These values can be obtained via a stochastic system, with the same parameters and the same
states as already described for the proof of (18). However, the state space determination of this system
becomes complex due to the large number of service-classes. To this end, we propose an algorithm
which is simpler and easy to implement:
(a) Determine the values of q( j1, j2) according to (12) (i.e., via the P-S/res model).
(b) Determine the values of ykl( j1, j2) via the formula:

ykl( j1, j2) =
αkl

(
1− pbk,l( j1 − bl)

)
q( j1 − bl, j2 − pkbl)

q( j1, j2)
. (25)

(c) Modify (18) to the following formula, where ykl( j1, j2) is given by (25):

qfin( j1, j2) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1, for j1 = j2 = 0

1
j1

K∑
k=1

L∑
l=1

(Nkl − ykl( j1 − bl, j2 − pkbl))αkl,idlebl
(
1− pbk,l( j1 − bl)

)
qfin( j1 − bl, j2 − pkbl)

for j1 = 1, . . . , Mand j2 = 1, . . . , P

. (26)
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(d) Determine Efin(k, l) via (20), where the values of ykl,fin( j1, j2) are given by:

ykl,fin( j1, j2) =
(Nkl − ykl( j1 − bl, j2 − pkbl))αkl,idle

(
1− pbk,l( j1 − bl)

)
qfin( j1 − bl, j2 − pkbl)

qfin( j1, j2)
. (27)

(e) Determine: (1) the TC probabilities of service-class (k,l) calls, BTC(k, l), via (19), and (2) the BPTC, the
SUfin, and the PUfin, via (22)–(24), respectively.

4.3. The Case of the BR Policy (qr-P-S/BR Model)

The admission mechanism in the qr-P-S/BR model is the same with that of the P-S/BR model.
Since the local balance is destroyed (due to the BR policy), the recursive formulas presented in this
subsection are approximate. Following the previous analysis of Section 4, we propose an algorithm for
the calculation of performance measures in the qr-P-S/BR model:
(a) Determine the values of q( j1, j2) according to (14) (i.e., via the P-S/BR model).
(b) Determine the values of ykl( j1, j2), for j1 ≤M− tl, via the formula:

ykl( j1, j2) =
αklq( j1 − bl, j2 − pkbl)

q( j1, j2)
. (28)

(c) Modify (18) to the following formula where ykl( j1, j2) has been calculated via (28):

qfin( j1, j2) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1, for j1 = j2 = 0

1
j1

K∑
k=1

L∑
l=1

(Nkl − ykl( j1 − bl, j2 − pkbl))α
′
kl,idleblqfin( j1 − bl, j2 − pkbl)

for j1 = 1, . . . , Mand j2 = 1, . . . , P

, (29)

where α′kl,idle ≡ α′kl,idle( j1 − bl) = αkl,idle for j1 ≤M− tl.
(d) Determine the average number of in-service calls of service-class (k,l), Efin(k, l) via (20), where
ykl,fin( j1, j2) is given by, for j1 ≤M− tl:

ykl,fin( j1, j2) =
(Nkl − ykl( j1 − bl, j2 − pkbl))αkl,idleqfin( j1 − bl, j2 − pkbl)

qfin( j1, j2)
. (30)

(e) Determine the TC probabilities of service-class (k,l) calls, BTC(k, l), via:

BTC(k, l) =
∑

{( j1+bl+tl>M)∪( j2+pkbl>P)}
G−1qfin( j1, j2), (31)

and the BPTC, the SUfin, and the PUfin, via (22)–(24), respectively.

4.4. The Case of the CS Policy (qr-P-S Model)

In the qr-P-S multirate loss model, a new service-class (k,l) call requires bl subcarriers. Assuming
that the occupied subcarriers and power in the cell are j1 and j2, respectively, then, the new call: (a) is
accepted for a generally distributed service-time with mean μ−1, if (M− j1 ≥ bl) ∩ ( j2 + pkbl ≤ P) and
(b) is blocked and lost, if (M− j1 < bl) ∪ ( j2 + pkbl > P).

Following Section 4, it can be proved that the (unnormalized) values of qfin( j1, j2) in the qr-P-S
model are given by:

qfin( j1, j2) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1, for j1 = j2 = 0

1
j1

K∑
k=1

L∑
l=1

(Nkl − nkl + 1)αkl,idleblqfin( j1 − bl, j2 − pkbl)

for j1 = 1, . . . , Mand j2 = 1, . . . , P

. (32)
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Note that if Nkl →∞ for all service-classes and the total offered traffic-load is constant, then we
have (4) of the P-S model.

In order to overcome the equivalent stochastic system determination required for the calculation
of qfin( j1, j2) via (32), we present the following algorithm for the calculation of the various performance
measures in the qr-P-S model:
(a) Determine the values of q( j1, j2) according to (4) (i.e., via the P-S model).
(b) Determine the values of ykl( j1, j2) via the formula:

ykl( j1, j2) =
αklq( j1 − bl, j2 − pkbl)

q( j1, j2)
. (33)

(c) Modify (32) to the following formula, where ykl( j1, j2) has been determined via (33):

qfin( j1, j2) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1, for j1 = j2 = 0

1
j1

K∑
k=1

L∑
l=1

(Nkl − ykl( j1 − bl, j2 − pkbl))αkl,idleblqfin( j1 − bl, j2 − pkbl)

for j1 = 1, . . . , Mand j2 = 1, . . . , P

. (34)

(d) Determine Efin(k, l) via (20), where ykl,fin( j1, j2) is given by:

ykl,fin( j1, j2) =
(Nkl − ykl( j1 − bl, j2 − pkbl))αkl,idleqfin( j1 − bl, j2 − pkbl)

qfin( j1, j2)
. (35)

(e) Determine the TC probabilities of service-class (k,l) calls, BTC(k, l), via:

BTC(k, l) =
∑

{( j1+bl>M)∪( j2+pkbl>P)}
G−1qfin( j1, j2), (36)

and the BPTC, the SUfin, and the PUfin, via (22)–(24), respectively.

5. Performance Evaluation

In this section, we consider a cell that accommodates KL service-classes and provide simulation and
analytical congestion probabilities results for the P-S, the P-S/res, and the qr-P-S models. In addition, we
provide simulation and analytical SU and PU results for the P-S and the P-S/res models. The required
input for these models is: B = 20 MHz, M = 256, P = 25 Watt, R = 329.6 kbps, L = 64, bl = l, l = 1, . . . , 64,
while we assume that bl is uniformly distributed. Due to this assumption, a new call has an average
subcarrier requirement ĝ= 32.5. In addition, let K = 3, which means that the cell accommodates KL= 192
service-classes. In the case of the qr-P-S model, we assume that Nkl = 20 sources for all service-classes.
Let the integer representations of pk (k = 1, 2, 3) and P be: p′1 = 6, p′2 = 10, p′3 = 16, P′ = 2500. The
values of p′k require that: p1 ≈ 0.06, p2 ≈ 0.01, p3 ≈ 0.16 achieved via the following values of the
average channel gain γk (k = 1, 2, 3): γ1 = 24.679 dB, γ2 = 22.460 dB, γ3 = 20.419 dB. In addition, an
arriving call has an average channel gain γk with a probability that is determined via: (1) set 1: rk = 1/3
(k = 1, 2, 3) and (2) set 2: r1 = 1/4, r2 = 1/4, r3 = 1/2. Furthermore, let λkl = Λrk/L, where Λ is the total
arrival rate given by Λ = αMμ/ĝ, α is the cell’s traffic intensity and μ is the service rate of calls with
μ = 0.00625. In the case of the P-S/res model, we assume that pbk,l( j1) = 0 when j1 ≤ M− bl − tl and
pbk,l( j1) = 1 when j1 >M− bl − tl. Due to this assumption, we have the P-S/BR model. The values of tl
are tl = 64 − l, l = 1, . . . , 64, and they are chosen in such a way so that b1 + t1 = . . . = b64 + t64.

Regarding the simulation results, they are based on Simscript III [60]. Each simulation run is based
on 10 million generated calls while the results presented herein are mean values of 7 runs. Furthermore,
the blocking events of the first 3% of these calls are not taken into account in the results, in order to
account for a warm-up period. In all figures of this section, the analytical and simulation results are
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quite close. Note that in the x-axis of Figures 1–5 the value of α increases from 0.2 to 1.0 in steps of 0.1,
while in the x-axis of Figures 6 and 7 the value of α increases from 0.05 to 0.2 in steps of 0.025.

In Figures 1 and 2, we consider the P-S and the P-S/BR models and present the simulation and
analytical CBP of service-classes (3, 64), (2, 64), (1, 64) (Figure 1) and service-classes (3, 48), (2, 48), (1,
48) (Figure 2). Note that service-classes (3, 64), (2, 64) and (1, 64) have the highest requirement in terms
of subcarriers (l = 64). Regarding the average channel gain we consider set 1 (rk = 1/3 (k = 1, 2, 3)).
In Figure 1, it is obvious that the BR policy decreases the CBP values of service-classes (3, 64), (2, 64)
and (1, 64) compared to the corresponding CBP values of the P-S model. In Figure 2, the BR policy
increases (in most of the cases) the CBP values of service-classes (3, 48), (2, 48), (1, 48) compared to the
corresponding CBP values of the P-S model. A similar behavior appears in most of the service-classes
whose calls have a requirement of less than 64 subcarriers. In addition, the same behavior (in terms of
CBP) appears when we consider set 2 for the average channel gain.

Figure 1. CBP—Service-classes (3, 64), (2, 64), and (1, 64).

 
Figure 2. CBP—Service-classes (3, 48), (2, 48), and (1, 48).
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In Figure 3, we present the entire system BP for both sets of rk. We observe that the BP increases for
both sets of rk when the BR policy is considered. This is because the values of tl parameters are chosen
to increase the CBP of service-classes with low subcarrier requirements and benefit service-classes with
high subcarrier requirements. The increase of BP in the case of the P-S/BR model results in a slight
decrease of the SU and PU (for both sets of rk) compared to the P-S model, as we show in Figures 4
and 5, respectively. A similar behavior appears in the case of the corresponding quasi-random models.

 
Figure 3. BP of the entire system.

 
Figure 4. Subcarrier utilization.
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Figure 5. Power utilization.

In Figures 6 and 7, we consider the PS and the qr-P-S models for both sets of rk. Figures 6 and 7
show the simulation and analytical TC probabilities of service-classes (3, 16) and (3, 64), respectively.
We observe that: (1) in the qr-P-S model the TC probabilities are lower compared to those obtained in
the P-S model, which is due to the quasi-random process which is smoother than the Poisson process,
and (2) the selection of set 2 for the values of rk, increases the TC probabilities since the power assigned
to calls in the case of set 2 is larger compared to set 1.

 
Figure 6. TC probabilities service-class (3, 16).
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Figure 7. TC probabilities service-class (3, 64).

6. Conclusions

We propose loss models for the analysis of the downlink of an OFDM cell that accommodates
random or quasi-random generated calls from different service-classes under the restricted accessibility,
the BR and the CS policies. The cell is analysed as a loss system, i.e., calls are blocked in case of resource
unavailability. To determine the main performance measures, such as congestion probabilities and
resource utilization, we propose approximate but recursive formulas. All formulas are quite accurate,
compared to simulation, and can be applied to network planning and dimensioning procedures.
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Abstract: In this paper, a discrete non-stationary multiple-input multiple-output (MIMO) channel
model suitable for the fixed-point realization on the field-programmable gate array (FPGA) hardware
platform is proposed. On this basis, we develop a flexible hardware architecture with configurable
channel parameters and implement it on a non-stationary MIMO channel emulator in a single FPGA
chip. In addition, an improved non-stationary channel emulation method is employed to guarantee
accurate channel fading and phase, and the schemes of other key modules are also illustrated and
implemented in a single FPGA chip. Hardware tests demonstrate that the output statistical properties
of proposed channel emulator, i.e., the probability density function (PDF), cross-correlation function
(CCF), Doppler power spectrum density (DPSD), and the power delay profile (PDP) agree well with
the corresponding theoretical ones.

Keywords: channel emulator; non-stationary MIMO channel; discrete channel model; field-programmable
gate array (FPGA) platform

1. Introduction

Multiple-input multiple-output (MIMO) technologies have played an important role in the fifth
generation (5G) and previous communication systems [1–3], as they can boost channel capacity
and improve spectral efficiency without increasing transmitting power or system bandwidth [4,5].
It is inevitable to evaluate and validate the performance of MIMO communication devices during
the development. The most realistic method is field testing, but it is uncontrollable, unrepeatable,
and expensive. Channel emulators can reproduce the real propagation scenario in a controllable way
and is a good alternative so far [6].

There are several commercial channel emulators such as Agilent’s N5106A PXB, Keysight’s
Propsim F32 [7], and Azimuth’s ACE 400WB [8]. However, these emulators are very large, expensive,
and complicated, and mainly developed for the standard channel models, which are all based on the
wide-sense stationary (WSS) assumption. Meanwhile, various academic researches on hardware
emulation can be found in [9–18], which were focused on the emulation of stationary channel
models [9–12]. However, recent measurements have proved that the stationary channel model
is not suitable for certain propagation scenarios [13–18], such as high-speed train (HST) [16,17],
vehicle-to-vehicle (V2V) [13–15], and unmanned aerial vehicle (UAV) channels [18].
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There are very limited non-stationary channel emulators reported in the literatures [19–27].
A hardware emulator for the discrete-time triply selective fading channel was developed in [19].
The channel coefficients were calculated by software dynamically, which cannot support real-time
updating. The authors in [20,21] proposed an improved sum-of-sinusoid (SoS) method to generate
channel fading, and implemented it into a 2× 2 non-stationary MIMO channel emulator. A 4× 4 MIMO
channel emulator was designed in [22], but the authors did not give the details of implementation.
In [23,24], two specific MIMO channel emulators for high speed WLAN 802.ac and LTE-A channels
were developed, respectively. In [25], the authors divided the non-stationary channel into several
stationary channel segments and adopted the traditional stationary channel emulation method.
The authors in [26] designed a channel emulator based on software defined radios (SDR) platform,
but the emulator can only be applied to vehicular communications. To the best of our knowledge,
the aforementioned channel emulators still adopted traditional stationary channel models and
considered the non-stationary aspect by updating parameters periodically. However, we have found
that the output fading phases of this kind of method are not accurate, which leads to the output
Doppler power spectrum density (DPSD) not fitting well with the theoretical ones [28]. To overcome
this shortcoming, an improved 3D non-stationary geometry-based stochastic model (GBSM) was
proposed in [27] and implemented in a 2 × 2 MIMO channel emulator. However, the developed
hardware was only suitable for the corresponding channel model and the structure was not general
and flexible. This paper proposes a discrete non-stationary channel model with accurate channel fading
and phase. The channel parameters such as power, delay, and Doppler frequency are all time-variant
in order to take the non-stationarity into account. Furthermore, a flexible hardware architecture is
proposed and implemented in a single FPGA chip. Finally, we validate the correctness of the proposed
channel model as well as the hardware emulator. The major contributions are summarized as follows.

• Based on the improved GBSM with the accurate channel fading phase and Doppler frequency
in [27], this paper proposes a discrete non-stationary MIMO channel model, which is suitable to
implement on the FPGA-based hardware platforms. Meanwhile, a flexible hardware architecture
tailored for the proposed model is developed, in which the channel size and parameters can easily
be reconfigured.

• An improved emulation method of channel fading, namely, sum-of-frequency-modulated-signals
(SoFM), is employed to guarantee the accurate channel fading and phase. In addition, the
architectures of other key modules, i.e., the delay module, fading generation module, and interpolator
module, are developed and implemented on a single Xilinx XC7VX690T FPGA.

• For the developed channel emulator, the output statistical properties, i.e., the probability density
function (PDF), cross-correlation function (CCF), and DPSD are tested and verified by the
theoretical results. The power delay profile (PDP) is also validated by the measurement data.

The rest of this paper is organized as follows. In Section 2, a discrete non-stationary MIMO
channel model is briefly introduced. Section 3 proposes the hardware architecture of channel emulator
as well as the channel fading emulation algorithm. In addition, the detailed implementation of key
modules are also presented. In Section 4, the developed channel emulator is tested and validated.
Finally, some conclusions are drawn in Section 5.

2. Discrete Non-Stationary MIMO Channel Model

Considering a MIMO channel with S transmitting antennas and U receiving antennas, the channel
can be defined by a complex channel matrix. Moreover, the input–output relationship in the discrete
time domain can be expressed by a convolution operation as

y(l) = H(l, ζ)⊗ x(l) (1)

where x(l) = [x1(l), x2(l), · · · , xS(l)]T is the transmitted signal vector; y(l) = [y1(l), y2(l), · · · , yU(l)]T

is the received signal vector; l and ζ are the discrete time indexes in the time domain and delay domain,

182



Appl. Sci. 2020, 10, 4161

respectively; and (·)T denotes the transpose operator of a matrix or vector. In (1), the channel matrix
H(l, ζ) can be further defined as

HU×S (l, ζ) =

⎡
⎢⎢⎢⎢⎣

h1,1 (l, ζ) h1,2 (l, ζ) · · · h1,S (l, ζ)

h2,1 (l, ζ) h2,2 (l, ζ) · · · h2,S (l, ζ)
...

...
. . .

...
hU,1 (l, ζ) hU,2 (l, ζ) · · · hU,S (l, ζ)

⎤
⎥⎥⎥⎥⎦ (2)

where hu,s(l, ζ) denotes the channel impulse response (CIR) of the sub-channel between the uth
(u = 1, 2, · · · , U) receiving antenna and the sth (s = 1, 2, · · · , S) transmitting antenna, and it can be
modeled in the discrete time domain as [20]

hu,s(l, ζ) =
N(l)

∑
n=1

√
Pn (l)h̃u,s,n(l)δ(ζ − τn(l)�Ts) (3)

where Pn(l) and N(l) are the path power and valid path number at time instant l , respectively; h̃u,s,n(l)
is the channel coefficient with the normalized power; Ts is the sampling interval; and τn(l)�Ts denotes
the discrete time delay. It should be noticed that the channel parameters in (3), such as Pn(l) , N(l) ,
τn(l)�Ts , and h̃u,s,n(l), are all time-variant, which can take into account the non-stationary aspects of
real MIMO channels.

3. Flexible Hardware Architecture and Implementation

3.1. System Architecture

The flexible architecture of our proposed channel emulator is presented in Figure 1. It includes two
primary units: the config unit and the signal processing unit. The config unit consists of user-defined
scenario module and channel parameters calculation module. It provides an interactive interface
for setting environment related parameters, and then calculates the channel parameters, i.e., the
path number, delay, power, Doppler frequency, and phase. These channel parameters are passed
through by the peripheral component interconnect express (PCIE) bus to the signal processing unit.
Each signal processing unit has a four-channel structure with the analog-to-digital converters (ADC),
digital-to-analog converters (DAC), and FPGA. Thus, a single signal processing unit can implement a
4 × 4 MIMO channel emulation. It should be noted that the proposed system architecture is flexible
and theoretically supports arbitrary scaled MIMO channels within the limitation of transmission rate
of PCIE.

The signal processing unit in Figure 1 is the most important and difficult part and it generates
and superposes the multiple channel fading in real-time. Due to the flexibility and parallelism,
FPGA is adopted as the core operation chip in the signal processing unit. It includes three modules:
delay module (DM), generation module (GM), and superposition module (SM). The first module
realizes the predefined delay of each propagation path, the second module generates channel fading
coefficients, and the last one carries out the superposition operation and outputs the signal. As we can
see, the final output can be expressed as

⎡
⎢⎢⎢⎣

y1 (l)
y2 (l)
y3 (l)
y4 (l)

⎤
⎥⎥⎥⎦=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

N(l)
∑

n=1

√
Pn (ζ)h̃1,1,n(ζ)x1(ζ − [τn(l)]Ts) + · · ·+

N(l)
∑

n=1

√
Pn (ζ)h̃1,4,n(ζ)x4(ζ − [τn(l)]Ts)

N(l)
∑

n=1

√
Pn (ζ)h̃2,1,n(ζ)x1(ζ − [τn(l)]Ts) + · · ·+

N(l)
∑

n=1

√
Pn (ζ)h̃2,4,n(ζ)x4(ζ − [τn(l)]Ts)

N(l)
∑

n=1

√
Pn (ζ)h̃3,1,n(ζ)x1(ζ − [τn(l)]Ts) + · · ·+

N(l)
∑

n=1

√
Pn (ζ)h̃3,4,n(ζ)x4(ζ − [τn(l)]Ts)

N(l)
∑

n=1

√
Pn (ζ)h̃4,1,n(ζ)x1(ζ − [τn(l)]Ts) + · · ·+

N(l)
∑

n=1

√
Pn (ζ)h̃4,4,n(ζ)x4(ζ − [τn(l)]Ts)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(4)
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which is equivalent with the theoretical result obtained from (1)–(3).

Figure 1. System architecture of the proposed emulator.

3.2. Channel Fading Generation

Several methods for generating the channel fading coefficients, i.e., SoC method, Doppler filter
method, AR method, and their derivatives can be addressed in [10,11,28,29]. However, these methods
can only be used for stationary channels with fixed channel parameters. In this paper, we upgrade the
traditional SoC method to the non-stationary channel fading generation. In order to guarantee the
continuity of output fading phase, we use an improved method to generate non-stationary channel as
shown in Figure 2. The non-stationary fading coefficient can be generated based on the summation of
several linear frequency modulated signals as

h̃u,s,n (l) =
M

∑
m=1

cn,m [l] e
j
(

2π
l

∑
k=0

Ts fn,m [k]+θn,m

)
(5)

where l is the discrete time index, M is the number of frequency modulated signal, cn,m denotes the
sub-path gain, and fn,m and θn,m are the discrete Doppler frequency and initial phase, respectively.

Figure 2. Sum-of-frequency-modulated-signals (SoFM)-based channel fading generator.
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Note that the initial random phase of each branch is uniformly distributed over [−π, π) and
time-invariant. Considering the complexity of hardware implementation, it is assumed that the
sub-path gain has the same value and does not change over time. Hold the condition of normalized
path power, the sub-path gain of each branch equals to

√
1/N . As the time-variant discrete Doppler

frequency would increase the complexity and uncertainty, it is very important to find an efficient way
to update the Doppler frequency parameter over time. The theoretical Doppler frequency of the mth
sub-path within the nth path can be defined by [27]

fn,m(l) = k
�vMSr̂MS,n,m(l)

2π
(6)

where k = 2π fc/c denotes the wave number, fc is the carrier frequency, c refers to the speed of light,
�vMS denotes the vector of the mobile station (MS) velocity, and r̂MS,n,m is the arrival angle unit vector
of the mth sub-path within the nth path. As the Doppler frequency is usually much smaller than the
system sampling rate, it is assumed that the statistical properties maintain unchanged within several
sampling intervals, i.e., stationary interval Tu, which ranges from several millisecond to dozens of
millisecond. The Doppler frequency of the mth sub-path within the uth interval, denoted as f u

n,m ,
can be obtained by (6). In addition, we assume the discrete frequency parameters following the linear
change within each interval Tu. Then, the Doppler frequency within the uth stationary interval can be
expressed as

f u
n,m(l) = au

n,m + bu
m(l − (u − 1)Tu) + Δu

n,m(l) (7)

where au
n,m denotes the initial value of the mth sub-path within the nth path, bu

m is the slope of the mth
sub-path, Δu

n,m(l) is the small random offset of the frequency parameter, au
n,m is random variable and

distributes uniformly over [F1
m−1, F1

m) when u = 1 , and au
n,m stays the value at the end of previous

interval when u = 2, 3, · · · . Finally, the slope bu
m can be calculated by

bu
m = L

(Fu
m − Fu

m−1) + (Fu+1
m − Fu+1

m−1)

2Tu
(8)

where L denotes the total number of the slope changes within each interval. In order to improve the
performance, the following conditions for discrete Doppler frequency should be fulfilled [28],

fn,m �= 0, ∀n, m
fn,m �= fn,q, ∀n and ∀m �= q

(9)

3.3. FPGA-Based Implementation

3.3.1. Delay Module

The delay module plays an important role in the channel emulation. It should be noted that the
realization of multiple path delay is mainly based on the random access memory (RAM) or first input first
output (FIFO). This method is easy to implement in FPGA, but cannot achieve the long-time delay, i.e.,
the aerial communication case, and high-precision delay, i.e., the indoor communication case. Especially,
if the delay is relatively large, this method consumes a large amount of storage resources, which makes it
impossible to realize in FPGA. To overcome this shortcoming, we adopt an external double-data-rate three
synchronous dynamic random access memory (DDR3) and an interpolation filter to our scheme as shown
in Figure 3. It includes three primary parts: DDR3, RAM, and high-precision interpolation filter. Take the
advantage of large storage space of DDR3, it can achieve the large delay. Moreover, the data from RAM is
multiplied by the coefficients of interpolation filter to achieve a high-precision delay. Thus, this scheme
can adapt to a wide range of communication channels.
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Figure 3. The implementation scheme of delay module.

In order to validate the proposed scheme of delay module, we run the module by modelsim
software under the scenario of 3 GPP modified vehicular-A channel (MVA) [30]. In the simulation,
the system sampling clock is 100 MHz, that is to say, the clock period is 10 ns. As the delay resolution
in MVA is 5 ns, the interpolation filter is designed as a two-time interpolator. Figure 4 shows the
corresponding output signal when a pulse signal passes through the delay module. Taking the first
path as the reference path, the relative delay of each path is set as 375 ns, 750 ns, 1125 ns, 1750 ns,
and 250 ns, respectively. It can be seen that the simulated results are consistent with the desired ones,
which validates the effectiveness of this method.

Figure 4. Hardware simulation of delay module.

3.3.2. Fading Generation Module

For an arbitrary U × S MIMO channel, the number of channel fading generation module should be
U × S × N and they could consume huge of hardware resources. As the maximum Doppler frequency
is usually much smaller than the system sampling rate, in this paper we use a low initial sampling
rate fs

′ to generate the channel fading, which can greatly reduce the hardware consumption. The
implementation scheme of channel fading generation is showed in Figure 5. First, the parameter
module updates the Doppler frequency and phase in real time. Then, it passes them to the subtractor
(SUB), accumulator (ACC), multiplier, and adder (ADD) to complete the corresponding integral
operations and generate a look-up table (LUT) address. The values of the cosine function stored in
the cosine table can be found by the LUT address, and they are superimposed by the accumulator
to obtain the channel fading coefficient. Finally, the cascaded integrator comb (CIC) filter is used to
interpolate and match the data rate.
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Figure 5. The implementation scheme of channel fading module.

According to the central limit theorem, the larger the number of sub-path, the closer the output
channel fading is to the theoretical distribution. Considering a trade-off between the resource consumption
and complexity, the number of sub-path is set as N = 64. The data width of LUT is set to 16 bits and the
data depth is set to 12 bits. We use the idea of serial and time-division multiplexing to find the phase
address in the LUT efficiently. Considering the symmetry of cosine function, only a quarter of cosine
period needs to be stored, and thus the data width and depth are 15 bits and 10 bits, respectively. Note that
this can significantly save the RAM resource when the sub-path number becomes large. Figure 6 shows
the simulation result of hardware implementation. In this figure, only the first three sub-paths, i.e.,
three FM signals, and the superposition of 64 branches are given. As we can see that the output fading
envelope is random fluctuation and it should approximate to the Rayleigh distribution according to the
central limit theorem. For the latency of hardware, with the help of integrated logical analyzer (ILA)
debugging tool, we find that it takes three clock cycles to reach the steady state and 16 clock cycles totally
to output the first valid channel data. As the system clock is 100 MHz, the latency of proposed hardware
emulator is about 16 × 109/(100 × 106) = 160 ns.

Figure 6. Hardware simulation of channel fading module.

3.3.3. Interpolator Module

The interpolator module performs a linear interpolation by I times to match the data rate between
the channel fading and the input signal. The channel sampling rate fs

′ is much smaller than the system
sampling rate fs , so the channel fading rate should be interpolated to fs = I × fs

′ . Let us denote
two adjacent channel fading samples as h[mI] and h[(m + 1)I] , then the linear interpolation can be
realized as

h[(mI + k)] =
(h[(m + 1)I]− h[mI])k

I
+ h[mI] (10)

where k = 0, 1, · · · I − 1 . The scheme of interpolator module in this paper includes one SUB,
one multiplier, and one ADD shown in Figure 7. In this figure, two input ports of subtractor represent
the adjacent channel fading samples, and the difference value is multiplied by the weight coefficient
k/I . Finally, the output of multiplier and the first channel fading sample are summed up by an adder
to obtain the interpolated channel fading sample.
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Figure 7. The implementation scheme of interpolation module.

4. Resource Consumption and Measurements

4.1. Resource Consumption

In this section, we take a 2× 2 MIMO channel as an example to be implemented in one FPGA chip
(Virtex-7). It should be noted that a single path generation needs 64 sub-paths or FM signals as shown
in (5). Thus, for a single channel with M multiple paths, the traditional parallel method theoretically
needs to prestore 128×M cosine tables. In this paper, we implement the channel fading module by
adopting a serial scheme or time division idea as shown in Figure 6, which only needs 2×M cosine
tables. Table 1 compares the hardware resources usages of a 2× 2 MIMO channel emulator in [22] and a
2 × 2 MIMO channel emulator generated by the proposed method. It shows that the proposed method
is more efficient than the one in [22]. The selected FPGA (Xilinx XC7VX690TFFG1927-2) consists of
about 433,200 Slice LUTs, 1470 Block RAMs, and 3600 digital signal processors (DSPs). Considering
the resource consumption of other modules and the efficiency of FPGA layout, it can be estimated that
a 32 × 32 MIMO channel can be emulated on this single chip.

Table 1. Hardware resource usage of a 2 × 2 MIMO channel emulator.

The Method in [22] The Proposed Method

System sample rate 100 M 256 M
Slice LUTs 152,337 25,800

Block RAMs 191 116
DSPs 768 160

4.2. Measured Results and Analysis

In order to verify the output channel of proposed emulator, we consider that both of the base
station (BS) and MS are equipped with normalized omnidirectional antennas, the carrier frequency is
fc = 2.4 GHz, and the scatterers are randomly distributed around the BS and MS. The number of paths
and sub-paths are six and sixty-four, respectively, i.e., N = 6, M = 64. Moreover, all these six paths are
assumed to be valid over the simulation period. The initial distance between the BS and MS is 318 m.
The absolute speed, azimuth angle, and elevation angle of the moving MS are 40 km/h, 10◦–8◦ · t,
and 10◦–0.1◦ · t, respectively. Other emulation parameters are as follows, Tu = 25 ms, L = 10.

Based on the parameter calculation method of GBSM in [27], we can obtain the theoretical
time-variant PDP under the above scenario as shown in Figure 8a. As we can see, as the MS has
an initial distance of 318 m from the BS, the initial time delay of line-of-sight (LOS) path equals to
318/(3× 108) = 1.06× 10−6 s. The time delay of non-line-of-sight (NLOS) paths can also be calculated
and shown in Figure 8a with the dotted line. By using the ILA software, we store and export the
data from the hardware emulator, and then analyze the data with Matlab. Finally, the measured
time-variant PDP of emulator is given in Figure 8b, which clearly shows that it is consistent well with
the theoretical one.
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(a) (b)

Figure 8. (a) The theoretical results of time-variant power delay profile (PDP) and (b) the measured
time-variant PDP of proposed emulator.

Under the same condition, the time-variant DPSD is also tested and verified. With the help of (22)
in [27], the theoretical time-variant DPSD is firstly calculated and shown in Figure 9a. For comparison
purposes, we also give the simulated time-variant DPSD based on the model in [17] in Figure 9b. It is
clearly showed that the part around circles is different from the theoretical one. The main reason is the
output Doppler phase of that model is discontinuous which results in the output Doppler frequency
or DPSD not accurate. In order to observe the output DPSD directly, a 2.4 GHz cosine signal generated
by a Agilent E4438C is adopted as the input signal. Then, the measured DPSD of proposed emulator
can be obtained by a spectrum analyzer of ROHDE&SCHWARZ FSV. The measured result is shown in
Figure 9c. Due to the randomness and distortion caused by the fixed point process, the measured result
can only be qualitatively compared with the theoretical one. Figure 9a,c show that the shape and trend
of two DPSDs have a good approximation, which also validates the effectiveness of proposed emulator.

(a) (b)

(c)

Figure 9. (a) The theoretical results of time-variant Doppler power spectrum density (DPSD), (b) the
simulated time-variant DPSD of the model in [17], and (c) the measured time-variant DPSD of
proposed emulator.
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Without loss of generality, only the fading envelope PDF of first NLOS path for the first
sub-channel is tested and validated. First, the theoretical time-variant PDF of channel fading is
derived and shown in Figure 10a. It is apparently showed that the PDF changes over time due to
the time-variant channel conditions. Similarly, with the help of Xilinx software development tool,
we export the data of output fading envelope from the hardware, and then analyze the distribution
by Matlab. Figure 10b gives the measured PDFs at three different time instants t = 0 s, 4 s, and 8 s.
For comparison purpose, the corresponding theoretical results are also extracted from Figure 10a and
showed in Figure 10b, which also fit well with the measured ones. In addition, we configure the
channel parameters by referring to [31] as follow. The height of BS is 30 m, and the initial distance
between the MS and BS is 90 m. The MS is moving towards the BS at a speed of 10 m per second. By
using the similar method as above, we can obtain the measured PDF as shown in Figure 10c. It is
shown that the measured PDF of proposed channel emulator is close to the result of field test in [31].
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Figure 10. (a) The theoretical results of time-variant PDFs, (b) the measured time-variant PDFs of
proposed emulator at different time instants, and (c) the measured PDF of proposed emulator and the
PDF of field test.

Based on the theoretical expressions of (28)–(30) in [32] and (9)–(10) in [33], the absolute values
of time-variant CCF of firt two paths are calculated and given in Figure 11. In the figure, we assume
that the antenna spaces of the BS and MS are the same, and equal to twice the wavelength of carrier.
Then, the measured CCF of proposed emulator can be obtained in a similar way as mentioned above
and given in Figure 11 for comparison purpose. As can be seen from the figure, the CCF changes over
time due to the movement of the MS. Again, the measured CCF aligns well with the theoretical one,
proving the correctness of output correlation properties.
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Figure 11. The absolute values of the theoretical and measured cross-correlation functions (CCFs).

5. Conclusions

This paper has proposed a discrete non-stationary MIMO channel model, which is suitable to
realize on the FPGA-based platform. A tailored hardware architecture of channel emulator with
flexible size and parameters has also been developed. In addition, the hardware implementation of
key modules have been illustrated in details and applied in a single FPGA chip. Finally, the PDP
and other statistical properties of proposed channel emulator have been tested. The measured results
have shown that the output PDP, DPSD, PDF, and CCF are consistent well with the corresponding
theoretical ones. Therefore, the proposed non-stationary channel emulator can be applied to evaluate
and validate the performance of MIMO communication devices in the future.
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Abstract: Device-to-device (D2D) communication is a direct means of communication between
devices without an intermediate node, and it helps to expand cell coverage and to increase radio
frequency reuse in a 5G network. Moreover, D2D communication is a core technology of 5G
vehicle-to-everything (V2X) communication, which is an essential technology for autonomous
driving. However, typical D2D communication in an 4G network which is typical telecommunication
network has various security challenges including impersonation, eavesdropping, privacy sniffing,
free-riding attack, etc. Moreover, when IoT technology emerges with 5G networks in massive
machine type communication (mMTC) and ultra-reliable low latency communication (URLLC)
application scenarios, these security challenges are more crucial and harder to mitigate because of the
resource-constrained nature of IoT devices. To solve the security challenges in a 5G IoT environment,
we need a lightweight and secure D2D communication system that can provide secure authentication,
data confidentiality/integrity and anonymity. In this paper, we survey and analyze existing results
about secure D2D communication systems in terms of their security considerations and limitations.
Then, we lastly propose a secure D2D communication system to address the aforementioned security
challenges and the limitations of the existing results. The proposed secure D2D communication was
designed based on elliptic curve cryptography (ECC) and lightweight authenticated encryption with
associated data (AEAD) ciphers to cover resource-constrained IoT devices.

Keywords: D2D communication; 5G IoT network; lightweight cryptography; authentication

1. Introduction

D2D communication is a peer-to-peer communication mechanism between devices without an
intermediate node [1,2]. D2D communication has many advantages in mobile networks [3]. First, it can
expand coverage of each cell in a cellular network as a communication bridge for transmitting data to
the node located outside of cell coverage. Second, D2D communication helps to reduce the energy
consumption of the base station by transmitting data directly between devices. Lastly, the efficiency of
reusing the same radio frequency is increased. In D2D communication, the distance between devices
is quite shorter than the distance between a device and a base station. This means the interference
of radio frequency decrease in D2D communication scenario, and it helps to transmit the multiple
data using the same radio frequency. Moreover, D2D communication is a core technology of V2X
communication [4]. Due to these advantages, the 5G network also includes D2D communication
technology such as the LTE-advanced (4G) network.

However, typical D2D communication in a mobile network has some security challenges [5].
The D2D communication mechanism consists of three procedures, device discovery, link setup
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and data transmission [6]. In this process, there is no authentication process for validating device
identity. When a device sends a request for a setup link to transmit data, another node replies by
sending an acknowledgement message. Moreover, D2D communication does not use encryption for
confidentiality and message authentication for integrity in the communication process. This means
the attacker can conduct attacks such as impersonation, eavesdropping, privacy sniffing, free-riding
and location spoofing. Besides, IoT technology is combined with the 5G network to address their
service demands [7], and it corresponds to mMTC and URLLC, which are the use-cases of the 5G
network [5]. However, IoT applications deal with many sensitive data, and IoT devices have limited
resources [8] in terms of performance, memory and power consumption. These features of IoT make
the aforementioned security challenges more critical and harder to address because typical security
solutions cannot be implemented or processed properly. To overcome the security challenges of D2D
communication in the 5G IoT network, we need a secure D2D communication system that contains
a proper authentication process between devices. Moreover, considering the resource-constrained
environment, it has to be made light.

Lightweight cryptography can be a proper solution for covering resource-constrained devices.
Elliptic curve cryptography (ECC), which is most representative of lightweight asymmetric-key
algorithms, can provide 128-bit cryptographic security using a 256-bit key, which is significantly
smaller than the 3072-bit key of the most widely used public-key encryption algorithm RSA [9]. ECC
has been applied to various cryptographic algorithms including elliptic curve Diffie–Hellman(ECDH)
and the elliptic curve digital signature algorithm (ECDSA). ECDH and ECDSA are both cryptographic
public-key algorithms but they have different purposes: ECDH is used for key exchange and ECDSA
is a variation of the digital signature algorithm. ECDH is a variation of the Diffie–Hellman algorithm
for elliptic curves, which is a cryptographic key agreement protocol that allows two parties with
public/private key pairs on elliptic curves to obtain a shared secret key using an unprotected
communication channel. ECDSA is a public key algorithm for creating a digital signature, similar
in structure to a DSA, but defined, in contrast to it, not above the ring of integers, but in a group of
points of an elliptic curve. In the case of the symmetric-key algorithms, many lightweight AEAD
ciphers have been proposed recently to deal with a resource-constrained environment; moreover, the
standardization project at the National Institute of Standards and Technology (NIST) is in process [10].
AEAD ciphers can provide not only data confidentiality but also data integrity and authentication
using a message authentication code (MAC) with associated data during the encryption process. These
lightweight cryptographic algorithms help to make D2D communication secure and able to process
communication efficiently.

In this paper, we propose a secure D2D communication system for a 5G IoT network based on
lightweight cryptography ECC and the AEAD cipher. First, we analyze typical security threats and
present security considerations for D2D communication in a 5G IoT network. Moreover, we survey the
existing research on secure D2D communication schemes and make a taxonomy of these results based
on our security considerations. Finally, we propose a lightweight cryptography-based secure D2D
communication system that can provide anonymity, user authentication, data confidentiality/integrity
and efficiency. Because of its lightweight construction, the proposed D2D communication system can
be applied efficiently on the 5G IoT network. Our main contributions can be summarized below:

• We analyze existing typical security threats and secure D2D communication. Then we present
security considerations for secure D2D communication for a 5G IoT network.

• We survey and analyze existing research based on our security considerations, including
authentication, data confidentiality/integrity, anonymity and efficiency.

• We propose a lightweight and secure D2D communication system. The proposed D2D
communication system is designed based on lightweight cryptography. It can be implemented
simply and can efficiently process resource-constrained 5G IoT devices.

The remainder of this paper is organized as follows. Section 2 introduces related works where we
surveyed D2D communication and analyzed security considerations for secure D2D communication.
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In Section 3, we propose a secure D2D communication system for a 5G IoT network. In Section 4, we
show the simulation results of our proposed D2D communication system. In Section 5, we analyze our
proposed D2D communication system based on our security considerations and finally conclude in
Section 6.

2. Related Work

2.1. Typical Security Threats of D2D Communication

D2D communication involves three steps, device discovery, link setup and data transmission, to
make a direct connection between devices. In the device discovery step, the device searches for nearby
devices. Then devices that are discovered in the previous step make a connection for transmitting
data in the link setup step. After a connection is established, the data is transmitted through a direct
link in the data transmission step. However, if there are no proper security measures, the data can
be vulnerable to some security threats by attackers. Typical security threats of D2D communication
introduced in [5] are as follows:

• Impersonation attack. In this attack the attacker acts like a legitimate user by using an
identity such as an international mobile subscriber identity (IMSI). To prevent this attack proper
authentication of users has to be considered.

• Eavesdropping. This is a type of attack where the attacker passively listens to communication
between users and thereby the attacker can capture the transmitted data and also can fabricate
the data. To prevent this attack, data confidentiality and integrity have to be considered.

• Privacy sniffing. D2D communication has to broadcast request messages to search for nearby
devices. However, the attacker uses this feature to find and track the victim device. To mitigate
this security threat, the devices have to use an anonymous identity, and it has to be authenticated.

• Free riding attack. Selfish devices receive the desired data from other devices but do not share
their resources because of energy consumption and because of this they reduce system availability.
To mitigate this attack, the user identity has to be authenticated and managed by a base station.

• Location spoofing. In this attack a malicious device may broadcast a request message with wrong
or artificial location information to disrupt D2D communication in the device discovery step.
To mitigate this attack, the request message has to be processed only from validated devices in
D2D communication.

2.2. Security Considerations for a 5G IoT Network

In a 5G network, IoT applications correspond to mMTC and URLLC scenarios. For the security of
D2D communication against threats, the D2D communication system has to provide security functions
including authentication, data confidentiality/integrity and anonymity. However, IoT devices have
limited resources in terms of performance, memory and power consumption. Therefore, the security
functions must also provide efficiency, meaning that each security function has to be implemented
lightly and run faster. The detailed description of security considerations are as follows:

• Authentication. Authentication is a key requirement for securing D2D communication in the
5G IoT network. For most types of attacks, proper user authentication is the most basic and
appropriate solution. Every network should be able to verify the identity of users in order to
guarantee the security of the network.

• Data confidentiality and Integrity. The data transmitted in the IoT network contains sensitive
information, and due to a variety of attacks that can eavesdrop on or modify that information,
confidentiality and integrity are a big concern. For providing this, we have to encrypt the
transmitted data and use hash functions or message authentication algorithms.

• Anonymity. Anonymity refers to hiding the identity of origin and sensitive information such as
location. Anonymity is a necessary security function to prevent attackers from targeting specific
users for their purpose. In such cases, when anonymity is not provided, the attacker can choose a
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specific target for the attack. If you take the example of autonomous vehicles, the attacker may
decide to attack a specific car. Therefore, anonymity should be considered extensively.

• Efficiency. Efficiency is the communication system’s ability to be implemented and to operate
economically. This consideration is about availability, which means that authorized users can
access the information at any time they request it. This consideration is especially critical when it
comes to the IoT network because IoT devices have limited resources.

2.3. Existing Research

Mingsheng Cao et al. [11] proposed a secure lightweight D2D communication system with
multiple sensors. Their proposed communication system is designed based on lightweight key
generation and a distribution scheme by leveraging an acceleration sensor and secure near field
authentication by using a device’s microphone and speaker as sensors and for data transmission,
which includes encryption/decryption by audio and RF channels. Adeel Abro et al. [12] proposed a
lightweight authentication scheme based on elliptic ElGamal encryption, which is public key algorithm
based on elliptic curve discrete logarithm problem (ECDLP). This paper presents an authentication
scheme based on public key infrastructure (PKI) and uses a combination of ECC to select key pair
and ElGamal encryption to exchange the secret key. Yasir Javed et al. [13] also proposed a lightweight
security scheme based on ECC and ElGamal encryption over public key infrastructure. This paper
uses ECC to create keys and ElGamal for encryption and decryption. Atefeh Mohseni-Ejiyeh et al. [14]
proposed an incentive-aware lightweight secure data sharing scheme for D2D communication in
5G networks. In their proposed scheme, users obtain digital signatures to prove successful data
sharing and, in the sharing process, the symmetric encryption algorithm and MAC are used. Haowen
Tan et al. [15] proposed a D2D authenticating mechanism employing smartphone sensor behaviour
analysis. Their authentication scheme is designed based on certificateless cryptography for group
authentication and user’s behavior analysis extracted from smartphone sensors is employed for
continuous authentication. Sheeba Backia, Mary Baskaran et al. [16] proposed a lightweight key
exchange mechanism for LTE-A assisted D2D communication that can be applied in 5G networks. Their
mechanism is designed by using ECC-based symmetric keys. Yunqing Sun et al. [17] proposed privacy
protection device discovery and an authentication mechanism for D2D using the identity-based prefix
encryption and ECDH key agreement protocol. All of these studies can provide authentication and
data confidentiality/integrity and most of them use ECC based cryptographic algorithms. However,
they have some limitations in that some of the results cannot provide anonymity or the researches did
not deeply consider the data transmission step of D2D communication. Moreover, most of the existing
schemes use only lightweight public key algorithms not lightweight symmetric encryption algorithms.
Table 1 shows a taxonomy of strategies of existing research in terms of the security functions provided
(confidentiality/integrity, authentication, anonymity) and the steps considered (device discovery, link
setup, data transmission). Since our proposed system uses ECC and lightweight AEAD cipher for
covering our security considerations and all of the steps in D2D communication, it can improve the
efficiency and security of D2D communication.
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Table 1. Taxonomy of strategies of existing secure device-to-device (D2D) communication.

Ref.
Security Function Considered D2D Step

Conf. / Int. Auth. Anon. D.D. L.S. D.T.

Mingsheng Cao et al. [11] � � � � �
Adeel Abro et al. [12] � � � � �
Yasir Javed et al. [13] � � � � �

Atefeh Mohseni-Ejiyeh et al. [14] � � � � �
Haowen Tan et al. [15] � � � � �

Sheeba Backia Mary
Baskaran et al. [16] � � � � �

Yunqing Sun et al. [17] � � � � �

3. Secure D2D Communication

3.1. Proposed D2D System Model

In this section, we propose a secure D2D communication mechanism for a 5G IoT network
based on lightweight AEAD ciphers. The proposed secure D2D communication model is shown in
Figure 1. Objects participating in D2D communication consist of 5G network components including
user equipment (UE), general node-B (gNB), access and mobility management function (AMF)/security
anchor function (SEAF) and user data management (UDM). UE is a device that is a mobile entity
in a 5G network, and UE is an actual device that communicates with other devices directly in our
system. gNB is a base station responsible for connecting UE to mobile networks. In our system,
gNBs share their public key with other gNBs in advance and use their private key to generate D2D
tokens (D2DTKgNBx ) via ECDSA. Moreover, AMF is responsible for the management of a mobile
entity. SEAF is a middle entity of authentication between UE and a 5G network and is co-located
with AMF. UDM stores information about mobile entities in a 5G network. A 5G network provides
the authentication framework using 5G-AKA to verify the identity of the UE. 5G-AKA is used to
authenticate the UE’s validity before generating a D2D token for use in communication in the proposed
secure D2D communication. It is corresponded to step 0 in the proposed D2D system, and this process
is performed only once for each UE.

After generating a D2D token, the D2D communication process has three steps similar to a
typical D2D communication system: Device discovery, link setup and secure data transmission.
However, in each process, there are features for security such as anonymity, authentication and
confidentiality/integrity. We will discuss the details of these features in Section 3.2. The brief
descriptions of each process are as follows:

• Device discovery is a process that searches for nearby nodes. In this step, nodes in a network
broadcast a request message to discover other nodes. If a node receives a request message, it sends
a response message to another node. The broadcast or response message in this process includes
each UE’s encrypted identity SUCI and the issued D2D token.

• Link setup is a process for making a peer-to-peer connection between two nodes. During this
process, each node sends a verification request to its base station, gNB, with the SUCI and D2D
token of the target UE being received in the device discovery phase. After verification, ECDH is
used to exchange secret keys for secure data transfer.

• Secure data transmission is a process where data is transmitted. The main feature of this step
is that the data is encrypted using a lightweight AEAD cipher before transmission. In the
encryption process, the sender node uses its D2D token identity and context sequence, thereby
the confidentiality and integrity of the data are ensured. Moreover, authentication is processed in
every transmission.
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Figure 1. Secure D2D communication system model for a 5G Internet of Things (IoT) network.

3.2. Details of Communication Mechanism

This section deals with the detailed process for the proposed D2D communication system.
As described in the system model, the proposed D2D communication system has four steps in
total. These four steps may be classified into one pre-processing step performed before D2D
communication and the remaining three steps in which actual D2D communication is performed.
The pre-processing step is the D2D token generation step (corresponding to step 0), and the steps in
which D2D communication is performed are device discovery, link setup and secure data transmission
(corresponding to steps 1–3, respectively).

First, in the D2D token generation step, each UE sends a request to the gNB to generate a D2D
token for later use in D2D communication. The gNB that receives the D2D token generation request
first verifies the identity of the UE that sent the request. At this time, the identity of the UE verifies
the SUCI, which is an encrypted identity that emerges for user privacy in a 5G network. Unlike IMSI,
the identity of the UE used in existing 4G networks, the SUCI can provide anonymity for the UE as a
result of encrypting the IMSI using a public key (PUK). The verification for SUCI is performed using
5G-AKA, an authentication framework for performing primary authentication of UE registration in
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5G networks. The subject that performs the actual verification is AMF/SEAF, and the verification
is performed by comparing the credentials obtained by decrypting SUCI with the user credentials
stored in the UDM. When the SUCI verification is completed, the result is transmitted to the gNB,
and accordingly the gNB generates a D2D token and transmits it to the requesting UE. The generation
of the D2D token uses the digital signature value calculated by the ECDSA of the UE’s SUCI using
the gNB’s private key (PRK). The issued D2D token may also give anonymity to the UE with a value
generated through a cryptographic algorithm by using the identity of the UE like SUCI. The issued
D2D token can be verified if the SUCI of the UE and the public key of the gNB are known (note that
each gNB shares the public key we mentioned in the previous section). The D2D token generation
procedure is shown in Figure 2.

Figure 2. D2D token generation procedure.

From now on, actual D2D communication performing steps will be described. The whole process
of proposed D2D communication is shown in Figure 3. Step 1 is device discovery, which is a process of
searching for a nearby device with which to perform D2D communication. Here, each UE desiring
D2D communication broadcasts a message requesting to perform D2D communication, and UEs in
a state capable of D2D communication transmit a response message to the received D2D request
message. Here, the broadcast message or response message includes the D2D token issued in step
0 and its SUCI. If a response message to the broadcasted request message is received, the process
proceeds to the next step.

The second stage of D2D communication is the link setup to establish a communication session.
In this step, prior to establishing a communication session, verification is performed on the D2D token
exchanged through device discovery. The verification of the D2D token performed here is similar to the
UE identity verification performed in the D2D token generation, but the authentication is performed
in the gNB without connecting to the core network. The D2D token can be verified using the public
key and SUCI of each gNB, which authenticates that the D2D token has been issued from the gNB by
request by a pre-authenticated UE. When the verification of the D2D token is completed, the secret key
exchange used in the encryption process of the data transmission step is performed according to the
result. The exchanged secret key is a secret key derived from the secret keys of both UEs using ECDH.
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Therefore, even if the attacker taps the data transmitted in the middle of the key exchange, the secret
key cannot be derived.

Figure 3. The whole process of secure D2D communication.

Secure data transmission, the last step of the proposed D2D communication, performs data
encryption communication. At this time, encryption uses a lightweight AEAD cipher. The lightweight
AEAD cipher is a cryptographic algorithm that provides not only confidentiality but also integrity
and authenticity. It encrypts the data to be transmitted and creates a MAC for authenticating data
integrity. Moreover, in the encryption process, the AEAD cipher uses additional information about a
communication session and the other party, called the associated data (AD), thereby the AEAD cipher
provides authenticity, which means the message is transmitted from the right party at the right time.
In the proposed D2D communication system, the AD consists of the D2D token and context sequence
information and manages the sequence for each transmission. Upon receiving the cipher text using
the AD configured as described above, the UE may check whether the other UE performing D2D
communication has received data corresponding to the current situation along with authentication.
The data format used in secure data transmission is shown in Figure 4. In this step, any lightweight
AEAD cipher can be applied according to available resources. Table 2 shows available lightweight
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AEAD ciphers which are candidate cipher from NIST lightweight cryptography standardization
(Round 2) [10].

Figure 4. Data format for data communication.

Table 2. A list of lightweight authenticated encryption with associated data (AEAD) ciphers (National
Institute of Standards and Technology (NIST) lightweight cryptography standardization (Round 2)).

Cadidates Type Functionality

ACE Permutation based AEAD and Hashing
ASCON Permutation based AEAD and Hashing
COMET Block cipher based AEAD only

DryGASCON Permutation based AEAD and Hashing
Elephant Permutation based AEAD only
ESTATE Tweakable block cipher based AEAD only
ForkAE Tweakable block cipher based AEAD only

GIFT-COFB Block cipher based AEAD only
Gimli Permutation based AEAD and Hashing

Grain-128AEAD Stream cipher based AEAD only
HYENA Block cipher based AEAD only

ISAP Permutation based AEAD only
KNOT Permutation based AEAD and Hashing

LOTUS-AEAD/LOCUS-AEAD Tweakable block cipher based AEAD only
mixFeed Block cipher based AEAD only

ORANGE Permutation based AEAD and Hashing
Oribatida Permutation based AEAD only

PHOTON-Beetle Permutation based AEAD and Hashing
Pyjamask Block cipher based AEAD only
Romulus Tweakable block cipher based AEAD only
SAEAES Block cipher based AEAD only
Saturnin Block cipher based AEAD and Hashing

SKINNY-AEAD/SKINNY-HASH Tweakable block cipher based AEAD and Hashing
SPARKLE Permutation based AEAD and Hashing

SPIX Permutation based AEAD only
SpoC Permutation based AEAD only
Spook Tweakable block cipher based AEAD only

Subterranean 2.0 Permutation based AEAD and Hashing
SUNDAE-GIFT Block cipher based AEAD only

TinyJambu Block cipher based AEAD only
WAGE Permutation based AEAD only

Xoodyak Permutation based AEAD and Hashing

4. Simulation Results

In this section, we conduct a simulation to evaluate the proposed D2D communication system
in terms of performance and efficiency. The performance in this section shows the whole processing
time of the proposed D2D communication process. Moreover, for evaluating the efficiency of the
proposed D2D communication, we perform analysis of implementation cost of lightweight AEAD
ciphers, and simulate energy consumption according to AEAD ciphers.

The proposed D2D communication includes cryptographic algorithms for providing our security
considerations (authentication, data confidentiality/integrity, anonymity). In detail, the applied
cryptographic algorithms are the digital signature, the Diffie–Hellman key exchange algorithm and
the AEAD cipher. We suppose that the processing time of each cryptographic algorithm is as follows.
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The processing time for signing of a digital signature tDSsign , the processing time for verification of
a digital signature tDSver , the processing time for key exchange tDH and the processing time for the
AEAD cipher tAEAD. Then we suppose the transmission latency in D2D communication is ltr. Finally,
we can estimate the total length of the D2D communication processing time tD2D through Equation (1).

tD2D = ∑ ltr + ∑ tDSsign + ∑ tDSver + ∑ tDH + ∑ tAEAD (1)

For calculating the summation of each processing time, we analyze the proposed D2D
communication in terms of the number of transmissions and the usage count of the cryptographic
algorithm at each step. In D2D token generation (step 0), there are two transmissions, request
and response, for a D2D token; this step also includes 5G-AKA for user identity authentication.
The 5G-AKA have 10 transmissions between UEs, gNB, AMF and UDM. In terms of the usage of
the cryptographic algorithm, the D2D token generation step uses ECDSA-signing to process token
generation. Moreover, we assume that the 5G-AKA consists of ECDSA-signing and ECDSA verification
because the 5G-AKA is based on the ECC certificate. In device discovery (step 1), the requested UE
broadcasts the request message; this means that the number of transmissions for a request message
equal the number of devices (m), which are located near the sender UE. Moreover, in this step, there
is a transmission to response. In link setup (step 2), when two devices set the connection, there
are transmissions, including two for token verification, two for response of verification and two for
key exchange, and there are the usages of the cryptographic algorithm, including two for ECDSA
verification and one for ECDH. Lastly, the secure data transmission (step 3) has transmissions according
to the amount of data (n bytes), and we assumed that data are transmitted in packets and in units of
1460 bytes, which is a general maximum transmission unit (MTU) size. Moreover, the AEAD cipher
is used twice (encryption/decryption) in this step. Then we can finally calculate the summation of
processing time by multiplying each processing time by the number of transmissions or the usage
count of the cryptographic algorithm. Table 3 shows the summary of processing time at each step of
proposed D2D communication.

Table 3. The summary of processing time of proposed D2D communication.

Step Transmission Latency
Processing Time of Cryptographic Algorithm

ECDSA-Sign ECDSA-Verify ECDH AEAD

Step 0 (2+10) ∗ ltr (1+1) ∗ tDSsign 1 ∗ tDSver - -

Step 1 (m+1) ∗ ltr - - - -

Step 2 (2+2+2) ∗ ltr - 2 ∗ tDSver 1 ∗ tDH -

Step 3 (n/1460) ∗ ltr - - - 2 ∗ tAEAD

Total (∑ l or ∑ t) (19+m+n/1460) ∗ ltr 2 ∗ tDSsign 3 ∗ tDSver 1 ∗ tDH 2 ∗ tAEAD

When we simulate Equation (1) using processing time in Table 3, we set each time parameter
based on 5G network requirements and existing implementation results of the cryptographic algorithm.
The 5G network requires a transmission latency of 1 ms [18]; accordingly, we set ltr as 0.001. Moreover,
we set the processing time of the ECC-based algorithm based on the performance presented in [19]
(tDSsign = 0.122, tDSver = 0.458, tDSDH = 0.1672). In the case of tAEAD, we can calculate processing
time by multiplying the throughput (Mbps) of the algorithm by the amount of data (n′ (Mb) = n
(MB) ∗ 8/106). For simulating various AEAD ciphers, we set the parameter following five AEAD
ciphers (AES-GCM, ASCON, SpoC, Spook and GIFT-COFB) based on the performance results
presented in [20]. Each case of tAEAD is as follows (power measured: 50 MHz): tAES−GCM = n′

(Mb)/31.2 (Mbps), tASCON = n′ (Mb)/39.0 (Mbps), tSpoC = n′ (Mb)/28.8 (Mbps), tSpook = n′ (Mb)/88.3
(Mbps), tGIFT−COFB = n′ (Mb)/120.8 (Mbps). Figure 5 shows the simulation result of the proposed
D2D communication. The AEAD ciphers used in the simulation consist of one general-purpose
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AEAD cipher (AES-AEAD) and four lightweight AEAD ciphers. Simulation results show that three
lightweight AEAD ciphers (ASCON, Spook and GIFT-COFB) are faster than AES-GCM (optimized).
In particular, GIFT-COFB shows about 18.71% faster performance than AES-GCM when transmitting
10 KB data.

Figure 5. The processing time of the proposed D2D communication system.

However, because 5G IoT networks have limited resources, good performance of cryptographic
algorithms may not cover all of the 5G IoT devices. This means the cryptographic algorithm has to
be implemented lightly and must consume a small amount of power. Table 4 shows the hardware
implementation results of AEAD block ciphers [19]. Even though Spook is faster than AES-GCM
(optimized), Spook has the highest implementation cost, as in the mentioned area for implementing a
look-up tables (LUTs).

Table 4. The hardware implementation result of AEAD ciphers.

AEAD Cipher Area (LUTs) Power (mW) Throughput (Mbps) Energy (nJ/bit)

AES-GCM (Optimized) 1532 35.9 31.2 1.15
ASCON 1808 33.6 39.0 0.86

SpoC 1344 34.7 28.8 1.20
Spook 7082 125.9 88.3 1.43

GIFT-COFB 2695 36.6 120.8 0.30

Figure 6 shows energy consumption by amount of data based on energy efficiency in Table 4.
In terms of energy consumption, GIFT-COFB and ASCON consume less energy than AES-GCM
(optimized), but SpoC and Spook consume more energy. Considering that both GIFT-COFB and
ASCON show better performance than AES-GCM (optimized) in the performance simulation, when
GIFT-COFB or ASCON is applied to the proposed D2D communication, both speed and energy
efficiency of the proposed D2D communication are better than for AES-GCM (optimized)-based
D2D communication.
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Figure 6. The energy consumption of AEAD ciphers.

5. Security Analysis

In this section, we perform security analysis of the proposed secure D2D communication
system. As we mentioned before, secure D2D communication requires authentication,
data confidentiality/integrity and anonymity. In addition, considering the resource-constrained
nature of a 5G IoT network, it must be implemented lightly and must perform efficiently. We first
discuss the proposed D2D communication system based on our security considerations. Moreover, we
discuss security against typical threats of D2D communication.

5.1. Analysis Based on Security Considerations

• Authentication: The proposed D2D communication system performs primary authentication
using 5G-AKA, which is an authentication framework provided by 5G, to perform authentication
for a UE before issuing a D2D token. Moreover, the issued token can perform secondary
authentication through verification of the process of creating a link of D2D communication
through the gNB’s public key and SUCI. Finally, in the data transmission step, the token is used
as an AD to authenticate the other party for each transmission of data. In this way, authentication
of the UE is performed in all processes of data communication before issuing a token for D2D
communication so that more secure communication can be performed.

• Data confidentiality and integrity: The proposed D2D communication system generates D2D
communication using SUCI, which is the encrypted UE identity, and the secret key of the gNB
during the D2D generation process. In this process, there is no case where the identity of the
unencrypted UE is transmitted. In addition, in the step of actual data transmition after creating
a D2D link, encryption is performed using a lightweight AEAD cipher. AEAD cryptography
can provide integrity and authentication as well as data confidentiality. Therefore, the proposed
D2D communication system can guarantee the confidentiality/integrity of the identity and
communication data of the UE.

• Anonymity: In 5G networks, SUCI is an encrypted identity for UE anonymity, which provides
anonymity for the UE itself. Moreover, the D2D token used in the proposed D2D communication
is a value obtained by signing SUCI with the private key of the gNB, which also provides
anonymity by not being able to recognize the identity of the UE directly.
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• Efficiency: Both the authentication process and the data encryption process used in the proposed
D2D communication system are based on lightweight cryptography. The lightweight ciphers used
in this paper are the ECC-based public key cryptosystem and the lightweight AEAD cipher. The
ECC-based public key cryptosystem uses a 256-bit key and operates faster than RSA, which uses
a 1024-bit key. Moreover, the lightweight AEAD cipher is designed to be efficiently implemented
in a resource-constrained environment such as in IoT and provides data confidentiality/integrity
and authentication.

5.2. Security against Typical Threats

• Impersonation attack. In D2D the token generation step, each UE is issued a D2D token, which
is signed by the gNB. When gNBs generate the token, they authenticate the validity of the UE
by comparing the identity of the UE in UDM. After this authentication process, gNBs complete
the generation of D2D tokens by using their private key. Because of this procedure, the attacker
cannot impersonate other UE.

• Eavesdropping. In a secure data transmission step, every instance of data transmission is
protected by the lightweight AEAD cipher. In the AEAD encryption process, UE uses its D2D
token and context sequence as associated data. Using this associated data, MAC is generated,
and thereby UE can check the integrity of the message and the validity of the sender UE. For these
reasons, the attacker cannot eavesdrop and cannot fabricate a message.

• Privacy sniffing. The proposed D2D communication system uses the D2D token, which is
generated based on SUCI of UE and digital signature of gNB using ECDSA. The D2D token can
provide anonymity as a cryptographic identity. For this reason, the attacker cannot recognize the
original identity of the UE.

• Free riding attack and location spoofing. When the D2D token is generated by gNB, the validity
of the UE is authenticated. This means that each instance of validating a UE is managed by
gNB. The D2D token is authenticated in the link setup step in the proposed D2D communication
system, and the data transmission is protected by AEAD encryption using a D2D token. Therefore,
if a free-riding attack or location spoofing occurs in D2D communication, gNB can handle these
situations by eliminating malicious UE.

6. Conclusions

In this paper, we propose a secure D2D communication system in a 5G IoT environment.
The proposed D2D communication is designed based on an ECC-based public key cryptosystem and a
lightweight AEAD cipher for efficiency in 5G use cases corresponding to IoT scenarios, mMTC and
URLLC. Before the D2D communication is performed, the UE identity is verified based on the 5G-AKA
provided by the 5G network, and then a token is used as the ECDSA for the D2D communication.
The generated token could authenticate the legitimacy of the corresponding UE identity in the link
setup process after device discovery. This can be done without connecting to the core network.
In addition, by performing the encrypted communication through the lightweight AEAD cipher using
the token as the associated data in the secure data communication step, the confidentiality/integrity of
the data and authentication of the UE can be performed in each data transmission step. This approach
can provide higher performance and energy efficiency than a general-purpose AEAD cipher-based
communication system, and can also provide security against security threats such as impersonation,
eavesdropping, privacy sniffing, free-riding and location spoofing.
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Abstract: It is ascertained that the current communication systems will not be able to support the
future network demands due to the increasing traffic, limitation of frequency resources, and high level
of interference. Recently, beamforming techniques have been introduced to reduce the interference by
redirecting the transmission towards the desired users only. While such beamforming enables better
interference mitigation and improved network performance, the concerns on its effectiveness in dense
deployment environments are arising. In this paper, the prospect of interference avoidance in location
aware small cell environments using time division multiple access (TDMA) and beamforming is
studied. The interference is reduced by identifying the aggressor small cell and transmit the beams
towards the desired users at different times. Simulation results show that the proposed scheme is
able to enhance the signal to interference plus noise ratio (SINR) by approximately 18 dB, enhance
the user throughput by about 10 Mbps in comparison to small cell on/off control scheme with a
discovery signal (SCon/off-DS), and improve the fairness index to about 95% in comparison to the
baseline scheme. It is believed that the presented results promote the proposed scheme as an efficient
interference management paradigm for the fifth generation (5G) communication systems.

Keywords: beamforming; interference management; throughput; fairness index, small cell networks

1. Introduction

The future communication systems that operate in higher frequency bands promise to exploit
wider bandwidths to cater higher data rates for the end users [1]. For instance, the highest bandwidth
range that is obtainable in millimetre wave (mmWave) systems is approximately 10 Gigahertz (GHz)
over a frequency range of 30–300 GHz which achieves about 100 bits/sec/Hz spectral efficiency,
and obtains terabyte data rate at the physical layer [2,3]. This is triggered by the limitation of the
current wireless communication systems in terms of spectrum limitation as well as fairness issues.
In wireless systems, different channel conditions and/or improper resource allocation and scheduling
are experienced by signals. Therefore, fairness is one of the issues worth to look at in such systems.
In [4], the downlink throughput of OFDMA small cells is maximised subject to short-term and
long-term fairness indices. This is achieved using a fixed transmission power. The proposed scheme
utilises cumulative fairness constraint to replace the long-term fairness and further improve the
system’s fairness. Similarly, the authors of [5] used non-orthogonal multiple access (NOMA) to
maximise the fairness of drone small cells. More works on fairness can be found in [6–8].

Similarly, extensive researches focused on investigating bandwidths of up to 10 Terahertz (THz)
because it offers extremely broader spectrum leading to huge capacity enhancements. Nevertheless,
THz signals are very fragile in longer distances due to the high frequency. In other words, THz
communication performs best in indoor capacities due to the proximity between transmitters and
receivers [9,10]. On the other hand, multiple input multiple output (MIMO) technique is exploited to
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achieve enhanced beamsteering gains in which multiple antennas are tightly bundled together over a
small spatial area. Subsequently, the technical and hardware complexities are few of many constraints
that researchers had to realise in approaching the technique. The authors of [11] investigated the
performance and the complications of signals phase-uncertainty when deploying low-complexity
indoor wireless units that utilise hybrid beamforming techniques. The study concluded that the
number and the size of antennas are proportional to the performance degradation.

The authors of [12] proposed a hybrid beamforming that is able to map a beamsteering codebook
based on the channel state information (CSI). It consists of a digital beamformer that eliminates
interference by dealing with regulated channel inversion (RCI) to reduce the overall complexity. It is
meaningful to mention that the proposed algorithm is designed to eliminate inter-band-interference
that is caused by orthogonal frequency division multiplexing (OFDM) carrier offsets (CFO) in [13].

The authors of [14] presented an experimental analysis of the in-band full-duplex communication
(IBFD) end-fire arrangement array transceiver and then developed a MIMO testbed that communicates
at 12.9 GHz carrier frequency. However, the scheme suppressed the self generated interference by
using the OFDM techniques and did not show evaluations in terms of data rates and bit error rates.
In view of that, the consideration of transmission and reception, proper channel modelling, and
multipath and fading effects lead to the smart antennas techniques. In [15], smart antennas were
categorised into adaptive arrays and switched beam antennas. While the latter describes the antennas
that have multiple beams and able to switch to any beam at any given time, the former estimates the
arrival direction and in-lines the beams with that direction, thereby resulting less interference.

Subsequently, the switched beam antennas do design the multi-user constellation depending on
how interference is perceived. Interference is mostly eliminated or suppressed through minimum
mean square error (MMSE) [16], zero-forcing (ZF) [17,18], or time division multiple access (TDMA)
techniques [19]. TDMA techniques usually utilise time division multiplexing (TDM) training sequences
to assist at the demodulating terminal. In that regard, the authors of [20] focused on achieving
better synchronisation to realise the adaptive beamforming algorithms in real time co-channel
communication systems.

The small cell technology on the other hand have expanded the capacity of the current
communication systems by allowing more users to utilise more network resources with enhanced
signals quality. Given the fact that most of future data exchange will originate from indoor
environments along with the fragility of higher frequency signals; small cells are the most attractive
solution that will solve for all the highlighted issues. With regards to that, service areas are often
divided into equal set of squares whereby each square is served by single small cell to suppress
interference power [21]. This is achieved by forcing other small cells within the service area to switch
off to save power. However, interference caused by edge users transmitting with the maximum power
may lead to grave performance deterioration. In [22] adaptive power control mechanism was proposed
to reduce the interference by adaptively adjusting the transmission power to enhance the signal to
interference plus noise ratio (SINR) and minimise the outage probability. The adaptation was done
by either increasing or reducing the transmission power by a certain value and concurrently measure
the SINR to achieve an optimal value. Additional works on interference management using power
suppression techniques can be found in [23–25].

The authors of [26] presented a smart virtual antenna array that is deployable in 5G-IOT systems to
avoid the interference by precisely directing the beams towards specific users. While transmitter signals
are assumed to be in the form of generalised frequency division multiplexing (GFDM), the user signals
are assumed to be OFDM signals. However, the authors of this paper understand that current wireless
systems should be investigated extensively especially in views of small cells, beamforming, and TDMA
technologies due to the existence of limited realistic channel models for future 5G communication
systems and applications.

To the best of the authors knowledge, all works on beamforming techniques in long term
evolutions (LTE) communication systems utilise location aware principles in approaching the objectives
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of the work. Without loss of generality, the authors have found no works that consider exploiting
beamforming and TDMA techniques together to suppress the interference in dense small cell systems.
Therefore, this paper proposes an interference avoidance algorithm that exploits beamforming and
TDMA techniques in location aware small cell communication systems. This is achieved by redirecting
the beams towards the users at different times in which the locations of the users are assumed to be
known. The main contributions of this paper are summarised below:

1. Realistic interference estimation and avoidance based on line-of-sight conditions. Therefore,
favourable settings for propagation conditions are noted.

2. Effective beamforming and TDMA algorithm for interference avoidance in dense
indoor environments.

3. The proposed scheme improves the network data rate in broader bandwidth transmissions.
4. Realistic network model that is suitable for future communication systems.
5. Motivation for further research directions, such as: interference avoidance in ultra-high

frequencies and beamsteering techniques.

The remainder of this paper is divided as follows; Section 2 describes the system modelling and
problem formulation, the proposed model is described in Section 3, Section 4 presents the evaluations
of the numerical results, and Section 5 concludes the paper.

2. System Modelling and Problem Formulation

Crucial challenges and limitations in terms of the practicality of any simulation-based wireless
communication system, need to be addressed especially channel and network representations. Here,
the realisation of the channel and the annotations used in this simulation are introduced. As highlighted
earlier, indoor facilities are expected to embrace the greatest portion of data exchange since higher
frequencies are assumed to be effective within indoor capacities. Therefore, all simulation parameters
including channel modelling parameters are tailored with respect to line-of-sight indoor environments.

In this paper, the set of small cells is denoted by S whereby each small cell is assigned K
subchannels. The set of users associated to each small cell is denoted by U . Moreover, P− and P+

describe the maximum transmission power and the received power of each small cell, respectively.
Without loss of generality, the necessary assumptions used in this paper are described below:

• Small scale fading (Rayleigh fading) is represented by the instantaneous received signal strength,
which varies frequently in response to the separation between the transmitter and receiver. This is
theoretically modelled using zeros-mean exponential distribution with unity deviation. However,
for more practical analysis, Jake’s model [27] can be taken into account because it considers
multipath, subchannel frequency, and the user speed.

• The service area (single indoor facility) is virtually controlled by small cell management system
(ScMS) that is later connected to the LTE core network through the packets gateway (P-GW) [28].

• The network bandwidth B = 20 MHz.
• The locations of small cells and users are entirely random (random distribution) in the simulation.

However, once the locations of the small cells are generated, they remain unchanged until the
iteration cycle completes. It later changes when the number of users is changed. Moreover, all
locations and angles are assumed to be known to the ScMS.

Other simulation parameters are described in Table 1.

211



Appl. Sci. 2019, 9, 4979

Table 1. Simulation settings.

Parameter Value

Service area 100 m × 100 m
P− [29] 23 to 33 dBm

Frequency 3.5 GHz
SINR threshold [30] 2.2 dB
Antenna elements 6

Elements type Patch
Inter-element spacing λ

2

Signal propagation in the given scenario is dominated by line-of-sight path whereby any other
reflected, scattered, or refracted signals are entirely neglected. Therefore, the channel gain gsku between
small cell and a user that are separated by a distance dsu is obtained by the following [31]:

gsku = −[PL
sku + LH

sku + LF
sku ] (1)

whereby PL
sku is the pathloss that is calculated by 127 + 30log10dsu [31], PH

sku is the shadowing loss, and
PF

sku is the fading loss. It is also important to state that noise is Gaussian [31] whereby it equals to:

N = N0 ×Nd ×B− (2)

N0 is the noise factor ≈2.5, Nd is the noise spectral density ≈−174 dBm/Hz, and B− is the subchannel
bandwidth ≈180 kHz.

Additionally, the simulation of the array antenna with respect to the parameters of Table 1 gives
a beamwidth of 40◦ in which the main lobe is directed towards the desired user at a specific angle.
The antenna polar beam pattern is presented in Figure 1.

Figure 1. Polar beam pattern of an array antenna that has 6 elements, inter-element spacing = λ
2 , and

δ = 0◦.

2.1. Problem Formulation

Channel and interference in dense environments are unpredictable especially in random
deployment scenarios where cells are distributed uniformly, which increases the complexity of channel
estimation and interference cancellation processes. Omni-directional antennas (wider beamwidths) in
conventional wireless communication systems have higher interference levels due to the reception
from multiple angles. However, antennas in beamforming environments have narrow beamwidths
and reception is limited to specific angles from the user point of view. Therefore, if the user has certain
knowledge of the arrival angles of transmitted signals, it would curb down huge levels of interference.
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Nevertheless, it increases the complexity of the system and addresses more challenges such as the
synchronisation issue.

The ratio of the desired signals in comparison to other channel factors is familiarly described by
the SINR metric that is obtained by the following [31]:

SINRsu = ∑
k ∈K

P+
sku gsku

∑
i∈S/{s}

P+
iku giku +N × αsu (3)

whereby α is the user association matrix of [s × u] and that αsu = 1 if the user u is associated to the
small cell s , otherwise αsu = 0 .

Looking at Equation (3), it can be concluded that if the interference power (denominator) is reduced,
SINR is enhanced. Therefore, the problem is formulated as follows:

arg min ∑
i∈S/{s}

∑
k ∈K

P+
iku

s.t.

∑
i∈S/{s}

αij �= 0

, ∀j ∈ U/{u}

(4)

2.2. Evaluation Metrics

In this section, the parameters used to assess the performance of the proposed algorithm
are introduced.

1. Throughput [31]: this describes the competence of the network to deliver data. It also describes
the effects of interference on the signals quality. Higher throughput means less interference, high
SINR, and efficient resource allocation scheme. Throughput is obtained by the following:

Ts = ∑
u∈U

Tu = ∑
u∈U

[B− × log2(1 + SINRsu)] (5)

It is noteworthy to mention that Equation (5) is valid for the maximum obtainable throughput.
However, the amount of successful packets delivery in real-time scenarios represents the
network throughput.

2. Jain’s Fairness model [32]: described by Equation (6); it is used to analyse how fairly the users
can access the required throughput. Fairness index varies between 0 and 1 whereby the higher
the index, the fairer the system.

Rs =

[
∑

u∈U
Tsu

]2

[
U × ∑

u∈U
T 2

su

] (6)

3. SINR: this compares the ratio of the received signal to interference plus noise.

3. Proposed Algorithm

As highlighted in Section 2, the synchronisation of both users and base stations increases the
complexity of the beamforming system. To avoid this, we introduce the parameter β at the ScMS,
which is a matrix of [s × u] that describes which user is receiving from which base station, βsu is
described below:
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βsu =

{
1 θsu − wsu

2 ≤ θsu ≥ θsu +
wsu
2

0 else
(7)

whereby wsu is the beamwidth, and θsu is the angle at which the user is located. Algorithm 1 describes
how βsu and βiu∀i ∈ S/{s} are derived from αsu . When user u is associated to small cell s , αsu is said to
equal 1. Subsequently, if the angle of user u is located within angles of the beam of small cell s , βsu is
set to 1. Similarly, βiu is set to 1 if user u is located within angles of the beam of small cell i , ∀i ∈ S/{s}

Algorithm 1 Initialise βsu

1: function SCMS
2: for s = 1 : S do
3: for u = 1 : U do
4: Set βsu = 0
5: if αsu = 1 then
6: if θsu − wsu

2 ≤ θsu ≥ θsu +
wsu
2 then

7: Set βsu = 1
8: end if
9: for i = 1 : S do

10: if i �= s then
11: if dsi > 2 × radiuss then
12: Set βiu = 0
13: if θiu − wiu

2 ≤ θsu ≥ θiu +
wiu
2 then

14: Set βiu = 1
15: end if
16: end if
17: end if
18: end for
19: end if
20: end for
21: end for
22: end function

Additionally, we introduce the parameter τ, which is also a matrix of [s × u]. It describes the
transmission time slot for user u, and obtained by the following:

τsu = (u − 1)× [U ×TTI] + 1 (8)

whereby TTI is the transmission time interval for a user in LTE.
In view of that, the ScMS forces s to transmit at the angle θsu where the user is located.

The maximum signal response will result at θsu if γ = − 2π
λ l sin θsu , which is used in obtaining the

summation of all antenna elements radiations i.e., array factor [33] as given by Equation (9).

F (θsu) = ∑
c∈C

Xc ej( 2π
λ cl sin θsu+cγ)

(9)

whereby Xc is the complex weight of the cth antenna element, λ is the wavelength, l is the inter-element
spacing, and γ is the phase lead of the cth element.

At the ScMS, the base station transmission can now be described in terms of time and angle
whereby the transmission of small cell s is set with respect to Table 2. Note that in Table 2 subchannels
are considered in the transmission whereby the transmission is said to be in the downlink only i.e.,
only the small cells are instructed to adjust the transmission. For two interfering small cells s and i ,
and after τsu is set according to Equation (8), βiu is updated if user u is not receiving small cell s i.e., no
interference. This is shown in Algorithm 2.

214



Appl. Sci. 2019, 9, 4979

Table 2. ScMS transmission codebook for cell s .

User u

1 2 3 . . . U
S

u
b

ch
a

n
n

e
l

k 1 F (θs11), τs11 F (θs12), τs12 F (θs13), τs13 . . . F (θs1U ), τs1U
2 F (θs21), τs21 F (θs22), τs22 F (θs23), τs23 . . . F (θs2U ), τs2U

3 F (θs31), τs31 F (θs32), τs32 F (θs33), τs33 . . . F (θs3U ), τs3U
...

...
...

...
...

...

K F (θsK1), τsK1 F (θsK2), τsK2 F (θsK3), τsK3 . . . F (θsKU ), τsKU

Algorithm 2 Update βiu

1: function SCMS
2: for s = 1 : S do
3: for u = 1 : U do
4: if βsu = 1 then
5: for i = 1 : S do
6: if i �= s then
7: if βiu = 1 then
8: if τsu �= τiu then
9: βiu = 0

10: else
11: Break
12: end if
13: end if
14: end if
15: end for
16: end if
17: end for
18: end for
19: end function

It can now be claimed that the maximum SINRs is obtained if ∑i∈S/{s} βiu = 0. However,
enhancements can be obtained if βiu is minimised. Therefore, the SINRs in Equation (3) can now be
obtained by the following:

arg maxSINRS

= ∑
u∈U

∑
k ∈K

P+
sku gsku × βsu

∑i∈S/{s} P+
iku giku × βiu +N

s.t. :

∑
s∈S

βsu = 1

(10)

Obtaining the correct angles where the users are located makes it easier to redirect the beams
towards the desired user. Therefore, the minimum β is obtained by Algorithm 2.

4. Results and Discussion

Here, the simulation results are presented to evaluate the relevance of the findings. The results
of the algorithm presented in Section 3 are compared with the small cell on/off control scheme with
a discovery signal (SCon/off-DS), location-aware self-optimisation (LASO) in [29]. When a nearby
user requests specific amount of data rate from the small cell, the macrocell can provide the required
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coverage and mobility. Therefore, the SCon/off-DS scheme achieves downlink interference avoidance,
and mitigation at the macrocell and the small cells, respectively. The LASO scheme improves the
throughput by adjusting the power offset in downlink transmission by effectively locating the users.
The authors have categorised the coverage area into two categories, namely: the non-dominantly
interfered region (NDIR), and the interfered region (IR). The users in the NDIR experience high SINR,
whereby the users in the IR experience low SINR. Additionally, beamforming scheme without TDMA
technique is referred to as Pl-beamforming, the proposed algorithm is referred to as Sl-beamforming.
Subsequently, the fairness of the beamforming schemes is later compared with baseline (BL) scheme
in which interference is assumed to be zero i.e., the best performance, which is used to assess the
feasibility and reliability of the proposed algorithm. Simulation results presented in this section are
in-line with the assumptions of U = [10–100] users, 20 MHz bandwidth, B− = 180 kHz, service area
= 100 m × 100 m, and 100 iterations.

The user throughput performance is illustrated in Figure 2a. Although the throughput achieved by
the SCon/off-DS and the LASO in NDIR is relatively high when there are 10 users, the number quickly
degrades as the number of users increase. However, both the Pl-beamforming and the Sl-beamforming
schemes maintain a throughput level of approximately 16 Mbps and 18 Mbps, respectively. This is
because the beams are effectively redirected towards the desired users only. Thus, reduces the
interference to other users.

This is evidenced by the SINR levels shown in Figure 2b whereby the superiority of the
beamforming schemes is clear. This shows how significantly can the beamforming schemes reduce
the interference in comparison to the other schemes. However, interference can still occur when the
number of users increase due to the proximity of users.

(a) Throughput (b) SINR
Figure 2. Throughput and SINR comparison when increasing the number of users in the service area
for all schemes.

Figure 3 shows the fairness level obtained by the Sl-beamforming. It is noteworthy to mention
that the fairness results are compared to the BL scheme because the fairness was not evaluated in [29].
Nevertheless, the Sl-beamforming is able to perform better than the Pl-beamforming because narrower
beamwidth and TDMA leads to less interference. Therefore, the Sl-beamforming is able to achieve
about 95% fairness levels for 100 users. The overall performance of the Sl-beamforming promotes it as
an efficient interference mitigation paradigm for future communication systems where the number of
base stations is expected to increase.
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Figure 3. Network fairness in comparison to the baseline scheme.

5. Conclusions

In this paper, the applicability of TDMA beamforming for future communication systems
is studied and assessed. The paper addressed the concerns of future wireless communication
followed by the features and the operations of beamforming. Subsequently, the Sl-beamforming
is proposed for line-of-sight small cell systems in LTE architecture. The modelling of the network
is tailored to give insights on the technical concerns and the achievements of the proposed scheme.
Empirical simulations are demonstrated to enforce the applicability of the Sl-beamforming scheme
whereby it is shown that the proposed scheme enhances the network SINR by about 18 dB, and user
average throughput by about 10 Mbps in comparison to the NDIR schemes. It also increases the
network fairness to approximately 95%. Future research directions will demonstrate the performance
over non-line-of-sight scenarios, uplink communication, and ultra-dense environments. Resource
scheduling algorithms should be added to the design, such as round robin and proportional fairness for
more factual simulation. Furthermore, investigations over 5G communication channels and frequencies
are recommended.
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Abbreviations

The following abbreviations are used in this manuscript:

5G Fifth Generation
BL Base Line
CFO Carrier Offsets
CSI Channel State Information
GFDM Generalised Frequency Division Multiplexing
GHz Giga Hertz
IBFD In-Band Full-Duplex
IoT Internet of Things
IR Interfered Region
LASO Location Aware Self-Optimisation
LTE Long Term Evolution
MIMO Multiple Input Multiple Output
MMSE Minimum Mean Square Error
mmWave Millimetre Wave
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NDIR Non-Dominantly Interfered Region
OFDM Orthogonal Frequency Division Multiplexing
P-GW Packets Gateway
RCI Regulated Channel Inversion
ScMs Small cell Management System
SCon/off-DS Small Cell on/off control scheme with Discovery Signal
SINR Signal to Interference plus Noise Ratio
TDM Tim Division Duplexing
TDMA Time Division Multiple Access
THz Tera Hertz
ZF Zero Forcing
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Abstract: The Co-frequency Co-time Full Duplex (CCFD) is a key concept in 5G wireless
communication networks. The biggest challenge for CCFD wireless communication is the strong
self-interference (SI) from near-end transceivers. Aiming at cancelling the SI of near-end transceivers
in CCFD systems in the radio frequency (RF) domain, a novel time-varying Least Mean Square (LMS)
adaptive filtering algorithm which is based on step-size parameters gradually decrease with time
varying called the DTV-LMS algorithm is proposed in this paper. The proposed DTV-LMS algorithm
in this paper establishes the non-linear relationship between step factor and the evolved arct-angent
function, and using the relationship between the time parameter and error signal correlation value to
coordinately control the step factor to be updated. This algorithm maintains a low computational
complexity. Simultaneously, the DTV-LMS algorithm can also attain the ideal characteristics, including
the interference cancellation ratio (ICR), convergence speed, and channel tracking, so that the SI signal
in the RF domain of a full duplex system can be effectively cancelled. The analysis and simulation
results show that the ICR in the RF domain of the proposed algorithm is higher than that in the
compared algorithms and have a faster convergence speed. At the same time, the channel tracking
capability has also been significantly enhanced in CCFD systems.

Keywords: Co-time Co-frequency Full Duplex (CCFD); self-interference (SI) signal cancellation;
RF domain; optimize Least Mean Square (LMS) algorithm; interference cancellation ratio (ICR)

1. Introduction

The increasing lack of spectrum resources has become a bottleneck, restricting the development of
the fifth generation (5G) of mobile communication technology [1–3]. Therefore, alleviating the shortage
of wireless spectrum resources and improving the utilization of spectrum resources has become one of
the important problems of current wireless communication research. Co-time Co-frequency Full Duplex
(CCFD) transmission technology, one of the key 5G technologies, can alleviate this lack of spectrum
resources to a certain extent [4]. Transceivers in CCFD systems can occupy the same frequency band to
transmit and receive data from the uplink and downlink at the same time. Compared to traditional
half-duplex systems, such as a frequency division duplex (FDD) system and a frequency division
duplex (TDD) system, the spectrum efficiency of the CCFD systems can be double. This increase has a
significant advantage on throughput by reducing congestion [5,6]. However, the data from the uplink
and downlink are transmitted while in the same frequency band, and the near-end receiver of the
full duplex system will be subjected to high-power interference from the local transmitter. We called
this interference self-interference (SI) [7]. Suffering from the limited quantization dynamic range of
analog-to-digital converters (ADCs), the interference to signal ratio (ISR) of the ADC input cannot be
too large or it will cover the desired signal with additional quantization noise [8]. Therefore, in order
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to ensure that the ADC is not blocked, the receivers of the CCFD system need to suppress SI signals
in the radio frequency (RF) domain before quantization of the ADC [9,10]. Thus, the purpose of this
paper is to suppress strong SI signals in the RF domain of the CCFD system.

At present, most of the studies in the field of RF SI cancellation in the CCFD system make
use of direct radio frequency coupling cancellation (DRFCC) structures [11]. The basic idea of SI
using DRFCC is to directly couple a part signal of the RF channel to the transmitter as a reference
signal. By adjusting the phase, amplitude, and delay of the reference signal, the SI signal can be
reconstructed, so that both the linear and non-linear SI can be effectively suppressed [12–14]. Compared
with indirect radio frequency coupling cancellation (IRFCC), which needs an additional separate
transmitting channel to reconstruct the interference signal, the DRFCC does not require extra runtime
for the separate channel, thereby reducing the quantity of memory data that have to be transmitted
at run-time, so that the runtime overhead of DRFCC can reduce greatly. The Least Mean Square
(LMS) algorithm is an optimization extension of the Wiener filtering theory using the fast descent
method [15]. It has the advantages of a simple principle, low computational complexity, and easy
implementation [16,17]. However, there is an obvious disadvantage of the LMS algorithm: the
convergence speed and steady-state error (SSE) are mutually constrained [18]. Reference [19] proposed
a Variable Step Size LMS (VSSLMS) algorithm to overcome the drawbacks of the LMS algorithm.
VSSLMS uses a prediction error signal to control the step size factor. However, the practicability of the
algorithm is poor, and in the process of convergence, a steady-state misalignment (SSM) easily occurs,
which does not guarantee precision. Reference [20] improved the VSSLMS algorithm based on the
sigmoid function (SVSLMS). The algorithm has the characteristics of a fast convergence speed and
small SSE, but the algorithm has high computational complexity and a large computational load, and
the step size of the error will be mutated when the value approaches near zero, which is bad for the
stability of the algorithm. Reference [21] proposed an modified variable step size LMS (MVSSLMS)
algorithm, which assumes that the input power remains unchanged and makes use of the average
estimation of the autocorrelation of the error signal function to the control iteration of the step factor,
but MVSSLMS is incompatible with a full-duplex system with variable input power. Reference [22]
proposed a scheme based on optimal dynamic power allocation, with the objective of maximizing the
rate of convergence, but the capability of channel tracking was not well considered. In reference [23],
a relationship between the step and the mean square instantaneous error was built. This algorithm has
strong tracking ability and fast convergence speed, but a weak anti-jamming capability. An algorithm
for tuning the parameters of a multiple-tap analog SI canceller by channel estimation is presented in
reference [24], but a performance analysis is not provided. In [25,26], a variable step size algorithm is
proposed, which has a larger value in the initial stage of the algorithm, to improve the convergence
speed, and a smaller value near the convergence time to reduce the SSM error. However, this method
is easily affected by the related noise and other factors. Reference [27] adopts a self-mixing RF SI
cancellation structure to achieve better SI cancellation for a gaussian minimum shift keying(GMSK)
narrowband full duplex signal at a lower hardware complexity, but its application scope is limited,
and the improvement of RF cancellation abilities based on this structure is not large.

In order to solve the above problems of the existing SI cancellation methods in the RF domain,
and to suppress SI signals more effectively, this paper proposes an optimized LMS algorithm based
on the step-size attenuation of convergence parameters. This algorithm is called DTV-LMS. In this
paper, Interference cancellation in wireless networks has been addressed through exact mathematical
optimization methods [28] within optimal wireless network design [29]. Compared to the RF domain
SI cancellation reference algorithms mentioned above, the proposed method in this paper makes use
of an evolved arctangent function, with the help of the relationship between the time parameter and
error signal correlation value to coordinately control the step-size. Thus, this algorithm can maintain
ideal characteristics, such as fast convergence and a good interference cancellation ratio (ICR) at low
computational complexity.
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This paper is structured as follows. Section 2 presents the system model and the mathematical
model of the CCFD system separately. The DTV-LMS algorithm and an analysis of its related abilities
as they apply to SI cancellation in the RF domain are introduced in Section 3. Simulation results and
analyses are given in Section 4. Finally, Section 5 summarizes this whole paper and proposes the
prospect of future work.

2. System and Mathematical Models

2.1. System Model

In a double-node CCFD system, the near-end and far-end nodes can be defined so that both
sides of the communication can simultaneously transmit and receive data in the same frequency
band [30]. The transceiver model of the system is shown in Figure 1. An orthogonal dual-tap direct
RFCC structure is adopted and uses a near-end transceiver as an example. At the transmitting end,
the transmitted signal, through digital modulation, transforms to s(n), and then the RF output signal
s(t) is obtained through digital-to-analog conversion (DAC), up-conversion, and power amplification
(PA), and fed into the transmitting antenna. At the receiving end, the received signal r0(t) includes
not only the desired signal ru(t) from the far-end nodes, but also the high-power SI signal rSI(t) from
the near-end nodes and the additive white Gaussian noise (AWGN) n(t). Therefore, the full-duplex
receiver needs to suppress the SI signal in the RF domain after obtaining the received signal.

Figure 1. Near-end transceiver model for the Co-frequency Co-time Full Duplex (CCFD) system.

For the transmitter of the near-end transceiver in the full duplex system, the output s(t) can be
expressed as follows:

s(t) =
√

2Pns(n) cos(2π fct + ϕn) (1)

where Pn is the near-end transmitted power, fc is carrier frequency, andϕn is the initial phase. According
to the transceiver model of the system, the signal received by the full duplex communication node
entering the near-end is obtained as

r0(t) = rSI(t) + ru(t) + n(t). (2)

The near-end SI signal can be specifically expressed as follows:

rSI(t) = hSI (t) ∗ s(t) (3)

hSI (t) = kne−2 jpn fctn (4)
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where hSI (t) is the impulse response of the SI channel, kn and tn are the amplitude attenuation factor
and time delay of the SI channel, separately. Therefore, the SI signal can be represented as

rSI(t) = hSI (t) ∗ s(t) = kns(t− tn). (5)

In this paper, the SI signal in the RF domain of the near-end receiver of the full-duplex system is
estimated using the DTV-LMS algorithm. The implementation process of this algorithm is described in
detail in Section 3. The residual SI signal after SI cancellation in the RF domain (i.e., the error signal)
can be expressed as

e(t) = r0(t) − r1(t) = rSI(t) + ru(t) + n(t) − r1(t) (6)

where r1(t) is the estimated SI signal (i.e., the reconstructed SI signal).

2.2. Mathematical Model

The main mathematical principle of RF cancellation in a CCFD system is the composition of
vectors [31]. The following notation is utilized in developing a mathematical model for the problem of
SI cancellation in the RF domain addressed in this paper: s(t) is the near-end transmitting signal, si(t)
is the same phase component as s(t), sq(t) is the orthogonal component obtained by si(t) through a
90 degree phase shifter, r1(t) is the estimated SI signal, r(t) is the near-end receiving signal, and e(t)
is the error signal. Assuming that the SI signal in the RF domain is a vector in the space rectangular
coordinate system, the signal can be cancelled by synthesizing another vector with the same information
characteristics as the vector. As shown in Figure 2, the near-end transmitting signal s(t) is divided into
two branches, si(t) and sq(t), after group delay, t. The delay block is the group delay of the estimate
interference signal.

Figure 2. Principle diagram of self-interference (SI) cancellation in the radio frequency (RF) domain.

Let S(t) =
[
si(t) sq(t)

]T
, where T is the transpose of the matrix, and the weight vector is

W(t) =
[
ωi(t) ωq(t)

]T
, that is the amplitude attenuation controlled by in-phase and orthogonal branch

attenuator, which is used to adjust the amplitude and phase of r1(t). Therefore, the basic process of
cancellation mentioned above can be expressed by

r1(t) = [W(t)]TS(t) =
[
ωi(t) ωq(t)

][ si(t)
sq(t)

]
= ωi(t)si(t) + ωq(t)sq(t) (7)

e(t) = [rSI(t) − r1(t)] + ru(t) + n(t) =
{
rSI(t) − [ωi(t)si(t) + ωq(t)sq(t)

}
+ ru(t) + n(t) (8)

W(t + t) =
[
ωi(t + Δt) ωq(t + Δt)

]T
=
[
ωi(t) ωq(t)

]T
+
[
ωi,Δt ωq,Δt

]T
= W(t) + μ e(t)S(t). (9)

Equation (9) is the iteration formula for updating the weight vector of the LMS algorithm, where μ
is a fixed step factor and Δt is the step interval of feedback control. The above mentioned cancellation
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process, the amplitude of the in-phase component, and the orthogonal component can be changed by
adjusting the value of W(t), and then the SI signal can be reconstructed. Therefore, the weight vector is
the key factor affecting the performance of SI cancellation. The adjustment of the weight vector based
on the minimum mean square error (MMSE) criterion is expressed as

min
{
E
(∣∣∣e(t)∣∣∣2)} = min

{
E
(∣∣∣r0(t) − r1(t)

∣∣∣2)}. (10)

3. DTV-LMS Algorithm and Analysis

3.1. DTV-LMS Algorithm

As shown in Equation (9) above, in a classical LMS algorithm, μ is a fixed constant value whose
convergence range is between [0, 1/λmax], and λmax is the maximum eigenvalue of the autocorrelation
matrix of the input signal. The convergence speed of the LMS algorithm became faster with an increase
of μ, but at the same time, it produces a problem by increasing SSM. An optimized LMS algorithm
called the DTV-LMS algorithm is proposed in this paper. This algorithm makes the value of the
step factor change over time (from large to small) to reduce SSM. Based on the iterative formula in
the reference [20,21], we make further improvements the weight and step updating formulas of the
DTV-LMS algorithm, as given in Equations (11) and (12), respectively:

μ(t) = αtan−1
(
−β

∣∣∣e(t)e(t− Δt)
∣∣∣)+ 0.4μ(t− 1) (11)

W(t + Δt) = W(t) +
[

μ(t)
ρ+ ST(t)S(t)

]
e(t)S(t) (12)

where α, β are constants, which are used to control the step-size in order to accelerate the convergence
speed while keeping a low steady-state error; ρ is also a constant and can solve the numerical problem
that a minimal value exists when S(t) is too small.

The autocorrelation of the error signal is used from Formula (11) to reduce the impact of burst
impulse noise interference, thereby improving ICR and the cancellation performance. The step
updating equation uses the arctangent function to establish a new non-linear relationship with the time
parameters. Compared to the sigmoid function and hyperbolic tangent function used in references, the
simulation results are shown in Figure 3.

Figure 3. The curves of the step-size characteristics.

From the curve shown in Figure 3, it is obvious that when the error factor is close to zero, the
sigmoid function and tanh function will change dramatically, and the small error changes will result in
large step size changes. The optimized algorithm proposed in this paper overcomes this shortcoming
very well, and μ(t) changes slowly when e(t) approaches zero, so that the adaptive weight vector value
of the algorithm is closer to the actual value when it reaches a steady state.
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From Equation (11), we can see that the updating of μ(t) is influenced by the statistical
characteristics of the near-end transmitting signal, and the adjustment of the weight vector is controlled
by the step factor. That is to say, the algorithm uses the statistical characteristics of the transmitting
signal to realize an effective adjustment of the weight.

In addition, we adjust the coefficients α, β to change the convergence performance. The curves of
the relationship between μ(t) and e(t) are shown in Figures 4 and 5, with a change in the values of α
and β, respectively. From the two figures, we can see when the slope gets larger, the step causes a
mutation just as the error approaches 0, so ‘α’ should not be too large. Similarly, ‘β’ also needs to be
selected reasonably.

Figure 4. The variation of curves; when α = 0.6, β changes.

Figure 5. The variation of curves; when β = 0.3, α changes.

According to the model of the CCFD system and the structure of RF cancellation mentioned in
Section 2, the detailed steps of the SI cancellation method in the RF domain are given as follows:

Step 1. The group delay time of the transmitted and received signals is estimated by the
training sequence.

Step 2. The optimal values of parameters α, β are determined according to various parameters of the
CCFD system model.

Step 3. Give the initial value to the weight vector W(0), assuming e(t) = r0(t), when t < 0.
Step 4. The μ(t) is calculated at intervals of time Δt, and the weights are updated while adjusting the

gains of the two in-phase and orthogonal branches.
Step 5. Calculate the real-time error signal e(t).
Step 6. Return to (4).
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3.2. Performance Analysis

In a full duplex system, the SI signals at the near-end transceivers and the useful signals at the
far-end are independent of each other. In order to make the analysis more convenient, assuming
that the error of time delay is 0, the coefficients of the in-phase component and the orthogonal
component corresponding to the SI signal rSI(t) are, respectively, ωi

∗, ωq
∗. The in-phase and orthogonal

components are wide stationary random signals with a mean of 0. Assuming that their power is Ps

and the power of the useful signal ru(t) is P f at the far end, the mean square of the error signal during
Δt can be represented by

E
[
e2(t)

]
= E

{[
(rSI(t) − r1(t)) + ru(t) + n(t)2

]}
= E

{{[
(ωi
∗ −ωi )

(
ωq
∗ −ωq

)]
S(t)

}2}
+ E

{
[ru(t) + n(t)]2

}
+2E[(rSI(t) − r1(t))(ru(t) + n(t))]

= Ps

[
(ωi
∗ −ωi)

2 +
(
ωq
∗ −ωq

)2]
+ P f + σ

2
n

(13)

where σ2
n is the mean power of AWGN, and the weight vector formula is further simplified as

W(t + Δt) = W(t) +
[

μ(t)
ρ+ST(t)S(t)

]
e(t)S(t)

= W(t) +
[
μ(t)
ρ+Ps

][
WT(t) −W∗T

]
Ps +

[
μ(t)
ρ+Ps

]
[rU(t) + n(t)]S(t)

=
[
I − μ(t)Ps

ρ+Ps

]
(W(t) −W∗) +

[
μ(t)
ρ+Ps

]
[rU(t) + n(t)]S(t)

(14)

where W∗ is the weight of the real SI signal, and I is the identity matrix. Combining Formula (13) and
(14), (15) can be obtained as follows:

E
[
e2(t)

]
= PsE{[W(t− Δt) −W∗]T

[
I − μ(t)Ps

ρ+Ps

]2
[W(t− Δt) −W∗]}

+
[
μ(t)Ps
ρ+Ps

]2
Ps

2(P f + σ
2
n) + P f + σ

2
n.

(15)

The initial value to the weight vector W(0) = [00]T. Assuming t = Δnt, according to Equation
(15), the relationship between the mean square error (MSE) of the nth iteration and the initial MSE can
be obtained as follows:

E
[
e2(t)

]
=
[
(ωi
∗)2 +

(
ωq
∗)2]Ps

n−1∏
k=0

[
1− μ(kΔt)Ps

ρ+Ps

]2
+ (P f

+σ2
n)

[
1 + 2

(
μ(t−Δt)Ps
ρ+Ps

)2
]
+ 2(P f

+σ2
n)

{
n−2∑
k=0

P2
n

[
μ(kΔt)Ps
ρ+Ps

]2 n−1∏
i=k+1

[
1− μ(iΔt)Ps

ρ+Ps

]2}
.

(16)

It can be seen that the convergence conditions of the above equation are
∣∣∣∣1− μ(kΔt)Ps

ρ+Ps

∣∣∣∣ < 1,
k ∈ N∗. Due to ρ generally being very small, the condition for the convergence can be simplified as∣∣∣1− μ(kΔt)

∣∣∣ < 1, and then we can express
∣∣∣μ∣∣∣ < 1,which is consistent with the convergence conditions of

the classical LMS algorithm given above. It can be seen from Equation (16) that the convergence of the
algorithm is determined by the trend of the cumulative product value in the error convergence function.

Let the convergence factors of the LMS algorithm and the DTVLMS algorithm be uLMS(Δnt).
According to Equation (16), we can obtain uDTVLMS(nΔt) as

uLMS(nΔt) = 1− μPs
2n (17)
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uDTVLMS(nΔt) =
n−1∏
k=0

[
1− μ(kΔt)Ps

ρ+Ps

]2

=
n−1∏
k=0

{
1− [αtan−1(−β|e(kΔt)e(kΔt−Δt)|+0.4μ(t−1))]Ps

ρ+Ps

}2

≈ n−1∏
k=0

{
1−

[
αtan−1

(
−β

∣∣∣e(kΔt)e(kΔt− Δt)
∣∣∣+ 0.4μ(t− 1)

)]}2
.

(18)

It can be seen from the above two formulas, compared with the convergence factors of the
traditional fixed-step LMS algorithm, that the convergence speed of the DTV-LMS algorithm is almost
independent of the power of the near-end transmitted signal in the RF domain, which can effectively
avoid the interference of the gradient noise amplification. In addition, by using the correlation value
of the error signal to adjust the step size, the algorithm can take into account the performance of the
convergence speed and error. At the same time, the problem of intermittent communication or burst
noise interference by relying only on the time parameter can also be effectively solved.

According to reference [24], the equation for ICR is ICR = 10lg
(
Pbe f ore/Pa f ter

)
, where Pbe f ore

and Pa f ter is the power of the near-end SI signal before and after the SI cancellation in RF domain,
respectively. Let K ∈ N∗. When t ≥ KΔt, the MSE of the DTV-LMS algorithm tends to be stable, and
Formula (16) can be simplify as

E
[
e2(t)

]
≈ 2

[
(ωi
∗)2 +

(
ωq
∗)2]Ps

[
1− μ(t≥KΔt)Ps

ρ+Ps

]2(n−K)
+ 2(P f

+σ2
n)
[
μ(t≥KΔt)Ps
ρ+Ps

]2 1−
[
1− μ(t≥KΔt)Ps

ρ+Ps

]2(n−K)

1−
[
1− μ(t≥KΔt)Ps

ρ+Ps

]2 + (P f + σ
2
n).

(19)

Because
∣∣∣∣1− μ(kΔt)Ps

ρ+Ps

∣∣∣∣ < 1, when K→∞, lim
K→∞

[
1− μ(t≥KΔt)Ps

ρ+Ps

]2(n−K)
→ 0 , and we can get the formula

of MSE as
E
[
e2(∞)

]
≈ (P f + σ

2
n) + 2(P f + σ

2
n)
[
μ(t≥KΔt)Ps
ρ+Ps

/
(
2− μ(t≥KΔt)Ps

ρ+Ps

)]

= (P f + σ
2
n)
[(

2 + μ(t≥KΔt)Ps
ρ+Ps

)
/
(
2− μ(t≥KΔt)Ps

ρ+Ps

)]
.

(20)

Thus, the ICR of the DTV-LMS algorithm can be given as

ICR = 10lg
{

Pr0−(P f +σ
2
n)

E[e2(∞)]−(P f +σ
2
n)

}

≈ −10lg
{
2μ(t≥KΔt)Ps

ρ+Ps
(P f + σ

2
n)/PSI

[
2− μ(t≥KΔt)Ps

ρ+Ps

]}
.

(21)

According to the above equation, ICR will be applied to the simulation experiment in the next
section, and its performance will be verified from the simulation results.

4. Simulation and Result Analysis

4.1. Simulation Parameter Setting

In this section, we make use of a MATLAB simulation to test the performance of the convergence
speed, ICR, tracking speed, and so on. The conditions of the computer simulation parameters are:

1. Simulating modulation using quadrature phase shift keying (QPSK) with a transmission rate of
10 Mbps and a carrier frequency of 2.1 GHz, regardless of the nonlinear and ADC quantization
noise effects;

2. Setting the noise limit of the received channel to −95 dBm by referring to reference [25]; the power
of desired signal is −85 dBm, the SI signal is −10 dBm (i.e., the modulated channel ISR = 75 dB),
and the SNR = 10 dB;
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3. The step interval is Δt = Δ0.03ms. Let t = nt, and change the phase of the SI signal at the 500th
(i.e., t = 15 ms) iteration;

4. Extract 1000 sampling points and perform 200 statistically independent simulation experiments.

The improved LMS algorithm proposed in this paper is compared with the existing RF cancellation
algorithms of SVSLMS [20], VSSLMS [19], and MVSSLMS [21]. Refer to the parameter setting principle
of reference in [19–21,29], as the parameters of these algorithms are selected to produce a comparable
level of mis-adjustments, assuming that the delay estimation error is 0, and the power value of the
reference signal is 0 dBm [30], and give the specific parameters of the four algorithms as shown in
Table 1.

Table 1. The corresponding parameter value of each algorithm.

Algorithm μ(t) Parameter 1 Parameter 2

SVSSLMS μ(t) = β(1/
(
1 + e−α|t|

)
− 0.5)

α = 1.0 α = 0.83

β = 0.1 β = 0.09

VSSLMS μ(t) = β
(
1− e−α|e2(t)|) α = 0.7 α = 0.12

β = 0.7 β = 0.1

MVSSLMS
μ(t) = αμ(t− 1) + βp2(t)
p(t) = γp(t− 1) + (1− γ)e(t)e(t− 1)

α = 0.97 α = 0.76

β = 0.03 β = 0.03

γ = 0.98 γ = 0.91

DTV-LMS μ(t) = αtan−1
(
−β

∣∣∣e(t)e(t− Δt)
∣∣∣) α = 0.075 α = 0.071

β = 3 β = 8

4.2. Results Analysis

From the simulation curves of Figures 6 and 7, we can see that in terms of convergence speed under
the condition of parameter 1, The DTV-LMS algorithm can reach a convergence state approximately
during its 25th iteration. The MVSSLMS algorithm can reach a convergence state at about the 36th
iteration. The VSSLMS algorithm and SVSLMS algorithm can reach convergence states at about the
70th iteration and the 120th iteration, respectively. Similarly, under the conditions of parameter 2,
although their convergence speeds differ slightly, the convergence speed of the DTV-LMS algorithm
proposed in this paper is obviously faster than the other three compared algorithms. When the phase
change of the signal (i.e., the 500th iteration, the tracking, and the SSM performance of the DTV-LMS
and the SVSLMS algorithms) is better than that of the other two algorithms, they can quickly converge
again. However, the computational complexity of the DTV-LMS algorithm is lower than that of the
SVSLMS algorithm. Thus, the algorithm proposed in this paper is slightly better.

Figure 6. The curves of the algorithm convergence in parameter 1.
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Figure 7. The curves of the algorithm convergence in parameter 2.

It can be seen from the curve of the ICR shown in Figures 8 and 9 that under the condition of
parameter 1, the final ICR values of the SVSLMS, MVSSLMS, and VSSLMS algorithms are 74.98 dB,
74.76 dB, and 74.15 dB, respectively; their ICR are close to each other. The final ICR value of the
DTV-LMS algorithm proposed in this paper is 78.21 dB, which increased by at least 5 dB compare to
the other three algorithms. Under the condition of parameter 2, the ICR values of DTV-LMS, SVSLMS,
MVSSLMS, and VSSLMS are 79.96 dB, 77.03 dB, 78.12 dB, and 75.65 dB, respectively, and the ICR value
of the proposed algorithm is still the highest. When the phase suddenly changes its signal (i.e., when
the 15 ms signal from the graph of the curve changes), we can see that the DTV-LMS algorithm clearly
achieves its final stable ICR value faster than the other three compared algorithms—that is to say, the
algorithm proposed in this paper can track and adapt to channel changes in a short time, and return to
the stable state before channel mutation. This algorithm is verified to have a good adaptive channel
tracking capability.

Figure 8. The curves of the algorithm’s interference cancellation ration (ICR) in parameter 1.

Figure 9. The curves of the algorithm’s ICR in parameter 2.
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It can be seen from the curve of the ICR shown in Figures 8 and 9 that under the condition of
parameter 1, the final ICR values of the SVSLMS, MVSSLMS, and VSSLMS algorithms are 74.98 dB,
74.76 dB, and 74.15 dB, respectively; their ICR are close to each other. The final ICR value of the
DTV-LMS algorithm proposed in this paper is 78.21 dB, which increased by at least 5 dB compare to
the other three algorithms. Under the condition of parameter 2, the ICR values of DTV-LMS, SVSLMS,
MVSSLMS, and VSSLMS are 79.96 dB, 77.03 dB, 78.12 dB, and 75.65 dB, respectively, and the ICR value
of the proposed algorithm is still the highest. When the phase suddenly changes its signal (i.e., when
the 15 ms signal from the graph of the curve changes), we can see that the DTV-LMS algorithm clearly
achieves its final stable ICR value faster than the other three compared algorithms—that is to say, the
algorithm proposed in this paper can track and adapt to channel changes in a short time, and return to
the stable state before channel mutation. This algorithm is verified to have a good adaptive channel
tracking capability.

In order to further explore the influence of intervals of time Δt on SI cancellation in the RF domain
of the DTV-LMS algorithm, we changed the step interval, and other parameters remain unchanged
under the condition of parameter 1. As shown in Figure 10, we can see that the convergence speed of
the DTV-LMS algorithm slows down when the time interval for the feedback control in the system is
larger, but it has no effect on the final ICR value of the DTV-LMS algorithm.

Figure 10. Impact of the time interval on ICR.

5. Conclusions

In this paper, an optimized LMS algorithm based on the attenuation of the step of the convergence
parameters is proposed, and we called this novel algorithm the DTV-LMS algorithm. The DTV-LMS
algorithm can solve the problem of the strong SI of RF domain in the CCFD system by cooperatively
controlling the autocorrelation values between the time factor and the error signal to update the
step size of the algorithm and provide a better quality of service for 5G communication networks.
The proposed DTV-LMS algorithm is compared with the SVSLMS, MVSSLMS, VSSLMS algorithms
and used to verify the superiority of the proposed algorithm by analyzing the convergence speed,
the ICR, and the channel tracking capability among these algorithms. The final ICR value of the
DTV-LMS algorithm proposed in this paper is 78.21 dB approximately, and the final ICR values of the
SVSLMS, MVSSLMS, and VSSLMS algorithms are about 74.98 dB, 74.76 dB, and 74.15 dB. Meanwhile,
the convergence speed of the algorithm is also obviously improved compared to the other reference
algorithms mentioned in this paper, according to the experimental results. The theoretical analysis and
simulation results show that the proposed algorithm achieves a good balance between convergence
speed and SSE, which can maintain a small value of SSE at a faster convergence speed, and it also has
a good channel tracking capability when dealing with burst noise interference. Therefore, it can be
better applied to a 5G wireless communication environment.

However, we experimented with simulations under ideal conditions in this study—for example,
the effects of nonlinear interference are not considered, so it has certain limitations. We are committed
to researching and solving possible problems in real-life scenarios in future work. In addition, our test
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cases also have limitations, and we should enrich our test cases in the next work. Since some residual
SI signals are still not eliminated after SI cancellation at the RF domain, we will also research how to
eliminate residual SI completely in the digital domain in our next work. All in all, we still have many
things to improve, and we will work hard to find the perfect way to solve them in our future work.
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Abstract: For 5G and beyond cellular communication systems, new coding and modulation techniques
are suggested to reach the requirements of high data rate and quality of service. In this paper, a new
space-time coded orthogonal transform division multiplexing (STC OTDM) technique is proposed
for 5G applications. The proposed system is used to enhance the data rate and performance of
the orthogonal transform division multiplexing (OTDM) technique. The proposed system is based
on using space-time coding (STC) with OTDM to increase the system diversity and consequently
the system performance. The OTDM technique is based on transmitting data on orthogonal basis
functions obtained from the Singular Value Decomposition (SVD) of the channel impulse response of
the desired user. Various modulation techniques like QPSK, 64-QAM, and 256-QAM are investigated
using different subcarriers and channel models. The simulation results show that the proposed
system achieved a better performance when compared to classical and recent multicarrier techniques.
The proposed technique increases the diversity gain resulting in a decrease in the fading effect of
the multipath channel and an enhancement in the bit error rate (BER) performance. The proposed
technique also provides a secure data transmission to the desired user as his data is sent on the basis
functions extracted from his own channel impulse response that cannot be decoded by other users.

Keywords: bit error rate (BER); space-time coding (STC); Singular Value Decomposition (SVD);
massive MIMO; orthogonal transform division multiplexing (OTDM); Toeplitz matrix

1. Introduction

Wireless systems suffer from a rapid increasing demand for high data rates and quality of
service. Therefore, it is substantial to design a practical physical layer technique to provide high data
rates with high system performance [1]. This technique provides reliable advanced communication
system like 5G and beyond [2]. This paper focuses on the cellular communication system although
the proposed technique can be extended to different advanced wireless communication networks.
The development of several modulation multicarrier techniques that are combined with the massive
Multiple-Input-Multiple-Output (MIMO) is essential, which is the key to all the advanced cellular
wireless systems [3].

Boroujeny and Moradi showed in [4] that, in the past, orthogonal frequency division multiplexing
(OFDM) was one of the most popular modulation technique in wired and wireless systems, due to
its ability to combat the frequency selectivity of the transmission channels and achieving high rate
without intersymbol interference (ISI) [5,6]. Now, new techniques are needed to enhance the bit error
rate (BER) and increase diversity.

In [7], Bharti and Rawat showed a combination between the OFDM and Alamouti space time
block code (STBC) [8] to increase the performance of BER in multipath fading channels of the wireless
communication systems by using multiple transmit and receive antennas. Additionally, it extended
the diversity order as it used 4 × N Transmitters-Receivers.

Appl. Sci. 2019, 9, 2691; doi:10.3390/app9132691 www.mdpi.com/journal/applsci

235



Appl. Sci. 2019, 9, 2691

Fernando et al. displayed in [9,10] that the self-heterodyne OFDM (self-het. OFDM) technique
gives a better performance than the OFDM. It is used with STC in [9] to enhance the performance of
MIMO millimeter wave communication.

In [11] Bariah et al. displayed a non-orthogonal multiple access (NOMA) technique due to its
ability to improve the overall spectral efficiency of wireless systems. They show that the maximum
possible order of diversity is proportional to the order of the user. The error probability expressions
obtained are used to formulate an optimization problem that minimizes the overall bit error rate under
power and error rate threshold constrains.

Ghaffari et al. presented in [12] a new non-orthogonal multiple access technique called Sparse
Code Multiple Access (SCMA). It offers better performance and higher spectral efficiency than other
comparable techniques. However, these improvements come at the expense of complex decoders.

The upcoming 5G systems are required to provide higher performance and quality of services
compared to the currently deployed long-term evolution (LTE) systems. These requirements can be
achieved by providing a significant increase in the system date rate, power consumption efficiency,
spectral efficiency throughput, size of coverage area, number of devices connecting (users), and
low latency. To fulfill the requirements of the coming generations, new techniques, like orthogonal
time-frequency space (OTFS) modulation, was proposed by Hadani et al. in [13]. Moreover, the BER
has been enhanced by the OTDM technique, besides the improvement of the security which was
illustrated by Hamamreh and Arslan in [14].

In this paper, an STC OTDM technique is introduced to meet some of the challenges of the
upcoming 5G system by increasing the data rate and the throughput of the system. Moreover, the STC
OTDM increases the security level of transmission for the wireless system. A STC OTDM technique is
proposed to reduce the BER using the STC, which also increases the diversity order. This is carried out
by using Singular Value Decomposition (SVD) of the estimated channel, where every two symbols
are modulated using orthonormal basis functions of SVD. Then, the modulated symbols are encoded
using an Alamouti encoder for a 2 × 2 MIMO system and are transmitted over two consecutive symbol
durations. This technique improves diversity and reduces the BER as a result of increasing the signal
to noise ratio (SNR), in addition to the advantages of the OTDM mentioned in [15]. This technique is
promising for the future high performance and secure 5G systems when compared to the conventional
OFDM system. The proposed technique increases the diversity gain resulting in a decrease in the fading
effect of the multipath channel, thus enhancing the bit error rate (BER) performance and throughput of
the system. The proposed technique also provides a secure data transmission to the desired user as his
data is sent on the basis functions extracted from his own channel impulse response that cannot be
decoded by other users, thus the desired user can only receive his data correctly.

The remainder of the paper is organized as follows. Section 2 is devoted to a detailed description
of the proposed system. System evaluation and simulation results are presented in Section 3. This is
followed by the main conclusions showing the merits of the proposed system in Section 4.

2. System Model and Analysis

2.1. STC OTDM Transmitter

The proposed system transmitter is illustrated in Figure 1, which shows the sequence of the system
transmitter architecture. At the transmitter side, the number of symbols per frame is N. The data
symbols S are transmitted in a number of frames, each of length N symbols and each frame is divided
into two sequences; even sequence, S1 , and odd sequence S2. Both S1 and S2 ∈ C [ N

2 × 1].
Thus,

S1 = [s(2(m − 1))]T and (1)

S2 = [s(1 + 2(m − 1))]T (2)

where m = 1, 2, . . . , N
2
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Figure 1. Space-time coded orthogonal transform division multiplexing (STC OTDM) transmitter technique.

After modulation with M subcarriers and passing through a serial-to-parallel (S/P) converter,
each of the modulated complex value symbols is carried by a channel-based orthogonal transform
basis. The mapping method is basically done by a direct multiplication operation between each data
symbol and the orthogonal basis vector. These orthogonal basis vectors are extracted from the SVD
decomposition of the Toeplitz matrix of the channel impulse response Hbij between the ith receiving
antenna and the jth transmitting antenna, where i = 1, 2 and j = 1, 2. This can be represented by

Hbij =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

hij[0] 0 . . . . . . 0
... hij[0] 0

. . .
...

...
... hij[0]

. . .
...

hij[L− 1]
...

...
. . . 0

0 hij[L− 1]
...

. . . hij[0]
... 0 hij[L− 1]

. . .
...

...
... 0

. . .
...

0 0 . . . . . . hij[L− 1]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(3)

then,

Hbj =
∑2

i=1
Hbij (4)

where j = 1, 2 and Hbj ∈ C[(N
2 +L−1)×N

2 ].
The receiver and the transmitter can extract the basic functions by decomposing the Toeplitz

matrices using the SVD. Therefore, the Toeplitz matrices can be expressed in terms of the three new
matrices as

Hbj = UnEnVH
n (5)

where n = 1, 2 and Un and VH
n are orthogonal matrices that are ∈ C[(N

2 +L)×N
2 ] and ∈ C[N

2 ×N
2 ], respectively,

and En is a diagonal matrix with real entires ∈ C[N
2 ×N

2 ].
The transformation matrix Vn is given by

Vn = vn(0) vn(1) . . . vn(
N
2
− 1) (6)

where v(i) is the orthogonal basis vector of length ( N
2 − 1).
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The transmitter maps each symbol to its corresponding basis functions by simple multiplication.
This leads to two blocks of samples X1 and X2 referred to two OTDM symbols. This process can
mathematically be expressed as

Xn =
N−1∑
i=0

sn[i]vn[i] = VnSn . . . . . . . . . ∈ C[N
2 ×1] (7)

where n = 1, 2 and Vn is the Hermitian of VH
n .

The transmitted data blocks Xn of length N
2 can be represented by simple multiplication of Toeplitz

matrices Hbj ∈ C[(N
2 +L−1)×N

2 ] with the transmitted data blocks. The transmitted data blocks pass
through a parallel-to-serial (P/S) converter before adding the guard period (L).

Then, Alamouti space-time coding is applied to X1 and X2 in the frequency domain to generate
the following code word matrix:

Space→

X =

[
X1 X2

−X∗2 X∗1

]
↓ Time (8)

So, the received OTDM signals Rij can be represented as

R11 = (H11 X1) + (H12 X2) + z1, (9)

R21 = (H21 X1) + (H22 X2) + z2, (10)

R12 = (−H11 X∗2) + (H12 X∗1) + z3, and (11)

R22 = (−H21 X∗2 ) + (H22 X∗1) + z4, (12)

where i is the number of receive antennas and j is the number of transmit antennas, and z1, z2, z3, and
z4 are the additive white Gaussian noise (AWGN) with zero mean and variance σ2. Hij are the channel
response between the ith receiving antennas and jth transmitting antennas. Then, these signals are
exposed to the receiver sequence.

2.2. STC OTDM Receiver

At the receiver side, the received signals pass through STC decoder as shown in Figure 2.

Figure 2. STC OTDM receiver technique.
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The received symbol matrix in the MIMO system can be represented by [9]

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Y11

Y21

Y∗12
Y∗22

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
︸��︷︷��︸

Y

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
α∗H11 α∗H12

β∗H21 β∗H22

αH∗12 −αH∗11
βH∗22 −βH∗21

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
︸������������������︷︷������������������︸

Heq

[
X1

X1

]
+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
z1

z2

z3

z3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
︸︷︷︸

Z

(13)

where α= H11+H12 and β = H21+H22.
The ZF equalizer is used to recover the data symbols by considering H́eq Y, where H́eq is the

pseudo-inverse of Heq which can be represented as

H́eq =
1
Λ

HH
eq (14)

where Λ is the diversity gain represented as [7]

Λ = |α|2(∑2
m=1|H1m|2) +

∣∣∣β∣∣∣2(∑2
m=1|H2m|2) (15)

So, the estimated data symbols can be represented by

X̂ =

[
X̂1

X̂2

]
=

[
αH∗11 βH∗21 α∗H12 β∗H22

αH∗12 βH∗22 −α∗H11 −β∗H21

] ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Y11

Y21

Y∗12
Y∗22

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and (16)

X̂n = Xn Λ + Z. (17)

After that, X̂ is passes through the S/P converter followed by the STC decoder. The receiver
applies the SVD on the Toeplitz matrix of its channel response. The receiver uses the Hermitian Un as
inverse basis functions to extract the data symbols from the received symbols without interference
where n = 1, 2. This can be enforced as

ˆ̂sn =
∑N+L−1

i=0
ˆ̂xn[i]u∗n[i] . . . . . . ∈ C[N

2 ]+L×1. (18)

Then, a one tap ZF equalization process for ˆ̂sn is performed by the receiver using En to get the
equalized data symbol block ŝn. This process can mathematically be expressed as

ŝn = E−1
n ˆ̂sn = E−1

n UH
n X̂n

= E−1
n UH

n (Xn Λ + Z)
= E−1

n UH
n (Hbj Vn Sn Λ + Z)

= E−1
n UH

n (Un En VH
n Vn Sn Λ + Z)

= Sn Λ + E−1
n UH

n Z.

(19)

This is clearly shown in the system receiver architecture in Figure 2.

2.3. BER Analysis

Finally, we need to calculate the power of the signal and the variance of AWGN with zero mean
to be able to calculate the BER of the proposed system. So, the power of the signals can be derived as

PS =
∑2

n=1
E[|SnΛ|2] (20)

and the noise variance yields to

σ2 =
∑2

n=1
E[
∣∣∣E−1

n UH
n Z

∣∣∣2]. (21)
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Therefore, the total BER can be represented as [10]

BER = 2 Q(
√

Ps
σ2 )

(
1− 1

2 Q
(√

Ps
σ2

))
(22)

where Q(.) is the standard Q-function.
Finally, from Equation (22), we proved that the proposed system enhances the performance of

the BER.

3. Simulation Results

In this section, the proposed STC OTDM technique is evaluated and compared to conventional
OFDM [5] and recent multicarrier techniques like STC OFDM [7] and OTDM [14]. Set of experiments
are conducted in terms of modulation techniques, number of subcarriers and channel taps. These
experiments are discussed in the following subsections. The simulation results are displayed and
discussed. An STC OTDM system is considered with N = 16, 64, and 128. The modulation schemes
QPSK, 64-QAM, and 256-QAM are investigated with a number of channel taps equal to L = 9, 12 and 15.
For the sake of comparison, a standard OFDM system, STC OFDM and standard OTDM are also
considered with N = 16, 64, 128 sub-carriers. In this section, also, the effect of the modulation scheme
on all the techniques is studied. The study includes the effect of increasing the number of subcarriers
and the effect of increasing the number of channel taps. All the parameters used in simulations are
collected in Table 1.

Table 1. Simulation parameters.

Type of Channel Rayleigh Fading Channel

Number of channel taps, L 6, 12 and 15
Type of modulation QPSK, 64-QAM and 256-QAM

Number of subcarrier, N 16, 64 and 128

3.1. Effect of Modulation Scheme

Figure 3 shows the BER of the proposed system, compared to the OFDM, STC OFDM and OTDM
using QPSK as a modulation technique with a number of subcarriers N = 16. It is clear that the BER of
the proposed system outperforms the other techniques. The difference in SNR between the proposed
system and OTDM technique equals 6 dB at BER = 10−3. If we compare the STC OTDM with STC
OFDM, we find that at BER = 10−3, the difference in SNR between them approximately equals 0.7 dB
and the SNR between the proposed system and the OFDM technique equals 16.5 dB. Furthermore,
the eavesdropper cannot decode the data correctly because the eavesdropper and the transmitter are
not in the same channel or both have different basis functions as clearly shown in Figure 3.

Figure 3. Bit error rate (BER) of the proposed technique (STC OTDM) in comparison with other
multicarrier techniques at N = 16 and L = 9 using QPSK.
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In Figure 4, 64-QAM is used with the same value of N. The effect of increasing the M-ary appears
as the BER increases with the modulation order. This is because the constellation becomes closer to
each other [16]. This appears at BER = 10−3, where the difference in SNR between the proposed system
and OTDM system is approximately equal to 5 dB, where the SNR of the proposed system is 22.5 dB
and 10 dB at 64-QAM and QPSK, respectively, at BER = 10−3. Thus, in 256-QAM, the performance of
the proposed system degrades to reach 28 dB at the same BER as shown in Figure 5.

Figure 4. BER of the proposed technique (STC OTDM) in comparison with other multicarrier techniques
at N = 16 and L = 9 using 64-QAM.

.

Figure 5. BER of the proposed technique (STC OTDM) in comparison with other multicarrier techniques
at N = 16 and L = 9 using 256-QAM.

3.2. Effect of Subcarriers

Figure 6 shows the effect of increasing the number of subcarriers at all modulation techniques.
The proposed system gives SNR = 10 dB at BER = 10−3 at QPSK modulation technique when
N = 16. The performance of STC OTDM when N = 64 and 128 is nearly equal. So, this is great
evidence to prove that STC OTDM gives high performance with less number of subcarriers at all the
modulation techniques as it clear in the figure. The performance decreases at 64-QAM and 256-QAM to
SNR = 22.5 dB and 28 dB, respectively, at BER = 10−3. Thus, the required performance can be obtained
with a lower number of subcarriers and then lower complexity. This is in addition to the fact that
the proposed technique is based on linear equalization and an SVD algorithm which is widely used
in different present wireless communication systems like in channels estimation and beamforming
algorithms [15]. The complexity of the SVD computation is of order O (mn2), where m and n are the
matrix dimensions that will apply the SVD on it [17]. Thus, the proposed system is applicable and can
practically be deployed.
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(a) 

 
(b) 

 
(c) 

Figure 6. BER of STC OTDM at different subcarriers and L = 9 for: (a) QPSK; (b) 64-QAM; and
(c) 256-QAM.

3.3. Effect of Channel Taps

The effect of increasing the taps of the channel on the proposed system appears in Figure 7.
Increasing the channel taps from 9 to 12 leads to a little bit increase in the performance of the proposed
system at SNR greater than 10 dB. This is in a fair agreement with the work of Hamamreh and Arslan
in [14] as the OTDM is designed especially to work better with the frequency selective channels, which
is the case in most broadband systems.
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Figure 7. BER of STC OTDM at different channel taps L using QPSK.

The procedure is repeated for all modulation schemes at all values of N with channel taps of 9, 12,
and 15. The obtained results at BER = 10−3 are summarized in Table 2.

Table 2. The SNR (dB) simulation results at BER = 10−3 for different modulation schemes, different
subcarriers, and channels models.

SNR (dB)

L 9 12 15

N 16 64 128 16 64 128 16 64 128

QPSK

OFDM 26.5 27 27 26.8 27 27 26.4 26.6 26.8
STC OFDM 10.7 11 11 10.7 10.9 10.9 10.9 11 11

OTDM 16 22 24 14 21 23.2 13.4 20 22.4
STC OTDM 10 10.1 10.1 10 10.01 10.01 10 10.01 10.01

64-QAM

OFDM 34 35 35 35 35.2 35.1 35.2 35.3 35.4
STC OFDM 23 23 23 23.2 23.15 23.1 23.2 23 23

OTDM 27.5 31 31.4 26.4 32.7 32.7 25.4 31.5 33
STC OTDM 22.3 22.4 22.4 22.2 22.4 22.4 22 22.3 22.4

256-QAM

OFDM 37.7 38.5 39 38.5 39 39.3 39.8 39.9 38.6
STC OFDM 28.3 28.5 28.7 28.2 28.4 28.29 29 28.89 28.96

OTDM 32.5 37 37.4 31 36.8 37 32 36 37
STC OTDM 28.2 28.3 28.32 28 28.2 28.28 28.1 28.12 28.2

4. Conclusions

An STC OTDM architecture is proposed for enhancing the performance of the BER and increasing
the diversity order. We considered a system with N = 16, 64, and 128. The modulation schemes
QPSK, 64-QAM, and 256-QAM were investigated with a number of channel taps equaling 9, 12, and 15.
For the sake of comparison, we also considered a standard OFDM system, STC OFDM, and standard
OTDM with the same active sub-carriers, a cyclic prefix (CP) of length L for the OFDM and STC OFDM
techniques, and simple zero-forcing equalization. The proposed system shows its superiority over
the OFDM, STC OFDM, and OTDM in enhancing the performance of BER. The simulation results
show that the SNR of the proposed system using QPSK modulation technique is equal to 10 dB at
BER =10−3 when 16 subcarriers are used in a 9-tap Rayleigh fading channel. Also, the results show that
the BER performance of the proposed technique is nearly constant for a different number of subcarriers.
For example, the proposed technique using 64-QAM achieved the same BER performance, 10−3 at
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SNR = 22.5 dB, for the different subcarriers 64 and 128. Thus, the required system performance can be
obtained with less number of subcarriers and thus less system complexity for the different modulation
techniques. When using 64-QAM and 256-QAM the performance of BER is nearly the same and the
proposed system achieves high performance at high data rates. Simulations also showed that the STC
OTDM improves the security of the wireless communication system, where only the desired user can
decode the transmitted data.

The proposed technique is basically composed of a linear equalizer and SVD algorithm which
is widely used in different present wireless communication systems. The complexity of the SVD
computation is of order O(mn2) where m and n are the matrix dimensions that will apply the SVD
on it. Thus, the proposed system is applicable and can be practically deployed.
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Abstract: In this paper, the intrinsic interference of filter bank-based multicarrier systems (FBMC)
systems with isotropic orthogonal transfer algorithm (IOTA) pulse-shaping is analyzed and used.
Such intrinsic interference is treated as a parity symbol, and an iterative soft-in-soft-out (SISO)
detector, which is based on message-passing algorithm (MPA), is proposed to exploit the useful
information of the intrinsic interference. The performance of the intrinsic interference user (IIU)
is investigated.

Keywords: filter bank multicarrier; isotropic orthogonal transfer algorithm; intrinsic interference

1. Introduction

To mitigate the effect of multipath fading, a cyclic prefix (CP) must be inserted to orthogonal
frequency division multiplexing (OFDM) systems, resulting in a reduced spectral efficiency and an
increased power consumption. By partitioning the wideband channel into a large number of parallel
narrow band sub-channels, the task of high-data-rate transmission over a frequency selective channel
has been transformed into number of parallel low-data-rate transmissions which need equalization
techniques. Some improvements for OFDM have been reported to combat frequency dispersion
sensitivity by exploiting ICI self-cancellation methods [1,2] or to explore space and time diversity
in dispersive channels through fractional sampling [3,4]. And numerous research efforts have been
spent on PAPR reduction techniques. The usage of CP, however, is retained to combat ISI in such
techniques which aim to enhance OFDM [5,6]. In [7–10], with reference to the problem of joint
equalization and narrowband interference (NBI) suppression in OFDM systems, synthesis and analysis
of both unconstrained and constrained optimum equalizers are carried out, based on the maximum
signal-to-noise-plus-interference (SINR) criterion. An alternative approach is to use pulse-shaping
filters. With offset modulations, for example, OFDM/offset quadrature amplitude modulation
(OQAM), the orthogonality can be maintained with proper pulse-shaping [11,12]. OFDM with offset
QAM (OFDM/OQAM) which transmits real symbols with double lattice density has shown some
advantages over OFDM, but faces difficulties of channel estimation and equalization [13]. It is shown
that OFDM/OQAM with isotropic orthogonal transfer algorithm (IOTA) pulse-shaping, which is
called FBMC-IOTA, has optimal localization property [14]. FBMC-IOTA has been studied in [15] and
was shown to outperform conventional OFDM over different types of wireless propagation channels.

Despite all the advantages, the currently developed FBMC-IOTA system is not yet fully used
to its best achievable performance. In the FBMC-IOTA receiver, there is intrinsic interference which
contains rich information, and its effect on the spectral efficiency has been analyzed from information
theoretical perspective in [16]. However, to the best of our knowledge, there does not exist any
method to exploit the extra information offered by the intrinsic interference in the symbol detection
process. This motivates us to develop an algorithm to use the intrinsic interference to materialize the
performance gain predicted by the information theoretical study. In this contribution we show that the
intrinsic interference can be determined by multiplying the neighboring symbols with a weighting
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matrix, the elements of which can be calculated using the ambiguity function of the pulse shape filter.
This is essentially the principle of block coding and the intrinsic interference serves as non-binary parity
symbol. Using this property and message-passing algorithm (MPA) [17], we propose a way which is
termed as intrinsic interference user (IIU) to improve the system performance. Although FBMC-IOTA
can mitigate ISI, if the receiver has estimated the channel well enough, then ISI can be further cleaned
up using MPA on the demodulated reception. This translates to roughly 1 dB bit error rate (BER)
improvement across SNR’s for a particular channel model.

The rest of the paper is outlined as follows. Section 1 presents the maximum a posteriori
(MAP) detection on weight matrix of FBMC-IOTA. In Section 2, MPA on the intrinsic interference of
FBMC-IOTA is presented. Section 3 presents simulation results. Conclusions are drawn in Section 4.

2. MAP Detection on Weight Matrix

Consider a FBMC-IOTA system with N subcarriers and L symbols, the transmitted signal can be
written as

s(t) =
L−1

∑
n=0

N−1

∑
m=0

am,ngm,n(t) (1)

where am,n and gm,n(t) represent the symbol modulated by the mth subcarrier at the nth symbol time
and the synthesis basis obtained by the IOTA function g(t), respectively.

After passing by a doubly dispersive channel, the demodulator output can be expressed as [15]

âk,l = nk,l + ak,l Hk,l (2)

+ ∑
p,q �=0

ak+p,l+q jp+q+p(q+2l)A∗
g(qτ0, pν0)

︸ ︷︷ ︸
Ik,l

Hk,l

where Hk,l is the channel coefficient at the lth symbol and the kth subcarrier frequency, Ag(τ, ν) is the
auto-ambiguity function of g(t), nk,l is the channel noise, Ik,l is the intrinsic interference and can be

written in the form of Ik,l = ja(i)k,l . Such intrinsic interference contains rich inherent information that has
never been used. In fact, the intrinsic interference can be determined by multiplying the neighboring
symbols with a weighting matrix, the elements of which can be calculated using the ambiguity function
of the employed pulse shape filter [16]. The matrix that presents the weights corresponding to each
neighboring symbol is shown below

Wleven =

⎡
⎢⎢⎢⎢⎢⎣

0 0 −η 0 η 0 0
−λ −ζ −γ −δ −γ −ζ −λ

−θ 0 −β 1 β 0 θ

−λ ζ −γ δ −γ ζ −λ

0 0 −η 0 η 0 0

⎤
⎥⎥⎥⎥⎥⎦ (3)

Wlodd
=

⎡
⎢⎢⎢⎢⎢⎣

0 0 −η 0 η 0 0
λ ζ γ δ γ ζ λ

−θ 0 −β 1 β 0 θ

λ −ζ γ −δ γ −ζ λ

0 0 −η 0 η 0 0

⎤
⎥⎥⎥⎥⎥⎦ (4)

where leven and lodd respectively corresponds to the weight for real and imaginary symbols,
and δ = 0.2486, β = 0.5756, γ = 0.1898, η = 0.0021, θ = 0.0956, λ = 0.0473, ζ = 0.0991.

For each transmitted information symbol ak,l , its associated intrinsic interference a(i)k,l is determined
by neighboring symbols and can be calculated as in (2) using the above weighting matrices. We find
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that such principle is essentially the same as block coding where each symbol ak,l is associated with

some non-binary parity symbols Pk,l = a(i)k,l . In the following we will focus on the real branch of
FBMC-IOTA receiver, and the analysis can be applied to the imaginary branch straightforwardly.

Given p = [Pk,l : k ∈ [0, . . . , N − 1] , l ∈ [0, . . . , L − 1]] as the vector of observed parity symbols
at real branch, the MAP detection will estimate â that maximizes the joint a posteriori probability mass
function (PMF) of the transmitted symbol vector a = [am,n : m ∈ [0, . . . , N − 1] , n ∈ [0, . . . , L − 1], i.e.,

â = arg max
a

p(a|p). (5)

The MAP detector can be implemented by two approaches: individual and joint optimum
detection [18,19]. The joint approach maximizes the joint a posteriori PMF of the transmitted symbol
vector as shown above, while the individual optimum MAP detection maximizes the a posteriori PMF,
p(ak,l |p), of each individual symbol. Let X be the constellation alphabet, from which am,n will take its
value, the estimation of ak,l with individual MAP detection can be written as

âk,l = arg max
am,n∈X

p(am,n|p) (6)

A posteriori PMF for ak,l can be found by calculating the marginal of the joint a posteriori PMF,
thus (6) can be written as

âk,l = arg max
am,n∈X

∑
a∈XN,L

p(a|p) (7)

Let Pr(a) be the priori probability of symbol a. According to Bayes’ rule, we have

p(a|p) ∝ p(p|a)Pr(a) (8)

where Pr(a) is the joint a priori PMF of all symbols assuming that they are independent to each other.
Therefore, the estimation function can be modified to

âk,l = arg max
am,n∈X

∑
a∈XN×L

p(p|a) ∏
a∈a

Pr(a) (9)

As can be seen from (9) this computation includes a marginalization process which is NP-hard [20].
Furthermore, with the assumption that the noise vector is identically and independently distributed
(i.i.d.) and is uncorrelated with the transmitted symbols, we can factorize

p(p|a) = ∏
k′ ,l′

p(Pk′ ,l′ |a) (10)

Please note that Pk,l is the parity symbol related to the symbol to be detected. Therefore, in this
equation a general form of Pk′ ,l′ is applied. Since a limited number of symbols interfere on each parity
symbol, the calculation of this function can be simplified as

p(p|a) = ∏
k′ ,l′

p(Pk′ ,l′ |a[k′ ,l′ ]) (11)

where a[k′ ,l′ ] is the vector of symbols that interfere on the parity symbol with indices k′, l′.
Substituting (11) into (9) yields

âk,l = arg max
am,n∈X

∑
a∈XN×L

Pr(a)∏
k′ ,l′

p(Pk′ ,l′ |a[k′ ,l′ ]) (12)
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From (12), we can see that the FBMC-IOTA structure allows us to translate the MAP detection
problem into the marginalize product of functions (MPF) problem. The local observation at parity
symbol Pk′ ,l′ is given by

p(Pk′ ,l′ |a[k′ ,l′ ]) =
1√
2πσ

exp
(

1
2πσ2

∥∥∥Pk′ ,l′ − a[k′ ,l′ ]sT
∥∥∥2

)
(13)

where s is the vector of calculated weights according to (3) and (4).

3. MPA on Intrinsic Interference

Although the joint MAP detection problem has been translated into an MPF problem as shown
in (12) which is much simpler to resolve, the brute-force solution for (11) requires exponential
complexity. In order to reduce the complexity, we propose a novel iterative symbol detector IIU
based on the generic MPA [21], where MPA is applied to the weight matrix to iteratively approximate
the solution of the MPF problem.

Let la→P(ak,l , Pk′ ,l′) and la←P(ak,l , Pk′ ,l′) be the message in the form of log-likelihood ratio (LLR)
delivered from ak,l and Pk′ ,l′ , respectively. We denote ξk,l as the set of positions (k′, l′) that ak,l interferes
on and ζk′ ,l′ as the set of positions (k, l) that interfere on Pk′ ,l′ , then

la→P(ak,l , Pk′ ,l′) (14)

= log
Prext(ak,l = 1)

Prext(ak,l = −1)

= ∑
(n,m)∈ξk,l\(k′ ,l′)

la←P(ak,l , Pn,m)

By using the message formulated in (14), we have

Prext,k′ ,l′(ak,l) = λk,l exp
( ak,l

2
la→P(ak,l , Pk′ ,l′)

)
(15)

where λk,l is chosen such that Prext,k′ ,l′(ak,l = +1) + Prext,k′ ,l′(ak,l = −1) = 1, and the subscript “ext”
denotes that only the extrinsic information is used.

The inference of parity symbol Pk′ ,l′ to data symbol ak,l is updated as follows

la←P(ak,l , Pk′ ,l′) (16)

= log
pext,k′ ,l′(ak,l = +1|Pk′ ,l′ , a[k′ ,l′ ]\ak,l)

pext,k′ ,l′(ak,l = −1|Pk′ ,l′ , a[k′ ,l′ ]\ak,l)

= log
pext,k′ ,l′(Pk,l |a[k′ ,l′ ], ak,l = +1)Pr(a[k′ ,l′ ]\ak,l)

pext,k′ ,l′(Pk,l |a[k′ ,l′ ], ak,l = −1)Pr(a[k′ ,l′ ]\ak,l)

where the second equality holds following the Bayes rule of (8). Based on MPA, the a priori PMF of ak,l
is not included in the computation of a posteriori PMF of ak,l .

Substituting (13)–(15) into (16), we can derive la←P(ak,l , Pk′ ,l′) in the expression of (17), where \
in (16) represents exception.

la←P(ak,l , Pk′ ,l′) = log

∑
a[k′ ,l′ ]∈X
ak,l=+1

exp
(

∑(n,m)∈ζk′ ,l′ \(k,l)
an,m

2 la→P(an,m ,Pk′ ,l′ )− 1
2σ2

∥∥∥Pk′ ,l′−a[k
′ ,l′ ]sT

∥∥∥2
)

∑
a[k′ ,l′ ]∈X
ak,l=−1

exp
(

∑(n,m)∈ζk′ ,l′ \(k,l)
an,m

2 la→P(an,m ,Pk′ ,l′ )− 1
2σ2 ‖Pk′ ,l′−a[k′ ,l′ ]sT‖2

) (17)
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When LLR is converged or the maximum number of iterations is reached, the final estimated
inference of ak,l will be calculated as

lk,l(ak,l) = ∑
(n,m)∈ξk,l

la←P(ak,l , Pn,m) (18)

Consequently, the hard decision of ak,l is

âk,l = arg max
ak′ ,l′ ∈X

lk′ ,l′(ak,l) (19)

4. Evaluation of IIU

In this section, we evaluate the proposed IIU to show its effectiveness. The Monte Carlo
simulations are conducted over a multipath fading channel of type SUI-3 with 3 paths [22]. The FFT
size is 64, the block length is 16, the modulation is 4-OQAM and the maximum number of iterations of
IIU is 6.

4.1. Performance with Perfect Channel Estimation and Synchronization

Figure 1 shows BER comparisons between conventional FBMC-IOTA and our proposed scheme.
Please note that in the simulations, perfect channel estimation and synchronization are assumed.
For uncoded systems (without channel coding), the intrinsic interference use technique demonstrates
about 1 dB gain over conventional FBMC-IOTA. Moreover, the performance comparison is also
provided when a (1024, 512) quasi-cyclic LDPC code (LDPC1 coded in the figure) and a (4096, 2048)
irregular repeat accumulate code (LDPC2 coded in the figure) are adopted to the systems. It can be
seen that when different LDPC codes are used, the intrinsic interference use still achieves noticeable
performance improvement.

Figure 1. BER performance with perfect channel estimation and synchronization.

4.2. Effect of Carrier Frequency Offset (CFO)

The received signal (after equalizing the channel effect) in the presence of CFO becomes

r(t) = s(t) exp (2π j f0t) (20)

Hence the desired symbol ak,l is demonstrated as
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âk,l (21)

=
∫

r(t)g∗k,l(t)dt

=
∫

s(t) exp (2π j f0t) g∗k,l(t)dt

=
∫

∑
n,m

an,mgn,m(t)g∗k,l(t) exp (j2π f0t) dt

= ∑
n,m

an,m

∫
g(t − nτ0)g∗(t − lτ0) exp (2π j f0t)

exp (j(m + n − k − l)π/2) exp (2jπ(m − k)ν0t) dt

Denoting t = x + (n+l)τ0
2 , âk,l can be calculated by (22). Moreover, considering that f0 = δν0, (22)

becomes (23) which shows that a frequency offset will change the weights and some of the intrinsic
interference will be added to the desired signal. Under this condition, new weights should be calculated.
Figure 2 shows how the FBMC-IOTA system with 15 kHz subcarrier spacing are affected by frequency
offset of 60 Hz. As indicated by the figure, the gain obtained by IIU reduces due to the frequency offset.
This follows from the fact that frequency offset will distort the desired signal and subsequently affects
the calculation of parity symbols in the algorithm.

âk,l = ∑
n,m

an,m

∫
g(x +

l − n
2

τ0)g∗(x − l − n
2

τ0) (22)

exp (j(m + n − k − l + (m − k)(n + l))π/2) exp (2π j((m − k)ν0 + f0)x) exp
(

2π j f0
n + l

2
τ0

)
dx

= ∑
n,m

an,m(j)m+n−k−l+(m−k)(n+l) exp
(

2π j f0
n + l

2
τ0

)
Ag ((l − n)τ0, (m − k)ν0 + f0)

âk,l = ∑
n,m

an,m(j)m+n−k−l+(m−k)(n+l) exp
(

π jδ
n + l

2

)
Ag ((l − n)τ0, (m − k + δ)ν0) (23)
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Figure 2. Effect of CFO.

4.3. Effect of Imperfect Channel Estimation

Conventional channel estimation methods used for OFDM cannot be directly applied to
FBMC-IOTA due to the intrinsic interference. To address this problem several preamble-based
algorithms have been proposed in the literature [15]. We consider that the estimated channel is
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correlated with the true channel with a correlation factor ρe = E[Ĥk,l , Hk,l ], where Hk,l represents the
channel coefficient at the lth symbol and the kth subcarrier frequency after the IOTA filtering and FFT
operation. The estimated channel can be modeled as

Ĥm,n = ρe Hm,n +
√

1 − ρ2
e Em,n (24)

where Em,n represents the Gaussian error signal and independent of the real channel. Figure 3 shows
that imperfect channel estimation will change parity symbols, consequently the IIU algorithm and its
gain are slightly affected. Any discrepancy in the performance is due to the fundamental dependence
of the schemes on channel state information (CSI), rather than the particular channel estimation
procedures employed. In future we aim to study a scattered pilot-based channel estimation scheme
which benefits from the intrinsic interference calculations we carried out in this paper.
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Figure 3. Effect of imperfect channel estimation.

4.4. Complexity of Proposed Algorithm

As explained earlier, we reduced the complexity of the IIU by eliminating some low valued
weights. Let us define dc as the effective number of weights, which corresponds to the effective number
of neighboring symbols that interfere with each other on each parity symbol. Denote D as the total
number of neighboring symbols (including those with low valued weights) that interfere on each
parity symbol. In the proposed algorithm at each received parity symbol, each symbol has only dc − 1
interferers, where dc < D. The complexity order of the proposed IIU algorithm is O(|X|dc), which is
much less than O(|X|D) (the optimal case). The complexity of IIU for FBMC-IOTA is shown in (25).

Complexity = |X|dc × (Iteration number)× (No. of parity symbols in error) (25)

Please note that the highest possible value for the number of erroneous parity symbols is N × L.
Apparently, there is a tradeoff between the accuracy of the algorithm and the complexity. Higher values
of dc will result in more accurate detection but the complexity will increase exponentially with regards
to dc. We set dc = 6, as it is an appropriate value to strike the balance between the accuracy of the
algorithm and the complexity.

5. Conclusions

A novel algorithm for FBMC-IOTA systems with IOTA pulse-shaping is proposed to use the
intrinsic interference in the demodulation process. The intrinsic interference is treated as parity
symbols, which enables us to correct errors using the information offered by these parity symbols.
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Based on MPA, IIU is developed to improve the system performance. Effects of CFO and imperfect
channel estimation on IIU are investigated.
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Abstract: With the upcoming fifth Industrial Revolution, humans and collaborative robots will dance
together in production. They themselves act as an agent in a connected world, understood as a
multi-agent system, in which the Laplacian spectrum plays an important role since it can define
the connection of the complex networks as well as depict the robustness. In addition, the Laplacian
spectrum can locally check the controllability and observability of a dynamic controlled network, etc.
This paper presents a new method, which is based on the Augmented Lagrange based Alternating
Direction Inexact Newton (ALADIN) method, to faster the convergence rate of the Laplacian
Spectrum Estimation via factorization of the average consensus matrices, that are expressed as
Laplacian-based matrices problems. Herein, the non-zero distinct Laplacian eigenvalues are the
inverse of the stepsizes {αt, t = 1, 2, . . .} of those matrices. Therefore, the problem now is to carry
out the agreement on the stepsize values for all agents in the given network while ensuring the
factorization of average consensus matrices to be accomplished. Furthermore, in order to obtain
the entire Laplacian spectrum, it is necessary to estimate the relevant multiplicities of these distinct
eigenvalues. Consequently, a non-convex optimization problem is formed and solved using ALADIN
method. The effectiveness of the proposed method is evaluated through the simulation results and
the comparison with the Lagrange-based method in advance.

Keywords: multi-agent systems; laplacian eigenvalues; augmented Lagrange based Alternating
Direction Inexact Newton (ALADIN) method; consensus algorithms; Alternating Direction of
Multipliers Method (ADMM)

1. Introduction

Leaders around the world obviously prefer the present era of connectivity as the Fourth Industrial
Revolution [2]. Industry 4.0 has been significantly contributing to the transformation of many industries
such as transportation, manufacturing, health-care, agriculture, etc. via enabling data transmission and
integration between disciplines. Today, we are in the fourth one, a generation of connection between
our physical, digital, social, and biological worlds. In particular, data and information from these
different areas have been made available and have been connected in complex and dense networks.
For better integration and utilization, control aspect of these complex networks, researchers from
different communities have brought different contributions varying from topology inference to control
strategy, deputizing for interacting systems, which are modeled by graphs, whose vertices represent
the components of the system while edges stand for the interactions between these components.

In the last decade there has been dramatic increasing number of publications in the cooperative
control of multi-agent systems. In control of multi-agent systems, the performance of the whole system
depends on both structure and the connections between individuals of the systems. Here, the total
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connections can be defined by the graph Laplacian matrix, and its spectrum is involved in some
useful properties of the network system [3,4]. For instance, the second smallest graph Laplacian
eigenvalue, i.e., the so-called algebraic connectivity of the graph, has the main role in the convergence
time of various distributed algorithms as well as the performance and robustness of dynamical
systems [5]. Conceptually, agents share their information with each other to achieve common objectives,
relative position information, or common control algorithms. This is called consensus problem [6,7],
where a group of agents’ approaches average consensus in an undirected network under simple linear
iteration scheme.

It is well known that in a multi-agent system, consensus is achieved if and only if the network
is connected (the algebraic connectivity) being strictly greater than zero [8]. On the other hand,
the largest Laplacian eigenvalue is an important factor to decide the stability of the system. For example,
minimizing the spectral radius in [9] leads to maximize the robustness of the network to time delays
under a linear consensus protocol. Furthermore, to speed up consensus algorithms, the optimal
Laplacian-based consensus matrix is obtained with a stepsize which is the inverse of the sum of the
smallest and the largest non-zero graph Laplacian eigenvalue [10]. Moreover, the authors in [11,12]
have proved that the spectrum of the Laplacian matrix can be used to design consensus matrices to
obtain average consensus in finite number of steps.

In order to investigate network efficiency, structural robustness of a network which is related
to its performance despite changes in the network topology [13] has been also studied. The concept
of natural connectivity as a spectral measure of robustness was introduced in [14]. It is expressed
in mathematical form as the average eigenvalue of the adjacency matrix of the graph representing
the network topology. The Laplacian spectrum sp(L) = {λm1

1 , . . . , λi, . . .} can also be employed to
compute the robustness indices, for instance, the number of spanning trees and the effective graph
resistance (Kirchhoff index) [15]. The smaller (or greater) the Kirchhoff index (or the number of
spanning trees) is, the more robust the network becomes. In addition, it has been pointed out that
adding an edge strictly decreases the Kirchhoff index and hence increases the robustness. In [16],
the authors have proposed a method to monitor collaboratively the robustness of the networks
partitioned into sub-networks by Kirchhoff index RL = N ∑D+1

i=2
mi
λi

. Here, an Alternating Direction
of Multipliers Method (ADMM)-based algorithm was employed to perform the factorization of the
averaging matrix and to compute the average degree of the network concurrently. However, the main
point in this work was the reformulation into the convex optimization problem, which is convenient
to make use of the ADMM method to solve the problem. In addition to that, the impact of the
Laplacian spectrum into power systems is expressed through energy management in smart grids [17]
and the determination of the grid robustness against low frequency disturbance in [18]. In this work,
in the framework of spectral graph theory, the authors reveal that the decomposition of frequency
signal along scaled Laplacian spectrum when the damping-inertia ratios are uniform across buses
not only makes the system respond faster but also helps lower the system nadir after a disturbance.
In dynamic network systems, the spectrum of Laplacian matrix can also be utilized for locally checking
the controllability and the observability [19].

From a short literature survey above, it is obvious that the Laplacian spectrum plays an important
role in many fields. For instance, Laplacian spectrum can be used to design consensus matrices [11,12],
to compute these robustness indices [15–18], or to check the controllability and the observability [19].
Hence, it is desirable to have an efficient method for monitoring the Laplacian spectrum of a dynamics
network system.

One thing to remark here is that if the global network topology is known in a-priori, the Laplacian
matrix can be easily deduced. However, implementing a centralized structure is an expensive task
due to the high computational cost, the heavy communication infrastructure aspect and the problem
from large dimensionality. Additionally, if there is a failure problem from one point, it will affect
the whole network. Therefore, our study is restricted to the assumption that the network topology
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(represented by the Laplacian Matrix) is unknown at the first glance. A dominant contribution of this
paper is the possibility of implementing this monitoring scheme in a decentralized manner.

In this paper, we present an Augmented Lagrangian based Alternating Direction Inexact Newton
(ALADIN) method to estimate the Laplacian spectrum in decentralized scheme for dynamic controlled
networks. The key feature of this paper is the direct solution to non-convex optimization for
Laplacian spectrum estimation using ALADIN method. To simplify, the scope of this study is
restricted to networks performing noise-free as well as the number of the agents N in the network
in known in-priori by using random walk algorithm [20]. The network is modeled, then Laplacian
eigenvalues and average consensus are retrieved respectively. Since the Laplacian spectrum matrix
is not directly computable for undetermined network topology, the decentralized estimation of
the Laplacian spectrum has been introduced with three main approaches in the recent literature:
Fast Fourier Transform (FFT)-based methods [21,22], local eigenvalue decomposition of given
observability-based matrices [23], and distributed factorization of the averaging matrix JN = 1

N 11T [24].
FFT-based methods require a specific protocol. However, they do not make use of the available
measurements coming from the consensus protocol. On the other hand, the method in [23] allows
using the transient of the average consensus protocol but for several consecutive initial conditions.
The distributed factorization of the averaging matrix in [24] yields the inverses of non-zero Laplacian
eigenvalues and can be solved as a constrained consensus problem. The Laplacian eigenvalues can be
deduced as the inverse of the stepsizes in each estimating factor, where these factors are constrained
to be structured as Laplacian based consensus matrices. In [1], authors have applied a gradient
descent algorithm to solve this optimization problem in which only local minima was guarantees
accompany with slow convergence rate. In order to solve this annoying issue, in [16,24], the authors
have introduced an interesting way by reformulating a non-convex optimization problem in [1] into
convex one and solved by applying an ADMM-based method. However, this is an indirect approach
obtaining by an adequate re-parameterization. In this paper, we inherit the idea in [1] to form the
non-convex optimization for decentralized estimation of Laplacian spectrum and then directly solve it
using the ALADIN method that was proposed by [25]. The proposed approach is then evaluated with
two network structures for performance evaluation in comparison with gradient descent method [1].

In this paper, we firstly introduce the background of average consensus and state the problem in
Section 2, then present the distributed estimation of Laplacian spectrum in Section 3. The structure of
this section can be illustrated as in Figure 1. Before concluding the paper, the simulation results are
described in Section 4 to evaluate the efficiency of the proposed method.
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Figure 1. Structure of Section 3.
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2. Background and Problem Statement

Consider a dynamic network, in which interconnection is represented by G(V, E), an undirected
graph with components’ set V and links’ set E, consisting of N = |V| nodes, let us denote by
Ni = {j ∈ V : (i, j) ∈ E} the set of neighbors of node i and di = |Ni| its degree. Interactions between
nodes can be captured by the Laplacian matrix L ∈ �N with entries lii = di, lij = −1 if j ∈ Ni
and lij = 0 elsewhere. Denote the Laplacian spectrum by sp(L) = {λm1

1 , λm2
2 , . . . , λ

mD+1
D+1 }, where the

different Laplacian eigenvalues are in increasing order 0 = λ1 < λ2 < . . . < λD+1 and superscripts
stand for multiplicities mi = m(λi), while S2 = {λ2, . . . , λD+1} stands for the set of the non-zero
distinct Laplacian eigenvalues.

2.1. Average Consensus

For each node i ∈ V, let xi(t) denotes the value of node i at timestep t. Define x(t) =

[x1(t), x2(t), ..., xN(t)]T , where N is the number of nodes in the network. Average consensus algorithms
can be achieved by using the following linear iteration scheme as follows:

x(t) = (IN − αL)x(t − 1), (1)

where α is an appropriately selecting stepsize [26], by which all nodes converge asymptotically to the
same value x̄ that is the average of the initial ones x̄1 = limt→∞ x(t) = 1

N 11Tx(0).
On the other hand, it has been shown in [11,12] that the average consensus matrix can be

factored as
1

∏
t=D

Wt =
1
N

11T , (2)

where Wt = ϑtIN + αtL, ϑt and αt being parameters to be designed. In [12], the solution was
given by ϑt = 1 and αt = − 1

λt+1
, λt being a non-zero Laplacian eigenvalue. Owing to the above

factorization, average consensus can then be reached in D steps, D being the number of distinct
non-zero Laplacian eigenvalues:

x̄ = x(D) =
1

∏
t=D

Wtx(0) =
1
N

11Tx(0) for all x(0) ∈ �N . (3)

2.2. Problem Statement

It can be noted that by factorizing the average consensus matrix, while constraining the factor
matrices to be in the form IN − αtL, the eigenvalues of the Laplacian matrix as the inverse of αt can be
deduced. The uniqueness has been proved in [1].

Lemma 1. [1] Let λ2, · · · , λD+1 �= 0 be the D distinct non-zero eigenvalues of the graph Laplacian matrix L,
then, up to permutation, the sequence {αi}i=1,··· ,D, with αi =

1
λi+1

, i = 1, 2, · · · , D, is the unique sequence

allows getting the minimal factorization of the average consensus matrix as 1
N 11T = ∏D

i=1(IN − αiL).

Therefore, in order to implement the proposed method, the knowledge of the network should
be known. Meaning that, the number of the components N of the given network should be
known by adding a learning mechanism as a configuration step. Practically, in most systems where
communications are involved, learning sequences are used for communication channel identification
or for synchronization. In [20], the authors have proposed a method using random walks to estimate
the global properties of large connected undirected graphs such as number of vertices, edges, etc.
However, it is not in the scope of this paper. Indeed, assuming that the number of agents N is known in
a-priori, a consensus protocol in [10] is to be uploaded to each agent to compute the average consensus
value x̄. The main task in our study is to estimate the whole Laplacian spectrum.
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3. Distributed Estimation of Laplacian Spectrum

Given an initial input-output pair {x(0), x̄}, with x̄ = 1
N 11Tx(0), the matrix factorization

problem (3) is equivalent to minimize the cost function E(W) = ‖x(D)− x̄‖2 that can also be rewritten
as follows:

E(W) =

∥∥∥∥∥
1

∏
t=D

Wtx(0)− x̄

∥∥∥∥∥
2

, (4)

where D is the number of steps before reaching average consensus and Wt = IN − αααtL.
Note that there is no need for a central node to set the initial input-output pair. Indeed, such a pair

can be obtained after running a standard average consensus algorithm. Each node keeps in memory
its own initial value and the consensus value.

Solving this factorization problem consists in finding the sequence of stepsize {αααt}t=1,··· ,D. It is
obvious that αααt are global parameters. To relax these constraints, define the factor matrices as
Wt = IN −ΛΛΛtL, where ΛΛΛt = diag(αααt), αααt = [αt,1, αt,2, . . . , αt,N ], t = 1, 2, . . . , D. The problem above
can be reformulated as a constrained consensus problem, that is to compute the sequence of stepsize
{αααt} so that αt,1 = αt,2 = . . . = αt,N . Moreover, in Section 2.1, D is denoted as number of non-zero
distinct Laplacian eigenvalues. However, in this work, Laplacian matrix is assumed to be not-known
in-a-priori. Therefore, the authors have assigned D as h = N − 1 since N can be estimated in the
configuration step through the Random Walk Algorithm proposed in [20]. Furthermore, the Laplacian
Spectrum estimation procedure is divided in following stages:

• Stage 1: Distributed estimation of the set of non-zero Laplacian eigenvalues S1 = {λ1, λ2, . . . , λh},
composing of the set of D non-zero distinct Laplacian eigenvalues S2 = {λ1, λ2, . . . , λD}.

• Stage 2: Eliminating the wrong eigenvalues in the set S1 to obtain the set S2

• Stage 3: Estimating the multiplicities m corresponding to each eigenvalues in the set S2 to achieve
the whole Laplacian spectrum sp(L).

3.1. Distributed Estimation of Non-Zero Laplacian Eigenvalues

For distributively carrying out the factorization of the average consensus matrix as factors of
Laplacian based consensus matrices, the idea is to minimize the disagreement between neighbors on
the value of αααt while ensuring that the factorization of the average consensus matrix is achieved. Such a
factorization is assessed by constraining the values of the nodes after h iterations of the consensus
algorithm to be equal to the average of the initial values:

min
αααt∈RN×1,t=1,2,...,h

1
2

h

∑
t=1

∑
i∈V

∑
j∈Ni

(αt,j − αt,i)
2 (5)

subject to x(h) = x̄

or, it can be rewritten in the following form:

min
αααt∈RN×1

1
2

h

∑
t=1

αααT
t Lαααt. (6)

subject to x(h) = x̄

This optimization has been solved by applying Augmented Lagrange Method [1].
However, the disadvantage of this method is the slow convergence rate due to the fact that it
is a non-convex optimization problem. To overcome this unexpected issue, the authors have
suggested an interesting variant by converting the non-convex function into the convex one. By that,
the optimization can be easily and effectively solved by Alternating Direction of Multipliers Methods
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(ADMM) [16,27]. In this paper, we proposed a method that can solve a non-convex problem effectively
by employing ALADIN method, which is described as following:

(1) Step 1: ALADIN solves in parallel a sequence of equality-constrained non-linear problems
(NLP) by introducing an augmented variables y as follows:

min
αααt∈RN×1,t=1,2,...,h

1
2

αααT
t Lαααt +λλλT(αααt − yt) +

ρ

2
‖(αααt − yt)‖2

ΣΣΣt
(7)

subject to x(h)− x̄ = 0|βββ
yt,i = yt,j i = 1, . . . , N; j ∈ Ni (C)

where ρ, β are penalty parameter and multiplier of the equality constraint, respectively.
C = {yt : yt,i = yt,j, i = 1, . . . , N; j ∈ Ni}.

One thing to note here is that with the given initial information xi(0), i = 1, 2, . . . , N, running a
standard consensus algorithm can determine the average value x̄ = 1

N ∑N
i=1 xi(0). In addition

to that, the positive semi-definite scaling matrices Σt can be randomly initialized or even be
an identity matrix IN . In this optimization problem (7), augmented variables yt are introduced
with respect to the constraint C. However, this NLP is to be solved to define the variables αααt,
hence, the constraint C is going to be relaxed.

The solution αααt[k + 1], βββ[k + 1] obtained from (7) is then used to check the stopping criteria
the the next steps of the ALADIN-based algorithm procedure with k being an iteration of the
optimization process. Herein, if 1

2 ∑h
t=1 ∑i∈V ∑j∈Ni

(αt,j − αt,i)
2 < ε and ρ‖Σt(αααt − yt)‖1 ≤ ε,

then one can get ααα∗t as well as the Algorithm stops.
(2) Step 2: The Gradients, Jacobian matrices, and Hessian matrices are estimated for the next

quadratic programming (QP) subproblems the as follows:

gt =
∂

∂αααt
{1

2
αααT

t Lαααt + βββT
t (x(h)− x̄)} (8)

Ct =
∂

∂αααt
(x(h)− x̄)T (9)

Bt =
∂2

∂ααα2
t
(

1
2

αααT
t Lαααt). (10)

(3) Step 3: Analogically to inexact SQP method, the QP problem is solved to find the Δαααt[k] and
the affine multiplier λQP[k] as follows:

min
Δααα∈RN×h ,s∈RN×1,t=1,2,...,h

h

∑
t=1

{1
2

ΔαααT
t BtΔαααt + gT

t Δαααt}+λλλTs +
μ

2
‖s‖2 (11)

subject to
h

∑
t=1

(αααt + Δαααt − yt) = s|λλλQP

CtΔαααt = 0, t = 1, 2, ..., h|η

where s is the slack variable, introduced into the QP sub-problem to attenuate the numerical
reasons when the penalty parameter μ becomes large.

(4) Step 4: The final step is to update λλλ[k + 1], yt[k + 1], Bt[k + 1]:

λλλ[k + 1] = λλλQP[k] (12)

ŷt[k] = αααt[k] + Δαααt[k] (13)
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This update rule is relevant to the full-size step where a1 = a2 = a3 = 1 for the steplength
computation, which proposed in [25]. Then, projecting ŷ[k] on the constraint C to derive y[k + 1].

The steps are repeated until the stopping criteria is satisfied.
In order to derive the distributed algorithm, let us take a closer look at each step of the proposed

ALADIN-based method.

3.1.1. Implementation of Decoupled Nonlinear Problems

Firstly, in order to solve the decoupled NLP (7) for t = 1, . . . , h, the Augmented Lagrange method
is applied here. Hence, we introduce the Augmented Lagrange function with the Lagrange multiplier
βββ and penalty parameter c as below:

H1,t =
1
2

αααT
t Lαααt +λλλT(αααt − yt) +

ρ

2
‖(αααt − yt)‖2

ΣΣΣt
+ βT(x(h)− x̄) +

c
2
‖x(h)− x̄‖2

2 (14)

The solution of this problem can be obtained by applying a gradient descent method iteratively:

αααt[k + 1] = αααt[k]− b
∂H1,t

∂αααt
(15)

βββ[k + 1] = βββ[k] + c(x(h)− x̄) (16)

where b stands for stepsizes of the gradient descent method, which can be chosen by fix constants or be
determined by deploying a line-search algorithms such as Wolfe Condition, Back-stracking, or Armijo
ones in [28], while c dedicates for the penalty parameter of the Augmented Lagrange method.

Lemma 2. The derivatives of this Lagrange function (14) is obtained as follows:

∂H1,t

∂αααt
= Lαααt +λλλ + ρΣΣΣt(αααt − yt)− diag−1(αααt)diag(xt−1 − xt)δδδt − diag−1(αααt)diag(xt−1 − xt)et (17)

where δδδh = β, and δδδt = Wt+1δδδt+1, while eh = x(h)− x̄ and et = Wt+1et+1.

The proof is showed in the Appendix A.

3.1.2. Implementation of the Coupling Quadratic Programming (QP)

Now, we apply the Karush–Kuhn–Tucker (KKT) conditions for solving the quadratic
programming (QP) (11). The Augmented Lagrange Function is described as follows:

H2 =
h

∑
t=1

{
1
2

ΔαααT
t BtΔαααt + gT

t Δαααt +λλλT
QPΔαααt

}
+ (λλλT −λλλT

QP)s +
μ

2
‖s‖2

+λλλT
QP

h

∑
t=1

(αααt − yt) +
h

∑
t=1

ηT
t CtΔαααt (18)

The KKT conditions, which are showed in the Appendix B yields a system of equations as follows:

{ BtΔαt −λλλQP + CT
t ηt = −gt, t = 1, 2, . . . , h

∑h
t=1 Δαααt − 1

μλλλQP = − 1
μλλλ − ∑h

t=1(αααt − yt)

CtΔαααt = 0

Solutions of this system of equations are Δα∗t , λλλ∗
QP, η∗

t respectively in the equivalent matrix form
as follows:
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

B1 0 . . . 0 I CT
1 0 . . . 0

0 B2 . . . 0 I 0 CT
2 . . . 0

...
...

. . .
...

...
...

...
. . .

...
0 0 . . . Bh I 0 0 . . . CT

h
I I . . . I − 1

μ I 0 0 . . . 0

C1 0 . . . 0 0 0 0 . . . 0

0 C2 . . . 0 0 0 0 . . . 0
...

...
. . .

...
...

...
...

. . .
...

0 0 . . . Ch 0 0 0 . . . 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Δα∗1
Δα∗2

...
Δα∗h
λλλ∗

QP
η∗

1
η∗

2
...

η∗
h

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−g1
−g2

...
−gh

−λλλ
μ − ∑h

t=1(αααt − yt)

0

0
...
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(19)

This linear system can be solved by any linear solver. One thing to note here is the adaptive
parameter μ. We can start with a quite small μ and adapt it during the optimization progress to
relax the coupling conditions.

3.1.3. Implementation of an ADMM-Based Algorithm

Now, the update steps (12) and (13) are executed. Since the achieved ŷt,i have to agree with the
constraint (C), we solve the following optimization problem:

min
yi∈�h×1

1
2

N

∑
i=1

‖yi − ŷi‖2

subject to yj = yi i = 1, . . . , N; j ∈ Ni (C)

To solve this optimization problem, an Alternating Direction Method of Multipliers (ADMM) in [16,27]
can be employed by introducing an augmented parameters zij. Hence, the optimization can be
rewritten as follows:

min
yt

1
2

N

∑
i=1

‖yi − ŷi‖2

subject to yi = zij i = 1, . . . , N; j ∈ Ni (20)

zji = zij

The Augmented Lagrange Function is defined as follows:

H3(y, z, τττ) =
1
2

N

∑
i=1

‖yi − ŷi‖2 + ∑
j∈Ni

τττT
ij(yi − zij) +

ν

2

N

∑
i=1

‖yi − zij‖.

The ADMM solution acts in three steps repetitively until the tolerance achieves:

• Compute yi:
yi[p + 1] = (1 + νdi)

−1{ŷi[k] + ν ∑
j∈Ni

zij[p]− ∑
j∈Ni

τττij[p]}. (21)

• Compute zij:

zij[p + 1] =
yi[p + 1] + yj[p + 1]

2
+

τττij[p] + τττ ji[p]
2ν

. (22)

• Lagrange multiplier update:

τττij[p + 1] = τττij[p] + ν(yi[p + 1]− zij[p + 1]) (23)
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Herein, p is a iteration of the ADMM optimization process, then this output of this process is
yi[k + 1] = y∗

i [p + 1].
The distributed algorithm is illustrated in Algorithm 1.
The convergence analysis of the ALADIN method has been studied clearly for both non-convex

and convex optimization problem in [25]. Lemma 3 in [25] has been proven that with the cost
function f (ααα) = 1

2 ∑h
t=1 ∑i∈V ∑j∈Ni

(αt,j − αt,i)
2 being twice continuously differentiable and letting

(ααα∗t , λλλ∗) for t = 1, . . . , h of problem (5) be a regular KKT point. On the other hand, the Hessian
Bt =

∂2

∂ααα2
t
( 1

2αααT
t Lαααt) + ρΣt � 0 obviously, since Σt � 0. There exists constants χ1, χ2 such that for every

point αααt, λ satisfying the condition convergence of the decoupled minimization problem (7) have
unique locally minimizers {yt, t = 1, . . . , h} that satisfy ‖yt − αααt‖ ≤ χ1‖αααt − ααα∗t ‖+ χ2‖λλλ −λλλ∗‖.

Moreover, if 1
μ < 0(‖yt −αααt‖) when solving the QP (11), with the ((ααα∗t , λλλ∗)) is a regular KKT point,

then χ1‖αααt − ααα∗t ‖+ χ2‖λλλ − λλλ∗‖ ≤ (χ1+χ2)ω
2 (χ1‖αααt − ααα∗t ‖+ χ2‖λλλ − λλλ∗‖)2. This is sufficient to prove

local quadratic convergence of the algorithm as χ1, χ2 are strictly positive constants. As a result, it is
effectively applied to our proposed method since it is obviously an equality constrained non-convex
optimization problem.

One thing to remark here is that in our study, the penalty parameters ρ, μ can be updated using
the following rules:

ρ[k + 1] =

{
ιρρ[k] if ρ[k] < ρmax

ρ[k] elsewhere

μ[k + 1] =

{
ιμμ[k] if μ[k] < μmax

μ[k] elsewhere

where ιρ, ιμ > 1 and ρmax = 50, μmax = 30 obtained by experience to avoid the numerical problem.
Moreover, we can use the blockwise and damped Broyden–Fletcher–Goldfarb–Shanno (BFGS) update,
which ensures positive definiteness of the Bt[k] to preserve the convergence properties of ALADIN
proposed in [25].

3.2. Retrieving the Non-Zero Laplacian Eigenvalues

As stated before, the set of eigenvalues deriving from the Algorithm 1, denoted S1, composing of
the set of non-zero distinct Laplacian eigenvalues S2.

Let ˆ̄xi be the final consensus value reconstructed by ˆ̄xi = x̂i(h) = 1
N ∑N

i=1 xi(0) and the iteration
scheme of the finite-time average consensus is implemented as in (1). Following the idea of the
Proposition 3 in [27], we step-by-step assume to leave one element of the S1, then, the remaining
elements of this set are used to reconstruct x̂i(h). If ˆ̄xi = x̂i(h) is satisfied, then the left element is not
the expected Laplacian eigenvalue. Hence, we can eliminate it out of the set S1. Otherwise, the left
element is one of non-zero distinct eigenvalues. We restore it in the set S1 and marked as an element
in the set S2. Now, the procedure is continued with another element to the end.

The distributed non-zero Laplacian eigenvalues are described in Algorithm 2.
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Algorithm 1 ALADIN-based Laplacian eigenvalues estimation

1. Initialization:

• Number of nodes N, tolerance ε, initial input-output pairs {xi(0), x̄i, i = 1, 2, . . . , N},
where x̄ = 1

N ∑N
i=1 xi(0) is retrieved from a standard average consensus algorithm.

• Each node i, i = 1, . . . , N initializes:

(a) random stepsizes αt,i(0) for t = 1, . . . , h = N − 1.
(b) random Lagrange multipliers βt,i, ηt,i, for t = 1, . . . , h and λi, λQP,i.
(c) Semi-positive definite matrices Σt ∈ �N , learning rates b, penalty parameters ρ, c, μ.

• Set k = 0;

2. Repeat:

• Set k := k + 1,
• Solving decouple NLP problem (7) for t = 1, . . . , h = N − 1:

– Propagate Lagrange multipliers βt,i[k] for t = h, . . . , 2 and i = 1, . . . , N:

(a) Set δh,i[k] = βt,i[k].
(b) δt−1,i[k] = δt,i[k] + αt,i[k]∑j∈Ni

(δt,j[k]− δt,i[k]).
– Finite-time average Consensus steps:

xt,i[k] = xt−1,i[k] + αt,i[k] ∑
j∈Ni

(xt−1,j[k]− xt−1,i[k]).

– Propagate the error et,i[k] by setting eh,i[k] = xh,i[k]− x̄i[k]:

et−1,i[k] = et,i[k] + αt,i ∑
j∈Ni

(et,j[k]− et,i[k]).

– Update αt,i for t = 1, . . . , h:

αt,i[k + 1] = αt,i[k + 1]− b ∑
j∈Ni

(αt,j[k]− αt,i[k])

− bλi − bρ[k]
N

∑
j=1

Σt(i, j)(αt,j[k]− yt,j[k])

+ b ∑
j∈Ni

(xt−1,j[k]− xt−1,i[k])δt,i[k]

+ b ∑
j∈Ni

(xt−1,j[k]− xt−1,i[k])et,i[k]

– Update NLP Lagrange multipliers βt,i for t = 1, . . . , h by (16).

• Stopping criteria: if ‖∑h
t=1(αααt − yt)‖ ≤ ε and ‖∑h

t=1 αααT
t Lαααt‖ ≤ ε are simultaneously satisfied, then

stop the optimization procedure.
• Compute Gradient, Jacobian matrices, and Hessian matrices as in (8)–(10), respectively.
• Solving the coupling QP problem (11) via solving the linear Equation (19) to define Δα∗t,i[k], λ∗

QP,i[k].
• Update λ, ŷt,i:

(a) λi[k + 1] = λ∗
QP,i[k]

(b) ŷt,i[k] = αt,i[k + 1] + Δα∗t,i[k]
(c) Projecting ŷt,i[k] onto the constraint C by solving an ADMM-based optimization subproblem

(20) to derive yt,i[k + 1]
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Algorithm 2 Non-zero eigenvalues Estimation

1. Input: set of stepsizes, obtaining form Algorithm 1 S1, the input-output pairs {xi(0), x̄i},
i = 1, . . . , N, the threshold ε.

2. Set S2 = ∅, S = S1.
3. Repeat: While S �= ∅, pick an element αt out of S , hence S \ {αt}.

• Construct average consensus iteration scheme from the remain stepsizes to determine
x̂i(h), i = 1, . . . , N as follows:

xt,i = xt−1,i + αt,i ∑
j∈Ni

(xt−1,j − xt−1,i), t = 1, . . . , h

• If x̄i − ˆ̄ix ≤ ε, then S = S \ αt and return to (3)
• If x̄i − ˆ̄ix > ε, then αt is included in S2 and S = S ∪ αt and return to (3)

4. Output: If S is empty, then the non-zero distinct Laplacian eigenvalues can be derived by taking
the inverse of the set S2’s elements.

3.3. Multiplicities Estimation

Now, turning to the last stage, which is the corresponding Laplacian eigenvalues multiplicities
estimation. In [16], the authors have proposed a linear integer programming optimization problem to
figure out the multiplicities:

Proposition 1 ([16]). Consider a connected undirected graph of N vertices with degree sequence {di} and
Laplacian matrix L, having D = |S2| distinct non-zero Laplacian eigenvalues S2. Let m ∈ Z

+D×1 be the vector
of the corresponding multiplicities and be obtained by solving the integer programming below:

min
m∈Z+D×1

ST
2 m (24)

subject to ST
2 m = ∑D

i=1 di

1Tm = N − 1

m ∈ Z
+D×1

The proof was given in [16]. Since all the multiplicities m are positive integers,
then Brand-and-Bound method has been deployed to derive m. Therefore, the problem (24) can
be rewritten equivalently in linear integer programming form as follows:

min
m∈Z+D×1

ST
2 m − ∑D

i=1 di

subject to 1Tm = N − 1 (25)

m ∈ Z
+D×1

The Algorithm for this problem has been described clearly in [16]. At this step, the whole Laplacian
spectrum sp(L) has been obtained.

In fact, the estimation problem can be converted into a convex form and can be solved
effectively by using ADMM-based method proposed in [16]. However, the purpose of this study
is extremely appropriate for non-convex optimization problem through deploying the promising
ALADIN-based method.
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4. Simulation Results

In this section, the efficiency of the proposed ALADIN-based method to estimate the Laplacian
spectrum is evaluated by considering the two following case studies.

Firstly, it can be said that the Laplacian spectrum can decide the performance of the network
since it reveals the connection of the network. For example, the robustness of the network can be
estimated before starting the operations to avoid the interruption during these operations and, as a
result, enhance the benefits technically and economically.

On the purpose of monitoring the connection of a large network G∗(V∗, E∗), one may face with
the numerical issue in step 3 of the ALADIN-based method to solve the linear system (19) due to the
huge dimension of the obtained matrix that leads to the common ill-conditioning problem with the
inverse matrix calculation.

In [16], the authors have suggested to partition the large network into M disjoint sub-networks
U�, � = 1, 2, · · · , M, [29]. Let us define N∗

i = {j ∈ V∗ : (i, j) ∈ E∗} and its cardinality |N ∗
i | as the set of

neighbors of node i and its degree in G∗, respectively. Each sub-network is monitored by a super-node
i which knows the number N� of agents in the sub-network and the associated average information
state x�. Node i ∈ U� is a super-node if it has at least one neighbor in a different subset, i.e., ∃�∗ �= �

s.t. Ni
⋂

U�∗ �= ∅. Let us consider that two sub-networks are connected if there exist edges linking
at least two agents of these sub-networks. If two sub-networks are connected then their super-nodes
are linked as showed in Figure 2. Here, the network can be social network, power system network,
molecular network, etc.

Let G = (V, E) be the undirected graph representing a network with N = |V| super-nodes,
which are black nodes in Figure 2. G captures the interaction between sub-networks of G∗.
Therefore, the large network is to be robust if the partitions are strongly linked to each other and
if the critical threshold is high enough in [16]. Then, the Laplacian spectrum of network of super-nodes
G can monitor the connection of the large network G∗ via the robustness index.

U1

U2

U3

U4

Figure 2. Network partitioned in 4 subsets. Super-nodes are depicted in black.

4.1. Case Study 1

Let us consider a large network partitioning into 4 disjoint sub-networks. Each sub-network has
only one super-node. These super-nodes interact with each other by the graph G = (V, E), depicted in
Figure 3.

1 2

34

Figure 3. A network constituted by 4 nodes.
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This network does have the Laplacian eigenvalues sp(L) = {0, 4, 4, 4}. With the parameter of each
super-node, denoted as x(0) = {0.7417, 0.7699, 0.3216, 0.5466}, after deploying Algorithm 1, the set of
αααt, t = 1, . . . , 3 is obtained. The nodes trajectories are described as in Figure 4.

As can be seen, all αααt execute the consensus problem at the beginning of the procedure, and then
dig into satisfying the constraint.

Figure 5 illustrate the convergence of the cost function 1
2 ∑N−1

t=1 αααT
t Lαααt in according to the constraint

x(N − 1) = x̄1.
Furthermore, the Algorithm 2 is applied to eliminate the unexpected eigenvalues. As a result,

we receive only one eigenvalue λ = 1
0.25 = 4. In order to accomplish the Laplacian spectrum

estimation’s procedure, we make use the Proposition 1 to pick out m = 3. Now, the entire Laplacian
spectrum is achieved.

Figure 4. Trajectories convergence of αααt.

Figure 5. Convergence of the cost function according to its constraint.

At this step, the robustness index such as Kirchhoff index or the number of spanning trees can
be calculated.

RL = N
D+1

∑
i=2

mi
λi

= 4
3
4
= 3.
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Now, let us see how the proposed procedure works via the table below.
Table 1 is obtained after executing the proposed procedure.
As can be seen in Figure 4, at the iteration of around 90 the procedure can be stopped. In order

to access the robustness of the whole large network, it is necessary to define the critical threshold,
introduced in [16].

Next, we implement a comparison with the Lagrange method described in [1] by considering
Case study 2.

Table 1. The achievement of the proposed procedure in the sense of 4-node topology.

SSS1 {0.25, 0.5919, 0.5543}
SSS2 {0.25}
m 3
Iterations 130
RL 3

4.2. Case Study 2

Let us consider a 6-node network described in Figure 6.

1 3

2 4

5

6

Figure 6. A new network constituted by 6 nodes.

It is known that for this topology, the Laplacian spectrum is sp(L) = {0, 1, 2, 3, 3, 5}.
Let us define the same initial information state of each node at time t = 0: x(0) =

{0.5832, 0.74, 0.2348, 0.7350, 0.9706, 0.8669} for both methods. By using a standard consensus
algorithm [26], the consensus value x̄ = 0.6884 can be easily inferred.

It can be seen in Figure 7 that the Lagrange-based method in [1] takes a long time to achieve the
consensus first and then track the constraint to obtain the stepsizes αt, t = 1, ..., N − 1.

Now, with the same initial αααt(0), t = 1, . . . , 5, for the iterative procedure of the proposed method,
the αααt after using the Algorithm 1 with the convergence trajectories of the αααt are illustrated in Figure 8.

Figures 7 and 8 express the significant pros of our proposed method since the number of iterations
is much less than that of Lagrange-based method. The consensus term is executed in advance from the
start of the procedure and then try to reach the constraint term to figure out the expected values of the
stepsizes αααt = {1, 0.5, 0.1027, 0.2, 0.3333}. Obviously, since the authors operate the proposed algorithm
with the number of αααt being N − 1 = 5, it is needed to run the next stage to eliminate the residual
values. As can be seen clearly, the executive time for ALADIN-based method is significantly faster
than the proposed method as showed in Figure 9.

Figure 9 shows that the ALADIN-based method approaches the destined values earlier than
Lagrange-based method. Furthermore, in order to get the non-zero Laplacian eigenvalues of the given
network, the Algorithm 2 is carried out to obtain vector of stepsizes αααt = {1, 0.5, 0.2, 0.3333}.

Finally, by constructing the Brand-and-Bound based method to solve the Problem 1, which has
been proposed in [16], we achieve the vector of multiplicities m = {1, 1, 1, 2}, hence deduce the
Laplacian spectrum sp(L) = {1, 2, 3, 3, 5}.
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Figure 7. αααt convergence trajectories implemented by Lagrange-based method.

Figure 8. αααt convergence trajectories implemented by the proposed method.
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Now, let us see how the proposed procedure works via the table below.
Table 2 is obtained after executing the proposed procedure and the Lagrange-based method.

Table 2. The achievement of two methods in the sense of 6-node topology.

ALADIN-Based Method Lagrange-Based Method

SSS1 {1, 0.5, 0.1027, 0.2, 0.3333} {0.9992, 0.2, 0.5001, 0.0895, 0.3333}
SSS2 {1, 0.5, 0.2, 0.3333} {0.9992, 0.2, 0.5001, 0.3333}
m 1, 1, 1, 2

Iterations 33950 372800
RL 14.2

Notice that the proposed method gives results much better than the Lagrange-based method. Let
us see that at the iteration of 33,950, the Lagrange-based method gives the set of SSS1 that has still not
satisfied the constraint.

Recently, besides the Laplacian spectrum estimation basing on the optimization approaches,
there are also some works that approximate the Laplacian spectrum via iterative dynamics
process (taking random walk for an example). However, from our point of view, the dominant
contribution of our proposed method is the possibility of implementation in a decentralized manner.
Moreover, another method to faster the convergence rate of the Laplacian spectrum estimation
procedure is the ADMM-based method, proposed in [16]. The important step in this work is to
re-parameterize adequately the non-convex formulation into convex one. It is hard to compare the
efficiency between ADMM-based method and the proposed method. Since, our study focuses on the
non-convex formulation.

Figure 9. Convergence of the cost function according to its constraint.

5. Conclusions

In this paper, the authors have proposed a promising ALADIN-based method to find out the
Laplacian spectrum of a given dynamic network in a distributed way. First and foremost, the study
has assumed that the number of agents N in the network can be accumulated by random walk
algorithm constructed in the configuration step. Briefly speaking, the proposed procedure is divided
into 3 stages. The first stage is to determine the N − 1 Laplacian eigenvalues. Then, retrieve the
non-zero distinct Laplacian eigenvalues in stage 2 before estimating the corresponding multiplicities
in stage 3. The ALADIN-based method is appropriate for carrying out the factorization of the average
consensus matrix as factors of the Laplacian-based consensus matrices to minimize the disagreement

272



Appl. Sci. 2020, 10, 5625

between neighbors on the values of αt,i. Then, the Laplacian eigenvalues can be defined by taking
the inverse of these αααt. Herein, the authors are obviously interested in dealing with the non-convex
optimization problems. From the simulation evaluation, it can be concluded that the proposed method
converges much faster in comparison with the gradient descent method in [1] for the estimation of
Laplacian spectrum.
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Appendix A. Proof of Lemma 2

From now on, in order to avoid misunderstanding between the iterative step of the consensus
algorithm x(h) and the iterative step of the optimization procedure k, let us denote x(h) by xh.
From Section 2.1, we have:

x(h)− x̄ =
t+1

∏
i=h

WiWtxt−1 − x̄

=
t+1

∏
i=h

Wi(I − diag(αααt)L)xt−1 − x̄

=
t+1

∏
i=h

Wixt−1 − x̄ −
t+1

∏
i=h

Widiag(αααt)Lxt−1

=
t+1

∏
i=h

Wixt−1 − x̄ − (xT
t−1LT �

t+1

∏
i=h

Wi)αααt

with � being the Khaitri–Rao product. By employing the property of the Khatri–Rao product
(Given matrix A ∈ RI×F, and two vectors b ∈ RJ×1, d ∈ RF×1, then Adieg(d)b = (bT � A)d)
in [1], the derivative of the Lagrange function is described as follows:

∂H1,t

∂αααt
= Lαααt +λλλ + ρΣΣΣt(αααt − yt)− diag(Lxt−1)

h

∏
i=t+1

Wiβββt − c.diag(Lxt−1)
h

∏
i=t+1

Wi(x(h)− x̄)

Since δδδh = βββt and δδδh−1 = Whδδδh then ∏h
i=t+1 Wiβββt = δδδt.

Analogically, eh = x(h)− x̄ and et = Wt+1et+1.
On the other hand, xt−1 − xt = diag(αααt)Lxt−1 then Lxt−1 = diag−1(αααt)(xt−1 − xt)

Therefore, ∂H1,t
∂αααt

= Lαααt + λλλ + ρΣΣΣt(αααt − yt)− diag−1(αααt)diag(xt−1 − xt)δδδt − diag−1(αααt)diag(xt−1 −
xt)et.

Appendix B. KKT Conditions of QP (11)

δH2
Δαααt

= BtΔαt + gt +λλλQP + CT
t ηt = 0

δH2
s = λλλ −λλλQP + μs = 0

δH2
ηt

= CtΔαααt = 0
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δH2
λλλQP

= ∑h
t=1 Δαααt + ∑h

t=1(αααt − yt)− s = 0
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