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Preface to ”Radiation Tolerant Electronics, Volume II”

Research on radiation tolerant electronics has increased rapidly over the last few years, resulting

in many interesting approaches to model radiation effects and design radiation hardened integrated

circuits and embedded systems. This research is strongly driven by the growing need for radiation

hardened electronics for space applications, high-energy physics experiments such as those on the

large hadron collider at CERN, and many terrestrial nuclear applications, including nuclear energy

and safety management. With the progressive scaling of integrated circuit technologies and the

growing complexity of electronic systems, their ionizing radiation susceptibility has raised many

exciting challenges which are expected to drive research in the coming decade.

After the success of the first Special Issue on Radiation Tolerant Electronics, the current Special

Issue features thirteen articles highlighting recent breakthroughs in radiation tolerant integrated

circuit design, fault tolerance in FPGAs, radiation effects in semiconductor materials and advanced

IC technologies and modelling of radiation effects.

Paul Leroux
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Editorial

Radiation-Tolerant Electronics
Paul Leroux

Department of Electrical Engineering (ESAT), KU Leuven, Kleinhoefstraat 4, 2440 Geel, Belgium;
paul.leroux@kuleuven.be

When thinking of radiation-tolerant electronics, many readers will think of space.
Indeed, with the rise of New Space and Space 2.0 and the corresponding vast growth
in space satellites and space vehicles, the need for radiation-tolerant electronics has in-
creased beyond the typical NASA and ESA space missions. New custom radiation-tolerant
electronics are needed and more validation and qualification strategies are required for
off-the-shelf components. Even beyond space, the need for radiation-tolerant electron-
ics has increased tremendously, for example, applications in aerospace; in high-energy
physics such as the Large Hadron Collider experiments at CERN; in upcoming nuclear
fusion reactors such as ITER (International Thermonuclear Experimental Reactor) and
other fusion reactor technologies; to improve safety in current nuclear energy facilities;
or for nuclear waste processing, storage, or transport. Additionally, even beyond these
high-energy applications, radiation-tolerant electronics are needed in critical applications
such as self-driving cars, where the mean time between failures should be extremely high,
and even large data centres or advanced medical devices, where errors—even from a single
cosmic particle—can simply not be tolerated.

These abundant applications, together with the evolution of chip technology towards
smaller devices that can be upset by progressively less energy, have fuelled research on
the fundamentals and modelling radiation effects in electronics, on the design of radiation-
tolerant electronics in state-of-the-art technologies, and on new and more efficient ways to
evaluate and test the reliability of electronic components in radiation environments.

After the success of the first Special Issue on radiation-tolerant electronics, the current
Special Issue features thirteen articles highlighting recent breakthroughs in radiation-
tolerant integrated circuit design, fault tolerance in FPGAs, radiation effects in semiconduc-
tor materials and advanced IC technologies, and modelling of radiation effects.

Many of the contributions within this Special Issue deal with the design of radiation-
tolerant integrated circuits, either at block level or with comprehensive circuits in state-
of-the-art IC technologies. Article [1] discusses the SEU (single-event upset) tolerance
of three layout-hardened 28 nm DICE (dual interlocked storage cell) D flip-flops im-
plemented in advanced 28 nm planar CMOS technology. In [2], the authors present a
cell-level radiation-hardening-by-design (RHBD) method based on commercial processes,
showcasing new radiation-hardened D-type flip-flops (DFF) with highly improved SEU
tolerance compared to standard DICE flip-flops even with TMR. Article [3] presents a
fully polarity-aware double-node-upset (DNU)-resilient latch. The circuit boasts multiple
thresholds, an increased number of SEU-insensitive nodes, low power dissipation, and
has the strongest radiation-hardening capability among other DNU-resilient latches. In [4],
the authors present a comprehensive assessment of TID effects on the performance of
a parallel-coupled and super-harmonic-coupled voltage-controlled oscillator (VCO) op-
erating between 2.5 GHz and 2.9 GHz. The circuits are implemented in 65 nm CMOS
technology and feature different radiation-hardening techniques. Paper [5] presents the
first fully integrated radiation-tolerant all-digital phase-locked loop (ADPLL) and clock and
data recovery (CDR) circuit for wireline communication applications. Several radiation-
hardening techniques are proposed to achieve state-of-the-art immunity to SEEs up to
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62.5 MeV cm2 mg−1 as well as a 1.5 Grad TID tolerance. A final circuit design paper is
presented in [6]. This article presents a novel physical implementation methodology for
high-speed, triple-modular redundant (TMR), digital-integrated circuits for harsh-radiation-
environment applications. An improved distributed approach is presented to constrain
redundant branches of TMR digital logic cells using repetitive, interleaved micro-floorplans.

The above paper [6] also fittingly bridges towards two other articles focusing on
fault immunity and fault injection on the FPGA (field-programmable gate array) level.
In [7], Banteywalu et al. present a high-reliability spatial and time redundancy (TR) hybrid
technique, applied to the design of a radiation-tolerant digital controller for a dual-switch
forward half-duty limited DC-DC converter. The technique has the potential of double-
fault masking with a <2% increase in resource overhead cost compared to TMR, while
offering a more than an order of magnitude increase in reliability improvement factor
(RIF). Article [8] describes the design and implementation of a virtual device to perform
simulation-based fault injection campaigns in existing FPGA (field-programmable gate
array)-based hardware devices. Multiple instances of the virtual device can be launched in
parallel in order to speed up the fault injection campaigns.

Two articles in this issue describe recent results on the challenging problem of system-
level radiation effects’ characterization. In [9], Rajkowski et al. compare the system-level
evaluation of a point-of-load (PoL) converter under total ionizing dose (TID) with an
individual radiation assessment of the different component. It is shown that, due to
internal compensation in the system, the complete system can be fully functional at a TID
level more than two times higher than the qualification level obtained using a standard-
based component-level approach. In continuation of this research, article [10] discusses the
opportunities and limitations of radiation qualification by means of system-level testing.
To this end, TID and SEE tests are performed and analysed on a system-in-package (SIP)
PoL converter. Limitations for the SEE qualification proved substantially stronger than for
the TID qualification.

Two articles in this issue deal more with the fundamental effects of radiation in
semiconductor materials and advanced IC technologies. In [11], the authors present a
transistor-array-based test method for characterizing the heavy-ion-induced sensitive area
in semiconductor materials as well as the impact of transistor layout and well contacts
for both NMOS and PMOS devices in 65 nm CMOS technology. Article [12] presents a
comparison of TID effects in 22 nm and 28 nm FDSOI (fully depleted silicon-on-insulator)
technologies. The test structures include ring oscillators designed with inverters, NAND2,
and NOR2 gates, as well as SRAM memory cells and flip-flop chains. Overall, the 22 nm
FDSOI shows better resilience.

The final article [13] in this issue deals with modelling aspects of radiation effects
in complex digital ICs. Different methods are compared for the quantitative evaluation
of the SEU cross section under different test programs. A laser test is used to generate
training and validation data under these different test programs. The results show that
the quantitative evaluation method based on generalized linear models can achieve the
highest accuracy.
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Abstract: Three layout-hardened Dual Interlocked Storage Cell (DICE) D Flip-Flops (DFFs) were
designed and manufactured based on an advanced 28 nm planar technology. The systematic vertical
and tilt heavy ion irradiations demonstrated that the DICE structure contributes to radiation tolerance.
However, it is hard to achieve immunity from a Single Event Upset (SEU), even when a ~3-µm well
isolation is utilized. The SEU mitigation of the hardened DFFs was affected by the data patterns and
clock signals due to the imbalance in the number of upset nodes. When the clock signal equalled
0, no error was observed in 181Ta irradiation, indicating that the DICE DFFs are SEU tolerant in
vertical irradiation owing to their reasonable isolation of sensitive volumes. The divergences of SEU
cross-sections were enlarged by our specially designed joint change of tilt incidences for both the
along-cell and cross-cell irradiation of heavy ions. The evaluations of SEU for both the vertical and
tilt irradiations assist with eliminating the overestimation of SEU tolerance and guarantee the in-orbit
safety of spacecraft in harsh radiation environments.

Keywords: D Flip-Flop; heavy ion; radiation hardened; Single Event Upset

1. Introduction

As a key component of digital circuits, there is wide concern about the irradiation
tolerance of D Flip-Flops (DFFs) in advanced technologies in the context of the increasingly
unparalleled performance requirements of space electronic systems, despite their reduced
area and power consumption [1–4]. The standard Dual Interlocked Storage Cell (DICE) has
been applied to DFFs in deep-submicron planar Complementary Metal Oxide Semiconduc-
tor (CMOS) technologies to achieve low Single Event Upset (SEU) rates [3,4]. However, the
critical charges of SEU for DFF cells are not high, especially for the advanced nanoscale
technologies [3–6]. Moreover, the heavy ion-induced charge sharing phenomenon among
adjacent sensitive nodes increases the probability of upsets, making the basic hardening
techniques ineffective [5,6]. Thus, it is essential to characterize the radiation tolerance and
evaluate the effectiveness of hardening strategies of nanoscale circuits.

In recent years, some heavy ion irradiation results for the standard and hardened
DFFs of different process nodes have been characterized, and the main SEU cross sections
in the published literature are shown in Table 1 [3–6]. The heavy ion irradiation results
for the 65 nm standard DFF, basic DICE DFF, and a temporal-DICE DFF are presented
in Ref. [3]. The temporal-DICE DFF comprises a temporal structure for its master latch
and a DICE structure for its slave latch, which is expected to be SEU hardened. However,
merely the basic DICE DFF presents an enhanced radiation tolerance, indicating that the
basic DICE DFF appears to be the most attractive for achieving a very high radiation
hardness with the least circuit overheads in terms of area and power dissipation [3]. The
different SEU cross sections of 40 nm and 28 nm DFFs are illustrated in Ref. [4]. It has been

5



Electronics 2022, 11, 972

found that the standard 40 nm design has a larger SEU cross-section than the standard
28 nm design [4]. At the LET value of 60 MeV·cm2·mg−1, the upset cross sections for the
28 nm designs are statistically identical, whereas there is still a noticeable improvement for
the 40 nm capacitive hardened DFF, indicating that for the advanced technologies, using
capacitance to reduce SEU cross-sections for high LET particles is unattractive [4]. The SEU
cross-sections for a broad scope of parameters including the clock frequency and angle of
incidence are characterized for the hardened and unhardened DFFs in 32 nm Silicon on
Isolator (SOI) technology [5]. The 32 nm DICE DFF is improved in SEU tolerance, while
the influence of LET values and frequency is significant. Additionally, the LET values
used in Ref. [5] are not high and, therefore, cannot fully characterize the failure rates of
hardened DFFs. Thus, the tilt incidence of high-LET heavy ions should be utilized to
further investigate the mechanisms of SEU sensitivities, especially for the hardened DFFs.
Besides, the vertical heavy ion irradiations are utilized to study the standard and hardened
DFFs that employ compact (1.05 µm) or separate (2.25 µm) DICE structures in 22 nm SOI
technology in Ref. [6]. Additionally, the enhanced SEU tolerances are verified for the DICE
DFFs with either compact or separate structures [6]. Thus, the spacing of sensitive nodes is
also an essential parameter that affects the SEU tolerance of DICE DFFs.

Table 1. Heavy ion irradiation results of DFFs with different process nodes of planar technologies
in published Refs. [3–6]. The LET (MeV·cm2·mg−1) values and the corresponding cross-sections
(σ: cm2·bit−1) are shown below. (Cap = capacitance; Stan. = Standard DFF without radiation
hardening; T-DICE = Temporal-DICE).

65 nm 40 nm 32 nm SOI

Type Stan. DICE T-DICE Stan. Cap. (×2.5) Stan. DICE

Max. LET ~48 ~48 ~48 ~60 ~60 ~40 ~40
σ ~3.3 × 10−6 ~6.7 × 10−8 ~1.6 × 10−6 ~1.1 × 10−8 ~1.5 × 10−8 ~1.5 × 10−10 ~6.5 × 10−11

28 nm 22 nm SOI

Type Stan. Cap. (×1.5) Cap. (×3) Stan. DICE
(1.05 µm)

DICE
(2.25 µm)

Max. LET ~60 ~60 ~60 ~85 ~85 ~85
σ ~4.5 × 10−9 ~4.5 × 10−9 ~4.5 × 10−9 ~7.5 × 10−10 ~5.0 × 10−11 ~5.0 × 10−11

Based on the discussions above, it is confirmed that the DICE hardened DFFs with
multiple node spaces have not been fully investigated using systematic heavy-ion irradia-
tions. The high-LET heavy-ion irradiations with different tilt angles are not available in
the literature, but the high-LET ions are essential for verification of the SEU sensitivities
and hardening effects on the circuits [6–11]. In addition, the 28 nm bulk planar devices
are not well represented in the layout-hardened circuits and irradiation results, with the
result that the SEU mechanisms of 28-nm planar devices are not clear [11–16]. Therefore,
the characterization of 28 nm DICE hardened DFFs with different node spaces is essential
to reveal the basic features of SEU sensitivities and promote the effective application of
radiation hardening design for the 28 nm high-performance digital circuits and systems.

In this paper, three different DICE hardened DFFs were designed and fabricated in
a 28 nm planar technology to fully characterize their SEU sensitivities. The test circuits
were fabricated using a metal-gate process with a high-k gate dielectric, and isolated with
shallow trench isolation (STI) technology. It is expected that the measured radiation results
of the designed DFFs will provide sufficient SEU support data to guide the design of
in-orbit applications. The rest of the paper is organized as follows: Section 2 details our
specially designed DFFs including the layouts with hardening strategies and irradiation
parameters; Section 3 presents the results for vertical and tilt irradiation of heavy ions; and
in Section 4, the irradiation results are summarized and discussed in detail.
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2. Circuits Design and Irradiation Setup

The DFF test chip was designed and fabricated using a commercial 28 nm planar bulk
silicon process. The test structure was constructed with three chains of DICE DFFs and each
chain contained 2000 cascaded DFFs. The three DFF chains had a shared data input (DI)
and clock (CK), but their output ports (DOs) were separate. All the DFFs were designed
with the normal DICE structure consisting of the double master latches and double slave
latches as shown in Figure 1. The CK buffers employed in each DICE DFF determine the
working state of the master latches or the slave latches in the DFF. When CK = 1, the dual
interlocked master latches ML1 and ML2 maintain the logic value, while the slave latches
SL1 and SL2 are bypassed. When CK = 0, the slave latches SL1 and SL2 maintain the logic
value while the master latches ML1 and ML2 are bypassed. All the DFFs in one chain were
designed with the same layout structures, but the DFFs in different chains were designed
with different layout structures as shown in Figure 2. The three detailed layout structures
of DFF0, DFF1 and DFF2 are shown in Figure 2a–c, respectively. The circuit structures
and the basic layout of the three DFFs are identical, whereas the different node spacing of
the three DFFs was designed to achieve the exact isolation of the two interlocked latches
of the DICE structure. The drain regions of the off-state MOS transistors are regarded
as sensitive volumes (SV). In addition, the minimum SV spacings of the two interlocked
latches in DFF0, DFF1, and DFF2 were ~1.68 µm, ~1.95 µm, and ~3.00 µm, respectively.
The effectiveness of DICE hardened circuits and the degree of charge sharing effects for
28 nm planar technology were evaluated directly according to the irradiation results of the
different DFFs.

An SEU test system was developed to evaluate the SEU sensitivities of the different
DFFs. As shown in Figure 3, the system was composed of a motherboard and a daughter-
board. The DFF test chip installed on the daughterboard was controlled and monitored by
the FPGA-based motherboard via a digital board-to-board I/O interface. A host computer
located in the heavy-ion radiation room was connected to the FPGA via a RS-232 interface
in order to control the test and record all the data. Another remote computer located outside
the radiation room was connected to the host computer inside the radiation room via an
ethernet link to enable the operator conduct the test.

Before the heavy-ion irradiation, the FPGA provided the input value via the DI and
a 40 MHz clock signal via the CK to each chain to first initialize the stored logic value of
all the DFFs. Then the clock signal CK was set to stable to place the DFFs in a static mode
and fix the working latches in a DFF. After that, the heavy ions struck the DFF test chip
until the fluence reached 107 ions·cm−2. Then the 40 MHz clock signal was inputted to the
CK, and the logic value stored in all the DFFs was read by the FPGA, which recognized
and counted all the upsets simultaneously for each chain. The upset count of each chain
was reported to the host computer, and the host computer analyzed the data in real time,
displayed the SEU counts, and recorded all the information.

The heavy-ion tests were conducted with the Single-Event Effect Test Terminal (SEETT)
at the Heavy Ion Research Facility in Lanzhou (HIRFL) of the Chinese Academy of Sciences.
The flux of ions was controlled at 104 ions·cm−2·s−1. The vertical irradiation (0◦-tilt) and
tilt incidences (30◦, 45◦, and 60◦) were used, and the air-layer and 8.3 µm passivation
were accounted for in the calculation of the ions’ energy and Linear Energy Transfer (LET)
values so that the experimental heavy ions reached the SV with sufficient energy deposition.
The heavy-ion irradiation conditions and parameters used in the experiments are listed
in Table 2. The DFF test chips were de-capped before exposure to irradiation, and the
passivation layers on the top of the chip included aluminum, copper, silicon dioxide,
tungsten, and other passivation materials. The Input/Output (I/O) and core voltages of the
test chip were set at 1.8 V and 0.8 V, respectively, during the irradiation. The 181Ta ions with
a controllable 1865 MeV of energy at the surface of the sample chip were selected to receive
the large-tilt incidence during irradiation, and the high-LET 181Ta ions were selected to
evaluate the SEU sensitivities of the hardened circuits with isolated SVs. In addition, the
X-direction (along-cell irradiation) and Y-direction (cross-cell irradiation) were classified.
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Hence, a coefficient for the effective fluence (Feff) of ions in SV was required for the tilt
incidence, which is related to the beam fluences (F) counted by the particle detector and
the cosine value of tilt angle with a vertical direction (θ).

Fe f f = F·cosθ (1)
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Table 2. Information about the parameters of ions and irradiation conditions.

Energy in
SV (MeV)

LET
(MeV·cm2·mg−1) Range in Silicon (µm) Tilt (◦)

(x, y) Data Pattern Clock

1695.3 78.3 99.2 (0, 0) 1 & 0 1 & 0
1623.8 79.0 95.3 (0, 45) 1 & 0 1
1521.7 80.1 89.8 (0, 60) 1 & 0 1
1668.8 78.6 97.8 (0, 30) 1 & 0 1
1623.8 79.0 95.3 (45, 45) 1 & 0 1
1623.8 79.0 95.3 (45, 0) 1 & 0 1
1668.8 78.6 97.8 (30, 0) 1 & 0 1
1521.7 80.1 89.8 (60, 0) 1 & 0 1

3. Irradiation Results

The iradiation results are presented in this section. We only recorded the error events
induced by a single ion; thus, the SEU cross-sections (σ) are calculated by

σ =
∑j j·Nj

F·N·cosθ
j = 1, 2, 3, ··· (2)

where j is the error bits of an SEU event, Nj is the number of SEU events involving j-bit
errors, F is the beam fluences, cosθ is the cosine value of tilt angle with vertical direction,
and N is the total bits of DFF. The SEU cross-sections of three DFF chains were extracted
by our test system. The one-sigma error bar of SEU cross-sections was calculated for each
experimental condition and noted in our following figures. The results of static SEU cross-
sections with different data patterns and CK signals are shown in Figure 4. It was found
that no Multiple Bit Upsets (MBU) were observed in the test, because each DFF was placed
in a unique well region, and all of the DFFs in a chain were separated by over 15 µm, which
is effective in preventing the charge sharing effects and MBUs. The downward-pointing
arrows in Figure 4 mark the limited value of no upset events. It means that if no upset
event was observed during the full irradiation procedure, the maximal SEU cross-sections
(1/(F·N·cosθ)) are marked in the figure and labeled with the downward-pointing arrows.
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For CK = 0, the master latches were under the bypass state, while the logic values
of slave latches was maintained. No upset was observed in vertical 181Ta irradiations
(CK = 0), indicating that the DICE DFFs have SEU tolerance owing to their reasonable
isolation of SVs. For CK = 1, the working functions of master latches and slave latches were
exchanged. When both the CK and DI were equal to 1, the SEU cross-sections of DFF0,
DFF1, and DFF2 were ~3.2 × 10−9 cm2/bit, ~3.6 × 10−9 cm2/bit, and ~5.6 × 10−9 cm2/bit,
respectively. When the CK = 1, and the DI = 0, the SEU cross-sections of DFF0, DFF1,
and DFF2 were ~7.7 × 10−9 cm2/bit, ~9.5 × 10−10 cm2/bit, and <5.0 × 10−11 cm2/bit,
respectively. The SEU cross-sections indicate that the large-area well isolation can improve
the SEU tolerance of the DFFs for full 0 data, whereas for the full 1 data, the well isolation
seems to slightly increase the SEU sensitivities. The measured SEU cross-sections of the
two data patterns are different because the structures of the DFFs are asymmetric. The
circuit-level simulations with the double-exponential model were conducted to investigate
the imbalance of the SEU susceptibility of DFFs, and the results are shown in Table 3. The
number of upset nodes means that the upset data of DFF was observed if the selected nodes
of transistors in DFF were injected by the transient pulse with an equivalent LET value at
~80 MeV·cm2·mg−1. Based on the data in Table 3, it is clear that the number of upset nodes
was significantly increased when CK = 1. This is because the DICE structure of the master
latch and slave latch in DFF is asymmetric for the consideration of driving behavior. In
addition, the asymmetric structure leads the SEU cross-sections of DFFs to have clock and
data pattern dependency.

Table 3. Results of the double-exponential pulse injections (LET = ~80 MeV·cm2·mg−1).

DFF0 DFF1 DFF2

Number of upset nodes (DI = 0, CK = 0) 2 2 2
Number of upset nodes (DI = 1, CK = 0) 2 2 2
Number of upset nodes (DI = 0, CK = 1) 16 16 16
Number of upset nodes (DI = 1, CK = 1) 13 13 13

The systematic along-cell irradiations with 0–60◦ changeable tilt angles as well as the
cross-cell irradiations with 0–60◦ changeable tilt angles were all conducted, and the results
are shown in Figures 5 and 6. The SEU cross-sections of DFF0 presented in Figure 5a,b
indicate that the SEU sensitivities of DICE DFF0 tend to increase with the increase of the
tilt angles. However, the tendency for the variation of SEU cross-sections depends on
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the direction of incidences and data patterns. It is obvious that the full 0 data is sensitive
to both the along-cell tilts and cross-cell tilts, while the SEU cross-sections of full 1 data
are not improved for the 60◦ cross-cell irradiation when compared with the 45◦ cross-
cell irradiation, which does not conform to the law of effective LET. In addition, a slight
increase of SEU cross-sections with the increase of tilt angles for the full 1 data of the
well-isolated DICE DFF1 was observed, as shown in Figure 5c,d, and the improvements
of SEU cross-sections for the 60◦ tilt angle were not obvious compared with the 45◦ tilt
angle. Besides, the hardening effectiveness of the full 0 data for DFF1 decreased in tilt angle
irradiations. Moreover, an obvious inhibitory effect of well isolation on the SEU sensitivities
was observed in the results presented in Figure 5e,f. The DICE DFF2 showed SEU immunity
for the full 0 data until tilt angles over 45◦, whereas the 60◦ cross-cell tilt incidences made
the large well isolation less effective. When DI = 1, the SEU cross-sections of DFF0-2 at
60◦ tilt were two to three times larger than at vertical irradiation, which approximately
follows the law of 1/cosθ. However, when DI = 0, the SEU cross-sections of DFF0 and DFF1
at 60◦ tilt present orders of magnitude differences to the vertical irradiation, which may be
related to the parasitic amplification effect caused by the tilt incidence.
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Figure 6. SEU cross-sections of the three DFFs (tilt angle: X = Y = 45◦).

The joint change of tilt angles was achieved in the irradiation experiments, and the
results are shown in Figure 6. It is clear that the SEU sensitivities of DFFs depend on the
data patterns. For DFF0 and DFF1, the SEU cross-sections of full 0 data were higher than
that of full 1 data, whereas the data pattern dependency for DFF2 was different. Comparing
the three DFFs, the SEU cross-sections for full 0 data decreased from DFF0 to DFF2, while
the SEU cross-sections for full 1 data increased from DFF0 to DFF2. Interestingly, the
simultaneous variations of along-cell and cross-cell tilt incidences had higher SEU cross-
sections than the single 45◦ tilt incidence for all of the DFFs.

More detailed comparisons for different tilt angles and DFF chains are provided in
Figure 7a,b. For full 0 data, the steady decreases of SEU cross-sections for DFF0-2 were
measured, which is also consistent with the variation of the along-cell and cross-cell tilt
irradiation, indicating that the well isolation was effective for full 0 data. However, for the
full 1 data, the mechanisms for the SEU mitigation of well isolation are more complicated,
especially for the large 60◦ tilt. Compared with the results in Figure 7a,b, it was found that
the radiation tolerances of full 1 data are much better than the full 0 data for all of the test
DFF chains, which is due to the asymmetric structure of the master latch and slave latch
in DFF.
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4. Discussion: Hardness Assurances and Failure Analyses

The basic heavy-ion characterizations for the regular bulk planar DFFs and deep-
submicron Partially Depleted Silicon on Insulator (PDSOI) DFFs are complete, and the
SEU results are reported in references [1–11]. The SEU cross-sections of conventional DFF
decrease with the decrease of the technology nodes, whereas the SEU results for the DICE
DFF are not consistent with the tendency for feature size shrinking [1,2,7–9]. To minimize
the area of the layout, the saturated SEU cross-section of our DFF0 was nearly in the same
order of magnitude as SEU cross-sections for the other DICE DFFs provided in previous
work [1,2,7–11]. However, the well-isolated DFF1 and DFF2 displayed the same principle
of SEU cross-sections only for the condition of full 1 data. For the full 0 data, the hardening
effectiveness was much improved. In addition, the SEU sensitivities of DFF manufactured
by the 130 nm bulk planar, 130 nm SOI technology, and 22 nm SOI technology have been
investigated [6,10]. An approximately two orders of magnitude improvement of SOI DFF
in mitigation of SEU cross-sections was verified, indicating that the SOI technology seems
to have advantages to further decrease the SEU sensitivities of the nanoscale DICE DFF,
and the physical separation of adjacent devices may lead to more enhancements of SEU
tolerance for the nanoscale SOI process than the bulk planar process [6,17–19].

For space applications of high-performance electronic systems, the SEU sensitivities
of advanced 28 nm technology must be known. Thus, the SEU sensitivities for the 28 nm
radiation hardened DFFs are characterized and discussed in Section 3. It was found that
the condition of CK = 1 dominated the calculated SEU cross-sections for all of the hardened
DFFs, which is due to the approximate sensitive volumes that the DICE DFF cells have.
Besides, it is known that the nanoscale devices have limited SEU critical charges, indicating
that the charge sharing phenomenon for bulk planar technology can affect the DICE circuits
with sufficient charge deposition in coupled SVs. Moreover, it should be noted that the
~3 µm well isolation in 28 nm planar technologies still cannot fully prevent the high-LET
heavy ions induced SEUs. Hence, the upsets occurred in these small DFF cells should
be fully evaluated before considering whether they are acceptable for space application
for a certain mission. Furthermore, though the well isolation applied in DICE DFFs can
reduce the SEU rates, it has limited effectiveness due to the lack of well contacts, leading
the ionized charges to diffuse and affect more transistors. Therefore, simple well isolation
is not a good option for DICE DFFs to further mitigate SEU sensitivities, and in the case of
high SEU rates, the well contact seems essential to further mitigate the SEU cross-sections,
especially for the layouts with a large spacing of well isolations.

Another interesting phenomenon we observed is that the joint change of tilts can
further increase the SEU cross-sections of the hardened circuits, and the mechanisms of
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SEU sensitivities for the hardened circuits are related to the actual projective spaces and
spaces of SV pairs under different heavy-ion irradiation conditions, as shown in Figure 8.
The direction of irradiation with the tilt of X = Y = 45◦ shows shorter spacing of the
transistors than the individual tilt of X = 45◦ or Y = 45◦, meaning that more serious SEU
sensitivity will be observed under the X = Y = 45◦ conditions. It is clear that the tilt incidence
of high-LET heavy ions can have a more serious influence, especially for the redundancy
hardened circuits. Therefore, considering the 4π-distributed high-energy heavy ions in
space environments, the evaluation of SEU for both the vertical and tilt irradiations of
high-LET ions is necessary to eliminate the overestimation of SEU tolerance and guarantee
the in-orbit safety of spacecraft in harsh radiation environments.
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5. Conclusions

In this paper, the SEU performances of different DICE DFFs fabricated with an ad-
vanced 28 nm planar technology are presented. The proportions of SEU cross-sections for
the different irradiation conditions are distinguished and classified. The different clock
dependency is related to the unbalanced structure of master latch and slave latch in DFFs,
which can be explained by a greater than six times difference in the number of upset nodes.
The DICE DFF2 is SEU immune for the full 0 data until tilt angles over 45◦, whereas the 60◦

tilt incidences make the ~3-µm well isolation less effective. The abundant testing stresses
combined with diverse layout structures indicate that the SEU immunity is hard to achieve
for the 28 nm planar technology. Though the area consumption of the well isolation is
non-negligible, the improvements of SEU tolerance are not obvious. In addition, the joint
changes of tilts (X = Y = 45◦) improve the SEU sensitivity of the hardened DFFs, which
needs full consideration for the space application of hardening circuits due to the existence
of long-range high-LET heavy ions in space environments. The heavy-ion evaluations
are useful for the related integrated circuits and provide data to support the radiation
hardening design of 28 nm technology.
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Abstract: A cell-level radiation hardening by design (RHBD) method based on commercial processes
of single event transient (SET) and single event upset (SEU) is proposed in this paper, in which new
radiation-hardened D-type flip-flops (DFFs) are designed. An application-specific integrated circuit
(ASIC) of a million gates level is developed based on DFFs, and SEU and single event functional
interruption (SEFI) heavy-ion radiation tests are carried out. The experimental results show that
the new DFF SEU ability is increased by 63 times compared with the DICE-designed DFF, and is
three orders of magnitude higher than the redundantly designed DFF. The SEFI ability of the ASIC
designed by the new DFF is 2.6 times higher than the circuit hardened by the TMR design.

Keywords: D-type flip-flop; single event transient; single event upset; radiation hardened

1. Introduction

Heavy ions and high energy protons in space can produce single event effects (SEE)
on semiconductor devices, while single event soft errors in digital integrated circuits have
become the main cause of failure of space vehicles. First, SEU is more sensitive in a small
size process, which makes the multi node upset (MNU) occur more easily in the adjacent
device due to the charge sharing [1]. Second, with the increasing working frequency of the
circuit, SET is more likely to be captured by sequential units and be converted to SEU [2].
Third, the single continuous error (SCU) is easier to generate due to the clock tree affected
by SET as the circuit scale increases [3], which will lead to the probability of single event
soft errors being greatly increased in digital integrated circuits.

The RHBD method based on the commercial process has the advantages of not need-
ing to modify the process parameters, having a low cost of tape-out, and having a good
hardened performance, and has been widely used in the development of aerospace inte-
grated circuits. The guard ring structures method is commonly used in the layout level
of anti-SET [4]. The single event charge sharing can be suppressed by inserting minority
carrier guard rings between the adjacent drains. The cell-level anti-SET and anti-SEU meth-
ods of DFF include triple modular redundancy (TMR) [5], C cell [6], dual interlocked cell
(DICE) [7], and error correction code (ECC) [8], which improve the anti-SEE performance
at the expense of area or time.

To improve the anti-SEU capability of DFF, considering SETs from buffers or logic
gates inside the cell may cause DFF errors. A new DFF IP cell that is resistant to SET, SEU,
and MNU, is designed by optimizing the filter of the DFF input to reduce the influence of
SET [1,3]. In addition, two types of DFFs with different reinforcement levels are used for
the circuit design, which can save layout area overhead and ensure a high SEU resistance
by rationally screening and replacing DFFs on non-critical paths. Finally, the design, tape-
out, and radiation tests of the verification circuit ASIC based on the 0.18 µm commercial
standard CMOS process are completed through the above methods.
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2. DFF Design

A novel DFF structure based on redundant delay filter (RDF) and dual DICE is
designed, as shown in Figure 1 [3], and is called RDD-DFF. DICE is used to improve
the SEU threshold, while RDF is used to filter out the external SET. The two outputs in
our design are independent, so the SET generated by a single output will not affect the
dual-mode redundant DICE latch. In this way, the source of the SET can be eliminated
maximally.
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2.1. SET Simulation

The SET simulations were performed on Sentaurus TCAD, applying a Fermi−Dirac
statistics and hydrodynamic model, taking into account the effects of doping, electric field,
carrier−carrier scattering, and interface scattering on mobility, as well as the effect of
band-gap narrowing, while the temperature was set at 25 ◦C. The simulation results of
Bi−923.2MeV and Cl−158MeV are shown in Figure 2a,b, while the arrow direction is the
vertical 90−degree incident direction of the heavy ions. The SET horizontal track widths
under irradiation can be obtained at about 1 µm. The electrostatic potential distribution is
shown in Figure 2c. The SET sensitive area generated by the heavy ions is mainly on the
drain region of the device in the off state. At this time, the drain PN junction is at a reverse
bias, and a depletion region is formed, which is the main region for collecting charges. The
holes induced by radiation are collected at the drain, resulting in the potential of the drain
increasing.
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2.2. Anti-SET Design

Charge sharing comes from diffusion effects in NMOS, which is the main course of SET
on the double-well process, while for PMOS, charge sharing mainly comes from the bipolar
amplification. The guard rings and contact holes are designed to speed up the collection
of interfering charges to reduce the SET pulse width. In addition, it is also necessary to
strengthen the charge sharing of transistors with different polarities. With the guidance of
the SET width obtained by simulation, the isolation of the sensitive node pairs is realized
by introducing another complementary well between the same phase nodes. The distances
between the same phase nodes are designed to be greater than 2 µm, as shown in Figure 3.
In this way, the charge between the same polarity transistors can be eliminated, and the
charge deposited on the sensitive nodes is reduced.
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The RDF structure is designed as shown in Figure 4 [3]. The filtering delay threshold
is set to be adjustable. The appropriate filtering threshold can be set according to the SET
circuit test results, while a corresponding time overhead is required.
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2.3. Anti-SEU Design

The SEU-sensitive node pairs in the DICE memory cell are shown in Figure 5. The
state of node A is flipped from 1 to 0 when the heavy ion is irradiated on the reverse-biased
NMOS drain region (n1), so that NMOS-M7 is turned off and PMOS-M4 is turned on, which
makes the state of node B flip from 0 to 1. Then, PMOS-M6 will turn off while nodes C and
D are both in a floating state. The DICE cell will finally flip if both nodes are simultaneously
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affected by the charge sharing effect or oblique angle injection. Therefore, all sensitive node
pairs should be properly laid out during the layout design stage.
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The team has proposed an error quenching double DICE (EQDD) method using the
layout crossing of two DICE cells to improve the SEU ability of DICE [1], through which
the SEU LET threshold could effectively be improved. The charge sharing between the non-
sensitive nodes in one DICE cell can be used to reduce the SET error through a quenching
effect, while the distance between the sensitive nodes within adjacent DICEs can be set to
more than 6 µm. In this way, the sensitive node pairs can be separated without losing the
area cost through the layout crossing design of two DICE cells, as shown in Figure 6.

Electronics 2022, 11, x FOR PEER REVIEW 4 of 8 
 

 

on, which makes the state of node B flip from 0 to 1. Then, PMOS-M6 will turn off while 

nodes C and D are both in a floating state. The DICE cell will finally flip if both nodes 

are simultaneously affected by the charge sharing effect or oblique angle injection. 

Therefore, all sensitive node pairs should be properly laid out during the layout design 

stage. 

M2 M4 M6 M8

M1 M3 M5 M7

n2
n4 n6 n8

n7n5n3n1

A=1 B=0 C=1 D=0

CKN

CK

CKN

CK

 

Figure 5. The sensitive node analysis of the DICE cell. 

The team has proposed an error quenching double DICE (EQDD) method using the 

layout crossing of two DICE cells to improve the SEU ability of DICE [1], through which 

the SEU LET threshold could effectively be improved. The charge sharing between the 

non-sensitive nodes in one DICE cell can be used to reduce the SET error through a 

quenching effect, while the distance between the sensitive nodes within adjacent DICEs 

can be set to more than 6 µm. In this way, the sensitive node pairs can be separated 

without losing the area cost through the layout crossing design of two DICE cells, as 

shown in Figure 6. 

 

Figure 6. Layout of the EQDD method. 

2.4. Selective SEU Design 

The RDD-DFF design needs an extra delay and area, although it has both a better 

SEU and SET performance. At the VLSI level, DFFs can be chosen at different anti-SEE 

levels according to the timing constraints. The DFF on the non-critical path can be re-

placed with RDD-DFF to improve the SEE capability under the premise that the overall 

circuit delay will not be increased after replacement. 

All path delay values can be comprehensively enumerated with the help of the DC 

tool to import the circuit netlist, through which the critical path can be formed by count-

ing the maximum path delay. The improvement of the circuit SEE can be obtained at the 

cost of a minimal area overhead, with the help of a program written in C# (as shown in 

Figure 7) to identify alternative DFFs. 

Figure 6. Layout of the EQDD method.

2.4. Selective SEU Design

The RDD-DFF design needs an extra delay and area, although it has both a better SEU
and SET performance. At the VLSI level, DFFs can be chosen at different anti-SEE levels
according to the timing constraints. The DFF on the non-critical path can be replaced with
RDD-DFF to improve the SEE capability under the premise that the overall circuit delay
will not be increased after replacement.

All path delay values can be comprehensively enumerated with the help of the DC
tool to import the circuit netlist, through which the critical path can be formed by counting
the maximum path delay. The improvement of the circuit SEE can be obtained at the cost of
a minimal area overhead, with the help of a program written in C# (as shown in Figure 7)
to identify alternative DFFs.
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3. Radiation Tests

An ARINC 659 bus protocol control circuit (ASIC) is designed using the RDD-DFF
cell with the above-mentioned RHBD methods at 0.18 µm through the CMOS process. The
circuit scale is about 1.65 million gates with 26,725 DFFs, which has the highest operating
frequency at 144 MHz. The appearance of the chip is shown in Figure 8.
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Figure 8. The chip appearance.

An SEU test system based on a scan chain is developed to verify the RDD-DFF SEE
performance. The test clock frequency is set at 1 MHz and the internal DFFs are in the
dynamic mode so as to read back the “01” code stream. A typical functional SEFI test
system is also developed to evaluate the SEU performance of the circuit. FPGA is used to
input the same excitation vector to both the device being tested and the comparison device,
while the operating frequency is set at 144 MHz. The output results of the device being
tested and the comparison device are collected separately by FPGA, while the real-time
comparison result is used to determine whether a single event function interruption or
error occurred. The SEE experiments are carried out on the HIRFL cyclotron accelerator
in Lanzhou and the HI-13 tandem accelerator in Beijing, respectively. The heavy ions are
shown in Table 1. The test site picture is shown in Figure 9.

Table 1. The heavy ion parameters.

Ion Energy
(MeV)

LET
(MeV × cm2/mg)

Range
(µm) Accelerator

Cl 158 13.1 51.1
HI-13Ti 169 21.8 37.9

Ge 205 37.3 30

Bi 923.2 99.8 53.7 HIRFL
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4. Results and Discussion

The SEU results of RDD-DFF obtained based on the SCAN method are shown with
the red line in Figure 10, while the SEU results of the DICE-DFF that did not use the EQDD
method before are shown with the blue line for comparison. The other results of the 0.18 µm
CMOS DFF (DFF-R) designed using the RHBD method of two redundant storage node
topologies proposed in [9] are shown with the black line. The SEU saturated cross-section
is obtained by fitting and drawing the Weibull curve, while the SEU LET threshold value
can be taken as corresponding to 10% of the saturated cross-section. The SEU on-orbit error
rates normalized to each bit is shown in Table 2, which are obtained using the RPP model in
the radiation environment of the Adams 90% maximum bad case and the 3-mm equivalent
Al shielding.
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Table 2. The heavy ion parameters.

Types Saturation Cross Section
(cm2/bit)

LET Threshold (10%)
(MeV × cm2/mg)

SEU On-Orbit Error Rate
(/bit/day)

RDD-DFF 7.48 × 10−10 28.4 5.50 × 10−10

DICE-DFF 2.05 × 10−8 35.0 3.51 × 10−8

DFF-R 7.90 × 10−8 3.1 3.87 × 10−6
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The results show that the SEU of RDD-DFF is similar to the DFF using ordinary DICE
under the condition of small LET ions, which can be due to the small LET ions having
a small charge sharing radius, which is difficult to occur through SEU in DICE. Thereof,
the probability of SEU occurrence in DICE using EQDD is equivalent to the traditional
DICE, while the SEU of DFF is mainly derived from the SET occurring in RDF and CLK.
However, the SEU cross-section is reduced by about 27 times under large LET ions by
using the EQDD method, which means it is more effective against SEU than the traditional
DICE. The SEU error rate of RDD-DFF is 63 times better than DICE-DFF and four orders of
magnitude better than DFF-R, which indicates that DICE plays an important role in SEU,
as well as RDF in SET.

To compare the SEFI performance, the SEFI Weibull curves of the designed ASIC, the
DSP circuit SMV320C6701 at 0.18 µm process in [10], and the DSP circuit RTAX4000D at
0.15 µm process in [11] are drawn in Figure 11, while the SEFI index is calculated as shown
in Table 3.
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Table 3. The heavy ion parameters.

Types Frequency
Saturation

Cross Section
(cm2/bit)

LET
Threshold (10%)
(MeV × cm2/mg)

SEFI On-Orbit
Error Rate
(/bit/day)

ASIC 144 MHz 1.7 × 10−6 27.2 8.12 × 10−7

RTAX4000D 120 MHz 5.4 × 10−6 34.0 2.11 × 10−6

SMV320C6701 140 MHz 4.8 × 10−4 9.4 3.57 × 10−3

As the key status and data registers in complex circuits such as ASIC and DSP are
generally DFF cells, they are likely to cause a disorder of the state machine of DUT and
lead to SEFI, while SEU occurs on these registers. The SEFI probability of ASIC is 2.6 times
smaller than that of RTAX4000D due to the better SEU performance of DICE-DFF. The
R-cell in RTAX4000D is a TMR design, which has a better resistance to SEU, while the
filter is used to improve the SET performance. In contrast, the ASIC in this paper adopt
hardened-design of DFF cells instead of TMR strategy, which can effectively reduce the
layout area, power consumption, and the operating fre-quency performance.

The SEFI probability of ASIC is three orders of magnitude smaller than SMV320C6701,
while the SEU results of the cache, memory, and other storage cells in SMV320C6701
show that no effective SEU hardening design is carried out at a cell level. In contrast,
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ASIC does not reduce the operating frequency, which is the same advantage as using the
RHBD method.

5. Conclusions

In the field of aerospace, more attention has been paid to the cost of chips, which
makes obtaining reliable radiation resistance and a high performance with the smallest
area cost an eternal topic. In this paper, the SEU performance is improved 63 times through
designing a new hardening circuit structure and layout innovation, as well as through
using selective optimization methods of DFF. The traditional cell-level hardening design of
DFF is improved, while maintaining no additional increase in area. The SEFI performance
of ASIC hardening by the cell is better than using the TMR method by about 2.6 times,
which indicates that cell-level hardening design is one of the most cost-effective ways to
design aerospace integrated circuits.
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Abstract: Due to aggressive scaling down, multiple-node-upset hardened design has become a
major concern regarding radiation hardening. The proposed latch overcomes the architecture and
performance limitations of state-of-the-art double-node-upset (DNU)-resilient latches. A novel
stacked latch element is developed with multiple thresholds, regular architecture, increased number
of single-event upset (SEU)-insensitive nodes, low power dissipation, and high robustness. The
radiation-aware layout considering layout-level issues is also proposed. Compared with state-of-
the-art DNU-resilient latches, simulation results show that the proposed latch exhibits up to 92%
delay and 80% power reduction in data activity ratio (DAR) of 100%. The radiation simulation using
the dual-double exponential current source model shows that the proposed latch has the strongest
radiation-hardening capability among the other DNU-resilient latches.

Keywords: double-node upset (DNU); radiation-hardened latch; radiation hardening by design
(RHBD); single event upset polarity; single-node upset (SNU); soft error; static random-access
memory (SRAM)

1. Introduction

Recent advances in scaling down technology have led to a substantial decrease in
supply voltage and node capacitance, resulting in a smaller amount of critical charge,
the minimum charge necessary to maintain a logic state. This implies that a soft error
caused by single-event upset (SEU) may occur not only in harsh radiation environments at
high altitudes but also at the terrestrial level [1]. Considering the decreasing feature size
in the current nanometer technology, multiple-node-upset (MNU) is more likely to occur
because of charge sharing among nodes [2]. An empirical study reported that 40-nm flip-
flops implemented using single-node upset (SNU)-hardened dual-interlocked memory cell
(DICE) [3] do not entirely prevent the soft error and exhibit only approximately 30% better
cross sections compared with non-radiation hardened flip-flops [4]. Thus, recent research
on radiation hardening by design (RHBD) has focused on the double-node-upset (DNU)-
hardened designs, extending the SNU-hardened latches as primitive circuit elements.

The DNU-hardened latch designs can be classified into three circuit elements: the
Muller C-element (MCE) [5,6], DICE [7,8], and Schmitt-trigger (ST) cell [9]. The MCE-
based DNU latches [5,6] are capable of blocking SEU propagation to adjacent nodes by
changing the high-impedance state of the MCE outputs when the input nodes suffer from
SEU. The output’s floating state may cause state flipping at system level when the system
accesses them. Because of charge sharing between the access node and the floating output
node, the dynamic voltage ripple can flip the state of the floating node. The DICE-based
DNU latches extend the DICE to a delta-like [7] or a donut-like [8] architecture. When new
input data are written, they consume more power and require longer write time because
all the internal feedback loops should be activated and flipped. Additionally, when an
upset occurs, the upset node may cause an adjacent node to transit and be suffered from

25



Electronics 2022, 11, 2465

the short path. The ST-based DNU latch [9] is based on the ST inverters. Therefore, it
features a high noise margin, low complexity, and low power dissipation. However, its
radiation hardening capability is no longer maintained when there is a ratio issue between
two feedback inverters.

Recently, an approach [10] to reduce the number of SEU-sensitive nodes in DNU-
hardened latches was proposed. The concept was derived from the upset polarity [11]
of a CMOS logic inverter. When an energetic particle hits an off-pMOSFET, only 0-to-1
positive upset occurs at the drain node because the pMOSFET only collects positive charges.
In contrast, when an energetic particle hits an off-nMOSFET, only 1-to-0 negative upset
occurs at the drain node because the nMOSFET only collects negative charges. Based
on this principle, a node avoids a negative upset if pMOSFETs are stacked at the node
and avoids a positive upset if nMOSFETs are stacked. However, the polarity-aware latch
inevitably suffers from Vth drop because the latch should stack the same type of MOSFETs.
This Vth drop causes high power consumption during the state-holding phase.

This paper proposes a fully polarity-aware DNU-resilient latch (FPADRL) featuring up to
a reduction of 92% delay and 80% power in data activity ratio (DAR) of 100% over existing
DNU-resilient latches. Furthermore, the proposed FPADRL overcomes the limitations in the
previous research works: (1) resilience to SEU without the charge sharing issue at the system
level; (2) fully polarity-aware latch elements, resulting in the maximum possible number of
SEU-insensitive internal nodes; (3) fewer short path cases during the SEU with lower power
dissipation; (4) much robust radiation-hardening capability; (5) radiation-aware layout.

The rest of this paper is organized as follows. The proposed DNU-resilient latch
is described in Section 2. Next, the simulation and evaluation results are presented in
Section 3. Finally, Section 4 concludes this paper.

2. Proposed DNU-Hardened Latch Design
2.1. Overall Structure and Design Idea

Figure 1 shows the structure of the two latch elements in the proposed DNU-resilient
latch. As shown in Figure 1a, the pMOSFET-stacked latch with the cross-coupled inverter
structure has additional stacked pMOSFETs, whose operations are controlled by other
latch nodes. When node X1 stores logic “1”, this node is insensitive to SEU due to the
error polarity principle [11]. Node X2 is only sensitive to the 0-to-1 transition. Similarly,
as shown in Figure 1b, when node X6 initially stores logic “0”, this node is insensitive
to SEU, and node X7 is only sensitive to the 1-to-0 transition. When a radiation particle
strikes the floating nodes A1 or A6, the initial value of these nodes may change. However,
the floating nodes are not connected to any inputs; thereby, their upsets do not affect any
data nodes Xn (n = 1, . . . , 8). The nodes between the on-transistors, such as A2 and A7,
are also insensitive to SEU. Therefore, the proposed four-node latch element has only one
single polarity SEU sensitive node, one floating node, and two SEU-insensitive nodes.

Simultaneously, the stacked MOSFETs play an essential role in blocking the SEU
error propagation. Unlike the DICE-based latch structures, the proposed latch does not
propagate the error in all SNU cases and some DNU cases due to the off-stacked transistors.
Moreover, the off-stacked transistors generally block the propagation of the upset on the
floating node to the data nodes. The detailed mechanism will be explained in Section 2.3.

Figure 2 shows the schematic of the proposed FPADRL. The FPADRL consists of the
stacked latches shown in Figure 1, the access transistor module, and the clocked output.
The upper P-stacked and lower N-stacked latch parts (PSLP and NSLP) consists of the
stacked pMOSFET latches and the stacked nMOSFET latches, respectively. Thus, only posi-
tive upset occurs in the PSLP, and only negative upset occurs in the NSLP. The operations
of the stacked MOSFETs are controlled by the internal nodes of the opposite latch part.
Given that the two latch parts store the same data in order (i.e., X1 = X5, X2 = X6, X3 = X7,
and X4 = X8), the respective node values are fed into the gate inputs of the correspondent
stacked transistors to form the DICE-like dual-interlocked loops. Compared with recent re-

26



Electronics 2022, 11, 2465

search works [5,6,10], the proposed FPADRL has regular latch element architecture, and the
number of sensitive nodes is maximally reduced from sixteen to eight.

P1 P2

P9 P10

N1 N2

P6 P7

N10 N11

N6 N7

VDD V
Lth

VDD
X1 X2

A1 VDD V Lth
-0

A6

X6

A7

X7
0A2

a) b)

Figure 1. Latch elements: (a) pMOSFET-stacked latch, (b) nMOSFET-stacked latch.

Figure 2. The proposed fully polarity-aware DNU-resilient latch (FPADRL) (when X1 = X3 = X5 = X7
= 1, X2 = X4 = X6 = X8 = 0, and D = Q = 1).

Because of the stacked MOSFETs in the pull-down (up) paths, all the data nodes have
the body effect, i.e., Vth drop. To reduce the leakage power by decreasing the overdrive
voltage, the proposed latch uses multiple Vth transistors. The transistors shown in red
in Figure 2 use high Vth, and others use low Vth. Additionally, the leakage power can
be minimized by connecting one strong signal node to the off-transistor and one weak
state node to the on-transistor of the output inverter. The high Vth transistors shrink the
activated feedback loop time, resulting in a shorter write time compared to the DICE-based
DNU latches.

2.2. Circuit Operation

The operation of the proposed latch is outlined when the input D is logic “1” (i.e.,
X1 = X3 = X5 = X7 = 1 and X2 = X4 = X6 = X8 = 0). Considering the error polarity,
the access transistors of the PSLP are pMOSFETs, and the access transistors of the NSLP
are nMOSFETs. When CLK = 1, the latch is in the transparent mode, and these access
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transistors drive the internal nodes. During this mode, the output Q is only driven by D
through the transmission gate. The driven nodes turn on the nMOSFETs (N2, N4, N6, N8,
N9, and N11) and the pMOSFETs (P1, P3, P5, P7, P10, and P12) simultaneously. As a result,
nodes X1 and X3 are strong “1” state, and the nodes X2 and X4 are weak “0.” In contrast,
nodes X5 and X7 are weak “1” state, and nodes X6 and X8 are strong “0.” In the CLK =
0 phase, the latch is in the hold mode, the access transistors and the transmission gate
are opened, and the clock-gated inverter drives the output Q using the logic values of the
internal nodes. When D = 1, the data nodes X2, X4, X5, and X7 and the floating nodes A1,
A3, A6, and A8 are SEU-sensitive. Likewise, when D = 0, the latch operates complementary.

2.3. SEU-Resilience Analysis

As explained in Section 2.1, the proposed latch reduces the SEU-sensitive internal nodes
as fully as possible, from sixteen to eight. Moreover, the sensitive nodes have not both-way
transitions but one-way error polarity with 0-to-1 or 1-to-0 transitions. Therefore, the proposed
latch has 8 SNU nodes and 28 DNU node pairs. As shown in Table 1, the proposed latch has
ten different upset cases. Each case includes example node(s), SEU polarity and recovery
mechanism; “↑” (“↓”) denotes 0 (1)-to-1 (0) SEU transition, “←” and “→” denote that SEU
propagates to that node, “8” and “9” denote that SEU does not propagate to that node.
Table 1 shows only the cases when D = 1. The SEU recovery of the complementary input, D =
0, has the same recovery mechanism since the circuit topology is symmetric.

When an ionizing particle strikes at the floating node, like Case 2 in Table 1, the upset
does not affect data nodes since the floating node is not connected to any inputs. Con-
sidering Case 2 mechanism, Case 4 and Case 5, DNU between data node and adjacent (a)
or remote (r) floating node, can be simplified to Case 1. In Case 6 and Case 7, the upset
occurs on the node that controls the off-stacked transistors, so the error propagates to the
adjacent data node and temporarily creates the short (s) path. However, the proposed latch
can recover in these cases. For example, in Case 7, the error-propagated node X3’s voltage
does not turn off N11, even though node X3 is short. Therefore, only the recover-charging
current through P7 and N11 flows to node X7, causing node X3’s race to nullify by turning
off P11 gradually. The recovery of node X3 results in the recovery of node X2. Like Case
8, deposited charge on a floating node A6 can be shared with a data node X6 by turning
on N10. In this case, the node X5 voltage can turn on P6 and P9. However, since those
weak inversion transistor currents are smaller than the strong driven currents from the
neighboring transistors, the logic value of node X1 does not change, and node X6 can be
recovered. The proposed latch can also recover cases when the SNU or DNU occurs at the
output node Q since the proposed latch guarantees the SNU resiliency of all internal nodes.
Consequently, the proposed latch is resilient to all SNU and DNU cases. The detailed
transistor sizing scheme for SEU-resilience will be explained in Section 3.1.

2.4. Radiation-Aware Layout

Figure 3 shows the proposed layout considering layout-level issues such as incidence
angle, charge sharing (CS), and parasitic bipolar effect (PBE) [2]. Sensitive nodes are colored
in orange when D = 1. The proposed layout utilizes double height cell design [12]: N-
well at the top and bottom, P-well in the middle. The middle P-well acts as a canceling
area between two N-wells. Based on this principle, the chance of multiple-node-upsets
in different wells (severe cases such as Case 6–8) can be lowered. Moreover, our node
placement can mitigate CS and PBE in sensitive data nodes. We separated NSLP’s two
sensitive data nodes as far as possible in P-well. Two sensitive data nodes in PSLP are in
the different N-well. To reduce the effective amount of injected charge, we placed on- and
off-transistors repeatedly. Off-transistors with Ax nodes act as a strong collector, and on-
transistors with Ax nodes act as a weak collector when the upset occurs on the data node.
Therefore, the data node’s upset threshold increases [13]. However, we need to reconfigure
the layout in more advanced technology nodes because of the polysilicon bends.
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Table 1. SEU-Resilience Mechanism (D = 1).

Case: Node(s) Example Polarity Recovery Mechanism

1: data X2 ↑
X1(P1-off) 8 X2→ A3(N3-on) 9 X3(P11-off)

⇒ X2↓ (P2-off, P10, N2-on)

2: floating A1 X A1(@ connected input) 9 X1(P9-off)

3: data pair
(same part)

X2, X4 ↑, ↑

X1(P1-off) 8 X2→ A3(N3-on) 9 X3(P11-off)
X3(P3-off) 8 X4→ A1(N1-on) 9 X1(P9-off)

⇒ X2↓ (P2-off, P10 and N2-on) and X4↓ (P4-off, P12 and N4-on)

4: data, (a)floating
(same part)

X2, A1 ↑, X A1(@ connected input) 9 X1(P9-off)
⇒ Case 4 ≈ Case 1

5: data, (r)floating
(same part)

X2, A3 ↑, X A3(@ connected input) 9 X3(P11-off)
⇒ Case 5 ≈ Case 1

6: data pair
propagation in NSLP

(different part)
X2, X5 ↑, ↓

X1(P1-off) 8 X2→ A3(N3-on) 9 X3(P11-off)
X8(N8-off) 8 X5→ A6(P6-on)→ X6↑ (s, N10-on) 9 A7(P7-off)
⇒ X2↓ (P2-off, N2 and P10-on) (∵ VX6↑ < VDD −VthpL )

⇒ X6↓ (P6 and N10-off, N6-on)⇒ X5↑ (N5-off, P5 and N9-on)

7: data pair
propagation in PSLP

(different part)
X2, X7 ↑, ↓

X1(P1-off) 8 X2→ A3(N3-on)→ X3↓ (s, P11-on) 9 A4(N4-off)
X6(N6-off) 8 X7→ A8(P8-on) 9 X8(N12-off)
⇒ X7↑ (N7-off, P7 and N11-on) (∵ VX3↓ > VthnL )

⇒ X3↑ (P11 and N3-off, P3-on)⇒ X2↓ (P2-off, P10 and N2-on)

8: data, (a)floating
(different part) X2, A6 ↑, X

X1(P1-off) 8 X2→ A3(N3-on) 9 X3(P11-off)
X5↓ (s, N5-on)← X6 ↑ (by A6, N10-on) 9 A7(P7-off)
⇒ X6↓ (P6-on, N10 and N6-on) (∵ P6 weak inversion)

⇒ X2↓ (P2-off, P10 and N2-on) and X5↑ (N5-off, P5 and N9-on)

9: data, (r)floating
(different part)

X2, A8 ↑, X A8(@ connected input) 9 X8(N12-off)
⇒ Case 9 ≈ Case 1

10: floating pair A1, A3 X, X
A1(@ connected input) 9 X1(P9-off)

A3(@ connected input) 9 X3(P11-off)

Figure 3. The proposed double-height radiation-aware layout of FPADRL (when X1 = X3 = X5 = X7 =
1, X2 = X4 = X6 = X8 = 0, and D = Q = 1).
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3. Evaluation Results
3.1. Radiation Simulation Results

The proposed latch was designed using the 45-nm NCSU CMOS technology. Due to
its unique recovery process, the DICE-based latch provides a large margin of transistor
sizes while keeping the SEU resilience. Therefore, we can aggressively optimize the sizes
with minimum PDP. However, this approach may result in many different transistor sizes
not suitable for the state-of-the-art layout. Considering both PDP and layout, we decided
on smaller groups of uniform size for transistor sizes. Table 2 shows the transistor sizes,
in which the aspect ratio of 1 is W/L = 90 nm/50 nm. The low (high) Vth of n(p)MOSFET
are 0.322 V (−0.302 V) and 0.608 V (−0.505 V), respectively.

To validate the proposed latch’s SEU-resilience, the dual-double exponential current
source [14] model was used instead of the conventional double exponential upset model
because it provides a current shape similar to the actual SEU-current. The simulations
were performed using Smartspice from Silvaco. Figure 4 shows the radiation simulation
waveforms for all the cases in Table 1. These waveforms show that the output Q is always
error-free, and all the internal nodes are recovered in all SNU and DNU cases. Therefore, it
is clearly demonstrated that the proposed latch is resilient to both SNU and DNU.

Table 2. Transistor Characteristics.

Transistor Aspect Ratio Vth

P1–P4 2.5 High

P9–P12 1 Low

N1–N4 2 High

P5–P8 2 High

N9–N12 1 Low

N5–N8 2.5 High

3.2. Performance Comparison and Evaluation

Table 3 shows the comparison results at the TTTT (1.1 V/25 °C/TT). Using the same
technology with the proposed latch, the referred designs were re-implemented with the
same size ratio the corresponding manuscripts provided. The simulation was conducted
under a clock frequency of 100 MHz. The clock frequency was set enough for checking
normal operation and recovery operation simultaneously.

Table 3. Performance Comparison results of DNU hardened circuits.

[5] [6] [7] [8] [9] [10] FPADRL

# of Transistors 66 48 42 38 28 36 42

# of Nodes 21 24 10 10 6 12 16

# of Sensitive nodes 21 24 10 10 6 9 8

Area (µm2) 10.48 N/A 11.63 8.80 N/A 10.98 9.69

tdq (ps) 5.90 6.57 22.79 33.86 2.70 2.70 2.66

tsetup (ps) 52.65 16.21 14.02 21.28 30.62 62.78 40.73

Opaque 0.71 0.47 0.44 0.33 0.19 4.14 0.43
Power (µW)

DAR 100% 2.90 1.84 2.26 3.21 1.29 7.95 1.55

30



Electronics 2022, 11, 2465

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

SNU @A1 

SNU @X2 

DNU @X2&X4 DNU @X2&A1 

DNU @X2&A3 

DNU @X2&X5 

DNU @X2&X7 

DNU @X2&A6 

DNU @X2&A8 

DNU @A1&A3 

CLK 

D 

Q 

X1 

X2 

X3 

X4 

X5 

X6 

X7 

X8 

A1 

A2 

A3 

A4 

A5 

A6 

A7 

A8 

Figure 4. Radiation simulation waveforms of all the SNU and DNU cases.

By stacking the transistors with regular latch architecture, the proposed latch fully
reduces the SEU-sensitive nodes by half from sixteen to eight. Moreover, among the eight
sensitive nodes, four floating nodes are less sensitive to SEU, and the other four nodes are
one-way sensitive, not both ways. The area of the proposed layout is compared based on
the scaled-down results of [10]. Even though the proposed layout is radiation-aware and
others are not, its regular latch architecture makes 12% less area compared with the state-of-
the-art polarity-aware latch [10]. Although the number of transistors in the FPADRL is not
the lowest, its layout area can be easily optimized because of its lower design complexity
than regular latch architecture. In terms of delay, tdq and tsetup are evaluated. Power
consumption profiles are divided into static power during opaque mode and dynamic
power in DAR of 100%.

The MCE-based DNU latches [5,6] require extra transistors to achieve upset resilience.
Fundamentally, the MCE relies on high impedance for radiation hardening. However,
because of this property, the MCE-extended design usually needs a plethora of transistors
for resilience. When the upset occurs, the MCE blocks not only error propagation to
adjacent nodes but also the feedback path for recovery. Therefore, [5,6] consist of 66 and
48 transistors, which are the top two largest number of transistors. The more transistors
used, the higher the power consumption. In terms of delay, [5,6] have a moderate speed
compared to the DICE-extended design [7,8] due to directly driven output Q through the
transmission gates. However, the input D should drive the nodes with large capacitance,
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so its delay is longer than our proposed design. As a result, [5,6] have up to 60% delay and
47% power overhead compared with the proposed FPADRL.

The DICE-extended designs [7,8] have a considerable delay and power consumption.
Because they inherit DICE, the designs should activate all DICE feedback loops when the
data are switching. It indicates that input D should have the large driving capability to
write new data, resulting in performance penalties. Moreover, the input D does not drive
the output Q directly, so the tdq delay is more considerable than other reference designs.
As a result, the proposed FPADRL achieves a reduced delay and power (in DAR 100%) up
to 92% and 52%, respectively, compared with [7,8].

The ST-extended design [9] has similar delay and power compared to the proposed
FPADRL. The design uses the least number of transistors among the reference designs
and our proposed design. However, the design is susceptible to the ratio issue. Hence, its
radiation-hardening capability is weak, as presented in Section 3.3.

Lastly, the conventional polarity-aware latch [10] consumes considerable power due
to its irregular cross-coupled latch structures with only single Vth transistors. By using
regular latch structures and high-threshold voltage transistors to make shorter activated
feedback time and to minimize the leakage power, the proposed FPADRL achieves 80%
power (in DAR 100%) reduction compared with [10].

Regarding setup time, the proposed latch pales in comparison to [6–9]. Like the
DICE-extended designs [7,8], FPADRL activates all feedback loops when writing new data.
However, the setup performance is degraded due to the high Vth device and the stacked
MOSFETs. The MCE-extended design [5] and the polarity-aware latch [10] require a longer
setup time than the proposed latch because of the circuit topology for DNU-resilience and
irregular latch structure.

For a more detailed evaluation of the power consumption, the comparison was made
in the range of the DAR 0% to 100% at the TTTT. Figure 5 shows the proposed latch
outperforms power against the MCE-based DNU latches [5,6] and the DICE-based DNU
latches [7,8]. Because of the Vth drop issue, the recent polarity-aware latch [10] shows huge
power consumption than all other circuits. Although the ST-based DNU latch [9] is shown
to have superiority in the power over the proposed latch, the ratio issue of the ST’s recovery
yields inferior radiation-hardening capability, as shown in Section 3.3.

Figure 5. Power consumption under different data activity ratio (DAR).

A simulation with the process, voltage, and temperature (PVT) corner analysis was
performed according to the commercial standard. The following three extreme conditions
were set: (1) SSSS: 0.99 V/125 °C/SS, (2) TTTT: 1.1 V/25 °C/TT, (3) FFFF: 1.21 V/−40 °C/FF.
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Figure 6 shows the performance comparison with the PVT corner analysis. From the reasons
described in the previous paragraph, the DICE-based DNU latches [7,8] have the most
extensive tdq variation, and the MCE-based DNU latches [5,6] follow next. Although the
conventional polarity-aware latch [10] has a shorter delay and smaller variation, [10] consumes
more power. The ST-based latch [9] has the lowest delay and power due to its simple
architecture. However, it suffers from the ratio issue for the radiation hardening. FPADRL
has longer setup time in three conditions than [6–9]. Note that the setup time of the proposed
latch increases significantly in the SSSS corner due to the high Vth device like [9].

Figure 6. Performance Comparison in PVT corner analysis.

3.3. Radiation-Hardening Capability Comparison

The robustness of the proposed latch against SEU was simulated and compared with
those of other latches. In order to analyze the effect of robustness according to the process
corner, the simulation was conducted for five corners at 1.1 V/25 °C: SS, SF, TT, FS, FF.
For the comparison, different amounts of charge according to the inverter size (INVX) were
injected into key node pairs of each design. Table 4 shows the peak and plateau currents of
the DDECS and the total amount of charge. Given that the SEU width depends on the LET
radiation [15,16], the SEU width of the INV1, INV2, and INV4 were set to be 50 ps, 100 ps,
and 200 ps, respectively. The INV1’s nMOSFET size is W/L = 90 nm/50 nm and pMOSFET
size is W/L = 180 nm/50 nm. The INV2 is the double size of the INV1, and the INV4 is the
quadruple size of the INV1.

Using the various injection parameter settings in Table 4, the current was injected
to key node pairs. The failure probability is calculated by the number of cases in which
DNU are not recovered among all cases. Figure 7 shows the failure probability among
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the DNU-resilient latches with different corners. The ST-based [9] shows the weakest
radiation-hardening capability. In contrast, the proposed FPADRL and [8] can recover
every case in all corners.

Table 4. Injected charge configuration.

Cell
Name Load Polarity

IPeak−p
(µ A)

IPeak−h
(µ A)

Qtotal
(fC)

SEU Width
(ps)

INV1 INV1
↑ 46 120 8.41

50
↓ 41 162 10.91

INV2 INV2
↑ 127 121 16.22

100
↓ 126 164 21.01

INV4 INV4
↑ 152 122 29.06

200
↓ 159 164 38.11

Figure 7. Failure probability comparison in different process corner.

Table 5 shows the recovery power at the TTTT. The recovery power is defined as
the power difference between upsets and normal operation (no upsets). Although the
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MCE-based DNU latches [5,6] consume less recovery power than FPADRL, FPADRL
overwhelms the radiation-hardening capability than [5,6] as shown in Figure 7. Unlike
the DICE-based DNU latches [7,8] which are suffered from the short path when the upset
occurs, the proposed latch does not create the short path in most cases due to the stacked
MOSFETs. Thus, FPADRL consumes less power for recovery than [8] which has the same
radiation-hardening capability.

Table 5. Radiation-hardening Comparison of DNU-Resilient Latches.

[5] [6] [7] [8] [9] [10] FPADRL

INV1 Recovery Power (µW) 5.67 8.16 14.98 13.31 8.92 14.96 14.29

INV2 Recovery Power (µW) 17.55 19.07 31.05 30.65 20.29 19.46 24.35

INV4 Recovery Power (µW) 54.89 38.58 53.99 55.93 45.64 34.28 41.01

To summarize, FPADRL is the best candidate among state-of-the-art DNU-resilient
latches in a comprehensive view comparison. Although the FPADRL does not show the best
performance, it has the strongest radiation-hardening capability with low recovery power.

4. Conclusions

A fully polarity-aware DNU-resilient latch with high performance and low power
was proposed. The proposed latch is self-recoverable for all SNU and DNU cases. Its
performance and radiation-hardening capability comparison against other latches indicate
that the proposed FPADRL is performance-effective and highly robust with less overhead.
Consequently, the proposed FPADRL exhibits certain advantages compared with state-of-
the-art DNU-resilient latches.
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Abstract: This article presents a comprehensive assessment of the ionizing radiation induced ef-
fects on the performance of quadrature phase LC-tank based voltage-controlled-oscillators (VCOs).
Two different quadrature VCOs (QVCOs) that are capable of generating frequencies in the range of
2.5 GHz to 2.9 GHz are implemented in a commercial 65 nm bulk CMOS technology to target for
harsh radiation environments like space applications and high-energy physics (HEP) experiments.
Each of the QVCOs consumes 13 mW power from a 1.2 V supply. The architectures are based on the
popular implementation of two different types of QVCOs: parallel-coupled QVCO (PQVCO) and
super-harmonic coupled QVCO (SQVCO). The various performance metrics (oscillation frequency,
quadrature phase, phase noise, frequency tuning range, and power consumption) of the two different
QVCOs are evaluated with respect to a Total ionizing Dose (TID) up to a level of approximately
100 Mrad (SiO2) through X-ray irradiation. During irradiation, the electrical characterization of the
samples of the prototype are performed under biased condition at room temperature. Before irradia-
tion, the QVCOs (PQVCO and SQVCO) achieve phase noise equal to−115 dBc/Hz and−119 dBc/Hz
at 1 MHz offset, resulting in figure-of-merit (FoM) of−172.2 dBc/Hz and−176.4 dBc/Hz respectively.
The test-setup of the TID experiment is discussed and the results obtained are statistically analyzed
in this article to perform a comparative study of the performance of the two different QVCOs and
evaluate the effectiveness of the radiation hardened by design techniques (RHBDs) employed in the
implementations. Post-irradiation, the overall variations of the frequencies of the oscillators are less
than 1% and the change in tuning range (TR) is less than 5% as observed from the tested samples.

Keywords: quadrature; super-harmonic; LC-tank; Q-phase; VCO; QVCO; radiation; TID; SEE; X-ray;
high energy physics; radiation hardened by design

1. Introduction

Various high frequency designs predominantly in the area of radio-frequency and
millimeter-wave based applications [1] require quadrature phase shifted signals to enable
wireless as well as wired communication systems. Wireless communication systems with
integrated transceivers require quadrature signals for up and down conversion and eventu-
ally require accurate quadrature phase for effective image-rejection in the base-band [2–4].
In the case of wired communication, QVCOs play a key role in multi-phase clock genera-
tion and in particular assist in the implementation of the half-rate clock and data recovery
(CDR) circuits [5,6]. Additionally, QVCOs have also been explored to be integrated in
phased-array transceivers [7,8].

Numerous integrated design techniques [9,10] for quadrature phase generation are
reported in the literature to date and can be broadly identified as using (1) active R-C
oscillators [11], (2) relaxation oscillators [12], (3) ring oscillators [13,14], (4) poly-phase fil-
ters [15,16], (5) frequency divide-by-2 circuits [17], (6) cross-coupled QVCOs, and (7) super-
harmonic coupled QVCOs. Amid these, LC-tank oscillator-based options have prevailed as
the design choice considering its superior performance in terms of phase noise and spectral
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purity within the given power budget. However, these are achieved with significant area
penalty due to on-chip inductors. Other non-LC-tank based options are explored, despite
the fact that, in some low-frequency applications they are limited by the area constraints
and they do not have particularly stringent phase noise requirements. LC-tank based
QVCOs typically contain two identical LC oscillators with the outputs cross coupled with
each other. The quadrature outputs can be coupled through active devices [9,18–20] or
passive devices [21,22]. The former method improves phase accuracy but at the cost of
increased phase noise, whereas the latter showcases improved phase noise contribution but
trades off phase accuracy due to limited coupling strength. Conventionally, the coupling
mechanism in the cross-coupled QVCOs follow either parallel [9,20] or series [18] coupling
schemes using the fundamental frequency component. The existing trade-off between
phase noise and phase accuracy among these architectures can be eliminated by achieving
quadrature phase locking using super-harmonic coupling, i.e., second harmonic injection
at 180◦ out-of-phase at the oscillators’ common-mode nodes [10].

The use of QVCOs is extensive in various communication systems and half-rate CDR
circuits. In modern days, these oscillators have also found indispensable use in high-speed
communication in space (satellite communication, on-board spacefibre network) applica-
tions and data transmission during HEP experiments. Considering the harsh radiation
environment these oscillators are subjected to, the oscillators required to sustain up to a
TID level of several Mrad for space applications but several hundreds of Mrad for HEP
experiment. In CMOS technology, the effects of radiation on metal–oxide–semiconductor
field-effect transistor (MOSFET) devices are multifold. While exposed to continuous ra-
diation, the performance of the devices is degraded with the change in threshold voltage,
drain current, intrinsic gain and noise levels [23]. The radiation induced effects in pres-
ence of mismatch and non-linearity degenerate the system’s performance, and in many
of the cases, striking radiation particles lead to functional failures and transients at the
output. Radiation strike in the gate-oxide region of MOSFET devices generates pairs of
electron–hole and its numbers are proportional to the energy deposited during the interac-
tion and inversely proportional to the squared value of its gate-oxide thickness (tox). The
oxide-trap charges result in an increase in threshold voltage for p-channel MOS (PMOS)
devices and a decrease for n-channel MOS (NMOS) devices. This effect in NMOS devices
is counter-acted by interface trap charges, but aggravated in the case of PMOS devices.
With the scaling of CMOS technologies, the reduction in gate-oxide is likely to lessen the
TID induced problems, but on the contrary has increased SEE induced transients due to
the lower critical charge. However, in lower feature size (sub-90 nm) dense technologies,
the accumulated charges in shallow trench isolation (STI) regions still affect the device
performance [24–26] over the course of time.

As reported in the literature, the performance of LC-tank based single VCOs operating
under ionizing radiation are extensively studied in [27,28]. The vulnerability of VCO archi-
tectures with respect to TID effects for space applications as well as in HEP experiments
are explored in [29], whereas the effects of radiation-induced single-event-effects (SEEs) in
VCOs are studied and a few possible remedies are suggested with some design improve-
ments in [28,30,31]. In comparison, the knowledge about the effects of ionizing radiation
on the performance of QVCOs are limited due to scarcity in the number of studies [32,33]
done on QVCOs under radiation exposure. The SEE induced effects are studied in [32]
on QVCOs implemented in 65 nm bulk CMOS technology. The TID induced effects on a
parallel-coupled QVCO implemented in 32 nm silicon-on-insulator (SOI) CMOS technology
is explored in [33]. The study reports on the degradation of several performance parameters
(oscillation frequency, phase noise and power consumption), but gives no insight on the
radiation induced effects on quadrature phase accuracy. This article focuses on giving more
insights on the effects of radiation on QVCOs with a particular interest in TID induced
variations. To the authors’ knowledge, for the first time to date, an experimental study and
comparison of TID induced performance variation is done between two different topologies
of LC-tank based QVCOs implemented in 65 nm bulk CMOS technology.
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The rest of the article is arranged as follows: Section 2 discusses the implementation
of the QVCOs in detail. The test-setup for X-ray irradiation is elaborated in Section 3
together with a detailed description of the results of the experiment and a comparison of
performance studies of the two different QVCOs. Section 4 concludes the article with the
summary of the TID sensitivity study on the two QVCOs.

2. Implementation

For the TID experiment, two different topologies of QVCOs are implemented for
quadrature phase generation: parallel coupled QVCO (PQVCO) and super-harmonic
coupled QVCO (SQVCO).

A schematic diagram of the PQVCO as proposed in [34] with two identical core
structures is shown in Figure 1. Each oscillator core is implemented with complementary
cross-coupled PMOS-NMOS transistor pairs (MP, MN) with an LC-tank. The output of each
oscillator is coupled to the other’s output nodes parallelly using NMOS transistor (MR)
pairs. Based on theory explained in [35], if the two oscillator cores are symmetrical and
matched in terms of parasitics, the four outputs VA+, VA−, VB+, VB− produce quadrature
phase shifted differential In-phase and Q-phase (I and Q) output signals. The tunable
capacitors in the LC-tank circuit are realised using n-well MOS varactors (Cvar) and the
inductor is implemented in top-metal to maximize the inductor quality factor. As shown
in Figure 2a, the n-well MOS varactors are ac-coupled to the oscillator’s output nodes
using capacitors (∼5 × Cvar) and the gate-voltage is varied using VF connected through a
resistor. This arrangement helps to reduce the sensitivity towards single event transients
(SETs) [36]. Here, any charge collected between the n-well and p-substrate interface finds a
low impedance path to ground through the metal wires. However, this improvement pays
a penalty of reduced frequency tuning range (TR). Also wider devices are chosen for core
PMOS-NMOS pairs (MP, MN) to minimize radiation induced performance variation [37],
in particular to reduce parasitic turn-on of the lateral devices due to STI-trapped charges.
However, the use of wider devices results in increased power consumption. The oscillators
are designed to operate with full swing with large bias current (∼10 mA) at the edge of
the current limited region to achieve optimum phase noise performance within the power
budget. The bias current is generated by using typical current-mirror circuits formed with
NMOS pairs. The bottom-biasing using NMOS is chosen instead of top-biased PMOS as
the radiation induced variation is less in NMOS devices compared to PMOS devices in
65 nm CMOS technology [37].

MP MP MP MP

MNMNMNMN

VF VF

VA+ VA- VB+ VB-

VB+ VB-

VA-

VA+

VDD VDD

MR MR MR MR

Ibias

VDD

MS2Ibias
CC

Core 1 Core 2

R

Figure 1. A schematic representation of the parallel coupled quadrature LC-tank VCO (PQVCO).
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Figure 2. (a) Tunable LC-tank circuit with ac-coupled NMOS varactor, (b) ring oscillators for phase
lead/lag selection, and (c) oscillator generated output waveforms for different ring oscillator
configurations.

A simplified block diagram of the PQVCO cross-coupled with each other through
transconductance (gm,c) formed by the coupling NMOS transistors (MR) is shown in
Figure 3. The LC-tank circuits (Rp, C, L) form the tank band-pass filter at the resonance
frequency and complementary PMOS-NMOS pairs (MP, MN) create the −1/gm cell to
compensate for tank losses. Quadrature phase accuracy can be improved with stronger
coupling strength gm,c, but it leads to increased phase noise around the oscillation frequency.
Therefore, the sizes of MR are chosen smaller (1/4 times) with respect to the core MOS
devices (MN) to minimize the phase noise contribution while maintaining the quadrature
phase error within acceptable limits (<1◦). Due to symmetry in operation in the identical
core structures, the PQVCO is likely to exhibit bi-modal oscillation [38]. But in presence
of mismatch in the tank circuits or coupling devices one of the modes prevails and leads
to oscillation with either 90◦ or −90◦ phase shifted outputs. The ambiguity in phase is
resolved by introducing ring oscillator structures [2,39] at the output nodes. As shown in
Figure 2b, two ring oscillators are provided and either of them can be enabled to direct the
oscillation in either leading or lagging phases. The resulting waveforms of VA+, VA−, VB+,
VB− based on different ring oscillator configurations are shown in Figure 2c.

Tank bandpass filter

Tank bandpass filter

gm,c -gm,c

L2 C2 Rp2

L1C1Rp1 -1/gm

-1/gm

nmos-parallel 

coupling
nmos-parallel 

coupling

Figure 3. A simplified block diagram of the PQVCO where two oscillator cores are coupled with each
other through transconductance (gm,c) circuit.

Figure 4 shows a schematic of the SQVCO implemented for the TID experiment based
on the architecture proposed in [39]. As elaborated in Figure 4, the two oscillator cores
are identical in nature and the common-mode nodes are coupled with each other at 180◦

out-of-phase through a center-tap inductor. Ideally, in a differential configuration, the odd
harmonics of the oscillator circulate through the switching core MOS devices, and higher
order even harmonics appear at the common-mode node of the oscillator core. As per the
super-harmonic injection locking mechanism [39], the second harmonics of each oscillator
are mutually coupled with each other at 180◦ out-of-phase, and this leads to quadrature
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phase differences at the fundamental frequency component. Here, in this architecture a
center-tap inductor is used in series with the bias circuit and each half is configured to
resonate with the parasitic capacitors at twice the fundamental frequency. The second
harmonic at the common-mode nodes are coupled magnetically through each half of the
inductor and maintain a 180◦ phase difference between each other. A layout representation
of the center-tap inductor working as the coupling transformer is shown in the bottom-left
corner of Figure 4. The inductor is implemented in top-metal with dummy metal fillings
and guard rings to prevent substrate coupling.

MP MP MP MP

MNMNMNMN

VF VF

1:1

2Ibias

VA+ VA-

VB+ VB-

VDD VDD

Core 1 Core 2

Core 1 Core 2

Metal9
Metal8
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Guard

ring

VDD

MS1 MS2

R

Figure 4. A schematic representation of the super-harmonic coupled quadrature LC-tank VCO
(SQVCO).

Unlike the PQVCOs, the absence of coupling through active devices in this architecture
breaks the trade-off between quadrature accuracy and phase-noise contribution. Even
though the sizes of the core MOS devices are identical in the PQVCO and SQVCO and both
are driven by equal bias currents, the phase-noise performance is better in the SQVCO as
compared to PQVCO. The coupling inductor acts as a tail-noise filter [40]. It generates a high
impedance at twice the fundamental frequency at resonance and therefore reduces flicker
noise up-conversion and thermal noise down-conversion around the oscillation frequency.

For better insights in the operation, a simplified block diagram of the SQVCO circuit
components [2] are shown in Figure 5. The LC-tank components (Rp, C, L) act as a band-
pass filter centered at resonance frequency where the tank losses are compensated by the
−1/gm cell created by the complementary PMOS-NMOS pairs (MP, MN). The common-
mode node at the oscillator core acts as frequency doubler and injects the signal to the other
with an added phase shift of 180◦. The injected out-of-phase second harmonic produces a
quadrature phase shift while mixing with the fundamental frequency component. Here,
in this architecture the quadrature accuracy largely depends on the tail node impedance
and resonating signal strength at the tail inductor [39]. Similar to the PQVCO, two ring
oscillators are provided at the output nodes as shown in Figure 2b to resolve the quadrature
phase ambiguity (lead or lag). In addition, the core PMOS-NMOS switching pairs and the
bias circuit of both types of QVCOs: PQVCO and SQVCO, are implemented with p-type
and n-type guard-rings to prevent single-event-latchup (SEL) induced failures.
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Figure 5. A simplified block diagram of the SQVCO where two oscillator cores coupled with each
other through a center-tap inductor.

The off-chip driving strength of the differential output signal pairs from the oscillators
are improved using cascaded CMOS digital buffers with increased driving strength. As
shown in Figure 6 Two parallel chains of digital buffers are used in differential configuration
with cross-coupled latches connected in between the nodes for phase alignment.

In(+)

In(-)

Out(+)

Out(-)

x1

x1

x2

x2 xN

xN

Figure 6. Cascaded CMOS digital buffers used at the oscillator outputs.

3. Experimental Results

The prototypes of the quadrature LC oscillators (PQVCO and SQVCO) are imple-
mented together in a single die using a commercial 9-metal 65 nm CMOS technology. An
overview of the test setup used for the radiation assessment of the devices is provided in
Figure 7. It consists of 2 printed-circuit-boards (PCBs) and the measurement equipment
which are controlled by a raspberry pi 4 based controller board. The device-under-test
(DUT) samples with the decoupling capacitors on the core VDD,core and input-output
(VDD,IO) supplies are wire-bonded to peripheral-component-interconnect-express (PCIe)
adapter boards. The micro-photograph of the fabricated die sample is shown in the
top-right corner of Figure 7. The buffered quadrature outputs of the oscillators with an
approximate frequency range of 2.5 GHz to 2.9 GHz are down-converted to an intermediate
frequency (IF) of 500 MHz using an off-chip double balanced active mixer ADL5802. The
DUT is connected to the mixer through the PCIe interface, and the mixer is driven by a
differential local oscillator (LO) signal (2.4 GHz) generated from low phase noise VCO,
ADF4351. The ADL5802 interface PCB with the DUT sample is placed inside the X-ray irra-
diation chamber. The differential IF quadrature output pairs from the on-board 1:1 balun
transformer are brought out of the X-ray chamber to the Keysight DSA91304A oscilloscope
using 2 m long sub-miniature version A (SMA) cables for frequency and quadrature phase
measurement. The ADL5802 interface PCB and VDD,IO of the DUT are powered from a
fixed 5 V and 1.2 V supplies respectively. One of the channels of the Keysight B2902A
precision source/measure unit is used to provide 1.2 V to the VDD,core and measure the cur-
rent consumed. While the other channel is used to tune the varactor input voltage during
the measurement. Additionally a PN9000 phase noise analyzer is utilized to measure the
output phase noise of the free running quadrature oscillator.

42



Electronics 2022, 11, 1399

DUT

SMA 

Cable 

pair

X-ray

Radiation

ADL5802 Interface PCB

PCIe adapter

ADF4351

Radiation

Source

chamber

B2902A Source/

Measure Unit

DSA91304A Oscilloscope

Core 1.2 V I/O 1.2 V

Raspberry 

Pi 4 Model B

5.0 V

DUT 

PCB

Down-converted

Quadrature

Output pairs

Differential 

LO inputs QVCO 

core

SCQO

QVCO 

core

NCQO

Figure 7. Overview of test setup for radiation assessment of QVCOs and the micrograph of the die
(2 mm × 2 mm) in the top right corner.

The radiation assessment of the DUT is conducted under bias condition at room
temperature. While testing, the DUT is placed at the center of the incident X-ray beam
having a diameter of approximately 3 cm. The X-ray beam is generated from a 40 keV,
40 mA W-tube from Seifert and resulted in a dose rate of 36.78 krad/min. Before irradiation,
the dose rate of the X-ray beam is calibrated using a PIN diode-based dose sensor. During
irradiation, the various performance metrics (frequency, quadrature phase, core power) of
the DUT are measured repeatedly up to a TID level of 100 Mrad (SiO2).

The percentage variations of the measured output frequencies ( fmax, fcenter and fmin) of
PQVCO and SQVCO are shown in Figure 8a and Figure 8b respectively. Before irradiation,
the frequency of the PQVCO ranges from 2.524 GHz to 2.786 GHz with a TR of 9.86% and the
frequency of the SQVCO ranges from 2.635 GHz to 2.908 GHz with a TR of 9.88%. Similar
to the TID experiments [28,29], the oscillation frequency of both the oscillators gradually
increases with respect to TID and an increment of approximately 0.5% can be observed
at the center frequency. The increase in the frequency can be accounted for primarily due
to the decrease in the transconductances (gmP, gmN) of the cross-coupled PMOS-NMOS
pair with respect to TID [37]. As elaborated in [41], the frequency of oscillation can be
expressed as,

fOSC
2 ≈ f 2

0

(
1− 1

Q2
L
+

1
Q2

C
+

CCM
Ctank

(
1− 1

g2
m|Zs,2|2

))
(1)

where fo is the tank resonance frequency, QL is the inductor quality (Q) factor, QC is the
capacitor Q factor, CCM is the capacitance at the common-mode biasing node, Ctank is the
tank-capacitance, gm is effective transconductance of the cross-coupled pair, and Zs,2 is
the effective impedance at the common-mode biasing mode at the second harmonic of the
oscillation frequency.
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Figure 8. Percentage frequency variations of (a) PQVCO and (b) SQVCO measured with respect to
the TID of the order of 100 Mrad (SiO2).

In the oscillators (PQVCO, SQVCO), the NMOS varactors are ac-coupled and therefore
are not affected by the level of output common-mode voltages. As the varactor voltage
is tuned from 0 to VDD, the varactors’ gate voltage is always greater than the source and
drain voltage and so they completely operate in accumulation-mode. The effects of oxide-
trap charges and interface trap charges on the varactors with respect to bias voltage are
analyzed in detail in [42]. During irradiation, the radiation induced negative charges
(oxide-trap and interface trap) result into reduction of the width of the depletion region,
which in turn increases the capacitance of the varactors [29,43]. This radiation-induced
effect is counteracting previous gm induced increase in frequency. However, as elaborated
in Equation (1) the combined effect of the increase in Ctank and the decrease in gm results
in an increase of the frequency of oscillation. In the case of fmax, the contribution of Ctank
is less compared to that of fmin. For lower values of Ctank, the effect of gm is much more
dominant and, therefore, the relative variation of fmax is more than fmin. In the case of
SQVCO, the effective impedance Zs,2 at the common-mode biasing node is larger compared
to PQVCO because of the resonance of the coupling inductor. Therefore, the increase in
the term 1/(g2

m|Zs,2|2) is less in SQVCO than PQVCO, which results in a slightly larger
relative variation of fmin in PQVCO compared to SQVCO. The variations of the TR of the
oscillators, which can be expressed as TR = 100 × ( fmax − fmin)/ fcenter, are measured with
respect to TID and shown in Figure 9a. After 100 Mrad (SiO2) TID, the relative variation of
TR of the PQVCO is 3.4% and that of the SQVCO is 4.4%. In spite of having similar relative
variations of fmax for both the oscillators, the relative variation of TR of the PQVCO is less
compared to SQVCO primarily due to larger variations of fmin in the PQVCO compared to
the SQVCO.
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Figure 9. (a) Tuning ranges, (b) core power consumption of SQVCO and PQVCO measured with
respect to the TID of the order of 100 Mrad (SiO2).
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The variations of the dissipated core power of the two different oscillators: SQVCO
and PQVCO, are shown in Figure 9b. Before irradiation, the core of the PQVCO consumes
a power of 13 mW, whereas the core of the SQVCO consumes a power of 13.2 mW. The
dissipated core power reduces with respect to TID and after 100 Mrad (SiO2), the core power
changes around 7% for both oscillators. NMOS pairs in current-mirror formation with
resistive pull-up are used to provide the bias currents to the core of the oscillators. While
exposed to radiation, the threshold voltage of the NMOS devices gradually decreases [37],
which in turn results in an increased overdrive voltage and a decrease in the current through
the resistive pull-up path. Due to mirroring action, the core bias currents also undergo
similar reductions. The reduction in bias current also corroborates the fact of increment
in oscillation frequency with respect to radiation. As elaborated in [41], the relationship
between the oscillation frequency and the bias current is such that when the oscillator is
biased at the edge of current-limited region using large bias current, a reduction in bias
current shows a slight increase in frequency.

The variations of the absolute Q-phase error of the two oscillators are measured with
respect to radiation up to a level of 100 Mrad (SiO2). Before irradiation, the Q-phase error
is larger (10◦) in the SQVCO compared to the Q-phase error (5.9◦) of the PQVCO. The
Q-phase error largely depends on the mismatch between the tank resonance of the mutually
coupled oscillator cores and the coupling strength of the I/Q phases. The variation of
absolute Q-phase error of the two oscillators with respect to the mismatch of Ctank based
on post-layout simulation results are shown in Figure 10b. With increasing mismatch
between Ctank of the oscillator cores, the Q-phase error decreases. In the case of the PQVCO,
the change in phase error is much more rapid with respect to the mismatch for lower
values of the coupling factor (K). During the radiation experiment, the capacitance of the
NMOS varactor with respect to the tuning voltage increases with respect to the radiation
dose [29,43]. The increasing capacitances eventually reduce the relative mismatch between
the Ctank. The effect can be seen with respect to radiation as the Q-phase error tends to
reduce for both the oscillators as depicted in Figure 10b. As found from the simulation
(Figure 10b), increasing the coupling strength (K) diminishes the effects of mismatches.
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Figure 10. (a) Variations of Q-phase error measured with respect to TID of 100 Mrad (SiO2), (b) simu-
lated Q-phase error for the SQVCO and PQVCO with respect to different relative mismatch in Ctank.

The phase noise characteristics of the PQVCO and the SQVCO measured at frequency
fcenter are shown in Figure 11a and Figure 11b respectively. The blue lines show the phase
noise contributions measured prior to radiation exposure and the red ones show the phase
noise observed after 100 Mrad (SiO2). As can be observed in Figure 11a,b the phase noise
characteristics in the 1/ f 2 region (>300 kHz offset) do not undergo much variation. This is
counter intuitive with 7% reduction in the bias current. Here, the oscillators are biased at
the edge of the current-limited region to produce full swing outputs and achieve optimum
phase noise performance. In this region of operation, the changing bias current has minimal
effect on the phase noise characteristics [44] of the oscillators. Although, the thermal noise
contribution of the cross-coupled core devices are supposed to increase with respect to
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TID [45], the overall phase noise characteristics in the 1/ f 2 region does not change much.
This is primarily due to the wider device sizes as used in the cross-coupled pairs which
reduce the thermal noise contributions in the phase noise characteristics. However, a
close observation can reveal the close-in phase noise in the 1/ f 3 region (<300 kHz offset)
increases slightly in the case of the PQVCO compared to the SQVCO. This is due to the
extra pair of NMOS devices used for coupling the I and Q phases. The sizes of the devices
are less compared to the core devices (coupling factor K = 0.25), and therefore contribute
more 1/f noise. Overall, the phase noise characteristic of the SQVCO is slightly better than
for the PQVCO due to the tail-noise filter [40] in the form of the coupling inductor present
in the SQVCO.
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Figure 11. Phase noise measured at fcenter before (pre-rad) and after (post-rad) radiation exposure of
the order of 100 Mrad (SiO2) from the outputs of the (a) PQVCO and (b) SQVCO.

Table 1 presents a performance comparison of the implemented QVCOs with respect to
previously reported VCOs [28,29,46,47] and QVCOs [33] which are studied under radiation
(TID) exposure. Similar to [28], the implemented QVCOs in this work are targeted to
operate in the s-band. The implemented QVCOs consume double power in comparison
with [28] as two oscillator cores are coupled together to generate quadrature phases. Based
on open loop phase noise characteristics, the implemented QVCOs achieve more than 3 dB
better phase noise at 1 MHz offset. However, [28] has a similar rate of variations of the
frequency with respect to TID level when compared to the implemented QVCOs. The
oscillator in [47] has combined small varactors with large digitally switchable capacitor-
banks (64 units) and therefore could achieve better phase noise performance compared
to the other reported designs. Prior to this work as published in the literature to date,
ref. [33] has been the sole instance of TID study performed on QVCOs. Therefore, the
results are included in the comparison, even though it is implemented using a 32 nm CMOS
SOI technology which is different from the one used in this work. Although TID induced
variations tend to reduce with smaller feature sizes, the QVCOs reported in [33] show
more frequency variation and less TID tolerance compared to the QVCOs implemented in
this work.
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Table 1. Performance comparison with respect to previously published VCOs and QVCOs which are
tested under radiation (TID).

Reference TNS’17 [28] TNS’18 [36] TNS’18 [46] TCASI’19 [47] TNS’21 [29] TNS’17 [33] This Work

Technology
(nm) 65 65 65 65 65 32 65

Type VCO VCO VCO VCO VCO QVCO QVCO † QVCO ‡

Oscillator
Area (mm2) - - 0.124 - 0.061 0.0484 0.458 0.367

Frequency
(GHz) 2.2–3.2 2.5–2.65 4.8–6.0 4.9–5.2 5.4–6.8 20.1–20.7 2.6–2.9 2.5–2.8

Tuning
Range (%) 30 ** 5.8 4 5.9 ** 23 3 9.9

Phase Noise §§

@1 MHz
(dBc/Hz)

−110 −118 - −122 −100 −99 −119 −115

VCO Gain
(MHz/V) 240 ** - 1850 100 ** 225 610 273 262

Power
(mW) 6 1.8 18 34 2.85 12.8 13.2 13

FoM §

(dBc/Hz)
−171 −188.7 - −180 −171.4 −176 −176.4 −172.2

Frequency
Change (%) 3.5 - - 3.2 2.54 1.4 0.7

TID
Tolerance 600 - 250 350 1000 0.5 100

§ FoM = Phase Noise@∆ f − 20log( fo
∆ f ) + 10log( Power

1 mW ). † SQVCO, ‡ PQVCO. §§ Open-loop phase noise, ** Varactors
and digitally-controlled capacitor-banks used.

4. Conclusions

The performance study and evaluation of radiation induced effects on the prototypes
of the QVCOs: PQVCO and SQVCO are presented in this article. It shall help to understand
the vulnerabilities of the implementation and thereby improve the design for future imple-
mentations. The samples of the prototypes are tested under X-ray radiation up to a level
of 100 Mrad (SiO2). Prior to radiation exposure, the measured frequency of the PQVCO
ranges from 2.524 GHz to 2.786 GHz with a TR of 9.86% and the measured frequency of the
SQVCO ranges from 2.635 GHz to 2.908 GHz with a TR of 9.88%. The overall variations of
the frequencies of the oscillators are less than 1% and change in TR is less than 5% after the
radiation exposure, which makes them suitable to be integrated inside phase-locked-loops
(PLLs) and half-rate CDRs. Although the bias current reduces by 7% after 100 Mrad (SiO2)
irradiation, it has little contribution on the phase noise performance of the QVCOs. The
most vulnerable performance metric is the Q-phase error of the oscillators. Here, in this
experiment the decreasing relative mismatch between the Ctank improves the Q-phase error.
In the case of the oscillator SQVCO the Q-phase error improves from 10◦ to 7◦ and in the
case of the oscillators PQVCO, it improves from 5.9◦ to 2◦. However, for applications in-
volving much higher frequencies, the value of Ctank used would be less, which may worsen
the radiation induced variations in Q-phase. The solution would be to increase the coupling
strength in the PQVCO to minimize the mismatch induced variations at the expense of
phase noise performance. In the case of SQVCO, extra effort is needed to produce matching
layouts of the oscillator cores for reducing the mismatch.
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Abstract: This paper presents the first fully integrated radiation-tolerant All-Digital Phase-Locked
Loop (PLL) and Clock and Data Recovery (CDR) circuit for wireline communication applications.
Several radiation hardening techniques are proposed to achieve state-of-the-art immunity to Single-
Event Effects (SEEs) up to 62.5 MeV cm2 mg−1 as well as tolerance to the Total Ionizing Dose (TID)
exceeding 1.5 Grad. The LC Digitally Controlled Oscillator (DCO) is implemented without MOS
varactors, avoiding the use of a highly SEE sensitive circuit element. The circuit is designed to operate
at reference clock frequencies from 40 MHz to 320 MHz or at data rates from 40 Mbps to 320 Mbps
and displays a jitter performance of 520 fs with a power dissipation of only 11 mW and an FOM
of −235 dB.

Keywords: All-Digital; PLL; CDR; Single-Event Effects; radiation hardening

1. Introduction

Phase-locked loops, including Clock/Data Recovery circuits, play an important role
in the reliability of radiation tolerant systems, being typically responsible for providing
and conditioning clocks of high spectral purity and stability. With the emergence of
ever more stringent timing precision and stability requirements in both High Energy
Physics applications [1] as well as communications circuits for space applications [2], PLLs
operating in radiation environments need to provide radiation tolerance without sacrificing
performance.

Without extensive circuit hardening efforts, conventional PLL architectures have been
found to be sensitive to ionizing radiation, both with regards to SEE as well as TID effects.
While their SEE sensitivity is the origin of transient but recoverable fault conditions, the
sensitivity to TID ultimately limits the application of these circuits in harsh radiation
environments, where reliable operation must be sustained up to radiation doses exceeding
1 Grad [3].

All-Digital Phase-Locked Loop (ADPLL) architectures offer a unique opportunity to
eliminate many of these sensitivities and therefore improve radiation tolerant PLL circuits
in multiple regards: Firstly, most sensitive analog circuits can be replaced with their digital
counterparts. While the design and hardening of analog circuit components in advanced
technology nodes become more difficult to accomplish, digital circuits can be hardened
against SEE systematically using techniques such as Triple Modular Redundancy (TMR)
and temporal redundancy [4], while continuing to exploit the performance gain these
nodes provide. At the same time, all-digital architectures allow the tight integration of
Digital Signal Processing (DSP) algorithms, which may be leveraged to achieve improved
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locking times or robust circuit calibration capabilities [5]. Being implemented with digital
circuits, such functionalities can become intrinsically immune to TID degradation.

In this article, we propose an All-Digital PLL circuit tolerant to SEE and high TID,
which is based on a varactorless LC DCO implemented in a 65 nm CMOS technology.
We augment the classical ADPLL architecture with the inclusion of SEE protection for all
digital circuit components. To accomplish this goal, we take advantage of the availability
of systematic SEE hardening techniques for digital circuits. The LC DCO, which constitutes
the sole remaining mixed signal circuit component, is implemented without MOS varactors,
which we show to be a beneficial implementation in radiation environments. The chosen
architecture eliminates conceptual SEE sensitivities found in conventional PLLs, while, at
the same time, significantly reducing the impact of TID, enabling the use of PLL circuits
in challenging radiation environments. As a case study, the proposed circuit targets
common clocking requirements of the High Luminosity Large Hadron Collider (HL-LHC)
experiments. These systems typically operate on a reference clock or data stream derived
from a 40 MHz bunch crossing clock and often simultaneously require multiple low-jitter
clocks up to 1.28 GHz.

The remainder of this paper is organized as follows: Section 2 gives an overview of
radiation effects in conventional PLL architectures. Section 3 motivates the application of
an All-Digital PLL architecture to systematically mitigate radiation effects, including the
proposal of suitable hardening techniques. Section 4 describes the circuit implementation,
and Section 5 presents the measurements of the circuit performance and radiation tolerance.

2. Radiation Effects in Conventional PLL Designs

Radiation effects in conventional PLL designs have been the focus of numerous studies
in the past. We limit the discussion of radiation effects to circuits based on LC tank Voltage-
Controlled Oscillators (VCOs) as this topology is most often chosen for low power and
low phase noise circuit implementations. Conventional PLL circuits are comprised of a
linear Phase-Frequency Detector (PFD), Charge Pump (CP), Loop Filter (LF), LC VCO and
a feedback divider, which closes the feedback loop. Following the general classification
of radiation effects in integrated circuits, we can separate their sensitivity to radiation
into transient (SEE) and cumulative (TID) effects [6]. SEE in particular can be divided
into two relevant classes: Single-Event Upsets (SEUs) refer to events altering the state of
memory elements, which remain persistent until overwritten or corrected. On the other
hand, Single-Event Transients (SETs) specifically refer to temporary changes in voltages or
logic levels that recover without further intervention. Both effects, when not mitigated, can
have catastrophic impact on the operation of digital circuits.

First, considering only Single-Event Effects, a number of shortcomings of the conven-
tional PLL architecture have been reported in the past. The PFD containing digital storage
elements is generally sensitive to SEUs. Even though an upset in the PFD persists for, at
most, one reference clock cycle, it may cause the charge pumps to remain enabled for a
significant amount of time, which are otherwise (in steady state operation) only active
for a very short period each reference clock cycle. Bit flips can also corrupt the state of
the PFD, which results in cycle slips [7,8]. This sensitivity can be largely mitigated by the
protection of the PFD using TMR [7]. A similar reasoning can be applied to the feedback
divider: Corruption of any of the memory elements in the divider results in a phase jump
of the feedback clock. This phase error subsequently needs to be corrected by the feedback
loop. Again, a mitigation can be found in TMR implementations of the divider [7,9] or by
applying Radiation-Hardened-by-Design (RHBD) techniques, such as Double Interlocked
Cell (DICE) implementations for memory elements [10].

Another contributor to SEE sensitivity may be found in the charge pump driving
the loop filter [8,11]. Current-based charge pumps specifically suffer from long recovery
times after SETs due to their limited rate of charge evacuation, which again results in large
accumulated phase and frequency errors. This sensitivity has been mitigated, for example,
by the use of a tri-state voltage charge pump architecture, which reduces the number of
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sensitive nodes and increases the rate of charge sourcing/sinking [12,13] at the cost of poor
reference-spurs and process, voltage and temperature (PVT) sensitive static phase errors.

Finally, the LC VCO has been identified as a critical component sensitive to SEEs.
Charge collection at the bias current source transistor drain node can be shown to result
in a temporary reduction of oscillation amplitude and frequency [14,15]. This sensitivity
can be significantly reduced by the addition of capacitance to this node [14]. Another
sensitivity is located at the VCO tuning node. Typical MOS varactor tuning architectures
have been found to be sensitive to charge collection, as reported in [16]. This sensitivity
can be mitigated by adopting a modified tuning topology [9], which, however, has the
drawback of introducing an additional pole at the tuning node of the VCO.

With regards to TID, the VCO and CP circuits can be identified as the main contributors
to performance degradation. The degradation of the PLL’s digital circuits (PFD and
feedback divider) has no impact on PLL performance as long as timing requirements
(setup/hold) are met. The degradation of the devices forming the VCO amplifier results in a
reduction in their transconductance. This reduces the oscillation amplitude, which, through
the presence of voltage-dependent capacitances at the oscillator nodes, is converted into a
significant change of oscillation frequency [16]. Compensating for this shift in oscillation
frequency requires extending the VCO tuning range to support operation at high doses.
Furthermore, the reduced transconductance of the VCO amplifier will eventually result
in failure to start or sustain stable oscillation. Another concern is the degradation of the
active devices in the charge pump. A reduction in their current results in a reduction in
loop gain, which reduces the bandwidth and damping of the closed-loop transfer function.

3. Radiation-Tolerant All-Digital PLL and CDR Architecture

The All-Digital PLL architecture offers an opportunity for the systematic elimination
of many of the sensitivities that the conventional PLL architecture contains. The general
SEE sensitivity of different All-Digital PLL architectures without any applied hardening
strategies has been reported in the literature before [17,18]. Two analyses have shown that
a bang-bang-ADPLL architecture, which lends itself to implementations of Integer-N PLL
and CDR circuits, already exhibits inherent robustness due to its nonlinear phase detector.
In such an architecture, the Digital Loop Filter (DLF) presents a critical SEE sensitivity,
as SEUs may corrupt the frequency error information stored in the loop filter integrator
registers. Prior work addressing SEE sensitivity of ADPLL demonstrated its findings using
simulations and fault injection into non-hardened circuit implementations [19], but no
radiation-tolerant implementation has been demonstrated experimentally. Possible design
trade-offs and implementation aspects of hardening techniques were not addressed, and
LC DCOs have been excluded from the discussion as a source of SEE.

As outlined earlier, digital circuits can generally be reliably protected against SEEs
using redundancy techniques, such as TMR. Taking this into account, we propose a circuit
architecture following Figure 1. Depending on the mode of operation, either a D-Flip-Flop
(PLL operation) or an Alexander Phase Detector [20] (CDR operation) is used as a single
bit phase detector. We propose to only use a single phase detector without any internal
redundancy (TMR). A corruption of the phase detector output by SEE will only persist for
a single reference clock cycle. Such an error can be tolerated to propagate through the loop,
as it does not result in an appreciable phase error of the loop. Since both types of Bang-Bang
Phase Detectors (BBPDs) do not offer frequency detection capability, a Frequency Counter
(FCNT) is used during acquisition to bring the DCO frequency close to the reference clock
frequency before enabling closed-loop control. An Acquisition Finite State Machine (FSM)
is implemented for this purpose.
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Figure 1. Architecture of the proposed All-Digital PLL/CDR circuit. All synchronous digital loop
components are protected using TMR, only the DCO and BBPD remain without redundancy.

The proportional-integral digital loop filter replaces both the charge pump and loop
filter circuits present in the conventional PLL architecture. Both the TID-stimulated degra-
dation of the CP currents, as well as the sensitivity of the CP output switches to SEE
discussed above, can be systematically removed by replacing the charge pumps with a
digital filter. The SEE sensitivity of the DLF identified in [17] is mitigated by applying
TMR protection to this circuit. A TMR protection scheme is also used in the Σ∆-modulator,
which is employed to improve frequency resolution and shift tuning quantization noise
to high frequencies, where it is effectively filtered by the DCO transfer function [21]. A
second-order Sigma-Delta Modulator (Σ∆M) is used, providing sufficient self-dithering
during closed-loop operation to avoid the generation of spurious tones.

To achieve good phase noise performance, an LC tank oscillator is chosen as the
DCO topology. Addressing both the sensitivity to SET and TID of the conventional LC
VCO, the LC DCO is implemented without using MOS varactors. Other reported DCO
designs utilize small MOS varactors with nonlinear control [5]; however, varactorless
implementation has also been reported before [22,23]. By exclusively utilizing Metal-Oxide-
Metal (MOM) capacitors fabricated using the highly controlled metallization processes
available in CMOS technologies, sufficient tuning range, linearity and frequency resolution
can be achieved. Avoiding the use of MOS varactors eliminates their inherent susceptibility
to charge collection and therefore a potential SEE sensitivity of the circuit. At the same time,
the capacitance of MOM structures offers reduced voltage-dependence, which reduces
supply voltage sensitivity and limits TID-stimulated oscillator frequency shift. The DCO
can additionally benefit from the omission of linearly controlled varactors as it eliminates a
significant contributor to oscillator phase noise through the AM-PM conversion process
of the voltage noise present on their tuning node [24], for instance, from the tail current
source or supply voltage.

Finally, a synchronous binary counter divider is used in the PLL feedback path. The
synchronous implementation lends itself to hardening against SEE using TMR in a similar
way as the other digital loop components. To the advantage of our application, it also
provides access to intermediate frequencies of the divider, which can be used for clocking
the digital loop components (DLF and DCO Σ∆-modulator) and allows flexible selection of
the reference clock frequency and data rate.

4. Implementation

The proposed circuit was manufactured in a commercial 65 nm CMOS process with a
nominal supply voltage of 1.2 V. The circuit occupies a total area of 0.28 mm2, of which only
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0.03 mm2 (11%) is active area occupied by the digital loop components. A photomicrograph
of the manufactured circuit is shown in Figure 2.

FBDIV /2

FBDIV /32

BBPDs

LC DCO

DLF

Σ∆M

Acquisition FSM

FCNT

Figure 2. Photomicrograph of the All-Digital PLL/CDR circuit. The LC DCO occupies the majority
of the circuit area. Critical digital components are implemented as small cells, while the remaining
logic implemented in a sea-of-logic fashion.

4.1. LC DCO

To synthesize output frequencies between 40 MHz and 1280 MHz, an LC DCO operat-
ing at 2.56 GHz was designed. When considering the overall area, inductor quality factor
and power consumption of the DCO and clock divider, this center frequency provides
a suitable trade-off. The 2.56 GHz center frequency is low enough to allow the imple-
mentation of all dividers in the feedback path using CMOS circuits. This reduces power
consumption and complexity compared to the Current-Mode Logic (CML) implementa-
tions often used at higher frequencies, such as, for the 5.12 GHz oscillator presented in [9].
A differential oscillator topology using cross-coupled NMOS and PMOS pairs is used, as
shown conceptually in Figure 3. Bias current is provided by an NMOS tail current source.
Because of the limited voltage swing this architecture produces, thin-oxide transistors can
be used for the cross-coupled pair without reliability concerns and with the added benefit
of their improved TID tolerance compared to the thick-oxide devices [25] required for
larger oscillation amplitudes. Similar to DCO designs, such as [21], a coarse capacitor bank
is used to cover PVT-related differences of the oscillator center frequency. An acquisition
bank with improved resolution allows centering the fine tracking bank, which is then used
for closed-loop operation. The PVT and acquisition bank settings are established during
start-up using the FCNT acquisition FSM to remove large DCO frequency errors.

To cover the expected process and TID-related variations, the DCO is designed for
a tuning range of 20%. This range is covered by the coarse PVT bank (CPVT), which is
segmented into four binary weighted LSB cells and four additional thermometric MSB cells.
Each cell is implemented using MOM capacitors and NMOS switches, with the smallest
binary cell implementing a 12.5 fF capacitance difference corresponding to a frequency
step size of 6.5 MHz at 2.56 GHz. A smaller acquisition bank (CACQ) offers additional
frequency tuning capabilities. To ensure optimal frequency centering of the small tracking
bank (CTRK) used for closed-loop control, the acquisition bank is implemented using
64 thermometric cells. Each unit cell adds 600 aF of capacitance to the tank when enabled,
providing a frequency step size of 320 kHz. Both the PVT and the acquisition bank cells
are implemented using the bottom-pinning switch architecture presented in [26]. A circuit
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schematic is shown in Figure 4. Foundry MOM capacitors, CMOM, and NMOS switch
devices, MSW, are used.

VA

VB

VC

M1 M2

M3 M4

M5

VBias

80x CPVT

64x CACQ

64x CTRK

VNVP

PVT

ACQ

TRK

Figure 3. Schematic of the digitally controlled LC oscillator with redundant output buffers. Its
frequency is controlled using PVT, acquisition (ACQ) and tracking (TRK) banks. Only the tracking
bank is used for closed-loop control.

MPD

MPIN

MSW

VDD

VBias

MPD

MPIN

VDD

VP VN

EN

CMOM CMOM
VA VB

Figure 4. Digitally switched capacitor cells with bottom-pinning biasing [26]. When the main switch
transistor MSW is turned off, the NMOS pinning devices MPIN fix the minimum of the oscillation
voltage waveform close to the negative supply potential.

To avoid the degradation of the DCO phase noise and to minimize the production of
spurious spectral components during closed-loop operation, the tracking bank needs to
provide both fine-frequency resolution and high linearity. A custom MOM finger capacitor
unit cell is utilized for frequency control. The implementation of this cell is shown in
Figure 5. It is composed of four parallel minimum-width metal fingers, stacked across
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two metallization layers. A grounded poly-silicon shield is implemented below the cell to
minimize substrate noise coupling. The two outer metal fingers are connected to the tank
oscillation nodes. To digitally modulate the capacitance of this cell, the inner two fingers
can be shorted electrically using an NMOS switch, removing a single finger-to-finger
capacitance from the tank. Using this arrangement, a capacitance difference of 66 aF can be
realized, which provides a 35 kHz frequency resolution of the DCO. This tuning resolution
is sufficient considering the phase noise performance of the oscillator and the adopted
Σ∆M configuration. The high linearity of the tracking bank is achieved by 64 unit cells
placed in a regular and closely matched layout. The capacitor configuration was designed
using 2.5D electromagnetic simulations.

VDD/2

VSWVP VN

Figure 5. The implementation of the tracking bank custom MOM capacitor cells. Digital control of
the cell capacitance is implemented by electrically connecting the innermost two fingers using an
NMOS switch.

The DCO is equipped with three identical output buffers, which allows for hardening
the remainder of the circuit against SEE using full TMR. These buffers also implement the
conversion from differential to single-ended signalling.

4.2. Divide-by-Two Prescaler

Co-integrated with the redundant output buffers and differential to single-ended
conversion is a divide-by-two True Single Phase Clock (TSPC) prescaler circuit. To mitigate
SEE susceptibility, the prescaler is protected by full TMR, including triplicated voters in
the feedback path. To allow sustaining operation at high levels of TID, the prescaler is
implemented using a custom high-speed cell library utilizing Enclosed Layout Transistor
(ELT) devices [27]. Since the critical path of this prescaler consists only of a single majority
voter and the D-Flip-Flop setup time, the prescaler retains significant margins for TID
degradation. Three single-ended 1.28 GHz clock signals are provided at the prescaler out-
put.

4.3. Clocking and Clock Distribution

All digital loop components are clocked using frequencies generated by the Feedback
Divider (FBDIV). As this divider is protected using TMR, it also provides three replicas of
each clock frequency, which allows implementing a full TMR scheme with triplicated clocks.
Full triplicating of the clock signals is necessary to mitigate the simultaneous corruption
of redundant memory elements by SET affecting their common clock tree, which has
catastrophic consequences when affecting the digital loop filter registers, for example.

Clock multiplexing is provided to select the operation frequency of the BBPDs. These
can be operated at frequencies of 40, 80, 160 and 320 MHz. The DLF and Σ∆M are clocked
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at 320 MHz and 640 MHz, respectively. Clock gating functionality allows the operation of
these components at lower frequencies depending on the chosen reference frequency. An
additional output clock distribution network provides three independent outputs clocks,
providing either 40 MHz, 80 MHz, 160 MHz, 320 MHz, 640 MHz or 1280 MHz regardless
of the chosen reference clock frequency.

4.4. Digital Loop

All digital loop components (FBDIV, BBPD, DLF and Σ∆M) are implemented using
static CMOS logic. With the exception of the divide-by-two prescaler described above,
these components are synthesized from RTL code using foundry-provided digital standard
cell libraries utilizing ordinary active devices instead of ELTs. This design approach, in
addition to improving technology portability, also facilitates the systematic inclusion of
SEE hardening: TMR was inserted at the RTL design stage using the TMRG tool [28]. TMRG

offers the automatic insertion of TMR protection to Verilog modules based on a small
number of user constraints, which increases design automation and eliminates common
sources of mistakes during redundancy insertion. Following synthesis, an automatic place
and route methodology was applied for the majority of the loop components. Manual
placement and routing was limited to the feedback divider and phase detectors, where
it is required to preserve signal integrity. To avoid the corruption of memory elements
protected by TMR by a multi-bit SEU, a minimum spacing of 15 µm between registers
containing replicated information was enforced during placement.

Control over the loop transfer function is given by programmable loop filter coeffi-
cients in the proportional and integral paths. The coefficients KP and KI can be configured
to powers of two between 2−10 to 25 times the tracking unit cell size. To prevent a corrup-
tion of the DLF and Σ∆M integrator registers by the accumulation of SEUs, majority voting
is implemented in all circuit feedback paths.

The loop filter output controls the DCO tracking bank using two separate paths: The
integer component of the loop filter output word directly drives thermometric unit cells,
while its fractional component is generated by three thermometric bits driven by the Σ∆M.
To maximize the tolerance of the digital components to TID, conservative setup and hold
timings were utilized during implementation. Based on the reported degradation of digital
circuits in the chosen technology [29], setup margins of at least 20% of the clock period
were used. This allows a sufficient margin for the logic to slow down due to TID damage.
Pessimistic hold margins exceeding the foundry recommendations by a factor of at least
two have been used to allow for unequal delay degradation of different clocks with inter-
clock timing arcs. Since the filter characteristics are defined by digital words rather than
analog voltages or currents, the loop dynamics will not change under TID damage until
the circuit fails due to violations of setup/hold constraints.

5. Measurements

Three samples were characterized across a supply voltage range of ±10% at room
temperature. A Rohde & Schwarz FSWP8 phase noise analyzer was used for phase noise
and integrated jitter measurements, while frequency measurements were performed using
a Keysight 53220A frequency counter. CDR jitter tolerance performance was evaluated
using an Agilent N4903B bit error rate tester.

5.1. DCO Characterization

Tuning range, linearity and step size of the three DCO tuning banks were characterized
together with static power consumption and open loop phase noise.

The coarse tuning provided by the PVT bank was confirmed to be well-centered
around the nominal oscillation frequency of 2.56 GHz and provide the expected 20% range.
A frequency step size of ∼6.5 MHz is available around the center frequency. The open
loop phase noise of the DCO was measured at the target center frequency, as shown in
Figure 6. The phase noise at offset frequencies above 10 MHz is dominated by the clock
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distribution network feeding the clock test outputs, which was not optimized for low jitter.
The oscillator including its divide-by-two prescaler consumes 7.4 mW while providing a
phase noise of −123 dBc/Hz (referred to 2.56 GHz) at a carrier offset frequency of 1 MHz.
When accounting for the power dissipation of the prescaler (1.8 mW), this results in an
oscillator Figure of Merit (FOM) (FOMDCO = −L(1 MHz)+ 20 log10

fDCO
1 MHz − 10 log10

PDCO
1 mW )

of 183.7 dB.
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Figure 6. Open loop LC DCO phase noise measurement. Pre- and post-irradiation measurements
are shown in solid and dashed lines, respectively. Values in parentheses indicate post-irradiation
performance. Noise floor above 10 MHz is limited by clock distribution network.

To validate the custom tracking cell design, the linearity of the tracking bank was
further characterized. The very small capacitance of the individual cells demands par-
ticular attention during measurements due to the drift of the free-running oscillator. For
each tracking bank cell, two measurements were performed, comparing the oscillator
frequency at two settings: One of the measurements is performed with all unit cells dis-
abled, while during the second measurement, a fixed number of them are enabled. The
obtained frequency difference between these short measurements is stable across long-term
drifts of the oscillator, and therefore, multiple measurements can be averaged to reduce
the measurement uncertainty. The characterization results can be seen in Figure 7. The
thermometric bank offers exceptional differential and integral nonlinearity of better than
worst case 0.04 LSB across the full range and a mean frequency step size of 12.7 ppm or
32.5 kHz per cell. This is equivalent to a capacitance difference of 61 aF per cell, which is
well in agreement with the electromagnetic simulations.

5.2. PLL and CDR Performance

Closed-loop operation of the ADPLL circuit was tested at all foreseen reference fre-
quencies in PLL and CDR modes of operation across the 1.2 V ± 10% supply voltage
range. Typical closed-loop phase noise performance during PLL operation with a 320 MHz
reference clock is shown in Figure 8. Integrated random jitter was measured to be 520 fs
rms in a 100 Hz to 100 MHz integration band. Jitter tolerance of the CDR circuit operating
on 320 Mbit s−1 input data is shown in Figure 9. The SONET OC-12 jitter tolerance specifi-
cation, targeting similar data rates, is included for reference. During operation, the ADPLL
circuit dissipates 11 mW of power at the nominal 1.2 V supply voltage. The digital loop
components (phase detector, loop filter, Σ∆ modulator and feedback dividers) account
for about 50% of the circuit power consumption. This measurement highlights that even
with extensive TMR-based hardening against the SEE in place, the DCO still dominates the
circuit power consumption in this design. While this property strongly depends on the
oscillator design and phase noise requirements of the circuit, it seems fair to assume it will
continue to hold in the future for radiation-tolerant designs targeting high-performance
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applications, especially when the increase of power efficiency for digital circuits in smaller
CMOS nodes is taken into account.

A worst case reference spur of −50 dBc was measured at 80 MHz offset from a 640 MHz
output clock. This spur was found to originate from power supply coupling between
the core logic and the clock distribution network. Switching activity in the digital loop
components modulates the clock distribution network supply, which stimulates periodic
variations of its propagation delay, creating deterministic jitter. These spurs can be reduced
by improving power supply rejection of these buffers or by better supply isolation.
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Figure 7. DCO tracking bank linearity measurements, including 95% confidence intervals. The
absence of a dummy cell adjacent to cell 0 produces a small edge effect.
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Figure 8. Closed-loop phase noise measurement of an All-Digital PLL circuit. Pre- and post-
irradiation measurements are shown in solid and dashed lines, respectively. Values in parentheses
indicate post-irradiation performance.
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Figure 9. Closed-loop CDR jitter tolerance measurement obtained for a 320 Mbit s−1 input data rate.
Jitter amplitude limits of the N4903B test setup are indicated with a dashed line.

5.3. Radiation Testing

For characterization of the circuit SEE sensitivity, irradiation with Heavy Ions was
performed at the CRC Heavy Ion Facility in Louvain-la-Neuve, Belgium. Ions with Linear
Energy Transfer (LET) between 3.3 MeV cm2 mg−1 to 62.5 MeV cm2 mg−1 were used for
the measurement of the circuit cross-section. One of the PLL circuit clock outputs was
instrumented with a transient phase measurement system, offering a resolution of 4 ps,
as described in [30].

The experimentally determined SEE cross-section to heavy ion irradiation for two
different phase excursion thresholds is shown in Figure 10. These measurements can
be summarized as follows: A large cross-section but low magnitude sensitivity can be
attributed to the spiral inductor. Temporary, positive frequency errors of the oscillator are
stimulated by the irradiation of this large area [30]. This effect, while responsible for a
saturation cross-section on the order of 1× 10−3 cm2 in this circuit, will not be discussed
further here, as it exists in LC oscillators using planar inductors regardless of their loop
architecture and also only results in small phase errors that scale with LET. As the under-
lying cause is a frequency error of the oscillator, the accumulated loop phase errors can
be reduced by increasing the loop bandwidth. The responses of the circuit to this effect
have been confined to phase excursions below 250 ps. This sensitivity has been previously
discussed in [30].

The second class of SEE responses observed dominates the circuit cross-section for a
300 ps phase error threshold. An example of the observed transients for this class of effects
is shown in Figure 11. The effect is characterized by a reduction in the DCO frequency for
at least 20 µs. The origin of this sensitivity was identified in the bottom-pinning biasing
scheme used for the PVT and acquisition banks (see Figure 4). While the turn-on time
of switches MSW and MPD is in the order of one DCO oscillation period, establishing
the bottom-pinning bias condition via MPIN was found to require a long settling time, in
line with the observed SEE response characteristics. For cells that are disabled during
the irradiation, SETs affecting the enable input can temporarily turn on MSW and MPD,
which disturbs the established bias condition by pulling VA and VB to the ground. While
the biasing condition is re-established following this event, the DCO frequency remains
slightly reduced, which results in an accumulation of phase errors in the loop. For the
PVT cells, a stimulated frequency error of more than −50 ppm was measured during this
settling time, and the sensitivity could be fully reproduced using SPICE simulations. A
small number of these events at the highest experimental LET resulted in phase excursions
up to 5 ns; however, no cycle slips of the PLL have been observed when operating with
a 40 MHz reference clock frequency. Such high LET events are very unlikely to occur in
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high-energy physics experiments [31]. Nonetheless, this class of SEE can be mitigated
using a different capacitor switch implementation, such as the one proposed in [32]. The
large phase response to such a small frequency error is a result of its amplification by the
BBPD-ADPLL architecture, which is inherently unable to provide a response proportional
to the phase error which the long transient DCO frequency error causes. This might
make PLL architectures with linear digital phase detectors or automatic loop filter gain
adjustments when slewing is detected an attractive extension of this work in the future.
No SEE responses could be identified that originated in the digital loop components (DLF,
Σ∆M, FBDIV), highlighting the merits and effectiveness of the systematic SEE hardening
methodology applied. To confirm this conclusion, the same digital PLL core was also tested
with a radiation-tolerant ring DCO, and during its irradiation, no SEE responses exceeding
100 ps could be found.
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Figure 10. Experimental heavy ion cross-section for different phase excursion thresholds.
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Figure 11. Example SEE phase transient stimulated by high LET (62.5 MeV cm2 mg−1) ions. The
parabolic phase response characteristic for Bang-Bang PLLs is observed. The loop transitions back to
the random noise regime after 130 µs.

For the evaluation of its TID tolerance, the circuit was irradiated at the CERN X-ray
irradiation facility at a temperature of −10 ◦C. This temperature is in the range of typical
temperatures adopted for future detectors in the harsh radiation environments of the HL-
LHC and is therefore expected to give a representative estimate of TID tolerance. A dose
rate of 8.9 Mrad/h was used to accumulate a dose of 1.5 Grad over 170 h. The circuit was
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kept under bias permanently while repeatedly undergoing a characterization measurement
routine.

During the irradiation, a consistent increase in the DCO free-running frequency was
observed across all supply voltage and tuning control word settings. The evolution of
the oscillation frequency at three different frequency settings is shown in Figure 12. The
worst observed frequency shift remained within 0.8%, which is small compared to the total
tuning range available (20%). This shift is a result of a change in common mode voltage and
oscillation amplitude caused by the radiation-induced reduction in transconductance in the
oscillator active devices [16]. Comparing this DCO design to the VCO design adopted in [9],
we can find that the radiation-induced frequency shift is significantly reduced. As outlined
in Section 4, the MOS varactors used in VCO designs tend to show a strong amplitude
dependence, while the majority of capacitance in this DCO design is contributed to by
MOM capacitances. The dominant nonlinear capacitance loading the tank in this design is
the junction capacitance of the capacitor switches, which explains the significantly reduced
sensitivity. This finding highlights the advantage of a varactorless DCO implementation
over VCOs in terms of TID tolerance.
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Figure 12. Evolution of DCO frequency under X-ray irradiation. A consistent frequency increase
relative to the pre-irradiation value is seen for different frequency settings of the oscillator.

The circuit continued to operate normally up to 1.4 Grad. At this dose, a distinct
drop of current consumption in the power domain supplying the DCO and divide-by-two
prescaler was observed for the highest DCO frequency setting at the lower end of the
specified supply voltage range. As the oscillation of the DCO did not cease and the PLL
was still operational at this dose, this behavior can be explained by a failure of one of the
TMR branches of the divide-by-two prescaler. Figure 6 shows the open loop phase noise
performance of the oscillator at nominal operating conditions after the 1.5 Grad irradiation.
Degradation is most pronounced at offset frequencies above 1 MHz and is dominated by
the clock distribution network noise floor increase above 10 MHz. During the irradiation
period, the circuit power dissipation was found to gradually reduce by about 15%.

Repeated measurements of the tracking bank tuning step size performed during the
irradiation did not show a noticeable change. As the loop gain is otherwise determined
primarily by the DLF, whose coefficients are insensitive to TID, the dynamic behavior
of the PLL remained largely unaffected by the irradiation. This can be concluded from
Figure 8, which compares the pre- and post-irradiation closed-loop noise performance. An
increase in phase noise consistent with the previously discussed oscillator degradation
can be observed. No locking failures have been observed during the test procedure, the
PVT and acquisition banks were able to compensate for the oscillator frequency shift
according to expectations and the output clock delay with respect to the reference clock
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remained repeatable across the irradiation. No failures of the DLF, Σ∆M and divide-by-32
FBDIV were observed during the irradiation procedure, implying that the chosen synthesis
strategy was adequate to achieve high radiation tolerance.

5.4. Summary

A comparison of this design to other radiation-tolerant PLL and CDR circuits reported
in the literature is shown in Table 1. The proposed design outperforms the compared
designs both in PLL FOM as well as in demonstrated TID tolerance. The remaining SEE
sensitivity of the proposed circuit has been clearly identified, and a mitigation strategy
has been proposed, which will allow eliminating any circuit cross-section for phase errors
exceeding 250 ps, below which the inductor radiation effect will remain as the dominant
contributor. In terms of area, the proposed circuit approaches the area of ring oscillator
PLLs manufactured in the same technology [33], mainly because of the large area occupied
by the loop filter capacitor in analog PLLs, which is realized as a digital integrator in
this design.

Table 1. Comparison of radiation tolerant PLL/CDR designs.

Reference This Work [9] [33] [34]

Type All-Digital
PLL/CDR Analog CDR Analog CDR Analog PLL

Oscillator LC DCO LC VCO Ring VCO LC VCO

Technology 65 nm 65 nm 65 nm 65 nm

Jitter (ps rms) 0.5 0.35 6.7 3.5

Power (mW) 11 34 7 18

Area (mm2) 0.28 0.33 0.25 0.124

TID Tolerance (Mrad) 1500 350 600 250

FOMPLL (dB) −235 −234 −215 −217

6. Conclusions

A radiation-tolerant All-Digital PLL and CDR circuit suitable for applications in
high-energy physics was designed, implemented and tested. Different advantages of a
varactorless DCO architecture combined with a digital loop implementation to replace
sensitive analog charge pumps have been demonstrated in the context of radiation hard-
ening. The successful demonstration of an implementation approach heavily utilizing
automated TMR insertion, together with automated place and route methodologies, shows
that design reuse and technology portability opportunities are retained even for circuits
requiring radiation tolerance.

A crucial observation is that the remaining Single-Event Effect sensitivity has been
identified in the DCO, which also remains the major mixed-signal component of the
design. This underlines the continued difficulty of accurately predicting SEE sensitivities
of such circuits and fully mitigating them during the design phase. This is in contrast to
the digital design components, which were all successfully protected against SEU and
SET by applying systematic and reliable design hardening techniques. A mitigation for
the identified sensitivity has been proposed, which will allow pushing the envelope of
radiation-tolerant All-Digital PLL circuits even further in future work.
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Abstract: This paper presents a novel physical implementation methodology for high-speed Triple
Modular Redundant (TMR) digital integrated circuits for harsh radiation environment applications.
An improved distributed approach is presented to constrain redundant branches of Triple Modular
Redundant (TMR) digital logic cells using repetitive, interleaved micro-floorplans. To optimally constrain
the placement of both sequential and combinational cells, the TMR netlist is used to segment the the logic
into unrelated groups allowing sharing without compromising reliability. The technique was evaluated
in a 65 nm bulk CMOS technology and a comparison is made to conventional methods.

Keywords: triple modular redundancy; 65 nm CMOS technology; single event effects; radiation hardening
by design; digital integrated circuits

1. Introduction

Single Event Effect (SEEs) are undesired erroneous effects in digital integrated circuits caused by
ionizing radiation. With CMOS device scaling, SEEs have become an increasingly important reliability
concern leading to severe soft-error rates in advanced systems [1]. Not only in nuclear instrumentation or
space applications, even in critical commercial applications such as autonomous transport systems soft
errors have become an increasingly important concern. With the growing complexity of digital circuits and
clock frequencies, the overhead of redundancy should be reduced to a minimum. This paper addresses
both Single Event Transients (SETs) and Single Event Upsets (SEUs). SETs are temporal erroneous signals
which originate from the charges generated by the incident particles which are collected by the transistor
in a combinational cell. They will recover over time, as can be seen on Figure 1 [2]. However if the
SET propagates to a sequential cell like a flip-flop and occurs within the setup and hold times of the
registers near a clock edge, the SET is latched leading to an incorrect logical state which is also known as
an SEU as is shown in Figure 1. The probability of such latching increases proportionally with higher
clock frequencies [3,4]. SEUs can also occur when charged particles directly hit sequential digital circuits
such as latches and flip-flops. When the register involves a bit-flip, this erroneous signal may remain in
the digital system and can even propagate to other digital modules resulting in a failure. For example,
an SEU could change the state of an Finite State Machine (FSM) temporarily impacting the entire system.
SEUs can thus originate from direct upsets in the registers or as a result from SETs in the combinational
logic, latched during clocking.
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Figure 1. Single Event Transients (SETs) and Single Event Upsets (SEUs) in a digital circuit.

Triple Modular Redundancy (TMR) can be used to protect digital logic from SEEs. It uses redundant
logic with majority voters to correct logic signals [5]. TMR only works if only single errors occur in
the digital logic, hence Multi Bit Upsets (MBUs) in common logic signals can be catastrophic for TMR.
Nowadays complementary metal oxide semiconductor (CMOS) technologies have scaled to the point that
MBUs have become a serious concern since a single particle can affect multiple gates simultaneously [6–8].
This was less important in old CMOS technologies where single particles only affected single digital cells.
However, with proper placement techniques, the fault tolerance can be ensured without compromising
speed or power consumption in the design which is addressed in this paper.

Historically, several methods were developed to address trade-offs in TMR designs like power
consumption and area efficiency. Full TMR is the most robust and most complete form of redundancy.
In this approach, both the flip-flops, clock-tree and combinational logic cells are triplicated [9,10]. However,
the drawbacks of this approach are the high number of resources (digital gates) and power consumption.
Nevertheless it is the most solid and secure form of TMR. One of the competing methods is temporal
time redundancy [11]. In this method, only flip-flops are triplicated which are clocked with 3 skewed
clocks. The combinational logic is not redundant. The skew between the clocks must be larger than any
possible SET, hence only one flip-flop could possibly latch an SET. This method has proven its usage in
many applications [12]. However its major drawback is its limited clock frequency since clock skew places
strict timing constraints on the design typically resulting in sub-GHz timing performance. Henceforth,
many high-speed mixed-signal digital modules are based the original TMR approach. Additionally,
Error Detection and Correction (EDAC) codes can also be used for radiation hardness assurance. They are
usually placed surrounding the sequential cells to correct for any SEUs. Depending on the coding scheme,
EDACs are also vulnerable to MBUs which must be mitigated as well and might be more difficult to ensure
compared to TMR. The coding and decoding logic also adds to additional timing overhead which might
significantly slow down the critical datapaths.

As indicated above, TMR only works if single errors occur. In deep-submicron technologies,
proper physical implementation is required to ensure no MBUs occur between cells of the same TMR
logic branch. This paper presents an innovative optimised physical placement methodology for full
TMR design.

2. 3 Block Approach

One the most frequently used methods for physical implementation of TMR designs is by separating
A-B-C logic in 3 different areas. Hence, a floor plan is created with 3 blocks (named A, B and C) as is
shown on Figure 2. All flipflops are constrained to their specified block A-C, the combinational logic
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and the clock tree will intrinsically follow the placement of the flipflops. However, each sequential net
has 6 cross domain (A-C) interconnections(voter inputs) leading to long nets that transverse across the
entire floorplan. Hence, the power consumption increases, and the net connections between the flipflops
become congested.

As the design size increases, the length and the routing will be more complex resulting in increased
routing congestion and power consumption due to additional buffers inserted by the place-and-route
tools in the cross domain voted nets to meet timing constraints. Hence, power consumption and routing
complexity is the main concern limiting its usability small or low frequency designs.

3. Advanced Placement Methods

In this section, an optimal physical implementation scheme is proposed: an interleaved method [13]
and an improved interleaved method, overcoming power and area trade-offs.

3.1. Interleaved Floorplan

One of the limitation of the 3 block floorplan is the limited freedom of place-and-route tools to
place critical logic relatively close together (while respecting minimal spacing). The interleaved approach,
presented in Reference [13], uses a semi-distributed placement method to ensure maximal freedom to the
place-and-route tools to optimize the design. It is based on the conventional 3 block approach but uses an
interleaved placement constraining method of many small A,B,C sections, shown on Figure 2.

Figure 2. Different placement methods. (a) 3Blocks (b) Interleaved (c) Improved interleaved.

Instead of 3 large blocks, there are multiple repeating small regions, allowing cells of A-C branches
to be placed at different vertical spots. Each region has the same fixed height. The distance between
each region ensures that Multi Bit Upsets (MBUs) cannot occur. As the design size expands, the height
of the regions does not expands but only the number of vertical regions increases. Consequently,
vertical connections between voters always cross the same narrow placement region and have equal
lengths, regardless of the design size. Therefore, the place and route tool has much more freedom to place
the cells vertically and much closer to each other. This is a significant improvement compared to the 3 block
implementation where voter connections have to cross a significant portion of the design. To constrain
the flip-flops and the data path cells, a trace-back algorithm was used to find the corresponding logic tree
from a source sequential element [13].

3.2. Improved Interleaved Method

The main drawback of the interleaved method is the lost space between the placement sections to
ensure proper spacing between TMR branches. To improve the interleaved method, the same principle can
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be applied, however the lost space can be recovered by filling its empty area with unrelated digital logic.
Again, this method allows a semi-distributed placement to create maximal freedom to place-and-route tools
to optimise the design as shown in Figure 2. In the proposed method, a floorplan is made using 6 physical
constrain groups (A1, A2, B1, B2, C1, C2), or denoted ABC1 and ABC2. Each group has a height equal to
or larger than the required spacing distance to prevent MBUs and occupies the entire width of the design.
Vertically, all groups are repetitive to fill the vertical design space (e.g., A1-A2-B1-B2-C1-C2-A1-A2-etc.).
A TMR logic branch is placed in either ABC1 or ABC2. As such, one group acts as spacer to the other and
is allowed to share upsets if the cells do not have a common datapath. To ensure maximal area efficiency,
TMR paths are balanced between ABC1 and ABC2 if they do not share a common combinational path and
thus are allowed to share multi-cell upsets.

The advantage of this approach is the elimination of lost space, as can be seen on Figure 2. To balance
the logic between ABC1 and ABC2, a segmentation algorithm is used to detect if a logic tree is connected
to an existing tree in ABC1 or ABC2. If one of the cells in a logic tree is already in ABC1 or ABC2, then this
entire instance group is placed within that group. If this is not the case, the cells are placed in the least
filled group. The total area of each group is continuously maintained in order to balance them in terms of
area. The segmentation algorithm is shown graphically in Figure 3. The time needed for the segmentation
algorithm is negligible compared to the duration of the place and route tools. Furthermore the time needed
to backtrace all combinational cells from netlist to the 3 different A-B-C branches is substantially longer
than the segmentation algorithm itself, although also negligible compared to the place and route tools.

Figure 3. Segmentation algorithm: Triple Modular Redundancy (TMR) datapaths are balanced between 2
Groups representing the floorplan groups ABC1 and ABC2.

4. Simulated Analysis

Different comparative studies were performed with either the interleaved, the improved interleaved
method or the standard 3 block approach to evaluate the efficiency and performance of this new placement
and floorplanning technique. As benchmark, a design with eight identical and independent high-speed
counters was used. To introduce more complicated standardised data paths, the counter dimensions
(widths) and count of the benchmark models were varied. Larger counter widths would indicate a more
complex datpath. More counters resemble a larger overall design in order to evaluate if the techniques
scale with increasing design widths. The designs have been implemented and analyzed using the Cadence
Innovus Computer Aided Design (CAD) tools. To guarantee a timing critical design, the timing limitations
were selected to be near the technology boundaries. In the analysis, power consumption, net length,
net capacitance and routing density were evaluated for each method. The slice height and spacing of the
interleaved techniques was chosen as 7.2 µm, whereas the 3 block technique has 7.2 µm block spacing.
This number aligned with the cells’ row heights. Finally, the timing, power and region reports from
pace-and-route tools were extracted.
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Figure 4 shows the routed designs of 8 × 16 bit counters for the 3 different methods. We did not
observe a considerable difference in performance variation for both the interleaved techniques for varying
counter dimensions. Compared to the standard 3 block strategy, it is evident that the suggested interleaved
and improved interleaved methods result in considerably reduced complexity. In particular, the vertical
routing difficulty reduces significantly since the place-and-route tool has more freedom to efficiently place
the standard cells closer to each other. Comparing the interleaved and the improved interleaved method,
it is clear that the difference between the routing complexity is relatively small, as expected. However the
area efficiency (standard cell density) to place the design is improved. The Amouba view of the design is
shown on Figure 5. Each colour represents a triplicated counter. In the 3 block method, the counters are
distributed across the 3 bulky blocks. In the interleaved method there is a much better grouping of the
counters compared to the 3 block method since the cells can be spaced more closely. Again, the improved
interleaved method demonstrates its advantage in the fact that independent combinational path acts as a
spacing distance for the other, ensuring maximal area efficiency.

Figure 4. Routing of the 3 different implementation strategies: (a) 3Blocks (b) Interleaved
(c) Improved interleaved.

Figure 5. Amouba view of the investigated design. Each triplicated counter has a different color to highlight
the placement strategy. (a) 3Blocks (b) Interleaved (c) Improved Interleaved.

The distances between the cells of same TMR branches are shown on Figure 6. The Distances between
the cells of the 3 block implementations are substantially larger than those within both the interleaved
methods. Most cells are spaced within a range of 45 µm, which corresponds to approximately 3 elementary,
vertical interleaved banks. It is evident from this consequence that the placement engine has more liberty
to put cells closer without compromising the radiation hardness. The average cell distance between
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A-branch and B-or C-cells for the 3 block technique shows two peaks corresponding with the A-B-C and
the A-C distance.

A comparison of the net lengths distribution is shown on Figure 7. The histogram demonstrates
that due to voting interconnections, a significant part of the nets for the 3 block method has 1/3 to 1/2
of the design size. This peak is no longer present in the suggested interleaved techniques. In this case,
most networks that are interconnected have a net length of 25 µm or less, though this is still design specific.
However, in the interleaved model there are still a few long nets. By analysing pre-Clock Tree Synthesis
(CTS) and post-CTS histograms, it becomes apparent that these longer connections originate from the
clock tree.

Figure 6. TMR branch logic spacing for the 8 × 16 bit design post-Clock
Tree Synthesis (CTS).

Figure 7. Net length histogram for the 8 × 16 bit design post-PCTS.
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Clock trees A-C in the interleaved implementations are now distributed throughout the entire design,
while the clock tree was only locally placed in each of the 3 regions in the 3 block approach. This is shown
on Figure 8. Each colour represent one of the clock branches.

The average metal density of the different metal layers is shown on Figure 9. M1 and all the horizontal
layers show no compelling difference since these layers are not used to to interconnect cells. On the other
hand, M2 and M4 shows a significant difference due to routing between voter cells. The density in vertical
routing layer M2 is almost reduced by half compared to the 3 block method and there is almost no metal
density in layer 4, indicating the significance of the proposed strategies. In metal layer 3 there is a slight
increase in density of the proposed method. When comparing the interleaved with the proposed improved
implementation, a higher gate density is achieved which, as a result, also increases the local corresponding
routing density, mainly in M3. Additionally, In the 3 blocks method the placement blocks are much higher
which results in a more favourable vertical distribution. In the interleaved methods there are many more
shorter blocks which results in a different placement vertically. However, the main figure is the reduction
in extremely long M4 nets across the floorplan.

Figure 8. Clock tree coloured for the three branches A, B and C: (a) Clocktree 3Blocks method (b) Clocktree
interleaved method (c) Clocktree interleaved 2.0 method.

Figure 9. Average design metal density for different metal layers: (a) 3Block (b) Interleaved
(c) Improved interleaved.
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A comparison of the power consumption of the 8 × 16 bit counter is shown in Table 1. These numbers
were extracted after routing and CTS. The internal power is the power consumption of the unloaded
standard cells, switching power is the dynamic power consumption due to the switching of the capacitive
loads (cells and nets) and the Total capacitance is the sum of all net and input capacitances of the
cells. As can be expected, the internal power does not change significantly since the design remains
almost identical and the only difference between all methods arises from different buffers which is
only a small fraction of the total internal power consumption. The total net lengths of both interleaved
methods are significantly smaller compared to the 3 block approach due to the optimal placement by
the place-and-route tools. As a result, the total capacitance of the design reduces proportionally as is the
dynamic power consumption. Since the main reduction is a result from avoiding long voters interconnects,
the improvements become more significant as the design size increases. Therefore, this technique scales
well with larger digital designs.

Table 1. Power consumption table.

3Blocks Interleaved Improved Interleaved Diff 3Block-Interleaved (%) Diff 3Block-Improved Interleaved (%)

Internal power (mW) 18.7 18.6 18.6 −0.3 −0.3
Switching power (mW) 11.1 6.8 6.7 −38.3 −39.5

Total power (mW) 29.8 25.5 25.3 −14.5 −14.9
Total Capacitance (pF) 36.3 24.4 24.3 −32.7 −33

Finally, these results were extracted by evaluating a 65 nm CMOS technology. This methodology
however scales well to smaller CMOS nodes. Firstly, in smaller nodes, designs often become more
complex and the need for optimal placement increases significantly. Secondly, smaller nodes become more
susceptible to SEEs meaning the proposed methods will be increasingly mandatory. Finally, since routing
becomes the strongest contributor to power consumption in deep submicron technologies, the proposed
methods will show an increasing improvement as devices scale down.

5. Conclusions

The major advantage of this distributed placement approach is that place-and-route tools
have more freedom to distribute logic across the floorplan. In contrast to the 3 block approach,
interconnections between voters do not need to cross a large center block that results in major routing
complexity and power consumption. The total net length is drastically reduced since the connected
logic can be placed more closely together, still ensuring minimal spacing for SEEs. As a consequence,
the switching power is reduced. With the proposed improved distributed method, by using the placement
balancing between ABC1 and ABC2 and using one group as MBU spacer for the other, the area efficiency
is maximized compared to the earlier reported interleaved placement strategy.
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Abstract: Redundancy techniques are commonly used to design radiation- and fault-tolerant circuits
for space applications, to ensure high reliability. However, higher reliability often comes at a cost
of increased usage of hardware resources. Triple Modular Redundancy (TMR) ensures full single
fault masking, with a >200% power and area overhead cost. TMR/Simplex ensures full single fault
masking with a slightly more complicated circuitry, inefficient use of resource and a >200% power
and area overhead cost, but with higher reliability than that of TMR. In this work, a high-reliability
Spatial and Time Redundancy (TR) hybrid technique, which does not abandon a working module
and is applicable for radiation hardening of half-duty limited DC-DC converters, is proposed and
applied to the design of a radiation-tolerant digital controller for a Dual-Switch Forward Converter.
The technique has the potential of double fault masking with a <2% increase in resource overhead cost
compared to TMR. Moreover, for a Simplex module failure rate, λ, of 5%, the Reliability Improvement
Factor (RIF) over the Simplex system is 20.8 and 500 for the proposed technique’s two- and three-
module implementations, respectively, compared to a RIF over the Simplex system of only 7.25 for
TMR and 14.3 for the regular TMR/Simplex scheme.

Keywords: triple modular redundancy TMR; time redundancy (TR); TMR/Simplex; reliability
improvement factor (RIF); half-duty limited DC-DC converter

1. Introduction

Space abounds with radiation sources that challenge the normal and stable operations
of electronic circuits on board spacecraft and satellites. Radiation may cause circuit mal-
function or, in the worst case, complete failure. This necessitates the radiation-tolerant
design of electronic circuits intended to be used in the space environment.

To ensure radiation tolerance, different methods have been proposed and are actually
being used in space [1–12]. Using radiation-hardened devices or fault-tolerant designs are
the most common methods. Redundancy is one of the solutions applied to ensure a circuit
is able to tolerate faults induced by radiation.

Redundancy techniques are used to construct electronic circuits that can endure radia-
tion effects in a space environment, and can operate reliably in the presence of radiation-
induced faults occurring in hardware and software. The use of SRAM FPGAs for the
design of digital circuits for space applications has increased recently due to the advan-
tages these technologies provide, which include flexibility in terms of quick turn-around
time and on-orbit reconfiguration capability. Considerable work has been undertaken for
the use of redundancy techniques for space applications implemented on SRAM-based
FPGAs [1–4,13–20].
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N Modular Redundancy (NMR) uses N copies of a module, where N is usually
odd, with a voting system to tolerate faults in up to (N − 1)/2 modules. Triple Modular
Redundancy (TMR) is currently widely used to mitigate radiation-induced faults and is
considered to have “saved” several space missions [1–12].

TMR offers significantly better reliability than Simplex (unmitigated system) for short
mission times. It is mostly used in applications in which mission times are typically short
compared to component life. This is because, after the first failure, TMR is equivalent to a
system of two modules in series, with the failure rate double that of a Simplex system. If
Rm is the reliability of one of the modules (Simplex system), the reliability equation of the
TMR system if an ideal voter is assumed is given by [21]:

RTMR = 3R2
m − 2R3

m (1)

A special form of TMR that combines advantages of TMR and Simplex in one system
is TMR/Simplex, which is a reconfigurable, masking redundancy method in which differ-
ences in the outputs of the modules are detected and cause a reconfiguration of the TMR
system. In particular, it detects a single module failure; the failed module and one of the
good modules are discarded leaving one remaining good module. The reliability of the
TMR/Simplex system if an ideal voter is assumed is given by [22]:

RTMR/Simplex = 1.5Rm − 0.5R3
m (2)

Figure 1 contrasts the reliability of Simplex, TMR, and TMR/Simplex systems versus
the normalized mission time (time/MTTFsimplex). As can be seen from Figure 1, TMR is
better than Simplex until 0.7 MTTFsimplex; however, TMR/Simplex is always better than
either TMR or Simplex alone.
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As a measure of radiation hardness indicator, a parameter that has been found valuable
for evaluating reliable systems is the Reliability Improvement Factor (RIF) [22,23]. This is
defined as the ratio of the probability of failure of the non-redundant system to that of the
redundant system. If RN and RR are the reliabilities of the non-redundant and the redundant
systems, respectively, for a given mission time, and at a given radiation level, then:

RIF =
1− RN

1− RR
(3)
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Therefore, assuming Simplex module failure rate, λ = 5%, the RIF over the Simplex
system of the TMR method is 7.25, whereas the RIF of the TMR/Simplex scheme over the
Simplex system is 14.3.

The literature reports the output of research showing alternative methods to TMR or
TMR/Simplex, which have better reliability and reduced overhead costs [24,25]. However,
excluding Lima’s [26] hybrid method, which has been shown to provide reliability benefits
equivalent to those of TMR at a lower cost, no other method has been reported in the literature.

2. The Proposed Technique

The TMR/Simplex scheme provides higher reliability than either the TMR or Simplex
system alone, consequently increasing the mission time for which the scheme can be used.
However, it abandons a working resource and completely fails as soon as the selected good
module fails; thus, another technique is desired that will not discard a working resource or
cause a complete system failure as soon as the second module fails. In addition, the scheme
would be suitable for a radiation-tolerant digital controller design.

In an effort to address the above research questions, a new redundancy architecture
is proposed, as shown in Figure 2. In this architecture, a hybrid redundancy scheme that
combines Spatial and Temporal redundancies is used to design a high-reliability redundancy
scheme that mitigates the problems encountered with the ordinary TMR/Simplex technique.
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The motivation for the proposed technique rests on the fact that radiation-induced
faults result in one or more of the following effects on the DC-DC converter PWM controller
output [27–29]:

1. A change in pulse duration(s) of the PWM controller output (for one or more cycles).
2. A loss of pulse (due to complete failure of the PWM controller; mostly assumed to be

due to the permanent change in output to logic-low or 0).
3. Missing pulses (which occur because the PWM controller’s output is stuck at logic-

high or logic-low for one or more cycles).

For a given input voltage, the operating duty cycle and, consequently, the logic-high
duration of the pulse generated by the PWM controller can be known. The knowledge of
this pulse duration can be used to detect the occurrences of the three radiation-induced
fault categories mentioned above and mask them so that their effect does not alter the
correct output state.

To illustrate the concept, a two-module implementation of the proposed technique
is shown in Figure 2. However, the numbers of possible paralleled redundant elements
are limited only by other constraints, such as space and power requirements of a given
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design; otherwise, 2, 3, 4, 5, 6, 7, etc., redundant elements, irrespective of being an odd
or even number of elements, can be paralleled to reach the required level of reliability.
Consequently, for radiation hardening half-duty limited DC-DC converters, the reliability
obtained from the proposed technique outweighs most, if not all, of the ordinary modular
redundancy techniques.

Figure 2 shows three stages of the proposed voter. The functioning of each stage is
as follows:

2.1. First Stage

This stage consists of a counter, a comparator, a constant block, two delay blocks, and
two first-stage voters. In this stage, the following faults are detected,

1. Faults that result in a PWM pulse duration change larger than the maximum duty-
limit.

2. Faults that result in being stuck at logic-high or stuck at logic-low for one or more
PWM cycles.

If the above two fault categories are detected, these controllers’ outputs are replaced
with a low-duration pulse of the same frequency. The actual masking of these fault types
happens at the third stage. The first-stage voter (static detect in Figure 2) inputs the
following signals:

1. Each module’s PWM pulse output;
2. Each module’s PWM pulse output delayed by the maximum duty-limit used;
3. A low-duration PWM pulse of the same frequency.

In this stage, if each module’s PWM output pulse is free from the faults categorized above
or if radiation causes a pulse-duration change smaller than the fixed maximum duty-limit
used, then a comparison of that module’s PWM output pulse and its fixed maximum duty-
limit delayed counterpart should result in a difference, as shown in Figure 3a (upper-blue
and middle-red). If so, the first-stage voter propagates that pulse to the next stage as shown
in Figure 3a (lower-brown). However, if radiation causes a change in the pulse-duration
larger than the maximum duty-limit used, then the first-stage voter passes that pulse only for
the duration of time for which that pulse and its maximum duty delayed counterpart have
dissimilarity; otherwise, the low-duration pulse is passed as shown in Figure 3b. Furthermore,
if radiation causes a fault of being permanently or temporarily stuck at logic-low or logic-
high, a comparison with its fixed maximum duty-limit delayed equivalent will not result in a
difference. In this case, the first-stage voter will replace that particular module’s output with
a low-duration pulse with the same frequency, as shown in Figure 3c,d, respectively. The
first-stage voter pseudocode is shown in Figure 4.

Note that this stage detects either permanent or temporary stuck at logic-low or stuck
at logic-high faults that persist for one or more PWM cycles, and faults that result in a
change in PWM pulse duration that is larger than the maximum duty-limit used. However,
radiation-induced faults that result in a change in PWM pulse duration that is smaller than
the maximum duty-limit are not detected in this stage.
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Figure 3. First-stage detection process: (a) A 1.5 MHz 30% actual duty PWM pulse (upper-blue), its 48% pulse-duration
delayed counterpart (middle-red) and resultant first-stage voter output PWM pulse (lower-brown); (b) a faulty 1.5 MHz
70% duty (larger than the maximum duty, max-duty = 48%), PWM pulse (upper-blue), its 48% pulse-duration delayed
counterpart (middle-red) and resultant first-stage voter output PWM pulse (lower-brown); (c) a faulty 1.5 MHz 0% duty
(stuck at logic-low fault), PWM pulse (upper-blue), its 48% pulse-duration delayed counterpart (middle-red) and resultant
first-stage voter output PWM pulse (lower-brown); (d) a faulty 1.5 MHz 100% duty (stuck at logic-high fault), PWM pulse
(upper-blue), its 48% pulse-duration delayed counterpart (middle-red) and resultant first-stage voter output PWM pulse
(lower-brown).
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2.2. Second Stage

This stage consists of a counter, a comparator, a delay block, two pulse-duration
detection algorithm blocks, and two two-input AND blocks. This stage performs the
following functions:

1. Detects the pulse-durations of each inputted pulse and decides the current actual
pulse duration.

2. Detects and rejects faults that result in a PWM pulse duration change smaller than
the maximum duty-limit but larger than the actual PWM pulse duration

In this stage, the pulse durations of each inputted pulse are detected, and the actual
pulse duration is selected and used to generate a pulse that will be ANDED with the first
stage’s outputs. The ANDING process will allow, passing to the third stage, only those
PWM pulses that have equal or smaller pulse-durations than that of the selected actual
pulse duration.

Note that the previous correct PWM cycle’s duty-value, and the current input voltage
value (that is, the fact that the product of the input voltage and primary turn-on time is
almost a constant value, no matter how fast the input voltage changes), is used to select the
correct pulse duration in the second-stage voter (pulse width selector block in Figure 2).
Therefore, the only faults that can pass through this stage are those that result in smaller
pulse durations than that of the actual pulse duration.

The second stage works by inputting:

1. The outputs from the pulse-duration detectors;
2. The previous PWM cycle’s duty-value;
3. The current input voltage–output voltage relation, that is, current duty-value calcu-

lated using the equation:

duty =
N×Output voltage

Current input voltage
×NPWM (4)

where N is the turn-ratio and NPWM = 28 = 256 for the 8-bit DPWM used in the article.
Here, because N, NPWM, and output voltage are constants, only the current input voltage
value is sensed by the input sensing circuit.

The pseudocode for the second-stage pulse width selector block in Figure 2 is shown
in Figure 5:
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The TOLERANCE value is based on the allowable output voltage variation/tolerance.
The value used in the article is 2 clock durations, which corresponds to an allowable
duty-value variation of 0.78% or output voltage variation of a maximum of 140 mV above
or below the nominal 4 V value (maximum of 140 mV variation occurs at the largest input
voltage). The TOLERANCE value can be tightened if required.

Figure 6 below shows the simulation runs of the three-module implementation of the
proposed technique. In the figures, initially the three-module system is running with the
actual duty-value of 30%. Then, after approximately 0.46 milliseconds, the first module
is switched to a duty-value of 10% to emulate a radiation-induced fault (Figure 6a); after
approximately 0.8925 milliseconds, the second module is switched to a duty-value of 10%
(Figure 6b). Figure 6c shows outputs after AND blocks with the first module switched to
a duty-value of 80% after approximately 0.4975 milliseconds of the simulation run, and
Figure 6d shows the outputs with the second module switched to a duty-value of 80% after
approximately 0.8275 milliseconds of the simulation run. In Figure 6c,d, because faulty
pulses that have larger pulse durations than the maximum duty-value are masked by
the first stage, the outputs after AND blocks are constant zero-duration pulses which can
easily be masked by the third-stage voter. In all figures, the bottom pulse graph shows the
resultant actual PWM pulse output after the third stage during the simulation runs. This
shows that the failure(s) of one or two module(s) is masked by the two or single fault-free
remaining module(s).
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2.3. Third Stage

This stage consists of two run-time delay blocks and the final voter. In this stage, a
run-time, dynamically generated, delay is used to detect and reject smaller pulse-duration
faulty pulses that have passed through the second stage.

The pseudocode for the third stage is similar to that of the first stage, except that in
the third stage, no low-duration pulse is required as a replacement for the faulty pulses; in
addition, the delay duration is dynamically determined at the second stage and, thus, is
not constant. The final voter found in this stage determines the final correct actual PWM
pulse by inputting the two redundant modules’ PWM outputs and their actual duty-value
delayed counterparts.

The pseudocode for the third stage is shown in Figure 7:
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As can be observed from Figure 8, although the actual pulse-duration delayed pulse
(Figure 8d) results in a dissimilarity compared to the actual PWM pulse (Figure 8b), at each
clock cycle in the PWM cycle the smaller pulse-duration faulty pulse (Figure 8a) is not
different from its actual pulse-duration delayed equivalent (Figure 8c), which can easily be
detected and rejected by the final voter.
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3. Reliability Analysis of the Two-Modules Implementation Case

To conduct an effective evaluation of the dependability of a given fault tolerant system,
a measure of reliability is required. Although the true reliability obtained from the proposed
technique is dependent on the number of paralleled redundant modules, and increases
with the number of modules, the reliability of the two-module implementation case, shown
in Figure 2, can be calculated. Assuming Rm to be the reliability of one of the modules
(Simplex system), the reliability expression of the proposed technique, if an ideal voter is
assumed, can be derived from the following equations:

Rtwo modules = Probability of both modules are functioning + probability of only one of the modules is functioning (5)

Rtwo modules = B(2 : 2) + B(2 : 1) =
(

2
2

)
R2

m(1− Rm)0 +

(
2
1

)
R1

m(1− Rm)1 (6)

Rtwo modules = 2Rm − R2
m = 2e−λt − e−2λt (7)

Therefore, the RIF of the proposed two-module implementation over the Simplex
system is 20.8. This represents a 2.87-fold and 1.46-fold improvement in RIF over the
ordinary TMR and TMR/Simplex schemes, respectively, for the same system.

The graph in Figure 9 compares the reliability of Simplex, TMR, TMR/Simplex, and the
proposed technique implementations with two and three modules versus the normalized
mission time (time/MTTFsimplex).

As can be seen from Figure 9, the proposed technique provides the best reliability
for all t ≥ 0, compared to either TMR or TMR/Simplex methods, which makes it suitable
for applications to relatively longer mission times. The graph also accentuates the claim
that the reliability obtained from the proposed technique increases with the increase in the
number of paralleled redundant elements.
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4. Case Study
The Dual-Switch Forward Converter

Among the different topologies of DC-DC converters, those considered suitable for
applications in radiation environments are required to provide insulation between input
and output of the converter, and the power switch arrangement should not cause a short
circuit at the input of the converter in the case of a fault caused by radiation. Therefore,
Forward or Flyback converters are frequently selected [30].

The Dual-Switch Forward converter, like the typical Single-Switch Forward converter,
is derived from the Buck converter topology. The key difference between a Forward
converter and a Buck converter is that a transformer is introduced in the Forward converter.
The transformer creates the input–output separation, and the turn ratio offers a means
to adjust the duty cycle for the particular input and output voltage requirements of the
application. Figure 10 illustrates the Dual-Switch Forward converter topology. The circuit
consists of an input capacitor CIN, two switches QH and QL, clamp diodes DH and DL, a
power transformer T1, rectifier diodes D1 and D2, an inductor Lo, and a capacitor Co. With
a somewhat higher cost, the rectifier diodes D1 and D2 on the secondary side of the power
transformer can be replaced with synchronous rectifier switches to improve efficiency in
applications with relatively low output voltage.
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Figure 11 shows the two operational modes of the Dual-Switch Forward converter.
During operation, the two switches are turned ON and OFF simultaneously. The output
voltage is regulated by modulating the duty cycle of the switches. The relationship between
the input voltage VIN, output voltage VOUT, duty cycle D, rectifier diode forward-drop
VF, and transformer turns ratio N is defined by the following equation:

D =
N× ( VOUT + VF)

VIN
(8)
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When the two switches are turned ON, as shown in Figure 11a, the input voltage is ap-
plied to the primary power transformer. Consequently, the transformer core is magnetized,
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and the power flows to the secondary side circuit through the transformer coupling. When
the two switches are OFF, as shown in Figure 11b, the flow of power to the primary is cut
off. The voltage across the primary winding is reversed due to the residual magnetizing
inductance of the transformer, forcing the two clamp diodes DH and DL to conduct. This
effectively clamps the switches’ voltage to the input voltage, and applies the input voltage
in reversed polarity to the power transformer primary winding to demagnetize and reset
the transformer.

The primary of the transformer receives the voltage of the nearly equal magnitude but
opposite polarities during the ON and OFF period of the power switches. The maximum
duty cycle should be limited to less than 50% to ensure the volt-second balance between
the magnetizing and demagnetizing intervals, so that the Dual-Switch Forward converter
always achieves a complete reset of the power transformer during each switching cycle.

5. Design Parameters of the Converter

Design specifications of the Dual-Switch Forward converter are shown in the Table 1
below.

Table 1. Design parameters of the Dual-Switch Forward converter.

Parameter Rating Value

DC Input Voltage (Vin) range 80–144 V
Turn ratio, N 8

Output Voltage (Vout) 4 V
Output Current (Io) range 2–20 A

Inductor (L), ESL 1 µH, 8 mΩ
Capacitor (C), ESR 13 µF, 15 mΩ

Load (R) range 0.2–2 Ω
Switching Frequency (Fsw) 1.5 MHz

Output Power (Po) 80 Watts
Maximum duty cycle (Dmax) 0.48

Efficiency (η) >90%

A voltage-mode PWM controller (VMC) for the Dual-Switch Forward converter was
designed in the analog domain using the MATLAB control system toolbox. The designed
PID compensator has a gain margin of 11.2 dB and a phase margin of 54.2 degrees.

GComp (s) =
7.713 e−8 (s + 4.33e5)2

s
(9)

The designed analog compensator was then converted to its equivalent digital form
using the bilinear transformation. The final digital PID compensator transfer function is
given by:

Gc (z) =
2.41e−2 − 3.74e−2z−1 + 1.45e−2z−2

1− z−1 (10)

6. Reliability, Hardware Resources, and Mean-Time-To-Failure (MTTF) Comparisons

The Mean-Time-to-Failure (MTTF) [21] and reliability comparisons of the methods
are shown in Table 2. As can be seen from Table 2, the proposed technique is superior for
relatively longer mission time applications than either TMR or TMR/Simplex techniques.
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Table 2. Reliability and MTTF comparison.

Methods
Reliability and MTTF (λ=5%)

MTTF
(in years)

Reliability for Mission Time t

t = 1 year RIF

Simplex 20 0.95 1
TMR 145 0.9931 7.25

TMR/Simplex 286 0.9965 14.30
Proposed Technique

(Two Modules) 417 0.9976 20.83

Proposed Technique
(Three Modules) 10,000 0.9999 500

Reliability is defined as the probability of not failing in a particular environment for a
particular mission time. The MTTF is derivable from the reliability of a given system. The
details are given in reference [21].

Respective MTTF values indicate an average lifespan before the first failure of the
system obtainable using each respective technique.

The Reliability Improvement Factor (RIF), also called the Reliability Improvement
Index (RII) in some literature, is a measure of the relative advantage of one redundancy
technique over the other with respect to the unmitigated system.

Table 3 shows analysis results, for each technique, of hardware resources after synthesis.

Table 3. Hardware resource comparisons.

- DSP
(80)

LUT
(17,600)

Registers
(35,200)

TMR\TMR/Simplex 3 1500 1467
Proposed Technique

(Two Modules) 3 1317 1536

Proposed Technique
(Three Modules) 4 1793 2094

7. Testing

To verify the functionality of the proposed technique, the digital controller for the Dual-
Switch Forward converter was implemented in the zynq-7000 (zybo) board using a Xilinx
system generator and MATLAB/Simulink. The hardware co-simulation block was generated.

A Hardware co-simulation setup was used to emulate radiation-induced faults during
simulation. In this setup, the pulse generator block of MATLAB/Simulink was used to
emulate (or inject) the pulse-duration changes caused by radiation-induced faults during
simulation, and the loss of pulses or stuck at logic-high or stuck at logic-low faults were
emulated using a constant block.

Two experiments were designed. Experiment 1 was used to test the injections of the
three radiation-induced fault categories in the presence of input disturbances, whereas
experiment 2 was used to test the injections of the three fault categories in the presence
of output disturbances. Table 4 shows the duty-value changes injected to emulate the
radiation-induced faults, and Figure 12 shows the synthesizable fault models inserted into
the desired places in the VHDL design to emulate the radiation-induced faults.

Table 4. Duty-value change used for different experiment sequences.

Fault Type Stuck at Logic-Low or
Permanent Failure Duty-Value Changes Stuck at Logic-High

Sequence No 1 2 3 4 5 6 7
Duty-Value (%) 0 10 40 60 80 90 100
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7.1. Experiment 1

In experiment 1, the simulation interval was initially set at 2 milliseconds, the input
DC-bus voltage was made to switch between 144 V and 128 V at a 0.3 millisecond interval,
and the output load was fixed at 0.2 Ω. Then the following sequence of events was executed:

1. Sequence 1: Stuck at logic-low for Multiple PWM cycles

a. At t = 0 ms, the simulation was started with the two controller modules out-
putting the same actual PWM pulse, that is, actual-duty = 8 × 4/144 = 0.22, (a
small duty-value increase due to losses was ignored and the ideal diode was
used, so VF = 0, as assumed in Equation (7)).

b. At t = 0.2 ms, the first controller module output was switched to duty = 0.
c. Starting from t = 0.3 ms, the periodic input disturbance was injected and

repeated at 0.3 ms intervals of switching between 144 V and 128 V until the
simulation was complete (note that the actual duty-value changes from 0.22 to
0.25 when the input DC-bus voltage changes from 144 V to 128 V).

d. At t = 0.5 ms, the first module was restored (switched back to the fist controller’s
output).

e. At t = 0.7 ms, the second controller module output was switched to duty = 0.
f. At t = 1 ms, the second module was restored (switched back to the second

controller’s output).
g. At t = 1.3 ms, the first controller module output was switched to duty = 0.
h. At t = 1.6 ms, the first module was restored (switched back to the fist controller’s

output).

The simulation was repeated for all duty-value changes shown in Table 4 to emulate
other fault types.

7.2. Experiment 2

In experiment 2, the same procedure and simulation interval was used as in experi-
ment 1, but the input DC-bus voltage was fixed at 144 V and the output load fixed part
was set to 0.8 Ω; in addition, the cyclic load current demand switched between 0 A and 2.5
A so that the total load current demand switched between 5 A and 7.5 A at 0.3 millisecond
intervals starting from 0.3 milliseconds after the simulation started.

7.3. Testing Using Synthesizable Fault Models

In this case, synthesizable fault models from [31] were used to inject different fault
types into the required places in the VHDL design. The different types of synthesizable
faults are shown in Figure 12.

When injecting the above faults at the required locations in the design, the Fault
Injection System (FIS) wire, in Figure 12, plays a major role. The respective faults would be
activated if FIS takes a value of 1, and the faults would become inactive if it takes the value
0. Figure 13 shows the schematic of the system after synthesis with synthesizable bit-flip
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fault models inserted at the outputs of each controller for a three-module implementation
of the technique.
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When testing with the synthesizable fault models, similar responses of the converter
to those in the cases of experiments 1 and experiment 2 (shown in Figures 14 and 15)
were observed in the presence of input disturbance (experiment 1) and output disturbance
(experiment 2). This proves the effectiveness of the proposed method.
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8. Experimental Results

The converter output responses are shown in Figure 14 for experiment 1, and in Figure 15
for experiment 2. As can be seen from Figures 14 and 15, the converter tolerates the three
radiation-induced fault categories previously discussed in the presence of input or output
disturbances. Similar converter responses were observed for the different duty-value changes
shown in Table 3, and for the injections of the three radiation-induced fault categories in the
presence of input or output disturbances.

Figure 16 shows the hardware co-simulation setup used during the experiments.
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9. Discussion

The proposed method is applicable for radiation hardening of half-duty limited DC-
DC converters and inverters or similar circuits and/or applications; examples include
isolated Dual-Switch Forward and Flyback DC-DC converters. The main limitation is that
the method initially adds a delay of two PWM cycles (approximately 1.33 µs in this paper)
in the control loop due to the pulse-duration detection algorithms.

The main advantage of the technique is that it can be used to parallel any number of
redundant modules, irrespective of being even or odd numbers, with a significant increase
in reliability with the number of paralleled redundant modules. Furthermore, the technique
continues to function even if only one module is free from radiation-induced faults. The two-
module implementation of the technique consumes slightly less resources (LUT) compared to
the TMR implementation. Each redundant module’s ADC implementation requires one DSP;
thus, TMR uses three DSPs, whereas the proposed method’s two-module and three-module
implementations use three and four DSPs, respectively. One more DSP is required for the
implementation of the ADC in the input voltage sensing circuit. Overall, the method provides
significantly higher reliability, in addition to efficiently using resources. The three-module
implementation consumes less than 2% more resources (LUT, registers), and uses one more
DSP compared to the TMR, but the increase in reliability is significant.

10. Conclusions

In this paper, a high-reliability hybrid redundancy technique as an alternative to
the regular TMR or TMR/Simplex schemes for radiation hardening of half-duty limited
DC-DC converters is presented. The technique provides the highest reliability compared
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to TMR and TMR/Simplex schemes. For the two-module implementation case presented
in this paper, the method provides 2.87-fold and 1.46-fold RIF over the Simplex system,
compared to TMR and TMR/Simplex techniques, respectively.

The technique can be used to parallel any number of redundant modules, irrespective
of being even or odd numbers, with a significant increase in reliability with the number
of paralleled redundant modules. The technique can be used for longer mission time
applications than both TMR and TMR/Simplex techniques. The technique can be used for
half-duty limited DC-DC converters or similar circuits in space systems, and/or in nuclear
or high energy physics facilities.
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Abstract: This paper describes the design and implementation of a virtual device to perform
simulation-based fault injection campaigns. The virtual device is fully compatible with the same
user software that is already being used to perform fault injection campaigns in existing FPGA
(Field Programmable Gate Array)-based hardware devices. Multiple instances of the virtual device
can be launched in parallel in order to speed-up the fault injection campaigns, without any preexisting
limitations on number, such as available license seats, since the virtual device can be compiled with
the open-source simulator GHDL. This virtual device also allows one to find bugs in both software
and firmware, and to reproduce in simulation, with total visibility of the internal states, corner cases
that may have occurred in the real hardware.

Keywords: fault injection; simulation; VHDL; single event effects; open source tools

1. Introduction

1.1. Background

Electronic devices are susceptible to damage due to external ionizing radiation. These effects are
traditionally classified between two groups, according to whether the effects emerge from the gradual
degradation of the semiconductor properties due to the accumulated effects of multiple particles,
or a single ionizing particle impacting a particularly sensitive volume inside the material. This latter
category is commonly referred to as Single Event Effects (SEE), and there exist some design hardening
strategies designers can follow in order to harden electronic circuits against some of these effects.

SEEs cause anomalies in the behavior of electronic systems [1], which may lead to catastrophic
consequences, especially in applications where a high level of reliability and security is required.
These effects can be classified as destructive, whether they cause permanent damage to the device,
such as Single Event Latchup (SEL) or Single Event Burnout (SEB), or non-destructive, when they
only affect the expected behavior of the device without physically destroying it [2], like Single Event
Transient (SET) or Single Event Upset (SEU).

1.2. Problem of Interest

In the space sector, which is the most affected by these radiation effects, the use of SRAM
(Static Random Access Memory) COTS (Commercial Off-The-Shelf) FPGAs (Field Programmable
Gate Arrays) are becoming increasingly important [3,4]. These FPGAs are not necessarily hardened
against SEUs so they must be hardened with a mitigation strategy to mitigate these logic effects when
deploying such high-performing FPGAs in missions that require high reliability. There exist many
techniques that can be used to mitigate these effects such as [5–7]. A compilation of techniques that can
be applied in order to mitigate radiation effects, organized by different design stages and abstraction
levels, can be found in [8].
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The most common mitigation techniques use spatial redundancy, which is also known as hardware
redundancy. These techniques involve adding more hardware, thus consuming more resources,
in order to detect discrepancies between replicated elements.

Dual Modular Redundancy (DMR) consists of duplicating hardware elements to allow for the
detection, but not correction, of faults. Triple Modular Redundancy (TMR) triplicates the hardware
elements and inserts a majority voter circuit in order to choose the correct output in case of having a
discrepancy between the replicated elements. While these techniques can be applied either to small
elements [6] or complete modules, DMR is usually applied to full modules.

Error Detection and Correction (EDAC) algorithms allow one to detect and correct errors in data
words without requiring a triplication of the information, and are typically used in memories. For this
purpose, Hamming codes are commonly-used error correcting codes.

In order to apply these techniques properly, a key recommendation is to carry out a study in
the early phases of a design so as to determine the behavior of the electronic devices against these
radiation effects. This can tell the designer which elements of their design are most susceptible of
propagating erroneous values to the circuit outputs, producing failures, when being corrupted by
these effects. The most sensitive design elements can then be hardened to optimally achieve the design
reliability required for a specific mission. In this context, fault injectors are a useful tool to study the
behavior of electronic systems against SEE.

1.3. Literature Survey

There are many types of fault injectors that can be found in the literature. They can
be classified into five main categories according to the type of injection technique used [9].
These are: Hardware-based fault injection, software-based fault injection, FPGA-based fault injection,
simulation-based fault injection, and hybrid fault injection.

1.3.1. Hardware-Based Fault Injection

In the first category, the device under test is physically attacked by external sources, such as
a laser [10] or by injecting the current through the pins of the device with active probes, as in [11].
These types of injectors may be destructive to the device causing an over-increase of the initial budget
for the project. On the other hand, some of the advantages of these techniques are the wide range of
possible locations that can be injected in comparison with other techniques and the accuracy of the
results obtained, since real hardware and software are being used.

1.3.2. Software-Based Fault Injection

Software-based fault injection techniques use software to insert the faults in the DUT
(Design Under Test) [12,13]. This technique has the benefit of being a portable tool, allowing its
use in many platforms without damaging the DUT, but it has two main drawbacks: It only can be used
in microprocessor designs, and it cannot access the entire device to insert the faults, only the registers
that are available through the microprocessors’ ISA (Instruction Set Architecture). Furthermore,
the technique is invasive because the software code has to be instrumented in order to inject the faults.

1.3.3. FPGA-Based Fault Injection

Instrumentation techniques can also be applied to HDL code leading to instrumented FPGA-based
fault injection. The main criticism that this technique receives is that the circuit that is being tested
is not the same as the one that is intended to be deployed on the final mission application, since the
VHDL or Verilog code has to be modified in order to perform the fault injection. In critical applications,
invasive techniques have the risk of masking functional failures due to the changes added to the DUT.
However, these techniques do not require specific hardware nor hidden knowledge of the internal
mechanisms of the chosen FPGA, and thus can be applied to many commercial development kits.
An example of these techniques can be found in [14].
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Some SRAM-based FPGA families include internal circuitry that can be used to read and write
internal circuit values, which allows injecting faults in an FPGA design without instrumenting the
HDL code. This technique is called non-instrumented FPGA-based fault injection. Traditionally,
researchers have developed their own techniques based on limited documentation and reverse
engineering in order to inject faults using the internal FPGA circuitry, when the observing and
controlling capabilities are implemented in the silicon [15]. The least invasive way of performing
this is to have a dedicated chip to perform fault injection, input/output vector control, and campaign
execution, leaving the full target FPGA to host the user design [16].

Due to the increase in popularity of the fault injection techniques, nowadays some FPGA vendors
are providing IP (Intellectual Property) cores to perform the SEU injection [17,18]. The use of these
SEU injection IP cores is less invasive than instrumenting the complete HDL design, but nevertheless
requires some changes to the DUT, at least to instantiate the required IP cores and add some kind of
control logic to manage the tests. We could call this technique minimally-instrumented fault injection.
An example of the application of this technique can be found in [19] where some debugging facilities
from Altera FPGAs are used to inject faults in the device under test.

1.3.4. Simulation-Based Fault Injection

Simulation-based injectors have the benefit of being a flexible and inexpensive tool. They use
a simulation model of the DUT, which can be described in hardware description language such as
VHDL. This technique allows full control of the injection mechanisms as can be seen in [20].

A good review of the different techniques that can be used to perform simulation-based fault
injection in VHDL can be found in [21]. According to this reference, there are three possible techniques
that can be used:

Simulator commands technique

This is the simulation equivalent to the non-instrumented fault injection technique.
When simulator commands can be used to inject the faults, there is no need to instrument the VHDL
design, which avoids the aforementioned issues related to design instrumentation. Depending on the
fault model used, the required simulator command sequence may vary. The main drawback of this
technique is that not all simulators support these commands. A second drawback of this technique is
that, depending on how the faults are injected, the technique could be fairly demanding to implement.
For example, using interactive commands is fairly easy, but implementing a complete solution that
uses the Verilog Procedural Interface of a simulator can be very complex because different simulation
objects (such as signals, ports, or variables) may be accessed in different ways [22].

Saboteurs technique

This technique consists of adding VHDL components that modify the characteristics of signals
that interconnect VHDL modules of the design under test. This way, values and timing characteristics
of these interconnection signals can be altered during the simulation. The main drawback of this
technique is that the circuit has to be instrumented, but on the other hand, it can be applied using
any VHDL simulator. Since the saboteurs must not interfere with the normal operation of the circuit,
a number of control and selection signals must be added to the design and also managed, either through
the simulator commands or through extra design inputs.

Mutants technique

The mutants technique is similar to the saboteurs technique in the sense that the VHDL design is
instrumented, but in the case of the mutants, design components are replaced by mutant components.
These mutants operate like the original component in the absence of faults, but one or more parts of
its functionality are altered when activated. The VHDL configuration keyword allows one to select,
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for each component, either its original architecture or one of a set of mutant architectures. In order
to change the configuration of a component, the architecture to component binding (meaning which
architecture a specific component will have) and the new configuration must be recompiled, but since
this is a partial compilation, there is no need for recompiling the complete design. Since this technique
does not add new components and instead just changes the architecture of the already existing design
components, in the absence of mutations the obtained design is equal to the original design.

While every researcher or engineer might have their own preference, it must be noted that these
techniques are in no way exclusive as more than one of them could be applied at the same time,
for example including both mutants and saboteurs in the same instrumented design.

1.3.5. Hybrid Fault Injection

The last category of injectors use a combination of the aforementioned techniques to improve the
injection capabilities in conjunction [23].

1.4. Scope and Contribution of This Paper

The paper presents a virtual device to perform simulation-based fault injection using open source
tools. The virtual device is fully compatible with the software used for an existing FPGA-based
fault injection platform and it also allows one to verify both software and firmware parts of this
fault injection platform. As mentioned in the previous section, simulation-based injectors have the
advantage of being inexpensive and portable tools unlike the other techniques exposed above.

One of the differences between simulation-based techniques mentioned like [20] and the proposed
approach is the use of open source tools, which allows more flexibility in the use and applications
of the proposed approach. The proposed approach uses the GHDL and cocotb tools to simulate the
design and perform the fault injection, thus allowing the user free and complete use of the capabilities
of the tools, for example running multiple instances of the device without any licensing limitations
to perform multiple injections in parallel.

Another contribution of the proposed approach is that, although the approach can be slower
than other alternatives based on simulation, since the test shell that goes in the service FPGA is also
simulated and in return it is guaranteed that it is fully compatible with the software that manages the
real hardware. This allows the tool to be used as a debugger for the firmware that goes in the actual
hardware of the FPGA-based fault injection platform. Furthermore, this compatibility allows one to
combine any number of physical and virtual devices in order to accelerate the execution of the fault
injection campaigns.

1.5. Organization of the Paper

The paper is structured as follows: Section 2 describes the architecture of the proposed approach.
In Section 3, experimental results of the fault injection campaigns are obtained using the virtual device,
and the advantages and disadvantages of the approach are discussed. Finally, the conclusions and
future work are presented in Section 4.

2. Virtual Device Architecture

The virtual device (also shortened as vdev) is a VHDL model of the firmware architecture
for an FPGA-based fault injection platform known as FTU-VEGAS. This platform is developed by
Universidad de Sevilla through the European H2020 project VEGAS, (Validation of high capacity
rad-hard FPGA and software tools). The system has two FPGAs, one to perform the injections, manage
the command set, and compare faulty outputs with the golden outputs (outputs without injections),
and another FPGA which hosts the Design Under Test (DUT). The software part of the system is
named tntsh (Test aNalysis Tools shell). This software operates the hardware by sending the necessary
commands and data to perform the injection campaigns, and also receives and stores the results.
The architecture for the vdev proposed is the one shown in Figure 1. The vdev communicates with
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the same software (tntsh) used for the physical hardware through a pair of pipes. The virtual device
follows a modular architecture where each module communicates with another through a pair of
streams. The functionality and architecture of each module are presented in the following subsections,
starting from the top level.

tntsh

testshell wrapper (python)

virtual device
core

input pipe
manager

output pipe
manager

sram simulation
model

test design simulation
model

input pipe

output pipe

clock
manager

tfpga_io
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event
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command
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Fault injector
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Figure 1. Firmware architecture of the virtual device and communication with tntsh.

2.1. Top Level Module

This is the top level of the virtual device. This module receives the commands from tntsh and
returns the requested data to it through a pair of input/output pipes.

2.2. SRAM Simulation Model

This is a model for the R1WV6416R SRAM device from RENESAS, used to store the input/output
vectors of a fault injection campaign in an internal format called wave. The wave contains the bit array
that contains the concatenated inputs for the DUT each clock cycle, and the corresponding bit array
with the concatenated outputs, and is stored in the SRAM using a simple compression schema.

2.3. Test Design Simulation Model

Instances the design under test.

2.4. Core Module

This module is responsible for accepting instructions from the tntsh software and returning the
appropriate values. It instances the command interpreter, which manages the commands received from
the software and also interfaces with the vectors and configuration modules. The data interchange
between the command interpreter and the rest of the modules is managed by stream modules.

2.5. Stream Module

The stream is the interface used for interchanging data between modules. It is composed of an
encoder, a FIFO (First In First Out) memory, and a decoder. Every main module inside the virtual
device uses an input stream to request input data and an output stream to provide output data.
The stream has been designed to simplify the exchange of multiple data of different widths between
modules. Internal data inside the virtual device may have different widths, for example, an injection
address may be a 32-bit value but a time value in cycles may be a 64-bit value, while a command
always has an 8-bit value. In addition, in order to save SRAM memory space, the width of input and
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output vectors depends on the characteristics of each design under test. This module needs thus to
manage a stream of data of different sizes, with a size between 1 and 8 bytes for each data.

Figure 2 shows the architecture of the stream. The process for module A to send a single multi-byte
data to module B is as follows:

• A writes in the stream:

1. A waits for the write side of the stream to be ready (wr_ready active). If the write side is not
ready, wr_op must be set to zero;

2. A sets wr_op to the number of bytes that need to be written (N), while at the same time sets
wr_data(N*8-1 downto 0) to the value of the data word to write.

• B reads from the stream:

1. B waits for the read side of the stream to be ready (rd_ready active). If the read side is not
ready, rd_op must be set to zero;

2. B sets rd_op to the number of bytes that need to be read (N);
3. Starting from the next clock cycle, when rd_ready is asserted again, rd_data is valid,

from which B reads the least significant N bytes.

It must be noted that B can ask for data before A writes anything into the stream, and this will not
cause any issue, since the stream will not assert rd_ready until it has enough data, which effectively
waits for A to write the requested data.

When bidirectional communications are needed, for example in case of a module sending
commands to a submodule and reading the responses to these commands, two streams can be
instanced, one for each data direction.

stream

encoder fifo decoder
wr_data

wr_op

wr_ready

rd_data

rd_ready

rd_op

datai datao

wr_en

empty

rd_en

full

Figure 2. Stream module. For simplicity, global clock and reset connections are not shown. A dual-clock
fifo may be used to decouple clock domains and in that case, the encoder should use the same clock as
the write side of the fifo, and the decoder should use the same clock as the read side of the fifo.

2.6. Config Module

The configuration module is responsible for reading and writing in the simulated target FPGA.
It can configure a valid bitstream, and perform I/O operations on individual configuration bits, such as
bit flips. It interfaces with a model of the target FPGA (configuration interface simulation model) which
interchanges data with the logic of the configuration module using the APB (Advanced Peripheral
Bus) protocol.

2.7. Vectors Module

The module is responsible for handling the input and output vectors, both the golden data and
the experiment results, as well as handling the emulation clock. It includes the SRAM controller to
store and manage the input/output vectors in the SRAM and event queue.
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The Event Queue

Every time a special condition is detected during the fault injection (such as discrepancy with
golden outputs or end of vectors), an event is raised. When an event is raised, a new item is added to
the event queue with each item containing two data: A 1-byte mask of all the events raised and an
8-byte value containing the cycle in which these events were raised.

The event queue allows one to configure flags for the fault injection campaign that can alter
the course of the test depending on what happens during the experiment, without continuously
communicating with the software. For example, by stopping a run (a complete execution of the
test vectors with zero, one or more injections) after detecting damage, without simulating the rest
of the clock cycles. The complete event queue can be read by the software after a single run,
reducing communication overhead.

2.8. Flow Process and Required Files

The process of injecting faults is made using cocotb [24]. Cocotb is a cosimulation testbench
environment written in python. It is an open-source tool which can be used in multiple operating
systems. The GHDL open-source simulator is also used to compile the source VHDL code of the vdev
to obtain the executable file. Cocotb accesses the values inside the simulation using the simulator’s
VPI (Verilog Procedural Interface). A testshell wrapper for the GHDL executable has been written in
python so cocotb can be used to access the internal simulation values. With respect to the classification
described in Section 1.3.4, we can consider this technique inside the ‘simulator commands’ category.

The tntsh software can be used interactively since it provides a TCL (Tool Command Language)
shell, but it can also be used in batch mode by providing .tcl scripts with the commands to execute.
Makefiles can be used then to automate the execution of multiple fault injection campaigns, using one
or multiple instances of the vdev.

The following files are needed to perform a fault injection campaign:

• pin file:
Contains the inputs, outputs, and clock pin signal of the DUT. This file must be written by the
user, using a very simple format to indicate signal names, directions, and widths;

• nxb file:
The configuration bitstream of the DUT. Generated by the NXmap FPGA vendor tool. While this
file is obviously required when using the real hardware, a dummy nxb can be used when injecting
faults with the vdev;

• vcd file:
A value change dump with the recorded input/output vectors obtained by simulating the design.
The user must generate this file using their own testbench with any simulator that supports the
generation of VCD files;

• ctxt file:
A logic location file that shows the position of the user logic inside the bitstream. Generated
by the NXmap tool. This file can also be substituted for a dummy file when using the vdev,
removing the need for the proprietary NXmap tool;

• ctt file:
This file relates the register names inside the ctxt file with the hierarchical signal names inside the
vdev. This file is generated semi-automatically by processing the ctxt file;

• test.tcl:
A tcl script with the commands to be executed to perform a fault injection. It loads the
configuration, the vectors, and the location files and selects the options desired to perform
the campaign. These are the same commands that are supported by the real hardware. The tcl file
is not strictly necessary, since the commands can be entered interactively in the tntsh shell.

It must be noted that the nxb and ctxt files are equivalent to bitstream and logic location files
generated by software from other vendors, such as Xilinx. The specific nxb and ctxt files are used here
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so both the software and virtual device remain compatible with the hardware of the fault injection
platform, but other file formats could be supported.

The tntsh and virtual device support multiple injection campaign options that can be selected to
customize the fault injection experiments. The injector function and injection mask can be also selected.
These options are listed below:

• Campaign options:

– check_residual_damage:
Checks for damage in the output vectors, during the cycles before injection, for every run;

– damage_per_run:
Maximum number of output damages logged per run;

– drop_on_damage:
Stop runs after damage_per_run damages;

– export_io:
Read the complete faulty vectors, in wave format, after each run;

– unflip_after_run:
Attempts to fix the damage to the emulated circuit by unflipping the bits associated with the
registers that are changed, at the end of the run;

– blocking:
Run campaigns on the foreground, instead of as a background process;

– workdir:
Log campaigns in a custom path.

• Injectors:

– inj_gauss:
The number of injections is determined randomly according to the normal distribution;

– inj_binomial:
The number of injections is determined randomly according to the binomial distribution;

– inj_poisson:
The number of injections is determined randomly according to the Poisson distribution;

– inj_exhaustive:
This injector will generate one injection per run in every possible combination of the target
cycle and register lists, then interrupt the campaign;

– inj_file:
This injector reads its injections from a string formatted as a csv file;

– inj_clean
An injector that generates empty injection lists.

• Injection Masks:
The injection masks eliminate injections from the ones generated by the injector according to
some criteria.

– mask_bernoulli:
Set up a mask that discards injections with a threshold probability.;

– mask_none:
Unset current injection mask, and all injections will be used during the campaign.

2.9. Technical Requirements for the Virtual Device

While there are no specific hardware requirements for the use of the virtual device, it needs the
following software:

• The GHDL simulator, which is available both for Linux and Microsoft Windows;
• A mechanism to create unix pipes or pipes that behave as such;
• The tntsh software, which in turn requires a C compiler that supports the C++17 revision of the

standard for the C++ programming language (such as gcc or clang), and some libraries readily
available in most modern GNU/Linux systems;
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• The cocotb coroutine simulation framework, which in turn requires python 3.

The experimental results for this paper have been obtained in an Acer EX2540 series computer,
model NX.EFHEB.2002, with 8 GB of RAM and an Intel Core i5 7200U processor, running the Debian
GNU/Linux Operating System, version 10.

3. Experimental Results

A number of DUTs of increasing complexity have been chosen to perform fault injection with the
vdev. The selected designs are described below:

• counter:
Implements an 8-bit counter;

• adder acum:
This design accumulates the value of an 8-bit input vector in a 20-bit vector;

• shiftreg:
Implements an 8-bit shift register;

• b13:
An interface to meteo sensors [25];

• FIFO:
A simple 32-bit FIFO memory [26];

• pcm:
An Integrated Interchip Sound (IIS) interface for the PCM3168 codec [27].

For each DUT, a campaign using a gaussian injector and no injection masks was performed.
The gaussian injector was configured with µ = 1 and σ = 0, so a single SEU was injected each run.
Each campaign performed a total of 1000 injections among the list of candidates, which may or may not
have propagated to the primary outputs, causing output damage. For each design, the Architectural
Vulnerability Factor (AVF), which is the percentage of damages obtained over the total of injections
performed [28], was calculated and is presented in Tables 1–6. Note that registers that do not produce
output errors when injected are not shown in the tables, but are included in the global AVF calculations
of the design. Sometimes designs can break when adapting them to a fault injection platform if
the process is not made with special care. To check the correct functionality of the designs before
performing a campaign, an emuvssim test was performed for each design. Emuvssim tests check the
emulation in the virtual device and simulation with a test bench given by the user match, by comparing
both waveforms. This allows one to prove that the virtual device does not break functionality and
also helps to verify the firmware/software of the fault injection platform. All designs passed the
emuvvsim tests.

Table 1. Campaign for counter design.

Design: Counter

reg_name bits damages_per_reg injections_without_damage injections_per_reg avf (%)

add_L26_stage1:SUM1 1 120 0 120 100
add_L26_stage1:SUM2 1 121 4 125 96.8
add_L26_stage1:SUM3 1 117 2 119 98.3
add_L26_stage1:SUM4 1 127 3 130 97.7
add_L26_stage2:SUM1 1 148 2 150 98.7
add_L26_stage2:SUM2 1 118 4 122 96.7
add_L26_stage2:SUM3 1 95 0 95 100
add_L26_stage2:SUM4 1 139 0 139 100

TOTAL 8 985 15 1000 98.5
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Table 2. Campaign for adder_acum design.

Design: Adderacum

reg_name bits damages_per_reg injections_without_damage injections_per_reg avf (%)

add_L23_stage1:SUM1 1 39 3 42 92.9
add_L23_stage1:SUM2 1 43 2 45 95.5
add_L23_stage1:SUM3 1 51 1 52 98
add_L23_stage1:SUM4 1 36 0 36 100
add_L23_stage2:SUM1 1 44 0 44 100
add_L23_stage2:SUM2 1 42 2 44 95.5
add_L23_stage2:SUM3 1 46 3 49 93.9
add_L23_stage2:SUM4 1 60 4 64 93.8
add_L23_stage3:SUM1 1 41 5 46 89.1
add_L23_stage3:SUM2 1 39 1 40 97.5
add_L23_stage3:SUM3 1 50 1 51 98
add_L23_stage3:SUM4 1 47 2 49 95.9
add_L23_stage4:SUM1 1 38 1 39 97.4
add_L23_stage4:SUM2 1 47 2 49 95.9
add_L23_stage4:SUM3 1 58 4 62 93.5
add_L23_stage4:SUM4 1 48 0 48 100
add_L23_stage5:SUM1 1 36 3 39 92.3
add_L23_stage5:SUM2 1 58 1 59 98.3
add_L23_stage5:SUM3 1 45 3 48 93.8
add_L23_stage5:SUM4 1 37 2 39 94.9

TOTAL 21 95 905 1000 90.5

Table 3. Campaign for shiftreg design.

Design: Shiftreg

reg_name bits damages_per_reg injections_without_damage injections_per_reg avf (%)

reg_reg 8 100 900 1000 10

TOTAL 8 100 900 1000 10

Table 4. Campaign for B13 design.

Design: B13

reg_name bits damages_per_reg injections_without_damage injections_per_reg avf (%)

rdy_reg 1 22 4 26 84.6
send_en_reg 1 17 4 21 80.9

tre_reg 1 1 16 17 5.9

TOTAL 49 40 960 1000 4.0

Table 5. Campaign for FIFO (First In First Out) design.

Design: FIFO

reg_name bits damages_per_reg injections_without_damage injections_per_reg avf (%)

empty_reg 1 12 39 51 23.5
head_reg 8 91 328 419 21.7

looped_reg 1 8 44 52 15.4
tail_reg 8 104 337 441 23.6
full_reg 1 12 25 37 32.4

TOTAL 19 227 773 1000 22.7
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Table 6. Campaign for pcm3168 design.

Design: pcm3168

reg_name bits damages_per_reg injections_without_damage injections_per_reg avf (%)

I2S_IN_1|DATA_L_reg 23 176 152 328 53.7
I2S_IN_1|s_current_lr_reg 1 2 12 14 14.3

I2S_IN_1|shift_reg_reg 23 110 212 322 34.1

TOTAL 74 288 712 1000 28.8

3.1. Campaign Execution Times

To save execution time, multiple instances of the virtual device can be launched in parallel.
The maximum number of instances depends on the processor capacity of the user thus allowing a
faster performance than when using proprietary tools, if enough processing capability is available.

Table 7 shows the percentage of execution speed improvement when using two, four, and
eight devices:

Table 7. Execution time improvement.

Design 2 Devices (%) 4 Devices (%) 8 Devices (%)

counter 40.83 64.20 74.35
adder_acum 45.71 62.64 71.81
dualcounter 42.48 65.08 73.77

shiftreg 42.98 67.27 76.83
b13 49.10 66.42 77.64
fifo 47.53 67.69 76.12
pcm 48.48 67.50 77.40

3.2. Discussion

The main disadvantage of the proposed approach is that it is slower than FPGA-based fault
injection. Conversely, one of its advantages is that it does not require any hardware devices.

An advantage that can mitigate the previous disadvantage of this approach is that the fault
injection campaigns can be parallelized by instantiating multiple virtual devices, up to the available
computing capacity. By using open source tools, this approach does not have any arbitrary
license-based limitations to the number of devices that can be executed at the same time.

Another advantage of the approach is the compatibility with the same software that is used
with the real hardware. The cost of having this compatibility is the increase of complexity in the
virtual device.

The current version of the virtual device requires recompiling the VHDL source when new designs
are added. In order to make the device available to more users and simplify the design preparation,
it would be a good idea to separate the two elements. For example, an object file for the virtual device
could be provided that the user could link to the object files of their design under test.

Another issue to consider is that special care must be taken in the timing of the forcing and release
actions of the signal where the fault is being injected. If the signal force is released before the active
clock cycle of the design under test, it is possible that the fault is erased and not captured by the design.
However, if the signal force is released after the active clock cycle of the design under test, there is
the risk that the fault does not correctly propagate (for example, in case of the fault crossing some
logic cones and propagating to the input of the same flip-flop) or that it remains for more time than is
needed, which would result in an incorrect SEU model. This was solved by using the trigger methods
provided by cocotb to synchronize with respect to the clock signal for the design under test.

A current limitation of this approach is that the latest version of cocotb (1.5.dev0) cannot access
signals inside a record with the latest version of GHDL (1.0-dev/v0.37.0), which may impact the fault
coverage of complex designs that use these datatypes. This is a known limitation of the simulator and
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is currently an open issue in the GHDL issue tracker, so it can be expected to be fixed in the future.
A possible workaround until this limitation is removed, is to inject the faults in a post-synthesis version
of the design under test. To achieve this, the synthesis of the design under test must be performed,
and afterwards a netlist of the synthesized design must be generated in VHDL format. For example,
the netgen tool from Xilinx allows to do this.

4. Conclusions and Future Work

A virtual device to perform fault injection by simulation was designed, developed, and demonstrated.
This virtual device is also a model of the FTU-VEGAS fault injector by emulation firmware, extended
with fault injection capabilities, and is fully compatible with the software that communicates with
real hardware. A set of injection campaigns with increasing complexity was performed and the
results of the Architectural Vulnerability Factor for these campaigns were exposed. The virtual device
demonstrated to not disturb the correct functionality of the test designs in the absence of injected faults,
with the emulation versus simulation tests. The virtual device can be fully compiled and used with only
free and open source software, avoiding the use of expensive proprietary simulators, and campaign
speed can be parallelized by running multiple instances of the virtual device without any restrictions,
which helps to bridge the speed gap with respect to FPGA-based solutions, when running the tests in
powerful servers with multiple processor cores.

Future work will include comparing the results obtained with the virtual device with the results
obtained using real hardware when it becomes available and decoupling the HDL compilation of
the virtual device and the DUTs, so binaries of the virtual device can be distributed and linked to or
co-simulated with a third party’s confidential designs.
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Abbreviations

The following abbreviations are used in this manuscript:

APB Advanced Peripheral Bus
AVF Architectural Vulnerability Factor
BRAM Block Random Access Memory
COTS Commercial Off-The-Shelf
CPU Central Processing Unit
DUT Device Under Test
FIFO First In First Out
FPGA Field Programmable Gate Array
FSM Finite State Machine
FT-Unshades Fault Tolerance - Universidad de Sevilla Hardware Debugging System
FTU-VEGAS FT-Unshades for the Validation of European high capacity rad-hard FPGA and Software tools
FW Firmware
HDL Hardware Description Language
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HW Hardware
IP Intellectual Property
OS Operating System
SEB Single Event Burnout
SEE Single Event Effect
SEL Single Event Latchup
SET Single Event Transient
SEU Single Event Upset
SRAM Static Random Access Memory
SW Software
VCD Value Change Dump
VDEV Virtual DEVice
VHDL Very High Speed Integrated Circuit Hardware Description Language
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Abstract: Testing at system level is evaluated by measuring the sensitivity of point-of-load (PoL)
converter parameters, submitted to total ionizing dose (TID) irradiations, at both system and com-
ponent levels. Testing at system level shows that the complete system can be fully functional at the
TID level more than two times higher than the qualification level obtained using a standard-based
component-level approach. Analysis of the failure processes shows that the TID tolerance during
testing at system level is increased due to internal compensation in the system. Finally, advantages
and shortcomings of the testing at system level are discussed.

Keywords: total ionizing dose; system-level testing; point-of-load converter; radiation hardness
assurance; system qualification

1. Introduction

The qualification of components that will be used for space missions requires test
standards that allow the selection of components that will make up the on-board sys-
tems [1–3]. With the increasing use of commercial off-the-shelf (COTS) devices or the need
to set up selection methodologies for new fields, such as nuclear decommissioning or
NewSpace, the question of testing no longer at the component level but at the level of a
system arises [4–12]. It is expected that testing at system level may lead to the reduction of
the test effort when compared to testing at the component level of all the parts constituting
the system—therefore, it may also reduce time-to-market for new products. System-level
testing may also provide extended radiation data for some products, e.g., devices that
were too difficult to characterize fully with component-level testing. However, currently
there is no standard that would describe the qualification process of electronics through
radiation testing at system level and this paper aims to evaluate some of the capabilities of
this approach.

In this paper, TID system-level tests are discussed. They are typically easier and
cheaper to perform than single event effect (SEE) system-level tests, due to relatively high
accessibility of the standard test source, the Co60 isotope that emits highly penetrating
gamma rays, which can penetrate whole electronic boards and systems. The test setup
is usually also simpler for TID testing because generally there is no need to monitor the
performance of the system under test (SUT) during irradiation; characterization might be
performed when irradiation is stopped and the SUT removed from the test area (remote
testing), although sometimes it is chosen to perform in situ or even in-flux measurements
with automated test equipment [6,7].
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Fernández [6] presented a method of TID testing at system (equipment) level for
the ITER experiment, where component test standards are followed where applicable
(Test Method 1019 from MIL-STD-750E, Test Method 1019 from MIL-STD-883G and ESCC
22900), due to lack of a standard for system-level testing. Because the SUT has both CMOS
and bipolar parts, low dose rate irradiation is used as the worst case for this scenario.
Irradiation is followed by annealing. The target environment for the system is not very
harsh and the predicted dose level to be achieved during operation in that environment is
100 rad. Therefore, it was possible to perform irradiation with a large margin (300 times) by
testing the system up to 30 krad in a reasonable time of around 120 h. Such a large margin
is favorable for the critical equipment, in the situation when the system-level test is used
experimentally for the system qualification and, e.g., a lot-to-lot variability in the system is
not known. The system was performing typical functions during irradiation (“test as you
fly” approach) and its performance was continuously monitored: an in-flux functional test
was performed every 30 min. Only minor functionality errors were observed at the end of
the test, but due to the SUT complexity, it was not possible to track which exact component
(or group of components) was responsible for this failure (particularly because high-level
function health was monitored and not parameters (e.g., electrical parameters) of specific
components) [6].

Rousselet [7] described board-level TID tests of the COTS single-board computer
(SBC) equipped with an ARM Cortex A8 processor, memories (DDR3, Flash, EEPROM)
and voltage regulators. In this test it was possible to observe degradation of specific
components or subsystems and to identify the most sensitive components, as well as
to define the failure mechanisms—board-level testing enabled better observability than
equipment-level testing described in [6], thus providing more data for analysis. Testing of
four SBC boards was presented in [7], with three biased boards and one unbiased board.
Different functional and electrical parameters were measured (flash memory readout data
rate, DDR3 memory input voltage, MicroProcessor Unit voltage, total current) and the
measurement spread (between specific SBCs) was observed for these parameters. The test
provides information on the dose level for which the SBC (or some of its functions) fail,
but the maximum dose level for which it remains fully (or sufficiently) functional is not
proposed (as a consequence, margins for such a value are not discussed). It is highlighted
that system should be tested in the exact internal configuration in which it will be used in
the target mission; differences between biased and unbiased boards were observed. On the
other hand, testing in different environmental conditions is also proposed, i.e., in low and
high temperatures to assess the worst-case condition for the system [7].

In order to further evaluate the capabilities of the testing at system level, in this paper
we have performed TID experiments on a point-of-load (PoL) converter manufactured by
3D-Plus. This point-of-load converter has already been qualified using the ESA standard
ECSS-22900 [13]. In addition, all the devices of the complete system have been tested
individually following the standards. The PoL converter has also been qualified for a total
dose of 50 krad(Si). In this work we have performed irradiations of the complete system to
evaluate the total dose that could be reached before failure or being out of specifications and
compared it with the 50 krad obtained using a qualification at component level. We have
shown that the complete system is still functional after a Co60 irradiation at 118 krad(Si).
Some parameters have drifted but the system is largely within the specifications. In order
to reach the failure of the device, X-ray irradiations have then been performed. A total dose
above 400 krad(Si) was necessary to show failures of the tested systems. An analysis has
been conducted to find the process at play leading to the degradation of the system. We
have then shown that two blocks of the system compensate each other, leading to a lower
sensitivity to TID. From this analysis, testing at system level is discussed.
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2. Experiment Description
2.1. System under Test (SUT)

The system under test is a PoL converter developed by 3D-Plus. It is a custom-built
system based on COTS components, with 11 references of active components, (6 discrete
and 5 integrated circuits) from different technologies (bipolar/CMOS). PoL is a space
qualified product available as 3D system-in-package (SiP) module, characterized (based on
component-level tests [14]) up to a TID level of 50 krad. In our work, the original 3D SiPs
as well as 2D prototype boards were tested. The 2D board has size of 85 mm × 95 mm and
is functionally and electrically equivalent to the 3D SiP. Components are on a single layer
for the 2D board whereas components of the SiP are distributed on 3 layers, one above
another, and encapsulated in a 26.5 mm × 25 mm × 10 mm metalized package. Another
difference is that two CMOS ICs on the 2D board have different date codes than for the
3D SiP (but have the same reference and come from the same manufacturer). The PoL
functional block diagram is presented in Figure 1. The photograph of the PoL 3D SiP and
2D boards is given in Figure 2.
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Figure 1. PoL functional block diagram.

2.2. Test at Component Level

TID tests on the 11 references of basic devices were characterized [14] during test
campaigns performed in accordance with ESA Standard ESCC-22900.

Irradiation was performed using the Co60 source GIF at the Université Catholic de
Louvain (UCL) facility in Belgium. The dose rate was between 100 and 360 rad(Si)/h. The
bias conditions during exposure are the worst-case bias as per the PoL design justifica-
tion document.

It was shown in [14] that all the irradiated devices are functional up to 50 krad. In
a first step, parameter drifts under irradiation were evaluated regarding the tolerances
given by the manufacturer datasheet. In a second step, if drift was higher than the initial
tolerance, a specific analysis was performed to evaluate the acceptability of the variation in
the PoL system. A summary of the total dose test results is given in Table 1.
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Figure 2. PoL 3D SiP on the auxiliary board and attached to the motherboard (first plan) and two
PoL 2D boards on their motherboards (second plan).

Table 1. TID status for active devices used in PoL module (from [14]).

Type Results in Accordance with
Manufacturer Datasheet

Results in Accordance with PoL
Design Requirement

Diodes >50 Krad >50 Krad
Transistors >50 Krad >50 Krad

Voltage reference 15.4 Krad >50 Krad
Logic gates 7 Krad >50 Krad

5 Krad >50 Krad
Comparator >50 Krad >50 Krad

Op-amplifiers 9.8 Krad >50 Krad
4.9 Krad >50 Krad

From the TID test campaign and results analysis according to the acceptable drifts for
the PoL system, the PoL converter has been guaranteed for a total dose of 50 krad(Si).

2.3. Test at System Level

All SUTs were supplied during irradiation (5 V); the output voltage of each PoL
(VOUT on Figure 1) was set to 2.5 V and the load connected to VOUT was 8 Ω. After each
irradiation step, each SUT was removed from the irradiator, reconnected to the power
supply and characterized electrically: 29 parameters were measured for 2D boards and 33
for 3D SiP, and both DC and AC parameters were measured. In this paper, only the most
relevant experimental results are presented.

2.3.1. Irradiation with a Co60 Source

In order to achieve a direct comparison with the tests performed at component level
in [14], complete PoL systems were irradiated using a Co60 source. One PoL 3D SiP
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(SUT022) and one PoL 2D (SUT012) board were irradiated using the Co60 source of the
PRESERVE platform at the University of Montpellier. Irradiation was performed up to
125Krad(Si) and the dose rate was 15 rad/h.

2.3.2. Irradiation with an X-ray Source

One PoL 3D SiP (SUT020) and two PoL 2D boards (SUT010 and SUT011) were irra-
diated using the X-RAD 320 irradiator of the PRESERVE platform at the University of
Montpellier, with potential of the X-ray tube as high as 320 kV/12.5 mA. The dose rate
used was 50 krad/h for all 3 SUTs tested.

3. Experimental Results and Analysis

3.1. Test at System Level Using a Co60 Source

At 118 krad(Si) both SUTs were fully functional. Among the 29 parameters measured,
few of them drifted and the variation remained very small and largely inside the speci-
fications. In Table 2, the parameters presenting the largest variations at 118 Krad(Si) are
reported with their percentage of variation compared to the prerad value: the ON supply
current, the OFF supply current and the oscillator frequency.

Table 2. Percentage of variation compared to the prerad value of parameters at 118 Krad(Si) (Co60

irradiation).

Percentage of Variation Compared to the Prerad Value

3DSip Module 2D Module

ON supply current 0% 1.2%
OFF supply current 6% 25%
Oscillator frequency 1.5% 2.8%

The OFF supply current was measured when all the integrated circuits were supplied
but the oscillator was stopped, therefore the loop controlling the output power was stopped
and VOUT = 0V. The ON supply current was measured when the PoL system supplied
the output.

The important point is then that the PoL system, when evaluated at system level, was
shown to reach 118 krad(Si), whereas testing at component level allowed its qualification
only at 50 krad(Si).

It is also important to note that the dose rate used for the test at system level was at
least 7 times lower than the one used for the test at component level. The 15 rad/h used
is compliant with testing for systems sensitive to ELDRS [13]. This also shows that no
significant ELDRS is at play in the global system functionality.

The higher total dose reached during the test at system level than that using the test at
component level could imply that there is compensation, at circuit level, between some of
the system’s blocks (Figure 1).

3.2. Test at System Level Using X-rays

In order to evaluate the limit of the system and to obtain significant variations of
parameters to attempt an analysis of the possible interactions between the different system
blocks, irradiations were performed using X-rays at a 50 krad/h dose rate. The goal was
not to compare X-rays and Co60 irradiations, but to reach, in a reasonable time, a total
ionizing dose high enough to observe the system’s degradation.

The output voltage of the PoL (VOUT) is reported as a function of TID in Figure 3. For
both 2D boards (SUT010 and SUT011) functional failures were observed, respectively, at
450 and 500 krad (at the end of the irradiation step, the system was disconnected and then
connected to the test bench but did not power up). This means that the last doses for which
the device was functional were, respectively, 400 and 475 krad for SUT 010 and SUT 011.
It is important to note that for the 3D SiP device, no functional failure was observed (the
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irradiation was stopped at 500 krad). This is assumed to be related to the SiP packaging that
mitigates X-rays on the internal circuit. From Figure 3, we can observe a very small drift of
VOUT. The maximum measured drift of VOUT (which is the crucial parameter for the user)
was not different from the initial value by more than 0.4% (SUT020, 500 krad) and the drift
observed for SUT010 and SUT011 just one irradiation step before they failed was less than
0.3%. In Figure 3, two behaviors might be observed: an increase of the measured values up
to level of 50–100 krad and a decrease above 50–100 krad. However, the goal of presenting
the curves in Figure 3 was to show that the observed change of the output voltage was
insignificant during irradiation and could not be used to predict that the system would
soon fail. In this context, the insignificant linear change of the VOUT observed for TID
above 50 krad gives no advantage in predicting when the system may fail.

Electronics 2021, 10, x FOR PEER REVIEW 6 of 13 
 

 

The higher total dose reached during the test at system level than that using the test 
at component level could imply that there is compensation, at circuit level, between some 
of the system’s blocks (Figure 1). 

3.2. Test at System Level Using X-rays 
In order to evaluate the limit of the system and to obtain significant variations of 

parameters to attempt an analysis of the possible interactions between the different sys-
tem blocks, irradiations were performed using X-rays at a 50 krad/h dose rate. The goal 
was not to compare X-rays and Co60 irradiations, but to reach, in a reasonable time, a total 
ionizing dose high enough to observe the system’s degradation. 

The output voltage of the PoL (VOUT) is reported as a function of TID in Figure 3. 
For both 2D boards (SUT010 and SUT011) functional failures were observed, respectively, 
at 450 and 500 krad (at the end of the irradiation step, the system was disconnected and 
then connected to the test bench but did not power up). This means that the last doses for 
which the device was functional were, respectively, 400 and 475 krad for SUT 010 and 
SUT 011. It is important to note that for the 3D SiP device, no functional failure was ob-
served (the irradiation was stopped at 500 krad). This is assumed to be related to the SiP 
packaging that mitigates X-rays on the internal circuit. From Figure 3, we can observe a 
very small drift of VOUT. The maximum measured drift of VOUT (which is the crucial 
parameter for the user) was not different from the initial value by more than 0.4% 
(SUT020, 500 krad) and the drift observed for SUT010 and SUT011 just one irradiation 
step before they failed was less than 0.3%. In Figure 3, two behaviors might be observed: 
an increase of the measured values up to level of 50–100 krad and a decrease above 50–
100 krad. However, the goal of presenting the curves in Figure 3 was to show that the 
observed change of the output voltage was insignificant during irradiation and could not 
be used to predict that the system would soon fail. In this context, the insignificant linear 
change of the VOUT observed for TID above 50 krad gives no advantage in predicting 
when the system may fail. 

 
Figure 3. Output voltage (normalized) of SUTs as a function of the total ionizing dose (X-ray irradi-
ation). SUT 010 and SUT 011 failed, respectively, at 450 and 500 krad (measurements performed at 
these two TID steps have shown that output voltage is ~0 V and that most of the internal subsystems 
are not working). The 3D SiP was still fully functional. 

Figure 3. Output voltage (normalized) of SUTs as a function of the total ionizing dose (X-ray irradiation). SUT 010 and
SUT 011 failed, respectively, at 450 and 500 krad (measurements performed at these two TID steps have shown that output
voltage is ~0 V and that most of the internal subsystems are not working). The 3D SiP was still fully functional.

In Table 3, the percentages of variation compared to the prerad values are given
at 400 krad(Si) for the ON supply current, the OFF supply current and the oscillator
frequency to be compared to values shown in Table 2. No other parameters have shown a
significant increase.

Table 3. Percentages of variation compared to the prerad values of parameters at 400 krad(Si)
(X-rays irradiation).

Percentage of Variation Compared to the Prerad Value

3DSip Module 2D Module

ON supply current 1% 12.5%
OFF supply current 59% 100%
Oscillator frequency 12.5% 18%

It is shown that the OFF supply current strongly increases for both 2D and 3D systems,
by 100% and 59%, respectively. The ON supply current increase is important for the 2D
board (12.5%).

In Figure 4, the normalized oscillator frequency value is represented as a function
of TID for 2D boards and 3D SiP systems. For the 2D boards (SUT010 and SUT011), the
oscillator frequency value increases by a factor of 1.18. A saturation of the degradation
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is observed after 150 krad. The saturation value is equal to 490 kHz. The 3D SiP system
also shows an increase in the oscillator frequency value by a factor of 1.125. A saturation is
observed after 250 krad. The saturation value is equal to 440 kHz. Notches observed in
each curve (e.g., at 200 krad for SUT 010 curve) are due to annealing, when irradiation had
to be stopped for longer period (e.g., whole night).
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Considering the results for 2D boards, when the PoL system was designed, speci-
fications were given for the irradiation tests at device level. The specification limit for
the oscillator frequency was 450 kHz. Results presented in our work show that oscillator
frequency is 8–9% higher than this limit as soon as the total dose reaches 150 krad but the
PoL remains functional up to a total dose above 400 krad.

During component-level qualification of PoL [14] the Schmitt trigger, being a core part
of the oscillator, was irradiated up to 50 krad with the Co60 source. Acceptability of Schmitt
trigger variations has been verified from results at component level using standards but
also on the PoL system. The maximum frequency drift measured for the oscillator built
with an irradiated component was from 419 to 427 kHz and the part was then accepted. If,
during this component-level qualification, the degradation of frequency had been similar
to the X-ray irradiation test shown in Figure 4, the part would have been rejected, but
the system-level test (Figure 3) shows that, regardless of the degradation of the oscillator
frequency, the system remains functional not only after 50 krad, but also up to 400 krad
under X-rays and 118 krad under Co60 irradiations.

3.3. Tracking of the System Failure Source

From all the measurements made, there is no obvious way to identify the process
at play leading to the 2D board failures above 400 krad. Investigation of the failure
source of 2D boards tested with X-rays was performed and the conducted analysis is
presented hereafter.

Increased current consumption in ON mode (Table 3) suggested that switching time
of the power MOSFET might be longer—this was confirmed by analyzing waveforms of
the MOSFET driver signal recorded at each step of the irradiation (see Figure 5 for example
waveforms recorded for SUT010).
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switching time for each irradiation step. Switching time is approximately 3 times longer for 200 krad (than prerad) and
more than 15 times longer for 400 krad (than prerad).

These waveforms show degradation of the switching threshold and increase of switch-
ing time of the MOSFET. For a high enough degradation, the MOSFET does not open fully
(ON resistance is high), therefore it does not provide enough current to the PoL output.
Because this current is too low, the feedback loop drives the control voltage too high and
the overcurrent protection (OCP, based on the voltage control loop signal) is triggered.
This triggering of the OCP is observed during characterization of failed SUTs (SUT010 at
450 krad and SUT011 at 500 krad) (Figure 6). The OCP signal not only provides information
about the overcurrent state, but is also the input to the auto-reset circuit of the PoL. During
normal operation of the PoL, when there is no overcurrent state, this signal is at the level of
~0.05 V. We can see from Figure 6 that the value of the OCP signal is repeated in the cycle:
(1) slow decrease from ~3 V to around 0.5 V—in the beginning the OCP is in a high logic
state, forcing the reset of the PoL; (2) at some point, the OCP stops resetting the PoL and
the converter starts to operate; (3) the operation of the PoL leads again to the overcurrent
state—the OCP signal from the level of ~0.5 V goes rapidly to the level of ~3 V. The PoL is
again reset.

The switching time variations as a function of the total ionizing dose are shown in
Figure 7 for both 2D boards and 3D SiP systems. It is shown that both 2D boards show a
significant increase of the switching time compared to the 3D SiP systems. Such a difference
is assumed to be due to the SiP packaging that reduces the total ionizing dose received
by the components under X-ray irradiation. It is also shown that both 2D boards have
the same degradation of the switching time up to 250 krad, but for doses above 250 krad,
the SUT 010 systems present a higher degradation of the switching time than the SUT020
system for a given dose.

Considering the dose leading to the system failure (Figure 3), for SUT010 failure is
observed after 400 krad and for SUT011 failure is observed after 475 krad. In both cases,
failure is observed when a 1 µs value of the switching time is reached. We then have a
direct correlation between the failure of the system and the switching time parameter that
allows us to identify the process at play leading to the device failure.
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Let us now consider the fact that the system survived to a total dose significantly higher
than 50 krad, which was the qualified level after the test at component level. Although
the system failure was finally tracked down to the failure of a single component, it is
worth noting that several parameters of the system were changed because of the MOSFET
degradation: current consumption, parameters of the voltage control loop (compensating
MOSFET degradation to retain a good level of VOUT) and MOSFET driver fall time.
Particularly, it might be observed that the duty cycle of the MOSFET driver is changed by
the PoL feedback mechanism, in order to compensate for the degradation of the MOSFET
(see Figure 8). The related effects are presented in the block diagram in Figure 9: (1) the
reduced output voltage is detected by the voltage control block; (2) the correction signal
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is sent to the PWM generation block; (3) the duty cycle of the MOSFET driver signal
is modified.
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In other words, the MOSFET degradation is compensated by the voltage control loop,
extending the TID tolerance of the system.
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4. Discussion

Testing at system level allows us, for this specific system, to show that the system can
reach a higher total ionizing dose before failure than a test at component level, but the
testing at system level could also be more difficult to qualify a system.

In our case, the system was shown to be more tolerant to TID, but if a failure had
been observed during this test before 50 krad, the difficulty would have been to find the
origin of the failure in order to improve the system and make corrections to the design.
It is then very important to have a high observability during the testing, which means
there are many system parameters to monitor. In our case, such a strong observability was
possible due to the fact that SUT was a “white box”. Full design information, as well as
the placement of specific test points, were known during test preparation and during SUT
characterization, which may not always be the case for other systems (e.g., COTS systems).

It was shown (Figure 7) that the two 2D boards have different kinetics for switching
time degradation. SUT010 degrades more rapidly than SUT011. Such a difference is
assumed to be induced by the part-to-part variations of the basic devices. Once again, in
our case, this is not a problem as the system is shown to be tolerant for high total doses, but
this will not be always the case. If we consider that the PoL system should be qualified for
a 450 krad total dose, the difference between the two 2D boards generates an uncertainty
as SUT010 will pass the test whereas SUT011 will not. A statistical approach would then be
necessary in order to minimize the error induced by the component part-to-part difference.

It is also important to consider if the test performed at system level is conservative
or not. In our case, the failure was shown to have been induced by the increase in the
switching time leading to a decrease in the output current. This will then depend on the
load at the output of the PoL. It is then expected that by decreasing the load (8 ohms during
our test), the degradation will also increase, leading to a lower tolerance to TID. Our test
was not performed in the worst-case conditions, but defining the worst-case conditions
was difficult when the failure source at system level was not known before the test. Such
a remark goes in the direction towards testing at system level “as your mission”. The
obtained results might be also interpreted in the way that for the given system configuration
(i.e., output voltage, output load), there was a margin given by the design that could be
used to increase tolerance to TID. For another configuration (particularly the worst-case
configuration), there might be not as large a margin to be used.

5. Conclusions

One of the advantages of the testing at system-level approach is the possibility to
obtain more realistic results because the influence of the component’s degradation on
the system health is already included in system-level test results. In order to evaluate
such an approach, experiments were performed on a system-in-package point-of-load
converter to evaluate its sensitivity to the TID. Two different approaches were used. The
PoL converter was evaluated through tests at component level using standards and by a
complete system-level approach.

The main results show that using standards leads to a qualification of the PoL at
50 krad(Si), whereas testing at system level shows that the PoL is fully functional at 118
krad(Si). Both approaches were performed using a classical Co60 source.

The test at system level was stopped at 118 Krad(Si) for experimental duration reasons
and the PoL was still fully functional. X-rays were then used to go further in a short time
irradiation. The TID level observed was higher than 400 krad before system failures.

Analysis of the results has shown that the extension of the TID tolerance of the system
is related to compensations between some electrical blocks in the complete system.

In the discussion, it was clearly shown that the results obtained for this particular
system cannot be generalized to others. The results were shown to represent an ideal case
when testing at system level and points that have to be considered in a more general case
were raised. The first point is related to the observability when performing tests at system
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level; the second one deals with the part-to-part variations; and the last one relates to the
difficulty in defining the worst-case conditions when irradiating at system level.
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Abstract: System-level radiation testing of electronics is evaluated, based on test examples of the
System-in-Package (SiP) module irradiations. Total ionizing dose and single event effects tests are
analyzed to better understand the opportunities and limitations of the system-level approach in
the context of the radiation qualification of electronics. Impact on the SiP product development
is discussed.

Keywords: system-level tests; radiation hardness assurance; total ionizing dose; single event effects

1. Introduction

In recent years, we could observe a huge increase in the number of small/micro-
/nano-satellites that were launched and that are built of non-space grade electronics, but
from COTS (commercial off the shelf) components. COTS components are manufactured
without following as strict procedures (e.g., testing and inspection) as space-grade electronic
components. In addition, the traceability of COTS components is very often limited, giving
the end-user reduced knowledge on the manufacturer and manufacturing process of the
product. The use of COTS is primarily driven by the requirement (and possibility) to
reduce the cost and development time of missions. In addition, COTS components may
enable much higher performance than available with the use of space-grade electronics.
However, to assure mission success, radiation hardness assurance (RHA) schemes need to
be applied [1], otherwise, the risk induced by the space radiation effects on the COTS-based
systems might be out of control. This risk is related to the radiation environment in space,
i.e., particles trapped by the Earth’s magnetic field, Galactic Cosmic Rays and Solar Particle
Events. The space radiation may be a source of cumulative effects (such as total ionizing
dose (TID) or displacement damage) and single event effects (SEE), and in general may lead
to decreased performance of specific functions, temporal malfunctions or critical failure
and loss of mission. In this context, the goal of RHA is to ensure that all the potentially
radiation-sensitive units of a space system (including the space system itself) will meet their
design specifications up to the end of the targeted mission [1]. The core part of the RHA is
defining the target environment, defining the requirements and evaluating the design and
components for the mission [2]. The standard RHA approach requires component-level
testing of all the potentially sensitive components, which is time- and money-consuming.
Therefore, simplified approaches are searched for, including testing of the reduced number
of components in the system (e.g., the most critical components only) and system-level
testing [3].

In this paper, the system-level radiation tests are discussed from the point of view of
potential electronic system radiation qualification. The main goal of this paper is to present
opportunities and limitations related to the radiation qualification of the System-in-Package
(SiP) modules (and systems in general) using system-level tests.

While discussing the system-level radiation testing of electronics, it is essential to
define what is understood as an electronic system and what is not. It was proposed in [4] to
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define a component as any device that cannot be physically partitioned without damaging
it; therefore, anything manufactured on a chip falls into this category. Furthermore, a
“system” would be something at a higher integration level than a component (PCB (printed
circuit board), assembly of PCB boards, SiP module, satellite subsystem or even whole
satellite). Definitions proposed in [4] were found helpful in the context of radiation testing
and RHA and will also be used within this description and this project.

SiP is often used as a commercial name for a product, the electronic system developed
in 3D PLUS on-demand of a client, based on provided part list, block diagram, required
functionality/features list, etc., enclosed in a single, miniaturized package (typically not
bigger than 3 × 3 × 2 cm3). In this work, SiP will refer to a more general meaning of
the electronic system consisting of a number of dissimilar integrated circuits and passive
components, enclosed in a single, miniaturized package. However, the SiP mostly discussed
in this paper is the Point-of-Load converter (PoL) from 3D PLUS [5], as all the radiation test
experiments performed within this study had the PoL as the test vehicle.

The system-level test might be defined as the one in which parameters and/or func-
tionality of the whole system is monitored at the time of the test, instead of parameters of
the specific component only. However, not the whole system has to be irradiated at a given
time, to call it a system-level test. For example, during laser test, the laser is focused only
on one integrated circuit at a time, but if the component is a part of the working system
and parameters of the system are monitored during the test, it is a system-level test [6].
Similarly, irradiation with heavy ions of a single component in the monitored system (such
as described, e.g., in [7]) is also a system-level test.

Different approaches for system-level testing were already used and discussed in the
literature. A summary of these approaches is presented in Table 1:

Table 1. Summary of the system-level test approaches discussed in the literature.

Test Type Radiation Source/Test Approach Main Features

TID

Photons—gamma rays (Co-60
(≈1.2–1.3 MeV), Cs-137
(≈0.7 MeV)) and
X-ray [8–10]

- high penetration of the source (particularly Co-60)
- high capabilities in testing big systems (limited for X-ray due to typical

geometry of X-ray machines)

SEE

protons [11–13]

- high penetration of particles
- broad beams available, suitable for board/system-level
- testing
- well-established test method for 200 MeV protons, with provided

formulas to calculate SEE rate for the orbit of International Space Station
- limited linear energy transfer (LET) (LET of secondary particles after

proton hit at the component die)

heavy ions:
standard (<10 MeV/n) and
high (10–100 MeV/n) energy

- limited penetration of particles (opening of the component packages
required: only board-level testing possible, not for bigger systems)

- test in vacuum for standard energy heavy ions
- high LET, up to 100 MeV·cm2/mg

heavy ions: very high energy
(0.1–5 GeV/n) [14]

- moderate penetration, suitable for board-level testing, not for
bigger systems

- high LET; however, for board-level testing with homogenous LET limited
to 30 MeV·cm2/mg for two-side PCB testing, slightly more than
40 MeV·cm2/mg for one-side PCB testing,

heavy ions:
ultrahigh energy
(5–150 GeV/n) [15,16]

- high penetration, possible to test whole systems or even several systems
stacked in the beam line

- limited LET: around 10–15 MeV·cm2/mg

mixed
CHARM facility: high energy
hadrons (HEH, with energies up
to 24 GeV) [4,17–20]

- an alternative approach for RHA: to test with HEH spectrum equivalent
to the one at the target environment

- high penetration of the field, big space for testing of systems
- a useful tool for soft error rate estimation, however, LET is limited to

around 15–17 MeV·cm2/mg
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The table gives references to documents where different system-level test approaches
are discussed. For more detailed information on performing tests in different facilities, or
using different approaches, the Reader is encouraged to consult the references provided.
Another relevant reference is the first guidelines document for system-level testing for
space systems, established last year [21].

Some of the system-level test approaches presented in Table 1 were used to test the
PoL. In this paper, selected results from these experiments will be presented, with the main
goal to discuss opportunities and limitations related to the radiation qualification of the SiP
modules using system-level tests.

2. Overview of System-Level Tests of the PoL SiP

The test vehicle chosen for this study was the PoL module from 3D PLUS and different
entities of this SiP (both 2D prototype boards and 3D modules) were irradiated during
experiments discussed in this paper. The PoL is a custom-built system based on COTS
components, with 11 references of active components (6 discrete and 5 Integrated Circuits),
from different technologies (bipolar/CMOS). More details on the PoL were already given
in another paper in this journal issue [22], but the PoL schematic is reminded in Figure 1:
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Figure 1. PoL functional block diagram.

PoL is a space qualified product, characterized with the use of component-level tests
up to TID level of 50 krad and LET level of 80 MeV·cm2/mg [7].

An overview of radiation tests of the PoL performed within this study is given in
Table 2. TID and SEE tests are presented shortly, as well as the mixed-field tests at the
CHARM facility.
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Table 2. Overview of radiation tests of the PoL.

Test Type and Radiation Source Main Results

SEE: high energy heavy ions
(GANIL facility)

- 2 units of the PoL 2D boards were irradiated
- sensitive chips of the system were irradiated with high LET ions (up to

94.3 MeV·cm2/mg) and the system remained functional
- SETs at certain nodes, also propagating to the system output were observed, with no

impact on the main system functionsmore results in [23]

The mixed field at CHARM
(CERN)

- 2 units of the PoL 2D boards were irradiated
- test reproduced the environment of the example application: LEO orbit; no failures were

observed
- the main impact of the reproduced radiative environment on the system behaviour was

the SETs at the voltage reference chip (with no impact on the system main functions)
and slight degradation of the key system parameters (supply current: ~2% drift, output
voltage: ~1% drift) due to cumulative effects

- more results in [24]

SEE: ultrahigh energy heavy ions
(CHARM, CERN)

- 2 units of the PoL 2D boards and one 3D module were irradiated
- parallel SEE test of 3 SUTs stacked in the beam line; the LET is homogenous but low
- thousands of SETs were captured and some rare events were observed: the propagation

of SET with a specific signature through one of the critical integrated circuits, forcing the
device to power cycle

- more results in [6,25]

Laser tests (Univ. Montpellier,
PRESERVE platform)

- 1 unit of the PoL 2D board was irradiated
- test with the good observability and possibility to reproduce rare effects—it was used to

investigate rare events observed at CHARM
- vast statistical data on the signature of the SET forcing power cycling of the system let

us understand the propagation and power cycling mechanism
- more results in [6]

SEE: standard energy heavy ions
(CYCLONE facility at Université
Catholique de Louvain)

- 1 unit of the PoL 2D board was irradiated
- further investigation on the rare events observed at CHARM
- test was used to confirm previous results from laser tests and SPICE simulations
- more results in [6]

TID: Co-60 (Univ. Montpellier,
PRESERVE platform)

- 1 unit of the PoL 2D board and 1 3D module were irradiated
- SUTs irradiated up to 118 krad and are still functional
- a test performed in the environmental worst case conditions (low dose rate),

nevertheless the results of the system irradiation were much more optimistic than
expected based on the component-level tests and qualification (the PoL product was
qualified up to the level of 50 krad)

- more results in [22]

TID: X-rays (Univ. Montpellier,
PRESERVE platform)

- 2 units of the PoL 2D board and 1 3D module were irradiated
- functional failures of 2D boards were observed at >400 krad, which is a much higher

TID level of failure than expected from the product qualification
- this high observability test could be used to track the complex failure mode of the

system and to define the most sensitive component in the systemmore results in [22]

The next chapters of this paper shall present aggregated, cross-sectional analysis of
test results from the seven test campaigns summarized in Table 2, with a special focus on
the opportunities and limitations of the system-level testing.

3. Opportunities Given by System-Level Testing

The primary outcome of the system-level testing of electronics is the characteriza-
tion (electrical, functional) of the whole system by a single test, i.e., the system-level test
may provide:

• for TID tests: information on the degradation of observed parameters as a function of
TID, information on the TID level that the failure of the system is observed,

• for SEE tests: energy/LET threshold of specific system-level or component level effect,
a cross section of these effects (as a function of energy or LET),
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• for mixed-field tests at CHARM: a number of events and information on the degra-
dation due to cumulative effects in the environment defined by the high energy
hadrons spectrum.

With these data, the user acquires some level of confidence in the system’s radiation
performance in a cost-efficient way. The amount and quality of data collected during
system-level test will highly depend on the observability of system parameters provided by
the test setup. Information from the system-level test might be used for design validation,
or as an input for design improvements. Results have different specificity for TID and SEE
test campaigns, therefore these two types of tests will be discussed separately.

3.1. Opportunities Given by TID Tests

Firstly, the opportunities resulting from performing the TID system-level radiation
tests will be presented. These observations come from the Co-60 and X-rays irradiations
performed on the PoL modules.

3.1.1. Margins Given by the System Are Incorporated in Test Results

One of interests in performing system-level testing is to evaluate margins given by the
system. It is expected that the system may withstand a higher TID level than it results from
component-level testing performed in the worst case conditions for specific components.
This prediction is based on the fact that: (1) typically not all of the components in the
system are working in their worst-case conditions, and (2) system designers apply safety
margins (derating).

TID irradiations of the PoL allowed to observe these margins: it was observed that
although degradation of the oscillator frequency is beyond design limits and beyond level
obtained during component-level qualification of the core part of the oscillator, the system
remains functional. Furthermore, although the system was qualified up to 50 krad based on
Co-60 testing following the classical standard procedures [7], it could withstand 400 krad
at X-ray (high dose rate) and at least 118 krad at Co-60 (low dose rate)—although, the test
was not performed in the worst case conditions. Analysis of the results have shown that the
extension of the TID tolerance of the system is related to compensations between some electrical
blocks in the complete system—a broad description of this example was given in [22].

In general, it might be expected that system TID performance will be higher (or at least
not lower) than the one derived from component-level testing and system-level testing is
an interesting tool to estimate this overall performance. On the other hand, there is also a
risk of overestimating system TID performance, if system tests are not performed in the
worst-case condition—and if this condition will be met in the real use situation.

3.1.2. New Insight into Details of the System’s Radiation Performance

Results of the system-level radiation tests may be the source of valuable information
about the system details, and different PoL test campaigns also gave such information.

In the X-rays test (already mentioned in Section 3.1.1) it was possible to reach in
relatively short time (around 8–10 h of irradiation) the total dose level high enough that the
functional failure of two PoL modules was observed: above 400 krad and above 475 krad
irradiation steps. More than 30 different electrical parameters were measured during each
irradiation step of the TID tests, giving good observability during this experiment. Thanks
to this good observability, it was possible to track the most sensitive component in the
system (power MOSFET) and its most critical parameter, the MOSFET switching time (see
Figure 2 for the recording of MOSFET driver waveforms in one of the irradiated PoL 2D
boards and Figure 3 for the degradation of the MOSFET switching time in all three PoL
modules irradiated with X-rays).
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Figure 3. MOSFET switching time as a function of the total ionizing dose for two PoL 2D boards and
one PoL 3D SiP module (after [22]).

This test has shown that system-level TID irradiation may be useful to (1) assess which
parts should be replaced in the system to extend its radiation performance, (2) evaluate
general radiation performance (TID level that the system may survive), (3) to define error
signatures for the system. Such TID system-level test might be an interesting tool for
verification of mature designs, but also evaluation at the early development phase of
product/project.
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3.2. Opportunities Given by SEE Tests

In this section, the opportunities resulting from performing the SEE system-level
radiation tests will be presented. These observations come from the heavy ions, laser and
mixed-field irradiations performed on the PoL modules (see Table 2 in Section 2).

3.2.1. Margins Given by the System Are Incorporated in Test Results

Some kind of margins might be also expected in the SEE system-level testing: masking
of soft SEEs (such as single event upsets (SEUs) or single event transients (SETs)) or
mitigation of some hard SEEs (such as single event latchup (SEL)) by protection mechanisms
applied at system-level. Therefore, system-level SEE testing might also give more realistic
results than tests at the component level because these masking and mitigation effects will
be included in test results.

As an example of soft SEE masking, several test campaigns (e.g., heavy ion tests at
GANIL, CHARM mixed-field, CHARM heavy ions, heavy ion tests at UCL, laser tests
using the IES PRESERVE platform of the University of Montpellier) enabled to observe
SETs at the voltage reference chip output, but most of these transients were not propagating
to the general output of the device. These SETs were filtered out by the internal filter in the
PoL circuit. An example of such a non-propagating transient (one of the several thousand
similar events recorded during the CHARM UHE experiment) is presented in Figure 4
(left curve).
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Figure 4. Example of SETs measured at voltage reference chip output, which caused power cycling
(left) and which didn’t cause power cycling (right) during PoL heavy ion test at CHARM facility.

Such results might be used for verification of the mitigation techniques efficiency in
the system.

3.2.2. New Insight into Details of the System’s Radiation Performance

Apart from the SET masking, there were also rare events observed during the CHARM
UHE experiments, when SETs with the special signature (as on the right curve of Figure 4)
were forcing power cycling of the device. The calculated cross-section for this event is
between 1.3 × 10−8 and 2.3 × 10−8 cm2, whereas the cross-section for SETs observed at
the output of voltage reference chip is in order of ~10−5 cm2. Detailed investigation of
this phenomenon (presented fully in [6]) has shown that this specific signature of SETs is
most probably due to double hits of ions at sensitive area of the chip, one hit after another
shortly in time, therefore it is not something that should be expected in real operation
conditions. Furthermore, it could be only observed after the significant degradation of the
system due to cumulative effects, which was then leading to an increase of the voltage drop
on the supply cables and a decrease of the supply voltage (as measured directly at PoL
input). However, observation of such rare events enables to identify new failure modes
(system-specific) and therefore to define error signatures for the system.

The presented example of the “rare event” observation shows that the system level
testing may also provide information on synergistic effects at the system level: observed
propagation of the SET was enabled by system degradation due to cumulative effects.
Such effect had not been observed earlier and was very difficult to predict by analysis or
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component-level testing only. As for today, there is no procedure to evaluate synergistic
effects and test at the system level seems to be the only way do to it.

3.3. Opportunities Given by System-Level Testing—Summary

Summarizing this section, it was shown based on different system-level radiation tests,
that such tests might be useful in these areas:

• to verify the mitigation techniques efficiency,
• to identify new failure modes,
• to define error signatures for the system,
• to assess which parts should be replaced in the system,
• to evaluate general TID performance,
• to provide information on synergistic effects at the system level.

4. Limiting Factors of Qualification

Although there are interesting opportunities given by the system-level testing, per-
formed experiments let also point out the crucial limitations in terms of system qualification
by system-level test only. The most relevant results are presented in this section. Specific
remarks for SEE and TID test cases will be given.

4.1. The Worst Case TEST Conditions

For the component-level tests, worst case configuration is well defined and described
in standards [26,27] and literature [28,29]—both in terms of component configuration (such
as applied bias) and in terms of environmental conditions (such as temperature or dose
rate). In the case of system tests, the definition/choice of the worst-case conditions is
more complex and might be the primary issue when considering qualification by only
system-level tests.

4.1.1. Example of the Worst Case Test Conditions in TID Tests

As it was presented in the previous section, during system-level TID tests of the PoL
it was possible to track the most sensitive component in the system and the most critical
parameter, the MOSFET switching time. Analysis performed in [22] has shown that for the
high enough degradation, the MOSFET doesn’t open fully (ON resistance is high), therefore
it doesn’t provide enough current to the PoL output. However, this gives some clue that
the system worst case might be dependent on the PoL output current configuration, i.e., it
might be expected that for the higher output current (lower load resistance) the PoL would
fail at a lower TID level because the MOSFET would not be able to give this higher current.
On the other hand, it is possible that for the lower output current configuration, the TID
failure threshold would be even higher than it was observed during the X-rays experiment.

4.1.2. Example of the Worst Case Test Conditions in SEE Tests

Another example mentioned in Section 3.2.2 was the SET propagation (during heavy
ions test at CHARM), that was leading to power cycling of the PoL device. As it was already
explained, this power cycling was only observed when the supply voltage of the PoL was
significantly reduced. Then, we may see the dependence of the specific system-level effect
from the power supply conditions: reduced supply voltage turns out to be the worst case
condition for the propagation of these specific transients. Furthermore, this propagation
was only observed for the specific signature of SETs (see Figure 4), which was produced
by two particles passing the sensitive region of the voltage reference chip closely in time.
Therefore, a high flux of these particles was needed to produce such an effect, which
leads to another conclusion, that not only specific supply configuration, but also specific
environmental condition (high particle flux) was needed to produce discussed effect.
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4.1.3. General Remarks Regarding the Worst Case Test Conditions

Presented results may lead to the more general conclusions, that each system might
have its own, specific worst-case configuration (such as internal state (ON/OFF/idle),
input/output voltage, output load, clock frequency, number of system-specific operations
per time unit, etc.) that is mostly related to the system internal design and might be
difficult to predict without thorough analysis (acquiring more complex for more complex
systems). In addition, it might be expected that for some systems only testing in different
configurations will show what is the worst-case configuration. For some systems it may be
possible to simplify this problem by testing in real conditions only, instead of worst-case
conditions, therefore limiting the number of required tests. However, in many cases, e.g.,
for systems with many internal modes or functions, real conditions cannot be covered by
testing in one configuration only.

On the other hand, environmental worst-case conditions might be different for dif-
ferent parts in the system (depending on the component technology), therefore it might
be required to irradiate the system in different temperatures or dose rates to meet the
worst-case condition for all the components onboard.

For example, when considering temperature, it is confirmed that for TID testing of
components, both higher and lower temperatures might be the worst case, depending
on the component type. For the SEE testing, the worst case condition for SEL is the high
temperature, whereas for Single Event Burnout it is the low temperature. SEU testing is
typically performed at room temperature, however, some specific IC designs may show up
to have SEU rates dependent on the temperature [28]. Therefore, it may turn out that for
complex designs, including different types of components, SEE testing should be performed
over the full temperature range for the system. For TID, it should be sufficient to irradiate
the system at one temperature and characterize it in different temperatures. In the example
of PoL tests at CHARM mixed-field (see [24]), it was expected to observe SEL in the PoL
with modified components—one of the components was known to be sensitive to SEL at
LET as low as 1.2 MeV·cm2/mg and its anti-latchup protection was removed. However,
the latchup characterization of the component was performed at 125 ◦C and the test at
CHARM was at room temperature, therefore not the worst case for SEL—this could be
the reason why SEL was not observed during mixed-field tests at CHARM, although the
high energy hadron fluence was as high as 3.47 × 1011 cm−2 and the CHARM secondaries
typical maximum LET is 15 MeV·cm2/mg.

4.2. Number of SUT Samples to Test

According to the component-level tests standards (such as ESCC 22900 and ESCC
25100), the number of samples required for qualification tests is 11 samples and 3 samples
for TID tests and SEE tests, respectively, if the samples are from the same lot. For TID,
it is required to test 5 samples biased, 5 samples unbiased and have one unirradiated
control sample [27]. These recommendations result from the fact that there is always some
part-to-part variability of parameters, even for the parts from the same lot, therefore the
goal of tests is to obtain a statistical result.

4.2.1. Considerations on Number of SUT Samples in TID Tests

In our TID tests, such part-to-part variability was also observed. Let us take an
example of the MOSFET switching time degradation during X-rays tests (see Figure 3). In
all PoL modules that were tested, the MOSFET transistors were from the same production
lot. Let us focus on test results for PoL 2D boards: even if the test configuration was the
same, there might be observed faster degradation of the SUT010 MOSFET (blue colour)
when compared to the SUT011 MOSFET (red colour), This difference is supposed to be the
main factor explaining why the system-level degradation, and—finally—functional failure
of the SUT010 device is observed at lower TID level than for SUT011. This result shows
that the part-to-part variability might be transformed into the SUT-to-SUT variability: TID
testing of only one SUT doesn’t give full information about the TID performance of given
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device series, even if the components in the series are from the corresponding production
lots. Testing of a higher number of SUTs is required to give reliable information on the TID
radiation performance of the system.

On the other hand, if some risk might be accepted, one of the ways to reduce the
required number of SUT samples would be to irradiate this reduced SUT sample set to a
much higher TID level than expected in the final application of the system. In [9] it was
chosen to irradiate the system (equipment) to the level 300 times higher than expected in
the target application, to accept it for use. Although such margin is typically difficult to
achieve for space applications, this approach might be sometimes feasible. If it is possible
to irradiate the system up to the catastrophic failure and if it is possible to track the source
of failure (such as in an example of X-ray tests [22]), this information might be also useful
for further analysis of the TID level that system may withstand.

4.2.2. Considerations on Number of SUT Samples in SEE Tests

Considering system-level SEE testing, a recommendation from ESCC 22500 to test
3 samples (i.e., system units/instantiations in this case) seem to be appropriate for systems
where parts are taken from the same production lots. The effect of each SEE on the system
should be considered as independent from other SEEs, therefore such a system-level test
might be considered as a simultaneous test of many integrated circuits inside of the system,
incorporating part-to-part variability. Therefore, there is no need to perform tests on a higher
number of SUT units, even if there is a higher number of integrated circuits in the system.

4.3. Irradiation Source Issues

Typical issues with the irradiation source to be used, are related to the beam penetra-
tion and the size of the SUT that might be irradiated with the homogenous beam.

4.3.1. Irradiation Source Issues in TID Tests

For TID tests, the Co-60 standard radiation source has high penetration and usually
test area size is also accurate for even big systems. If another source is used, such as X-rays,
constraints from the point of view of both penetration and available test area should be
taken into account.

4.3.2. Irradiation Source Issues in SEE Tests

Beam parameters such as beam penetration range and beam size may be problematic
particularly in SEE tests. Due to limited penetration of, e.g., heavy ions, component
packages often need to be opened before irradiation (it was the case for the PoL tests at
GANIL and UCL facilities). Sometimes chip dies need to be even thinned to assure that
the ions reach the sensitive volume (s). Additional problems may arise when it comes to
soldering the fragile component with the opened package on the PCB board. For system-
level tests, it happens that it is not possible to irradiate all the components with the same
LET value in one run, because components are on different layers of PCB. Furthermore, for
systems that are not intended to be opened for testing (such as whole satellites or “black
box” systems), penetration of the beam becomes a critical limitation for irradiating with
high LET ions. (Considerations on the penetration of heavy ions in board-level tests, as well
as related test methodology have been discussed in [14]). Another limitation comes from
the particle beam size: it will be a problem with beam uniformity when irradiating larger
components or systems, but for system-level testing, it may turn out to be impossible to
irradiate the whole system at once and different parts of the big system shall be irradiated
one after another. (See Tables 3 and 4 for the information on beam parameters of the chosen
heavy ion and proton facilities.) However, the CHARM facility operating in mixed-field
mode allows for the beam uniformity typically bigger than in standard facilities used for
SEE testing.
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Table 3. Beam parameters of the chosen heavy ion facilities (after [30]).

Heavy Ion Facility Beam Size Max Energy
(MeV/u)

LET Range
(MeV·cm2/mg)

NSRL, USA 60 × 60 cm2 (typically
20 × 20)

1500 0.5–94

RADEF, Finland 5 × 5 cm2 (3 × 3 in air) 16.3 7–70

TAMU, USA 4.5 cm diameter 40 5–95

KVI, Netherlands 3 × 3 cm2 90 4.5–65

UCL, Belgium 2.5cm diameter 9.3 1–62.5

GANIL, France Few cm diameter,
sweeping beam 60 5.4–97.6

Table 4. Beam parameters of the chosen proton facilities (after [30]).

Energy (MeV) Beam Size
(cm Diameter)

Max. Range in Si
(mm, SRIM2013) Flux (p/cm2/s)

PSI, Switzerland 6–230 9 176 <2 × 109

KVI, Netherlands 10–184 12 120 <109

UCL, Belgium 10–62 8 18 <5 × 108

RADEF, Finland 0.4–55 10 14 <3 × 108

4.4. Observability of Parameters

Observability of system parameters is important for monitoring of events during
irradiation and assessment of the system health during or after irradiation. It is also crucial
for tracking of failure root cause in the system (as it could be seen in the example of the
PoL failing under X-ray: the source of failure could be tracked down to a failure of a single
component thanks to high observability of parameters, see [22]).

One of the limitations in the observability is intrinsic for system-level testing, as it
comes from the system integration. We can imagine, e.g., OpAmp being part of the complex
circuit—it is not possible (or really hard) to measure OpAmp’s bias current and many other
parameters, while it’s embedded in the system. Component-level testing, giving access
to all the part’s interfaces, is not restricted in this way and enables characterization of a
broader number of parameters. However, limitation in the observability resulting from the
system integration is not always the drawback, because not all of the parameters of the
components in the system are important for monitoring, and usually, the system designer
enables monitoring of the most important parameters by providing dedicated interfaces.

As it was discussed in Section 4.1, the radiation response of an electronic component
may depend on the configuration used, such as supply voltage, operating frequency, etc.
When testing at the component level, we are free to use any configuration that we want,
because we are irradiating only a single part. When testing at the system level, we are
limited to the configurations imposed by the system. It may be only one configuration or
range of options to choose from but still limited by the design of the system. From this
point of view, observability is reduced again by the system that not only limits access to
component interfaces but also imposes specific allowed configurations that components
may work—but this type of observability reduction should not limit capabilities of qualify-
ing by system-level test, because there is only loss in observing components’ performance
in configurations that would never be used in the system.

4.4.1. Observability of Parameters in TID Tests

There is an advantage of TID tests over SEE tests in terms of observability coming
from the fact that it is possible to perform remote testing after TID irradiation: DUT (device
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under test) or SUT might be removed from the beam area to perform electrical/functional
characterization.

4.4.2. Observability of Parameters in SEE Tests

Contrary to TID tests, SEE test measurements need to be performed in-situ. This
may lead to significant limitations due to facility mechanical constraints, such as length
and/or number and type of available cable connections to monitor electrical and functional
parameters (this limitation was met during each SEE test campaign of the PoL, but was
particularly cumbersome during test campaigns at CHARM facility, see [6,24,25]).

5. Discussion

Regardless of the different limitations of the system-level testing that were presented
in chapter 4, this approach might be still useful in product development. Particularly, let us
further discuss the example of SiP modules from 3D PLUS: the company has a database
of tests at the device level, so they have knowledge of the device sensitivity to radiation
and lot-to-lot variations. They are then able to identify risky devices and build systems
with expected initial radiation performance reasonably good. In this context, system-level
radiation tests might be used to verify the performance of 3D PLUS products.

Moreover, the electronic circuits are created by the company designers, who are then
able to apply their own proprietary mitigations technics. It is essential to take benefit of
the test at the system level because they are able to identify the efficiency of the mitigation
techniques and to identify what could be improved. As the SiP is a white box for the
company designers, they can increase the number of observability points, to have better
insight into system details, particularly during the prototype-level (board-level) testing.

Furthermore, at all design phases, it is possible to identify failure modes and error
signatures for the system and to evaluate general TID performance. This might be an
interesting added value in the design process.

Qualification limitations presented in chapter 4, might be at least partially addressed
in the SiP product development flow:

• to define the worst case test conditions, testing in different configurations is needed,
but the knowledge about the system design may facilitate defining the configurations
to verify;

• defining the number of SUTs required to have good enough statistical results is impor-
tant; testing the SiP models at early development phases (e.g., without full mechanical,
thermal qualification) might significantly reduce the cost, if it turns out that a high
number of SUTs is needed to test;

• in terms of beam limitations, which are particularly strong for SEE tests, testing the
SiP at 2D board level (instead of the 3D module) would usually increase the value of
performed tests, because the beam penetration might be lower, therefore the available
LET range of particles increases;

• in terms of the system observability, limitations are again stronger for SEE tests, but
here the solution could be the use of the supplementary instrumentation in digital
SUTs [31] to increase the observability (for the cost of additional development).

Nevertheless, the complete system qualification, i.e., the one that would overcome
all the qualification limitations discussed in chapter 4, is difficult. Furthermore, the cost
of performing such complete qualification might be too high to make it a useful tool for
the product or mission development. In some cases, simplification of the qualification is
possible thanks to the knowledge about the system design or thanks to the knowledge about
the target environment. However, for most of the cases, complete system qualification by
system-level test remains difficult, and it is justified to consider the development of the
limited qualification approach, that might be easier to apply, give valuable information,
while bringing some level of risk that needs to be accepted.

Limited qualification scenarios and risk acceptance should be considered in the context
of the system reliability and availability. High reliability space missions require maximum
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reliability (the system is not destroyed and is working within the specifications) and
availability close to 100% (availability defined as a percentage of time that the system can
be used during the mission, this percentage might be decreased by, e.g., power cycling
of the system due to SEFI (single event functional interrupt)). High reliability missions
will never accept qualification scenarios that introduce some risk in the reliability and will
rarely accept any risk in the availability, even if the effort of the qualification will be lower.

On the other hand, for New Space missions, controllable risk acceptance is one of the
fields to look for savings. Lower system availability, if justified, might be acceptable. Even
slightly reduced system reliability might be considered if the system is understood as a
single satellite in the constellation, where the mission (constellation) success is possible
with partial loss of satellites. This opens the doors for use of limited TID/SEE qualification
scenarios for the final qualification in New Space applications.

6. Conclusions

Based on the experimental results from several radiation test campaigns, the overview
of opportunities and limitations of system qualification using the system-level radiation
testing was presented. Impact on the SiP product development was discussed. Limitations
for the SEE qualification are substantially stronger than for the TID qualification, however,
there are still important question marks regarding also TID qualification: how to define the
worst case conditions, how important is testing in these conditions, how many system units
should be tested to have a high confidence level of results? Future works are planned to
answer some of these questions, as well as to investigate the limited qualification approach
for system qualification.
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Abstract: The heavy ion-induced sensitive area is an essential parameter for space application
integrated circuits. Circuit Designers need it to evaluate and mitigate heavy ion-induced soft errors.
However, it is hard to measure this parameter due to the lack of test structures and methods. In this
paper, a test method called TAISAM was proposed to measure the heavy ion-induced sensitive area.
TAISAM circuits were irradiated under the heavy ions. The measured sensitive areas are 1.75 µm2

and 1.00 µm2 with different LET values. TAISAM circuits are also used to investigate the layout
structures that can affect the sensitive area. When the source region of the target transistor is floating,
the heavy ion-induced sensitive area decreases by 28.5% for the target PMOS transistor while it
increases by more than 28% for the target NMOS transistor. When the well contacts are added, the
heavy ion-induced sensitive area decreases by more than 25% for the target PMOS transistor while it
remains unchanged for the target NMOS transistor. Experimental results directly validate that the
two structures significantly affect the heavy ion-induced sensitive area.

Keywords: radiation effect; radiation test method; heavy ion; sensitive area; parasitic bipolar
amplification

1. Introduction

When a high energy incident particle strikes a semiconductordevice, it interacts with
the semiconductor material and loses energy along its incident path [1,2]. The lost energy
transfers to the semiconductor atoms and ionizes electron–hole pairs [3]. These ionized
electron–hole pairs move into the entire semiconductor device due to drift and diffusion.
Transistors collect the ionized electron–hole pairs, which produce unwanted transient
currents in circuit nodes [4,5]. These transient currents propagate along the circuit path
and produce soft errors according to the circuit responses [6]. They may result in serious
consequences to the entire chip, system, or even a spacecraft [7]. The heavy ion-induced
sensitive area is an essential parameter for space-application integrated circuits. It is useful
to evaluate and mitigate the soft errors. For instance, the multiple-node charge collection
effect significantly increases heavy ion-induced soft errors [8,9]. Increasing the distance
between transistors in layout is a useful hardening method for mitigating soft errors
induced by this effect [10–12]. However, due to the lack of heavy ion-induced sensitive area
data, it is difficult for circuit designers to determine the required increased distance. Some
previous works have reported standard cell-based test circuits to indirectly investigate
the heavy ion-induced sensitive area [13,14]. However, it is hard to accurately obtain the
sensitive area data due to the large layout area of standard cells. Therefore, it is necessary
to propose novel test methods that can directly measure the heavy ion-indued sensitive
area. In this paper, a special test method called Transistor Array-based Ion Sensitive Area
Measurement (TAISAM) is presented to directly measure the heavy ion-induced sensitive
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area. The test principle is similar with the SRAM-based measurement [15]. A transistor
array is used to quantify the transistors that are struck by heavy ions. Then, the heavy ion-
induced sensitive area is calculated by multiplying the equivalent area of each transistor test
chip that contains TAISAM circuits that were designed and fabricated by the commercial
65 nm bulk CMOS technology, irradiated under the heavy ions. The heavy ion-induced
sensitive areas are reported and discussed based on the experimental results.

2. TAISAM Test Structure

The basic TAISAM cell topology is shown in Figure 1. It consists of a conventional D
flip-flop and a target transistor (PMOS or NMOS). The gate of the target transistor is fixed
to a constant voltage to switch off the transistor. The gate voltage is connected to power for
target PMOS transistor while it is connected to the ground for a target NMOS transistor.
The drain region of the target transistor is connected to the D flip-flop, and the source region
of the target transistor is connected to power or ground. Due to the special connection of
test circuits, the stored value of D flip-flops determines the heavy ion sensitivity of target
transistors. For instance, when the stored value of D flip-flops is zero, the drain voltage
of target PMOS transistor is also zero. The drain voltage is lower than the gate/source
voltage and the ionized electron–hole pairs can be collected by target PMOS transistor.
Therefore, the target PMOS transistors are sensitive to heavy ions. Otherwise, when the
stored value of D flip-flops is one, the drain voltage of target PMOS transistor is also one.
The drain voltage is equal to the gate/source voltage and the ionized electron–hole pairs
cannot be collected by PMOS transistor; thus, the target PMOS transistors are insensitive to
heavy ions.
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Figure 1. The basic TAISAM cell contains a flip-flop and a target transistor. Several TAISAM cells
consist of an entire test circuit.

Four thousand and ninety-six stage basic cells are used to constitute a shift regis-
ter circuit. All target transistors are placed uniformly and side-by-side to constitute a
256 × 16 transistor arrays, as shown in Figure 2. The target transistor arrays and the D
flip-flops are placed separately to make sure a heavy ion only strikes the transistor arrays
or the D flip-flops each time. If a heavy ion strikes the center region of the transistor arrays,
transistors inside the heavy ion-induced sensitive area collect the ionized electron–hole
pairs and produce transient currents at the storage node of D flip-flops simultaneously. If
the number of collected electron–hole pairs is larger than the critical charge of D flip-flops,
the initial value would be changed by transient currents. It causes single-event upset
(SEU) effect. Then, the changed values shift to the outputs of the circuit. The number of
transistors which inside the heavy ion-induced sensitive area is determined by counting
the changed values on the output port of the test circuit. Based on the number of SEU, the
heavy ion-induced sensitive area is calculated by the following equation:

Sion = Nmax × Stransistor (1)
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where Nmax is the maximum number of SEU. Stransistor is the equivalent area of each
transistor. Note that both D flip-flops and target PMOS transistors are sensitive to heavy
ions. It may cause SEUs when a heavy ion strikes the D flip-flop layout or the transistor
array layout. Due to the large layout area of one D flip-flop, the number of SEUs is lower
than that when a heavy ion hits the transistor array. When a heavy ion strikes the transistor
array, there are two situations. If the heavy ion strikes the edge of transistor array, it does
not fully reveal the heavy ion-indued sensitive area. The number of SEU is smaller than
when a heavy ion strikes the center of the transistor array. Therefore, the maximum number
of SEU represents a heavy ion hit the center of the transistor array. The heavy ion-induced
sensitive area is calculated by the maximum number of SEU.
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Figure 2. The layout schematic of a TAISAM circuit. The transistor array is placed in the center region
and the flip-flops are placed beside the transistor array.

In addition to obtaining a statistical value of the heavy ion-induced sensitive area,
TAISAM is also able to draw planar maps of the heavy ion-induced sensitive area. For
instance, the diameter of the heavy ion-induced sensitive area in the horizontal and vertical
directions can be evaluated by the output data after one ion striking, as shown in Figure 3.
Moreover, TAISAM can also map the heavy ion-induced sensitive areas with different
critical charge values. Since the target transistor-induced SEU is dependent on the critical
charge of the D flip-flop, it can adjust the critical charge values to obtain different heavy ion-
induced sensitive areas. According to these measured results, the entire heavy ion-induced
sensitive area with different charge values can be determined.

Incident ion 

The diameter in 
vertical direction

0  0  1  0  0

0  1  1  1  0

0  1  1  1  0

0  0  1  0  0

The diameter in 
horizontal direction

Figure 3. TAISAM can be used to determine the diameter of the ion-induced sensitive area.

3. Test Chip Design and Experimental Setup

A test chip layout was designed by the commercial 65 nm bulk CMOS technology.
It consisted of six TAISAM circuits (A–F) with different transistor arrays. The detailed
descriptions of these test circuits are shown in Table 1. Test circuits A and B consisted
of normal transistor arrays, as shown in Figure 4. The source region is connected to
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power for target PMOS transistors in test circuit A and it is connected to ground for target
NMOS transistors in test circuit B. Test circuit C and D consisted of transistor arrays with
the floating source structure. The source region of target transistors is not connected to
power or ground. For PMOS transistors, the floating source structure breaks the parasitic
bipolar conduction of drain-well source [16]. This structure mitigates the parasitic bipolar
amplification (PBA) effect and may significantly affect the ion-induced sensitive area. For
NMOS transistors, the source region could not help collect ionized electron–hole pairs
because of the floating structure. Therefore, it may also affect the ion-induced sensitive
area. N-well or P-well contacts are, respectively, added near the edge of transistor arrays in
test circuit E and F. They are used to investigate the influence of well contacts on the heavy
ion-induced sensitive area.

Table 1. Transistor array types in the test chip.

No. Transistor Array Description

A Normal PMOS array
B Normal NMOS array
C PMOS array (Source float)
D NMOS array (Source float)
E PMOS array (Well contact)
F NMOS array (Well contact)

Floating

Figure 4. The schematic of the different transistor arrays.

The detailed test chip layout is shown in Figure 5. The test chip size is 0.9 mm height
and 0.6 mm width. The width and length of the target transistor sizes are 0.12 µm and
0.06 µm, respectively. The distance between two target transistors is 0.13 µm, which is the
minimum value of the layout spacing rule. The height of a transistor array in the vertical
direction is 3.87 µm and it is 264.4 µm in the horizontal direction. Based on our previous
experimental results, heavy ions impacted no more than three inverters when the LET is
smaller than 40 MeV·cm2/mg [13]. The calculated diameter of heavy ions is no more than
2 µm. Therefore, the size of the transistor array is enough to measure the heavy ion-induced
sensitive area. The layout area of a transistor array is 1024 µm2 and the equivalent area of
each target transistor is 0.25 µm2. It is worth to note that the layout of the target transistor
array is placed in the central area while the layout of the D flip-flop is placed above and
below the target transistor array. The target transistor arrays and the D flip-flops in the
layout are separated to ensure a heavy ion only strikes one of them. The D flip-flop with
PMOS/NMOS balanced X1 driven strength is used to connect the target transistor, since it
had the minimum critical charge value to made an exact measurement.

Heavy ion experiments were conducted at the HI-13 Tandem Accelerator in China
Institute of Atomic Energy and the Heavy Ion Research Facility in Lanzhou (HIRFL)
cyclotrons in Institute of Modern Physics, Chinese Academy of Sciences. Three heavy
ions with different parameters were used, as shown in Table 2. The heavy ion dose rate
was 1 × 104 ions/(cm2·s), which was determined by the test chip area and the operation
frequency. This dose rate value makes sure that the data can be shifted to the output ports
before the next heavy ion struck the test circuit. The fluence rate was 1 × 107 ions/cm2 to
make sure enough measurement data are obtained. The number of heavy ions is a factor to
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impact TAISAM measurement results. TAISAM circuits are used to investigate the sensitive
area when one heavy ion hit the circuits. During the heavy ion experiment, it could not
control the heavy ion incident locations. If the number of heavy ions is small, heavy ions
may not hit the center of transistor arrays and the measurement results could not fully
reveal the ion-induced sensitive area. When the number of heavy ions is large, it increases
the probability that heavy ions hit the center of transistor arrays. The measurement results
can fully reveal the ion-induced sensitive area. The entire test system consisted of a test
chip and other necessary chips, such as field programmable gate arrays (FPGAs) and
serial communication chips. The test chip’s operation frequency is 40MHz and the serial
interface’s baud rate is 115,200 bps. FPGAs connected all input and clock ports of the test
chip to provide input and clock signals. They were also used to capture output signals and
count SEUs when the test chip was irradiated. By conducting these heavy ion experiments,
the error counts were exported to the computer by the serial communication interface.

Transistor array

Transistor array

DFF chain

DFF chain

DFF chain

IO
PAD

TAISAM
circuit

Figure 5. The detailed layout placement in the test chip.

Table 2. Heavy ions used in the experiment.

Ion Energy at the Silicon Surface (MeV) Effective LET (MeV·cm2/mg) Range (um)

Cl 165 15.2 51.8
Ge 205 37.6 35.5
Kr 835.5 39.8 41.2

The test chip layout was fabricated by the commercial 65 nm bulk CMOS technology.
To avoid experimental result variations caused by the sample, five test chips were packaged
and were irradiated in the same dynamic test mode. In previous studies, the dynamic test
mode had been widely used to estimate the SEU sensitivity of circuits [17–20]. In this paper,
TAISAM circuits were irradiated with constant 0 data or constant 1 data. Since the input
data were fixed, soft errors owing to the clock tree were avoided. The transient response in
the clock tree may cause the data to shift forward without any error. Therefore, SEU only
occurred when a heavy ion struck target transistors or D flip-flops.

4. Experimental Results and Discussion

By comparing the experimental results of each test chip, the number of SEUs shows
the same distributions. Figure 6 shows one test chip’s experimental result with different
LET values. The statistical SEU distributions show obvious discrepancies with different
data patterns. When the input data are a constant 0, both PMOS transistors and D flip-flops
are sensitive to heavy ions for test circuit A. When the input data are a constant 1, only
D flip-flops are sensitive to heavy ions for test circuit A. Similarly, SEU distributions are
observed for test circuit B. The max number of SEU also shows a difference between the
two different input data.
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Figure 6. Measured results with different LET values. Test circuit A and B have the normal connec-
tions of target transistors.

For test circuit A, when both target transistors and D flip-flops are sensitive to heavy
ions, the maximum number of SEU is 7. When only D flip-flops are sensitive to heavy
ions, the maximum number of SEU is 4. Measured results confirm that the number of
SEU 5, 6, and 7 are obtained when a heavy ion strikes target transistors. The number of
SEU 5 and 6 may occur when a heavy ion strikes the edge region of the transistor arrays.
However, it does not fully reveal the heavy ion-induced sensitive area. Therefore, the heavy
ion-induced sensitive area can be determined by the maximum number of SEU. According
to the Equation (1), the measured heavy ion-induced sensitive areas are 1.75 µm2 and
1.00 µm2 when the LET values are 37.6 MeV·cm2/mg and 15.2 MeV·cm2/mg, respectively.

Figure 7 shows the measured heavy ion-induced sensitive areas of test circuits A–D.
For PMOS transistors, the source and drain region are P type doping. The N-well region is
N type doping. The source-well drain constitutes a parasitic PNP junction transistor. When
a heavy ion hit PMOS transistors, the ionized electron–hole pairs not only diffuse to the
PMOS transistors but also lead to the collapse of the N-well potential. The lower N-well
potential activates the parasitic PNP junction transistor. It results in the charge injection
from the source region to the drain region and causes the PBA effect. Therefore, although
the ionized electron–hole pairs may not diffuse to the PMOS transistors, they may also be
impacted by heavy ions. The source floating structure breaks the parasitic PNP junction
transistor. In our experimental results, the floating source structure hardly affects the heavy
ion-induced sensitive area at low LET value. However, it significantly reduces the heavy
ion-induced sensitive area at high LET value. The PBA effect slightly causes the injection of
holes into the N-well at lower LET value due to the perturbation of N-well voltage is not
obvious [21–23]. The PBA effect does not increase the density of the ionized electron–hole
pairs at low LET value and the heavy ion-induced sensitive area does not change at low
LET values.

However, the perturbation of N-well voltage results in the injection of holes into the
N-well at high LET value. The injected holes increase the density of the ionized electron–
hole pairs and affect more transistors. Since the floating source structure of target PMOS
transistors mitigates the PBA effect, the measured heavy ion-induced sensitive area in test
circuit C decreases by 28.5% compared with the data of test circuit A. For NMOS transistors,
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the floating source structure significantly affects the heavy ion-induced sensitive area at
both low and high LET values. The source region of NMOS transistors could not help
collect the ionized electron–hole pairs because of the floating structure [24]. The ionized
electron–hole pairs can simultaneously affect more NMOS transistors by drifting and
diffusing. Therefore, the floating source structure increases the heavy ion-induced sensitive
area. The measured results in test circuit D increases by 28.5% and 50% compared with the
data of test circuit B.
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Figure 7. Effect of floating source regions on the measured ion-induced sensitive area with different
LET values. Test circuit A and B have the normal connections of target transistors. The source regions
of target transistors in test circuit C and D are floating.

Figure 8 shows the measured heavy ion-induced sensitive areas of test circuit A, B, E,
and F. For PMOS transistors, the heavy ion-induced sensitive area significantly decreases by
25% and 28.5% with different LET values. The additional N-well contacts not only mitigate
PBA effect but also help collect the ionized electron–hole pairs in the N-well. Thus, the
measured results in test circuit E are smaller than that in test circuit A.
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Figure 8. Effect of well contacts on the measured ion-induced sensitive area with different LET values.
Test circuit A and B have the normal connections of target transistors. The well connections are added
beside the target transistors in test circuit E and F.

However, the additional P-well contact has no effect for the heavy ion-induced sensi-
tive area at both low and high LET values. Different from the N-well contact, the additional
P-well contact slightly affects the ionized electron-hole pairs due to the ionized electrons
and holes can spread through the entire substrate [25]. Therefore, although the P-well
contact was added in test circuit F, the measured result is same as that in test circuit B.
Experimental results directly confirm that only the N-well contact can affect the heavy
ion-induced sensitive area.

In previous works, heavy ions with different types and energies may produce different
sensitivity to circuits even if they have the same LET value [26]. One potential mechanism
is that the tracks of ions in semiconductor materials are different. When heavy ions pass
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through semiconductor materials, some ion tracks prefer straight lines while other ion
tracks prefer curves. Although the LET values of incident ions are same, the number of
ionized electron–hole pairs may be different and they may produce different sensitivities to
circuits. In this paper, TAISAM was also irradiated with ions that have the same LET but
different types and energies. The measured results are shown in Figure 9. The maximum
number of SEU is not changed even though the incident heavy ions are different. Thus, the
calculated heavy ion-induced sensitive area has no change. One reason is that these ions
have the similar tracks when they pass through semiconductor materials. Experimental
results indicate that the heavy ion-induced sensitive area is only dependent on the LET
values for some ions.
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Figure 9. Measured results with different ion energies and species. The incident heavy ions have the
similar LET values. However, they have different incident range and energies at the silicon surface.

5. Conclusions

The heavy ion-induced sensitive area is an important parameter for space application
integrated circuits. It is essential to characterize it experimentally. This paper has presented
a transistor array-based test method called TAISAM, which is used to investigate the heavy
ion-induced sensitive area. TAISAM circuits were irradiated under heavy ions. Experi-
mental results were reported, and the heavy ion-induced sensitive area was calculated.
The source floating structure and the additional N-well connections are better for PMOS
transistors in terms of decreasing the sensitive area because they mitigate the parasitic
bipolar amplification effect. However, the source floating structure is worse for NMOS
transistors because it does not help collect ionized electron–hole pairs. The additional
P-well connection has no effect for the heavy ion-induced sensitive area. Experimental
results are consistent with mechanism analyses.
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TAISAM Transistor Array-based Ion Sensitive Area Measurement
LET linear energy transfer
SEU single-event upset
PBA parasitic bipolar amplification
FPGAs field programmable gate arrays
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Abstract: Total ionizing dose (TID) effects from Co-60 gamma ray and heavy ion irradiation were
studied at the 22-nm FD SOI technology node and compared with the testing results from the 28-
nm FD SOI technology. Ring oscillators (RO) designed with inverters, NAND2, and NOR2 gates
were used to observe the output frequency drift and current draw. Experimental results show a
noticeable increased device current draw and decreases in RO frequencies where NOR2 ROs have
the most degradation. As well, the functionality of a 256 kb SRAM block and shift-register chains
were evaluated during C0-60 irradiation. SRAM functionality deteriorated at 325 krad(Si) of the total
dosage, while the FF chains remained functional up to 1 Mrad(Si). Overall, the 22-nm FD SOI results
show better resilience to TID effects compared to the 28-nm FD SOI technology node.

Keywords: 22-nm FD SOI; 28-nm FD SOI; Co-60; flip-flop (FF); heavy ion; radiation effects; ring
oscillator (RO); static random-access memory (SRAM); total ionizing dose (TID)

1. Introduction

Integrated circuits (ICs) can experience various functionality issues when subjected to
prolonged doses of radiation. These effects are often a reliability concern in long-term space
missions where devices can spend years exposed to constant sources of radiation. Total
ionizing dose (TID) effects in ICs can result in changes to gate propagation delays, leakage
currents, and even loss of device functionality [1]. When ICs are exposed to ionizing
radiation, positive charges are accumulated within the gate oxide and field oxide layers,
thus resulting in less gate control of the device and an increased leakage current [2]. For
PMOS transistors, the result of these charges can result in the device failing to turn on,
whereas NMOS transistors become difficult to turn off [1,2]. The mechanisms of TID effects
in bulk technologies are often simpler due to the inclusion of only one gate oxide layer;
however, fully depleted silicon on insulator (FD SOI) technologies feature a more complex
response to TID effects [3].

Transistors in the latest FD SOI technologies are fabricated on a very thin silicon (Si)
layer over a buried oxide layer (BOX). With each transistor fabricated on a Si Island and
isolated from other transistors by the BOX layer, the volume of active Si is minimal for each
transistor. This allows for superior gate control over the channel region while reducing
nodal capacitances, which yields faster logic gate switching times over those for bulk
technologies. However, because FD SOI technologies have an additional parasitic structure
due to the BOX layer, effects due to TID are more complex than bulk devices [4–9]. The BOX
layer introduces a two-dimensional coupling effect between the front and back interfaces
of the channel. This doubled coupling becomes a critical contribution to the ionizing dose
response of FD SOI devices. In this case, FD SOI technologies tend to be more sensitive to
TID than their bulk counterparts [10,11]. This is important to note due to the attractiveness
of FD SOI technologies for use in space missions because of the technologies’ inherent
resilience to particle-induced single event effects (SEEs) [3,9]. There are already some

149



Electronics 2022, 11, 1757

experimental results from previous research on TID effects in the 28-nm FD SOI technology
node [2,9]. These results show that a TID-induced gate delay increased significantly in
that technology node, as well as leakage currents which impose barriers for it to be used
for some space applications where tolerance to high total absorbed dose levels is required.
Therefore, it is essential to investigate TID effects in the 22-nm FD SOI technology node
and compare them with the results from the 28-nm FD SOI technology node.

To evaluate TID effects, a 22-nm FD SOI test chip was designed and fabricated. Ring
oscillators (ROs), flip-flop (FF) chains, and a static random access memory (SRAM) block
were chosen as the testing vehicles for evaluating the technology’s susceptibility to TID
effects; including both Co-60 and heavy ions irradiation sources [12]. RO circuits can offer
insights into gate delays due to changes in the frequency of the circuits, as well as changes
in power consumption as dosage increases. The FF chains and the SRAM block can be used
to offer a broad perspective on device functionality. A similar test chip with 28-nm FD SOI
technology was also fabricated previously, and the results from that test chip will be used
in this paper for comparison purposes between the two technologies [9].

The organization of the rest of this paper is as follows. In Section 2, details of the test
circuits are introduced. In Section 3, details of the test chip design and experimental setup
are described. In Section 4, the experimental results will be presented and discussed. Lastly,
conclusions are drawn in Section 5.

2. Description of Test Circuits
2.1. Ring Oscillators

Individual transistors are the ideal test vehicles for evaluating TID effects; however,
there are many challenges regarding fabrication and testing. Additional design procedures
are necessary to avoid the antenna effects during fabrication, leading to additional measure-
ment errors. As explained by [13], measuring the change in the delay of a single transistor
is difficult in practice, and can severely skew the results if the transistor has large variations
in fabrication. Instead, ring oscillator (RO) circuits use the average parameter values of
all transistors in the circuit, and as such, are well suited for the TID characterization of
circuit-level parameters such as gate delay and power usage [8,14,15]. The use of averaged
measurements allows for averaging statistical variations between individual gate parame-
ters, thus ensuring that statistical variations between individual transistors in the RO circuit
are incorporated into the overall RO characteristics [8]. Additionally, since ROs are often
used for clock generation sources, it is important to understand how their performance can
change as the dosage of ionizing radiation increases.

RO circuits are designed using an odd number of logic gates connected in a loop,
which results in an unstable circuit oscillating at a fixed frequency. The oscillating frequency
depends on the number of stages in the loop. The RO frequency is determined by the
following equation:

f =
1

2× n× t
(1)

where f is the RO frequency, n is the number of stages in the RO loop, and t is the average
delay of each RO stage. The equation for a single inverter delay is given below:

Delayinv =
CL ×VDD

W
L × µ× Cox × (VDD −Vth)

2 (2)

where CL is the load capacitance, VDD is the supply voltage, W and L are the width and
length of the gate, µ is the carrier mobility, Cox is the capacitance of the oxide layer, and Vth
is the gate threshold voltage [16]. TID effects will alter both the mobility and the threshold
of the device, which will thus result in a measurable difference in the delay of the gate, and
therefore the frequency of the oscillator.

A variety of different ROs were constructed with 2-input NAND (NAND2) gates,
2-input NOR (NOR2) gates, and inverters, as shown in Figure 1. For each type of gate,
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multiple ROs were designed, each with a different number of gates to achieve different
oscillating frequencies. It should be noted that they were designed based on the cells from
the standard cell library without any special layout design techniques. The inverter ROs
included four different frequency options, and the NAND2 ROs and NOR2 ROs both had
three different frequency options. Tables 1–3 show the ROs’ expected oscillation frequencies
normalized to their respective fastest oscillation frequency as measured by post-layout
simulations from the foundry supplied process design kit (PDK).
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(c) NOR2-based RO design.

Table 1. Inverter-based programmable RO simulation results.

Delay Block Number of Delay Stages Output Frequency (n.u.)

S0 21 1.00
S1 29 0.77
S2 45 0.57
S3 69 0.36

Table 2. NAND-based programmable RO simulation results.

Delay Block Number of Delay Stages Output Frequency (n.u.)

S0 13 1.00
S1 23 0.68
S2 49 0.39

Table 3. NOR-based programmable RO simulation results.

Delay Block Number of Delay Stages Output Frequency (n.u.)

S0 13 1.00
S1 23 0.68
S2 49 0.38

The output of oscillators for each respective gate was connected to a multiplexer and a
frequency divider circuit, as shown in Figure 2. The inclusion of the divider was needed as
the high frequencies of the oscillators were not able to be directly captured by the chip’s
IO pads, which are limited to 50 MHz. A reference RO used for comparison purposes
was previously fabricated in the 28-nm FD SOI technology node. It was constructed with
44-stage inverters and a nominal oscillating frequency of 1 GHz.
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Figure 2. Schematic designs of different gate-based ROs: (a) Inverter-based RO schematic design;
(b) NAND2 or NOR2-gate-based RO schematic design.

2.2. Flip-Flop Chains

The designed FF block included 14 different FF chains, which were comprised of a
conventional master-slave transmission gate FF and 13 different radiation-hardened FF
designs. The FFs were connected as shift register chains with 12,000 stages in each chain.
The shift registers were clocked through an external clock signal and received input data
via an IO pad. The reversed clock scheme was used to help avoid hold-time violations,
as shown in Figure 3. While the power draw of each FF chain is slightly different due
to the inherent design differences, together they offer an appropriate testing platform for
determining changes in IC power usage as the dose rate increases, as well as changes in
device functionality.
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2.3. SRAM Block

A forward body bias (FBB) transistor configuration was chosen for the SRAM array,
as shown in Figure 4a. The FBB transistor configuration allows for higher drive and
lower threshold voltages, whereas the conventional reverse body bias (RBB) configuration,
shown in Figure 4b, can limit leakage currents by increasing the threshold voltage of the
device. Traditionally, SOI technologies were prone to TID-induced leakage currents causing
operational failures [17]. However, recent FD SOI technologies, such as 28-nm and 22-nm,
have shown a significantly higher tolerance for TID exposures with limited increases in
leakage currents, especially when the total absorbed dose is within 100 krad(Si) [18]. In
this case, the usage of the RBB configuration to limit the operational performance of ICs
was not as appealing as before. Instead, the usage of the FBB configuration to improve
the performance of an IC design has become more valuable than the traditional RBB
configuration. To investigate TID effects on an SRAM with FBB configuration, a 256 kbit
SRAM block was designed with a memory compiler. The SRAM block featured a 15-
bit address line, an 8-bit data line, as well as a read/write enable and clock input. It
was a single-port SRAM configured as 32 K × 8 memory with 256-cells on a bit-line. It
included additional features such as bit-line redundancy, a pipeline mode, and power-
gating. Inside of the SRAM design, it included cell arrays and various peripheral circuits
such as row/column decoders, self-timing generators, sense amplifiers, and buffers. As
SRAMs are commonly used in circuit designs, it is important to evaluate their performance
under TID effects.
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3. Test Chip Design

A test chip consisting of the three types of circuits previously discussed was developed
and fabricated in a commercial 22-nm FD SOI technology, as shown in Figure 5. All FF
chains shared the same data input. The outputs of the SRAM block and FF chains were
connected to the IO pads for external error detection, and the outputs of the RO circuits
were connected to the IO pads for the frequency measurements. The nominal core logic
supply voltage for this technology was 0.8 V, and the IO voltage was 1.8 V. Functional
verification testing was carried out on the fabricated SRAM and FF chains with all 0s, 1s,
and checker-board input patterns before irradiation.

Figure 5. Test chip overall layout.

A testing system consisting of power supplies, an FPGA board, and a microcontroller
used during testing. The test chip was soldered onto a custom-made daughter board and
was connected to the FPGA via a DIMM connection. During testing, the FFs, SRAM, and
ROs were powered at their nominal voltage of 0.8 V. The FF chains were clocked at 1 MHz
with the ‘all 0’ data input pattern, and current readings were taken from the power supplies
every minute. The SRAM block was also clocked at 1 MHz, and a checker-board data
pattern was used. At the beginning of testing, all addresses in the SRAM were written with
the test data. Then, the content of the SRAM was continually read out to check if the data
were still appropriately stored. If there was a mismatch in data, the system would record
the event and attempt to repair the address with the correct test data, and the process
would continue. If the address data could not be repaired, then that address location was
considered non-functional and recorded.

During testing, the ROs were also powered at their nominal voltage of 0.8 V. The output
pins of the ROs were connected to counters inside the FPGA and monitored the number of
oscillations of each RO within a 0.1 s period. By knowing the number of oscillations for
a given period, the frequency of each RO was able to be determined. During testing, all
collected data on the FPGA were transferred to a microcontroller via a serial connection,
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where the data were logged and recorded so that testing personnel could evaluate the
experimental data in real-time.

4. TID Experimental Results and Discussions

The TID experiments were performed by using a Gammacell 220 Co-60 chamber
(Figure 6) at the University of Saskatchewan, Saskatoon, SK, Canada. The Gammacell 220
chamber can provide an irradiation rate of 108.2 rad(Si) per minute. The total absorbed
dose during the experiments was 1 Mrad.
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The frequencies of the ROs were recorded during the TID testing and plotted in
Figure 7. It should be noted that the observed experimental data are a linear trend, so a
first-order polynomial curve fitting was implemented to understand this trend better. It is
interesting to note that the ROs with the same gate type experienced the same decreasing
rate in their output frequency during testing. This can simply be attributed to the same
gate delay degradation during TID testing.
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Figure 7. RO frequencies vs. total absorbed dose during Co-60 test: (a) Inverter-based ROs;
(b) NAND2-based ROs; (c) NOR2-based ROs.

The relative change in frequency was calculated from the ROs designed with inverters,
NAND2, and NOR2 gates and listed in Table 4. For the inverter-based RO, the relative
decrease in frequency was the average of the drops in four different stage options; for the
NAND2 and NOR2-based ROs, the average value of the drops in three different stage
options was used to calculate the relative decrease in frequency. From the results, a trend
emerged showing that ROs built using different gates were impacted by TID effects at
differing rates.
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Table 4. RO frequency differences from 0 krad(Si) of exposure to 1000 krad(Si) during Co-60 test.

RO Type Relative Decrease in Frequency

Inverter −12.3%
NAND2 −6.8%
NOR2 −14.1%

Table 4 shows that the frequencies of the NAND2 ROs were least affected by the
TID, whereas the NOR2 ROs were most affected. It is noted that the NAND2 gates have
two NMOS transistors in series and two PMOS in parallel, whereas the NOR2 gates have
two PMOS transistors in series and two NMOS in parallel. The sizing of the NMOS and
PMOS network of the NAND2 and NOR2 gates used in the ROs was designed such that
the rising and falling time were roughly equal. In general, the positive charge trapped
in the BOX under the transistors due to TID irradiation results in a negative shift of the
threshold voltage, which leads to an increased driving current of the NMOS transistor and
reduced driving current for the PMOS transistors in the gates. Findings in [2] show that
the PMOS driving current is significantly reduced compared to the increase in the NMOS
driving current in 28-nm FD SOI technology, which leads to the monotonic decrease in the
frequency with the irradiation dose. The experimental results in this paper also show the
same trends. The results of the NAND2 and NOR2 ROs further validate this since NOR2
has two PMOS transistors in series, which further degrades the delay of the gate, and hence
reduces the frequency of the ROs.

TID testing with heavy ion irradiation was conducted at the Texas A&M University
(TAMU) Cyclotron Institute. An irradiation rate of 60.9 rad(Si) per second was provided.
Figure 8 shows the change of the frequencies as the increase in the heavy ions TID exposure
for the inverter-based RO (45 stages), NAND2-based RO (23 stages), and NOR2-based RO
(23 stages). The results still show that the NOR2 RO has the largest frequency degradation,
while the NAND2 RO has the least, which was demonstrated from the previous analysis.
In addition, it can be observed that the degradation of the RO frequency from the Co-60
test is much more than the heavy ion test. Despite the use of the High-K dielectric gates
in advanced technologies, which can help to reduce the radiation-induced voltage shift in
the gate insulator, the radiation-induced charge in SOI buried oxides and shallow trench
isolation oxide (STI) can cause degradation or failures as well [19]. Electron-hole pairs are
generated in the oxide layers when applying high-energy ionizing radiation, but most holes
and electrons can immediately recombine. For high LET particles, such as heavy ions, they
generate high-density charge pairs, making the initial recombination rate significantly large.
The charge pair line density is relatively small for the low LET particles, such as Co-60,
which reduces the initial recombination rate. Compared to the heavy ions, the Co-60 has a
better ability and efficiency to create the trapped charges in oxide layers [9], as reported
in [20,21], respectively.

Another inverter-based RO in 28-nm technology was used for comparison. There are
45 stages in the 28-nm RO, and 44 of them are also used as delay stages contributing to other
designs. A multiplexer was used to switch between these two modes, as shown in Figure 9.
When the select input is high, the design will work as an RO. The 28-nm RO was also based
on the conventional inverter without any layout optimizing techniques, which is the same
as the 22-nm design, making these two designs fully comparable. The frequency versus
total dose for two inverter-based ROs (45 stages and 69 stages, respectively) in the 28-nm
and 22-nm FD SOI technologies are plotted in Figure 10. These results show that during the
Co-60 test at 850 krad(Si) of dosage, the 28-nm RO had a frequency decrease of over 30%
from the initial, compared to the 14.5% decrease in 22-nm RO. During the heavy ion test, at
200 krad(Si) of dosage, the 28-nm RO had a frequency decrease of around 1.8% from the
initial, compared to a less than 0.5% decrease in the 22-nm RO. These results show that the
degradation in frequency for the 22-nm inverter-based RO has significantly improved. This
indicates that the PMOS driving current is less affected by the TID effects for the 22-nm
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technology node, which could be due to manufacturing improvements. It is known that
a thinner SiO2 BOX layer can lead to a milder TID effect [18,22]. The thicknesses of the
BOX and the SOI body of the 28-nm FD SOI technology are 25-nm and 7-nm [23], and those
are 20-nm and 6-nm in the 22-nm FD SOI technology node, respectively [24]. The BOX of
the 22-nm process is 25% thinner than that of the 28-nm process, so a less positive charge
will be deposited in the BOX of the 22-nm process during irradiation. This will cause less
interference with the threshold voltage of the 22-nm process, eventually leading to better
resilience to TID effects.
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Figure 11 shows the change in power supply current as the TID exposure increased for
both 22-nm and 28-nm test circuits for Co-60 irradiation. Both of the plots are normalized.
The current of 22-nm influenced by cumulative TID exposure is very similar to that of the
28-nm test. However, the current of the 22-nm test increased by approximately 18 times
after 800 krad(Si) dosage compared to the initial starting current, while the 28-nm showed a
10 times increase. The increase in driving and leakage currents in the transistors can explain
this increase in the current draw as the dose rate increases. These data show that TID effects
are still prominent in the 22-nm FD SOI node. In addition, in the 22-nm technology node,
the increase in the leakage current shows a linear trend from low doses to high doses.
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Figure 11. Current from 22-nm and 28-nm tests during Co-60 test.

The SRAM operated normally during testing until its functionality deteriorated at
325 krad(Si) of the total dosage. At this point, the number of recorded errors increased
drastically, and every address showed a loss in functionality by 332 krad(Si) of the total
dosage. A series of troubleshooting tests were performed to try and return functionality
back to the SRAM block. These included resetting the test program, power cycling the
SRAM, and clocking the SRAM at a slower rate of 100 kHz. None of these methods yielded
any results, and the SRAM block was presumed dead. The FFs were still functional after the
1000 krad(Si) total absorbed dose, and no error was observed on any of the FF chains. In this
case, it is believed that the SRAM storage cells themselves did not fail at 325 krad(Si), but
instead, some part of the peripheral circuitry became damaged. For example, the internal
operation of the SRAM block is controlled by a self-timing, asynchronous circuit, which
could fail due to the increased delay, and this would explain why the entirety of the SRAM
block failed at the same time instead of a more gradual loss in functionality. In this case,
this timing issue caused by TID should be taken into account when designing the memory.
For example, the self-timing circuit in the SRAM should be designed to be tolerant of the
additional delay induced by the TID. Another method is to apply the back-gate voltage to
the peripheral circuitry. When applying the back-gate voltage to circuits in the flipped well
configuration, the drive current will be enhanced, and the delay will be reduced, which
should effectively mitigate the TID effect in the peripheral circuitry.

5. Conclusions

Three types of RO circuits were designed and fabricated to evaluate the effects of
frequency and leakage currents while exposed to gamma radiation. Results were compared
with the previous 28-nm FD SOI node, and they show that the 22-nm FD SOI node had less
frequency degradation compared to the 28-nm node. Among the three types of ROs, all
showed degradations due to the TID, but the NOR ROs yielded a worse performance than
that of the inverter ROs and NAND ROs due to the significantly reduced driving current
in PMOS transistors during TID testing. The reduction rate of the RO frequency during
the Co-60 was much higher than that of the HI test. The power supply current increased
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as the dosage increased similarly to that of the 28-nm node. The SRAM failed when the
cumulated dose reached 325 krad(Si), but the FF chains were still functional through the
test up to 1000 krad(Si). These results indicate that additional attention must be paid when
designing complex circuits for radiation-hardened applications.
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Abstract: Complex integrated circuits (ICs) have complex functions and various working modes,
which have many factors affecting the performance of a single event effect. The single event effect
performance of complex ICs is highly program-dependent and the single event sensitivity of a typical
operating mode is generally used to represent the single event performance of the circuits. Traditional
evaluation methods fail to consider the cross effects of multiple factors and the comprehensive effects
of each factor on the single event soft error cross section. In order to solve this problem, a new
quantitative study method of single event error cross section based on a generalized linear model
for different test programs is proposed. The laser test data is divided into two groups: a training
set and a validation set. The former is used for model construction and parameter estimation based
on five methods, such as the generalized linear model and Ensemble, while the latter is used for
quantitative evaluation and validation of a single event soft error cross section of the model. In terms
of percentage error, the minimum mean estimation error on the validation set is 13.93%. Therefore,
it has a high accuracy to evaluate the single event soft error cross section of circuits under different
testing programs based on the generalized linear model, which provides a new idea for the evaluation
of a single event effect on complex ICs.

Keywords: processor; laser test; generalized linear model; ensemble method; confidence interval

1. Introduction

With the rapid development of aerospace technology and deeper exploration in space,
the requirements for performance of spacecraft are also increasing. Correspondingly, the
reliability and the radiation-hardened performance of complex integrated circuits (ICs)
are facing higher requirements [1]. Nowadays, with the reduction in the process size of
semiconductor devices, the single event effect (SEE), is seriously affecting the safety of
space missions, which is becoming more and more significant [2]. Therefore, it is necessary
to evaluate the SEE sensitivity of complex ICs before they are applied to space missions [3].
At present, the SEE evaluation methods of ICs recognized by the industry mainly include a
heavy ion test, a proton test, and other radiation tests. The SEE sensitivity of complex ICs
has a strong program dependence on which different users have different concerns and
applications, so the test programs cannot be traversed. In addition, due to the limited time
and high cost of the heavy ion accelerator, it is not suitable for all ICs to carry out radiation
tests. Therefore, several simulation methods and fault injection methods have been used to
study the SEE sensitivity of complex ICs.

VSenek et al. [4] proposed a Single Event Upset (SEU) simulation prediction method
based on the duty cycle to predict the SEU cross section of processors under different test
programs. A simple error rate prediction model was preliminarily established. However,
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the method of analyzing the duty factor was difficult to be applied to complex applications,
such as programs with conditional branches. Emmanuel et al. [5] carried out the SEU
simulation on processor under different programs based on fault injection, and applied a
new fault model of multi-fault injection to dual-fault injection. The model was designed to
represent a possible non-concurrent radiation-induced soft error, which was only useful for
specific processors in this paper. Gao jie, li qiang et al. [6] studied the relationship between
the dynamic and the static SEU rates of satellite microprocessors by using the concept of
program duty ratio and fault injection technology, which verified only by fault injection
but not by radiation experiments. Zhao Yuanfu et al. [7] proposed a method to predict the
SEE of complex ICs, which required a detailed analysis of different test programs and a
large amount of work. The prediction method has been verified by radiation experiments,
which has a good guiding significance.

The simulation method needs to establish different models for different circuits, which
is complicated and time-consuming, and the simulation results have relatively large errors
compared with the real test results. The method of fault injection has some problems
of precision, accuracy, and speed for the modeling. None of the above methods have
taken the cross influence of multiple factors and the comprehensive influence and accurate
quantification of SEE soft error cross section into account.

In view of the above shortcomings, laser SEE test data as small sample training set has
been used for modeling based on the generalized linear model. Quantitative evaluation
on the SEE cross section of the circuit under different test programs has been conducted
and the evaluation errors of training set and validation set under different methods are
verified, and they have been compared. It provides a new idea for the evaluation of SEE
soft error cross section in complex ICs. The SEU cross section of devices under different
test programs can be predicted by the new method without carrying out radiation tests on
all test modes. It can effectively solve the problem of evaluating the radiation performance
of complex ICs under different test modes and obtain high accuracy.

2. Circuit Descriptions and Radiation Experiments
2.1. Circuit Description

The research object is a 32-bit radiation-hardened microprocessor, which has all the
typical characteristics of complex ICs, such as large scale, high frequency, multiple modules
and complex functions. The system-level error detection and correction are adopted by
the radiation-hardened microprocessor. The circuit consists of an integer processing unit
(IU), a floating point processing unit (FPU), CACHE, register (REGFILE), a debugging
support unit (DSU), a serial port (UART), a storage/interrupt controller, a watchdog, a
timer, and other units, which realize data interaction through AMBA bus. The functional
block diagram of a microprocessor is shown in Figure 1.

Figure 1. Functional block diagram of the microprocessor.

2.2. Experiment Setting

In this paper, a set of function test programs is developed to simulate the typical
function state of a user, which makes the CPU instruction coverage reach 100%, and it also
covers all the logic units of the circuit. Taking P1–P4 test programs as the training test,
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they perform a single-precision integer operation and a double-precision floating point
operation in the CACHE open and closed states, respectively, which cover eight standard
test functions. P1 is a single-precision integer operation in CACHE ON mode, P2 is a single-
precision integer operation in CACHE OFF mode. P3 is the double-precision floating-point
operation in CACHE ON mode, and P4 is the double-precision floating-point operation in
CACHE OFF mode. P5–P8 test programs are designed as validation test programs. In order
to better verify the effectiveness of the model, this validation program has randomness,
and it does not require instruction coverage and logical unit coverage. The processor will
continuously access Refile data when executing different test programs. The statistics of
register usage of the target circuit under eight different test programs are shown in Table 1.

Table 1. Statistics of register usage under eight test programs.

Programs Register Reads
(Times)

Program Execution
Cycle T1 (s)

Average Register
Access Time T2 (us)

P1 ~29,843 0.063 2.11
P2 ~29,843 0.714 23.93
P3 ~327,660 0.072 0.22
P4 ~327,660 0.857 2.62
P5 ~74,468 0.330 17.48
P6 ~71,015 0.837 2.45
P7 ~301,430 0.524 21.20
P8 ~193,327 0.247 14.62

2.3. Radiation Experiments

The single event upset soft error cross sections (SEU cross sections) of the circuit under
different test programs are obtained by pulse laser test [8]. During the test, the working
voltage of the target circuit is set as the lowest level, where IO voltage is 2.97V and core
voltage is 1.62 V. The backside irradiation laser test is carried out using PL2210A-P17 pulsed
laser with 100 Hz frequency. The laser SEE test site is shown in Figure 2. The laser test data
of the training set is shown in Table 2, and the laser test data of the validation set is shown
in Table 3 in which the effective laser energy (i.e., laser energy focused in the active region
Eeff) has been equivalent to the LET value of heavy ion [9].

Figure 2. Laser SEE test site.

Table 2. Laser SEE soft error cross section of Training set (10−7 errors/cm2).

Test Programs
Equivalent LET 324pJ = 28.7

(MeV.cm2/mg)
432pJ = 37.5

(MeV.cm2/mg)
621pJ = 53

(MeV.cm2/mg)
950pJ = 80

(MeV.cm2/mg)

P1 11 31.8 51.7 114.3
P2 6.3 22 33 69.9
P3 16.9 46.5 72 147.8
P4 9.3 24.4 35 76.8
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Table 3. Laser SEE soft error cross section of validation set (10−7 errors/cm2).

Test Programs
Equivalent LET 135pJ = 13.1

(MeV.cm2/mg)
241pJ = 21.8

(MeV.cm2/mg)
241pJ = 21.8

(MeV.cm2/mg)
889pJ = 75

(MeV.cm2/mg)

P5 18.1 23.5 33.6 112.2
P6 21.1 16.5 26.0 59.6
P7 21.9 14.7 39.5 131.7
P8 4.8 11.7 15.2 70.8

The conversion relation between the initial laser energy E0 and the LET value of the
heavy ion is shown in Formula (1):

{
Eeff = f(1− R)e−αh(1 + R′

)
E0

LET = 0.082Eeff + 2.07
(1)

where f is the effect factor of the spot, R is the reflectance of the device surface, R′ is the
metal layer reflectance of the device, α is the silicon substrate absorption coefficient of the
device and its measured value, and h is the Planck constant.

Four validation programs for P5–P8 were designed, and laser tests were carried out
under different laser energies, respectively. The obtained laser test data of P5–P8 are shown
in Table 3.

3. Modeling and Parameter Estimation

Compared with the data obtained by software simulation, the laser test data is closer
to the radiation sensitivity of the circuit in the actual radiation environment, so the model
established based on laser test data have a higher accuracy. There are 16 observations of
laser test data, which are typical small sample data, and the use of second-order and above
polynomial or tree models may lead to overfitting [10–12]. The generalized linear model is
linear with respect to the unknown parameters, but nonlinear with respect to the known
variables. The nonlinear functional relational quantization model between the independent
variable and the dependent variable can be established based on the linear parameters
and multiple bases. The corresponding model has a good fitting effect and prediction
accuracy. Therefore, the pulsed laser SEE test data of P1–P4 as the training set are used to
build the model based on the generalized linear model. Four methods of generalized least
squares method [10,11], the weighted least squares estimation method [13], the median
regression method [12], and the least trimmed squares method [12] are used to obtain the
estimation parameter of the generalized linear model. The four methods mentioned above
are combined with optimal weights, namely the Ensemble method as the fifth method.
Then, a laser test is performed on the target circuit under the P5–P8 validation programs,
and the obtained laser test data is used as the validation set to verify the generalized linear
model. The flow chart of the method to quantitatively evaluate the SEE soft error cross
section of complex ICs based on the generalized linear model is shown in Figure 3.

Firstly, the P1–P4 test program for the training set is written, and 16 groups of small
sample test data are obtained by laser test. The test data is used as the training set for
the generalized linear model. Then, GLS, WLS, MR, LTS, and Ensemble methods are
established and parameters are optimized on the target functions. The P5–P8 test programs
as the validation set are written and then the generalized linear model is used to predict
the SEE soft error cross section. Meanwhile, the soft error cross section under radiation is
obtained by laser test. By evaluating the prediction error and the confidence interval on the
test data, the precision of the quantitative prediction model is obtained.
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Figure 3. The flow chart of the method.

3.1. Model Building

The generalized linear model is established using Formula (2).

g(SEU) = β0 +
p

∑
i=1

βi fi(LET, times, T1, T2) + ε (2)

Formula (2) represents the quantitative relationship between SEU and its impact factor,
such as LET, times, T1, T2. Since the value of the SEU soft error cross section must be
positive, and the right side of the equation takes the value of the entire real number domain,
we take the logarithm of the SEU and put it into the model, that is, taken as the link
function of Poisson regression. The model is linear with respect to unknown parameters,
but nonlinear with respect to several known independent variables. Here, the function
fi(LET, times, T1, T2) can be made of any nonlinear function about independent variables
according to your observations and assumptions, such as neural networks, GBDT (gradient
boosting decision tree), spline functions, or polynomials about independent variables,
etc. [10,11]. In this paper, fi(LET, times, T1, T2) is taken as each independent variable
itself to minimize the number of parameters to prevent overfitting and to achieve better
predictions. The simulation software used for modeling and parameter estimation in this
paper is R-3.5.3.

At this point, the above model can be simplified to Formula (3)

Y = Xβ + ε (3)

Among them, Y = log(SEU) = (y1, y2, . . . , yn)
T , n is the number of experiments,

which is 16 in this paper, and SEU is a column vector of length n. Each column of X is
the number of registers read times (times), program execution cycle (T1), average register
access time (T2), LET and an intercept term (I) that is all 1, each row of X is an observation
data. The dimension of X matrix is n× 5. β is the unknown parameter column vector of
length 5 to be solved, and ε is the measurement error column vector of length n.

3.2. Variable Selection

There are multiple criteria such as Cp, AIC, and BIC for variable selection of the
model [11]. In this paper, AIC criterion is chosen for variable selection, which is the sum
of the negative average log-likelihood and the penalty term considering the number of
parameters. The lower the value, the better the prediction effect of the model. The result of
variable selection using the AIC criterion is shown in Figure 4.
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Figure 4. Variable selection using AIC criteria.

As can be seen from Figure 3, the final result of variable selection retains the number
of register reads (times), program execution cycle (T1), LET and the intercept term (I) that
is all 1, and it excludes the average register access time (T2).

3.3. Parameter Estimation

For different assumptions of measurement error or different loss functions, different
parameter estimates β̂ and predicted values of SEU cross section SÊU can be obtained. In
order to further analyze the experimental data and to obtain a more accurate and robust
model, the following four methods are firstly used to carry out model building, in which
the first two are based on the Gaussian distribution assumption, and the latter two are
robust parameter estimation methods, both of them are used to solve Formula (3), and β̂ is
the estimated value of β. Methods for parameter estimation are shown in Table 4.

Table 4. Methods for parameter estimation.

Methods for Parameter Estimation Formulas Parameter Description

GLS, generalized least squares [10,11]
β̂GLS = argmin

β

n
∑

i=1
(Yi − XT

i β)
2
=

(XT X)
−1XTY

Xi is the column vector formed for the i
row of the matrix X.

WLS, weighted least squares [13]

β̂WLS = argmin
β

n
∑

i=1
wi(Yi − XT

i β)
2

= (XTWX)
−1XTWY

W = diag{w1, w2, . . . , wn}, wi =
1

SEUi

Xi is the column vector formed for the i
row of the matrix X.

MR, median regression [12] β̂MR = argmin
β

n
∑

i=1

∣∣Yi − XT
i β
∣∣

To calculate the β̂MR, slack variables can
be introduced and the simplex method

can be used [13].

LTS [12], least trimmed squares

β̂LTS = argmin
β

h
∑

i=1
|ε|2

(i)

h =
[

n+p+1
2

]

|ε|(1) ≤ |ε|(2) ≤ . . . ≤ |ε|(n)

p is the number of columns of X, [m]
represents the largest integer not greater

than m. (|ε|(1), |ε|(2), . . . , |ε|(n))T is the
vector sorted by absolute value from
smallest to largest for each element in

ε = (ε1, ε2, . . . , εn)
T .

The estimation parameter for the training set obtained by the above four methods are
shown in Table 5. It can be seen that the influence coefficients of LET and times obtained
by different methods are positive, while T1 is on the contrary, and the values of the four
methods are relatively close, that is, they increase with the growing of LET and times and
decrease with the increase of T1.
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Table 5. Estimation parameters for training set under different methods.

Column Names of X GLS WLS MR LTS

(Intercept) 1.71685 1.52232 2.34029 2.64312
LET 0.03934 0.04237 0.03053 0.02697

times 1.0578 × 10−6 1.18 × 10−6 8.26 × 10−7 7.48 × 10−6

T1 −0.78625 −0.79952 −0.78671 −0.83454

3.4. Model Optimization

Considering that each of the four methods in Section 3.3 may have advantages and
disadvantages, the Ensemble method [10,11], which performs optimized linear weighting
on the predicted values of these four methods by minimizing the combined variance,
is adopted to reduce the prediction variance, shrink the confidence interval, and make
predictions more robust. It can be seen from Formula (4) that after Ensemble, the variance of
the forecast value, which is the weighted average of the evaluation from the four methods
mentioned above, is reduced to minimize and thus becomes more reliable.

min
p

pTΣp

s.t.
4
∑

i=1
pi = 1

pi ≥ 0

(4)

Σ is the covariance matrix of the evaluation errors of the four methods.
The covariance matrix of these four methods in Section 3.3 calculated based on the

training dataset is shown in Table 6, where the diagonal is the variance of the evaluation
errors of the four methods. It can be seen that the evaluation variances of the two robust
parameter estimation methods, MR and LTS, are all less than 50, which means the standard
deviation of the evaluation errors of the SEU cross section prediction value is less than√

50 = 7.07. The covariance of the WLS method and the LTS method is the smallest, which
is −2.9, thus the correlation coefficient of these two is ρWLS,LTS = −2.9√

230.93∗48.53
= −0.03.

The negative correlation of these two is used by the Ensemble method to further reduce the
evaluation error variance of SEU.

Table 6. Covariance matrix of the evaluation errors of the four methods.

GLS WLS MR LTS

GLS 122.15 165.03 33.73 10.30
WLS 165.03 230.93 31.04 −2.90
MR 33.73 31.04 38.39 38.97
LTS 10.30 −2.90 38.97 48.53

The inner point method of constraint optimization algorithm [12,13] is used to calculate

the optimal weights p =





0.00118461
0.09161878
0.68351429
0.22368231





. It can be seen that MR method has the largest

weight, while GLS method has almost zero weight.

3.5. Evaluation Error

In order to verify the evaluation performance of the model on the test data, the above
five evaluation methods are used in the training set and the validation set to verify the
evaluation effect of the model, respectively. For the evaluation of error, root mean square
error (RMSE) [10,11], average error percentage, and other various evaluation indicators
are selected. The smaller the value, the smaller the evaluation error and the higher the
evaluation accuracy. The evaluation errors of the training set and the validation set under
different methods are shown in Table 7.

167



Electronics 2022, 11, 2242

Table 7. Evaluation errors of training set and validation set under different methods.

Evaluation Errors of Training Set under
Different Methods

Evaluation Errors of Validation Set under
Different Methods

Method GLS WLS MR LTS Ensemble GLS WLS MR LTS Ensemble

Root mean square error 10.74 14.87 6.22 8.03 6.40 8.92 11.11 6.44 7.57 6.41
Mean absolute error 9.11 11.31 4.38 5.05 4.76 7.58 9.34 5.03 6.03 4.83

Mean absolute error in percent % 22.38 30.98 12.96 16.73 13.33 19.39 24.15 14.0 16.4 13.93

Taking RMSE [10,11], the most commonly used evaluation method, as an example,
Ensemble and the MR method have relatively low RMSE in the training set and the
validation set, while the other three methods have relatively large evaluation errors in
validation set. The MR method, as one of the robust parameter estimation methods, shows
a lower evaluation error in the training set and the validation set compared with the GLS
and the WLS methods based on Gaussian distribution, indicating that the error of SEU data
collected in the experiment may be non-Gaussian distribution, or Gaussian characteristics
are not obvious due to small samples. It also verified the reliability of the MR and the
Ensemble methods in data modeling, that is, the quantitative evaluation model established
by us is effective, and it has a certain accuracy.

4. Confidence Interval Analysis

In the above section, the evaluation errors are compared. Considering the quantity of
data is small, the performance of five methods can be affected by accidental data, therefore
in this section further analysis on the confidence interval is carried out. The shorter
confidence interval means a smaller evaluation error variance and a higher reliability. So,
in this section, further comparison of confidence interval with five methods is performed.

In this paper, the bootstrap method based on statistical sampling is used to calculate
the confidence interval of SEU cross section. Multiple SEU cross sections can be obtained by
repeated sampling with replacements. The bootstrap times in this paper is set as B = 300.

Figures 5–8 show the evaluation value and a 95% confidence interval of the five
methods on the training set and the validation set, respectively. The evaluation error is the
difference between the evaluation value and the soft error cross section value observed in
the laser experiment. Gray bars representing known experimental values, points and line
segments of five colors are the respective evaluation values and confidence intervals of the
five methods. The narrower the confidence interval is, the higher the evaluation accuracy
is. Figures 7 and 8 show the probability density function of the evaluation error of the five
methods on the training set and validation set, which is calculated using kernel method
(gaussian kernel is used, bandwidth is determined based on cross-validation). It can be
seen that the value of the error corresponding to the highest density of Ensemble and MR
methods on the validation set is concentrated near zero, but the former is more concentrated
at zero than the latter. The error distribution of the other three methods is relatively flat,
and the error corresponding to the highest probability density is far from zero. As can be
seen from Figures 5–8 and Table 7, the Ensemble method has the best evaluation accuracy
RMSE and the narrowest confidence interval in the validation set, which can be used to
evaluate the SEE soft error cross section based on different test programs and laser energy.

Figure 5. Evaluations, 95% confidence intervals and real values of the five methods on the training set.
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