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## 1. Introduction

This Special Issue aims to highlight the latest developments in the research concerning complex-valued functions from the perspective of geometric function theory. Contributions were sought regarding any aspect of subordination and superordination, different types of operators specific to the research in this field, and special functions involved in univalent function theory with the hope that new approaches would emerge regarding the introduction and study of special classes of univalent functions using operators and the classical theories of differential subordination and superordination, as well as the newer adapted theories of strong differential subordination and superordination and fuzzy differential subordination and superordination. Authors were invited to submit their latest results related to analytic functions in all their variety and also related to their applications in other fields of research. Quantum calculus and its applications related to geometric function theory were also expected to provide interesting outcomes. The presentation of the results obtained by using any other technique that can be applied in the field of complex analysis and its applications was also encouraged.

This Special Issue is devoted especially to complex analysis and was proposed as a means to find new approaches using geometric function theory, to inspire further development in this field.

## 2. Overview of the Published Papers

The present Special Issue contains 14 papers accepted for publication after a rigorous reviewing process.

In the study [1], Richard D. Carmichael considers vector-valued analytic functions and distributions with values in Banach or Hilbert space. It is proved that certain vector-valued measurable functions generate the analytic functions using the Fourier-Laplace transform, and conversely, measurable functions are generated from the analytic functions, and it is shown that the analytic functions are representable through the generated measurable functions. Certain specific properties are obtained for the analytic functions and measurable functions, and it is proved that, under specified conditions, the analytic functions considered are in fact vector-valued Hardy functions, which immediately result in Cauchy and Poisson integral representations. The existence of boundary values of the analytic functions on the topological boundary is investigated, and problems to consider in future research are suggested. Notably, the author is convinced that future studies can focus on the integral representation, boundary values, and applications of the functions defined in this paper.

In another study [2], Hatun Özlem Güney, Georgia Irina Oros, and Shigeyoshi Owa provide an application of the well-known Sălăgean differential operator for defining a new operator, through which a new class of functions is defined, which has the classes of starlike and convex functions of order $\alpha$ as special cases. The renowned Jack-MillerMocanu lemma is applied for obtaining interesting properties for the newly defined class of functions. The new operator defined in this paper can be used to introduce other specific
subclasses of analytic functions, and quantum calculus can be also investigated in future studies.

The research of Gangadharan Murugusundaramoorthy and Teodor Bulboacă presented in reference [3] involves the new subclasses of bi-univalent functions defined in the open-unit disk, which are associated with the Gegenbauer polynomials and satisfy subordination conditions. Coefficient estimates are established for the defined classes, and the remarkable Fekete-Szegő problem is also considered. For particular values of the parameters involved in the definition of the classes, the results obtained in this paper provide new insights into the Yamakawa family of bi-starlike functions associated with the Chebyshev and Legendre polynomials, which are left as an exercise to interested readers.

The authors of reference [4], Alaa H. El-Qadeem and Ibrahim S. Elshazly, study the Hadamard product features of certain subclasses of $p$-valent meromorphic functions defined in the punctured open-unit disc using the q-difference operator. Convolution properties and coefficient estimates are also established regarding the new subclasses defined in this study. The authors suggest that future researchers focus on the use of these subclasses in studies involving the theories of differential subordination and superordination and also the investigation of the Fekete-Szegő problem.

In the research presented in reference [5], Georgia Irina Oros, Gheorghe Oros, and Ancuța Maria Rus use the confluent hypergeometric function embedded in the theory of strong differential superordinations. The form of the confluent hypergeometric function and that of the previously defined Kummer-Bernardi and Kummer-Libera operators are adopted by considering certain classes of analytic functions depending on an extra parameter previously introduced related to the theory of strong differential subordination and superordination. Strong differential superordinations are investigated, and the best subordinates are given. The applications of the established theoretical results are illustrated through two examples. As potential future studies, the authors suggest the use of the dual notion of strong differential subordination for investigations concerning the confluent hypergeometric function and the two operators used in the present study, which could yield sandwich-type results if combined with the results contained in this paper.

The topic of introducing new subclasses of bi-starlike and bi-convex functions of a complex order associated with the Erdély-Kober-type integral operator in the open-unit disc is considered by Alhanouf Alburaikan, Gangadharan Murugusundaramoorthy, and Sheza M. El-Deeb [6]. The estimates of initial coefficients are given, and Fekete-Szegő inequalities are investigated for the functions in those classes. Several consequences of the results are also highlighted as examples.

For the study presented in reference [7], Feras Yousef, Ala Amourah, Basem Aref Frasin, and Teodor Bulboacă again consider certain new subclasses of bi-univalent functions by exploiting the zero-truncated Poisson distribution probabilities and involving Gegenbauer polynomials and the concept of subordination. Coefficient-related problems are investigated, and the Fekete-Szegő functional problem is solved for those classes. The authors suggest that the results offered in this paper would lead to other different new results involving Legendre and Chebyshev polynomials.

Considering the importance of the logarithmic coefficients, in reference [8], Sevtap Sümer Eker, Bilal Şeker, Bilal Çekiç, and Mugur Acu obtain the sharp bounds for the second Hankel determinant concerning the logarithmic coefficients of strongly starlike functions and strongly convex functions. The results presented here could inspire further studies that focus on other subclasses of univalent functions and obtain the boundaries for higher-order Hankel determinants.

New results on the radius of uniform convexity of two kinds of normalization of the Bessel function $J_{v}$ in the case of $v \in(-2,-1)$ are presented by Luminiţa-Ioana Cotîrlă, Pál Aurel Kupán, and Róbert Szász in reference [9]. This study provides alternative proof regarding the radius of convexity of order alpha. The authors also provide alternative proof regarding the radius of convexity of order alpha and derive an interesting correlation between convexity and uniform convexity.

The research presented by Richard D. Carmichael in reference [10] is connected to the results obtained in reference [1]. A boundary value result concerning vector-valued tempered distributions as the boundary values of vector-valued analytic functions is given under the general norm growth on the analytic function, which is equivalent to the growth of Tillmann. The second goal of this paper was to obtain a Cauchy integral representation of the analytic functions by using the generally known structure of the spectral function and the structure of the tempered distributional boundary value. The analytic function used to obtain the boundary value was equated to the product of a polynomial and the constructed Cauchy integral. This paper concerns theoretical mathematics; however, the considered topics find applications in mathematical physics and the field of mathematics involving physical problems.

New results are obtained concerning fuzzy differential subordination theory and are highlighted by Alina Alb Lupaș [11]. A previously introduced operator defined by applying the Riemann-Liouville fractional integral to the convex combination of well-known Ruscheweyh and Sălăgean differential operators is used for defining a new fuzzy subclass. The convex property of this class is proved, and certain fuzzy differential subordinations involving the functions from this class and the operator mentioned earlier are obtained. The best fuzzy dominants are given for the considered fuzzy differential subordinations in theorems, and interesting corollaries emerge when specific functions with remarkable geometric properties are used as the best fuzzy dominants. Inspired by the research presented here, researchers can apply the operator used in this paper in future studies for the introduction of other subclasses of analytic functions. The dual theory of fuzzy differential superordination can also be used for obtaining similar results involving the operator and the class defined in this paper.

Using beta-negative binomial distribution series and Laguerre polynomials, Isra AlShbeil, Abbas Kareem Wanas, Afis Saliu, and Adriana Cătaş [12] investigate a new family of normalized holomorphic and bi-univalent functions associated with Ozaki close-toconvex functions. They provide estimates on the initial Taylor-Maclaurin coefficients and discuss Fekete-Szegő type inequality for the functions in this family in the special case of generalized Laguerre polynomials.

A symmetric-convex differential formula of normalized Airy functions in the openunit disk is developed by Samir B. Hadid and Rabha W. Ibrahim in reference [13]. The equation is taken into account as a differential operator in the development of a class of normalized analytic functions. Two-dimensional wave propagation in the earth-ionosphere wave path using $k$-symbol Airy functions is used for the investigation. It is shown that the standard wave-mode working formula may be determined by orthogonality considerations without the use of intricate justifications of the complex plane.

The applications of fractional differential operators in the field of geometric function theory are obtained by Mohammad Faisal Khan, Shahid Khan, Saqib Hussain, Maslina Darus, and Khaled Matarneh in reference [14]. The fractional differential operator and the Mittag-Leffler functions are combined to formulate and arrange a new operator of fractional calculus. A new class of normalized analytic functions is introduced using the newly defined fractional operator, and some of its interesting geometric properties are discussed in the open-unit disk. The authors suggest that the operator introduced here can be utilized to define other classes of analytic functions or to generalize other types of differential operators.

## 3. Conclusions

The 14 papers published as part of this Special Issue entitled "New Developments in Geometric Function Theory" concern a broad range of subjects. Researchers interested in different aspects of geometric function theory and its related topics would find interesting insights and inspiring results, leading to increased reference to these contributions and the propagation of this Special Issue to a large audience.
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#### Abstract

We consider analytic functions in tubes $\mathbb{R}^{n}+i B \subset \mathbb{C}^{n}$ with values in Banach space or Hilbert space. The base of the tube $B$ will be a proper open connected subset of $\mathbb{R}^{n}$, an open connected cone in $\mathbb{R}^{n}$, an open convex cone in $\mathbb{R}^{n}$, and a regular cone in $\mathbb{R}^{n}$, with this latter cone being an open convex cone which does not contain any entire straight lines. The analytic functions satisfy several different growth conditions in $L^{p}$ norm, and all of the resulting spaces of analytic functions generalize the vector valued Hardy space $H^{p}$ in $\mathbb{C}^{n}$. The analytic functions are represented as the Fourier-Laplace transform of certain vector valued $L^{p}$ functions which are characterized in the analysis. We give a characterization of the spaces of analytic functions in which the spaces are in fact subsets of the Hardy functions $H^{p}$. We obtain boundary value results on the distinguished boundary $\mathbb{R}^{n}+i\{\overline{0}\}$ and on the topological boundary $\mathbb{R}^{n}+i \partial B$ of the tube for the analytic functions in the $L^{p}$ and vector valued tempered distribution topologies. Suggestions for associated future research are given.


Keywords: analytic functions; vector valued Hardy functions; boundary values

MSC: 32A26; 32A35; 32A40; 42B30

## 1. Introduction

In [1] and related work, we defined and analyzed vector-valued Hardy $H^{p}\left(T^{B}, \mathcal{X}\right)$ functions on tubes $T^{B}=\mathbb{R}^{n}+i B \subset \mathbb{C}^{n}$ with values in Banach space $\mathcal{X}$. We showed that any Banach space $\mathcal{X}$ vector-valued analytic function on $T^{B}$ which obtained a $\mathcal{X}$ vector-valued distributional boundary value was a $H^{p}\left(T^{B}, \mathcal{X}\right), 1 \leq p \leq \infty$, function with values in Banach space $\mathcal{X}$ if the $\mathcal{X}$ vector-valued boundary value was a $L^{p}\left(\mathbb{R}^{n}, \mathcal{X}\right), 1 \leq p \leq \infty$, function. We showed that the $H^{p}\left(T^{B}, \mathcal{X}\right), 1 \leq p \leq \infty$, functions admitted a representation by the Poisson integral of $L^{p}\left(\mathbb{R}^{n}, \mathcal{X}\right), 1 \leq p \leq \infty$, functions if the values of the analytic functions were in a certain type of Banach space and then obtained a pointwise growth estimate for the $H^{p}\left(T^{B}, \mathcal{X}\right)$ functions for this Banach space. In additional analysis, we have obtained many general results concerning $H^{p}\left(T^{B}, \mathcal{X}\right)$ functions with values in Banach space including representations as Fourier-Laplace, Cauchy, and Poisson integrals and the existence of boundary values.

Previously, we defined generalizations of $H^{p}\left(T^{B}\right)$ functions in the scalar-valued case by using several more general growth conditions on the $L^{p}$ norm of the analytic functions. Some of these scalar-valued results are contained in [2] (Chapter 5); other such results in the scalar-valued case are contained in papers listed under the author's name in the references in [1,2]. In this paper, we build upon these scalar-valued generalizations of $H^{p}\left(T^{B}\right)$ functions by considering the vector-valued case of functions and distributions with values in Banach or Hilbert space. The generalizations of the vector-valued analytic functions in $H^{p}\left(T^{B}, \mathcal{X}\right), \mathcal{X}$ being a Banach space, which we consider here are defined in Section 4 of this paper. Our results are obtained for the base $B$ of the tube $T^{B}$ successively being a proper open connected subset of $\mathbb{R}^{n}$, an open connected cone in $\mathbb{R}^{n}$, an open convex cone in $\mathbb{R}^{n}$, and a regular cone in $\mathbb{R}^{n}$, with this latter cone being an open convex cone which does not contain any entire straight lines; as the base $B$ of the tube $T^{B}$ is
specialized, increasingly precise results are obtained in the analysis. For $B$ being a proper open connected subset of $\mathbb{R}^{n}$ we show, for example, that the growth condition that defines the functions which generalize the Hardy functions can, in certain circumstances, be extended to the boundary of the base $B$ of the tube $T^{B}$. At the open convex cone stage in our analysis we are able to show the equivalence of two types of vector-valued functions which generate $H^{p}\left(T^{B}, \mathcal{X}\right)$ functions. In the cone setting for base $B$ we show that certain elements of the defined analytic functions are in fact $H^{p}\left(T^{B}\right)$ functions which leads to the representation of these functions as Fourier-Laplace, Cauchy, and Poisson integrals. In the case that $B$ is a regular cone we study the boundary values on the topological boundary of the tube defined by the cone as points in $B$ approach a point on its boundary through circular bands within $B$. In general, our goal in this paper is to obtain results for the functions defined in Section 4 treated as generalizations of $H^{p}\left(T^{B}, \mathcal{X}\right)$ functions and as generalizations of the scalar-valued functions noted in [2] (Chapter 5) and in some of our papers referenced in [2] and hence to generalize results concerning $H^{p}\left(T^{B}, \mathcal{X}\right)$ spaces and concerning the scalar-valued functions noted in [2] (Chapter 5) and in certain references of [2] to these new spaces of analytic functions. Additionally, our goal is to obtain additional new results for the analytic functions of Section 4 which we accomplish.

As noted above, the vector-valued analytic functions considered in this paper are defined in Section 4. In Section 5, we show that certain vector-valued measurable functions generate the analytic functions by the Fourier-Laplace transform; conversely, in Section 6, we generate the measurable functions from the analytic functions and show that the analytic functions are representable through the generated measurable functions. As the base $B$ of the tube $T^{B}$ is made more specific the analytic functions and measurable functions obtain more specific properties. In Section 7, we show that under specified conditions the analytic functions considered are in fact vector-valued Hardy $H^{2}$ functions which immediately results in Cauchy and Poisson integral representations. Section 8 concerns the existence of boundary values of the analytic functions in vector-valued $L^{p}$ and in vector-valued $\mathcal{S}^{\prime}$ topologies on both the distinguished boundary and the topological boundary of the tube. Problems for future research are considered in Section 9, and conclusions are provided in Section 10.

## 2. Definitions and Notation

Throughout, $\mathcal{X}$ will denote a Banach space, $\mathcal{H}$ will denote a Hilbert space, $\mathcal{N}$ will denote the norm of the specified Banach or Hilbert space, and $\Theta$ will denote the zero vector of the specified Banach or Hilbert space. We reference Dunford and Schwartz [3] for integration of vector-valued functions and for vector-valued analytic functions. For foundational information concerning vector-valued distributions we refer to Schwartz ([4,5]).

The n-dimensional notation used in this paper will be the same as that in [1,2]. The information concerning cones in $\mathbb{R}^{n}$ needed here is contained in [2] (Chapter 1). We recall some very important notation and concepts of cones here that are necessary for this paper. $C \subset \mathbb{R}^{n}$ is a cone (with vertex at $\overline{0}=(0,0, \ldots, 0) \in \mathbb{R}^{n}$ ) if $y \in C$ implies $\lambda y \in C$ for all positive scalars $\lambda$. The intersection of $C$ with the unit sphere $|y|=1$ is called the projection of $C$ and is denoted $\operatorname{pr}(C)$. A cone $C^{\prime}$ such that $\operatorname{pr}\left(\overline{C^{\prime}}\right) \subset \operatorname{pr}(C)$ is a compact subcone of $C$ which we will denote as $C^{\prime} \subset \subset C$. The function

$$
u_{C}(t)=\sup _{y \in \operatorname{pr}(C)}(-\langle t, y\rangle), t \in \mathbb{R}^{n}
$$

is the indicatrix of $C$. The dual cone $C^{*}$ of $C$ is defined as

$$
C^{*}=\left\{t \in \mathbb{R}^{n}:\langle t, y\rangle \geq 0 \text { for all } y \in C\right\}
$$

and satisfies $C^{*}=\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq 0\right\}$. An open convex cone which does not contain any entire straight lines will be called a regular cone. See [2] (Section 1.2) for examples of cones in $\mathbb{R}^{n}$. In this paper, we will be concerned with the distance from a point in a cone to the
boundary of the cone; for $C$ being an open connected cone in $\mathbb{R}^{n}$, the distance from $y \in C$ to the topological boundary $\partial C$ of $C$ is

$$
d(y)=\inf \left\{\left|y-y_{1}\right|: y_{1} \in \partial C\right\}
$$

For an open connected cone $C \subset \mathbb{R}^{n}$, we know from [2] (p. 6, (1.14)) that

$$
d(y)=\inf _{t \in \operatorname{pr}\left(C^{*}\right)}\langle t, y\rangle, y \in C
$$

and $0<d(y) \leq|y|, y \in C$. Additionally, $d(\lambda y)=\lambda d(y), \lambda>0$.
The $L^{p}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ functions, $1 \leq p \leq \infty$, with values in $\mathcal{X}$ and their norm $|\mathbf{h}|_{p}$ are noted in [3] (Chapter III). The Fourier transform on $L^{1}\left(\mathbb{R}^{n}\right)$ or $L^{1}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ is given in [2] (p. 3). All Fourier (inverse Fourier) transforms on scalar or vector-valued functions will be denoted $\widehat{\phi}=\mathcal{F}[\phi(t) ; x]\left(\mathcal{F}^{-1}[\phi(t) ; x]\right)$. As stated in [6] the Plancherel theory is not true for vectorvalued functions except when $\mathcal{X}=\mathcal{H}$, a Hilbert space. The Plancherel theory is complete in the $L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ setting in that the inverse Fourier transform is the inverse mapping of the Fourier transform with $\mathcal{F}^{-1} \mathcal{F}=I=\mathcal{F} \mathcal{F}^{-1}$ with $I$ being the identity mapping.

As usual, we denote $\mathcal{S}\left(\mathbb{R}^{n}\right)$ as the tempered functions with associated distributions being $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ or associated vector-valued distributions being $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$. The Fourier transform on $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ and on $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ is the usual such definition and is given in [4] (p. 73).

Let $B$ be an open subset of $\mathbb{R}^{n}$ and $\mathcal{X}$ be a Banach space. The Hardy space $H^{p}\left(T^{B}, \mathcal{X}\right)$, $0<p<\infty$, consists of those analytic functions $\mathbf{f}(z)$ on the tube $T^{B}=\mathbb{R}^{n}+i B \subset \mathbb{C}^{n}$ with values in the Banach space $\mathcal{X}$ such that for some constant $M>0$ and every $y \in B$

$$
\int_{\mathbb{R}^{n}}(\mathcal{N}(\mathbf{f}(x+i y)))^{p} d x \leq M
$$

the usual modification is made for the case $p=\infty$.

## 3. Cauchy and Poisson Kernels and Integrals

Let $C$ be a regular cone in $\mathbb{R}^{n} . C^{*}$ is the dual cone of $C$. The Cauchy kernel corresponding to $T^{C}=\mathbb{R}^{n}+i C$ is

$$
K(z-t)=\int_{C^{*}} e^{2 \pi i\langle z-t, \eta\rangle} d \eta, t \in \mathbb{R}^{n}, z \in T^{C}
$$

The Poisson kernel corresponding to $T^{C}$ is

$$
Q(z ; t)=\frac{K(z-t) \overline{K(z-t)}}{K(2 i y)}=\frac{|K(z-t)|^{2}}{K(2 i y)}, t \in \mathbb{R}^{n}, z \in T^{C}
$$

Referring to [2] (Chapters 1 and 4) for details, we know for $z \in T^{C}$ that $K(z-\cdot) \in$ $\mathcal{D}\left(*, L^{p}\right) \subset \mathcal{D}_{L^{p}}, 1<p \leq \infty$; and $Q(z ; \cdot) \in \mathcal{D}\left(*, L^{p}\right) \subset \mathcal{D}_{L^{p}}, 1 \leq p \leq \infty$, where $*$ is Beurling $\left(M_{p}\right)$ or Roumieu $\left\{M_{p}\right\}$. These ultradifferentiable functions are contained in the Schwartz space $\mathcal{D}_{L^{p}}=\mathcal{D}\left(L^{p}, \mathbb{R}^{n}\right)$. Because of the combined properties of the Cauchy and Poisson kernels from [2], we know that the Cauchy and Poisson integrals

$$
\int_{\mathbb{R}^{n}} \mathbf{h}(t) K(z-t) d t, z \in T^{C}
$$

and

$$
\int_{\mathbb{R}^{n}} \mathbf{h}(t) Q(z ; t) d t, z \in T^{C}
$$

are well defined for $\mathbf{h} \in L^{p}\left(\mathbb{R}^{n}, \mathcal{X}\right), 1 \leq p<\infty$, and $\mathbf{h} \in L^{p}\left(\mathbb{R}^{n}, \mathcal{X}\right), 1 \leq p \leq \infty$, respectively, for $\mathcal{X}$ being a Banach space.

We conclude this section with a boundary value calculation concerning the integral which defines the Cauchy kernel. Our calculations here provide motivation and guidance for boundary value results concerning the analytic functions considered in this paper which we obtain subsequently. Let $C$ be a regular cone and put

$$
K(z)=\int_{C^{*}} e^{2 \pi i\langle z, t\rangle} d t, z \in T^{C}
$$

We know that $K(z)$ is analytic in $T^{C}$ and is a bounded function of $x \in \mathbb{R}^{n}$ for $y \in C$. Thus, $K(x+i y) \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ as a function of $x \in \mathbb{R}^{n}$ for $y \in C$. Let $I_{C^{*}}(t)$ denote the characteristic function of $C^{*}$. We have the following result concerning points on the boundary of $C, \partial C$.

Theorem 1. Let $y_{o} \in \partial C$. We have

$$
\lim _{y \rightarrow y_{0}, y \in C} K(x+i y)=\mathcal{F}\left[I_{C^{*}}(t) e^{-2 \pi\left\langle y_{o}, t\right\rangle}\right]
$$

in the strong topology of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$.
Proof. For $y_{0} \in \partial C$, choose a sequence of points $\left\{y_{m}\right\}, m=1,2, \ldots$, in $C$ which converges to $y_{o}$. We have

$$
\left\langle y_{o}, t\right\rangle=\lim _{y_{m} \rightarrow y_{o}}\left\langle y_{m}, t\right\rangle \geq 0, t \in C^{*}
$$

Thus, $e^{-2 \pi\left\langle y_{o}, t\right\rangle} I_{C^{*}}(t) \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ and $\mathcal{F}\left[e^{-2 \pi\left\langle y_{o}, t\right\rangle} I_{C^{*}}(t)\right] \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$. Let $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ and $y \in C$.

$$
\begin{aligned}
& \left\langle K(x+i y)-\mathcal{F}\left[e^{-2 \pi\left\langle y_{o}, t\right\rangle} I_{C^{*}}(t)\right], \phi(x)\right\rangle \\
& =\left\langle\mathcal{F}\left[\left(e^{-2 \pi\langle y, t\rangle}-e^{-2 \pi\left\langle y_{o}, t\right\rangle}\right) I_{C^{*}}(t)\right], \phi(x)\right\rangle \\
& =\left\langle\left(e^{-2 \pi\langle y, t\rangle}-e^{-2 \pi\left\langle y_{o}, t\right\rangle}\right) I_{C^{*}}(t), \widehat{\phi}(t)\right\rangle .
\end{aligned}
$$

Now

$$
\left|\left(e^{-2 \pi\langle y, t\rangle}-e^{-2 \pi\left\langle y_{o}, t\right\rangle}\right) I_{C^{*}}(t) \widehat{\phi}(t)\right| \leq\left(e^{-2 \pi\langle y, t\rangle)}+e^{-2 \pi\left\langle y_{o}, t\right\rangle}\right) I_{C^{*}}(t)|\widehat{\phi}(t)| \leq 2|\widehat{\phi}(t)| .
$$

By the Lebesgue dominated convergence theorem, we have

$$
\lim _{y \rightarrow y_{o}, y \in C} K(x+i y)=\mathcal{F}\left[I_{C^{*}}(t) e^{-2 \pi\left\langle y_{o}, t\right\rangle}\right]
$$

in the weak topology of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$. Since $\mathcal{S}\left(\mathbb{R}^{n}\right)$ is a Montel space we have this convergence in the strong topology of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ also.

In Theorem 1, notice that $\overline{0}$ is on the boundary of $C$. Thus, for $y_{o}=\overline{0}$,

$$
\lim _{y \rightarrow \overline{0}, y \in C} K(x+i y)=\mathcal{F}\left[I_{C^{*}}(t)\right]
$$

in the strong topology of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ in the conclusion of Theorem 1.

## 4. The Analytic Functions

As previously noted, we have studied vector-valued Hardy spaces in [1]; previous to this analysis we had generalized scalar-valued Hardy spaces by placing a more general bound on the $L^{p}$ norm of the scalar-valued analytic function. These main scalar-valued generalizations are contained in [2] with other related work referenced in [2]. In the scalar-valued generalizations, we obtained Fourier-Laplace transform representation of
the analytic functions and characterized the measurable function which generated this representation along with related results.

Given our recent work in studying vector-valued Hardy spaces, we now desire to study vector-valued generalizations of vector-valued Hardy spaces.

In this section, we introduce and define the vector-valued analytic functions that we study here. Throughout this section, $B$ will denote a proper open connected subset of $\mathbb{R}^{n}$ unless stated otherwise; and, as previously stated, $\mathcal{X}$ will denote a Banach space with norm $\mathcal{N}$.

Definition 1. $H_{A}^{p}\left(T^{B}, \mathcal{X}\right), 1 \leq p<\infty$, is the set of analytic functions $\boldsymbol{f}(z)$ on $T^{B}$ with values in $\mathcal{X}$ such that

$$
|f(x+i y)|_{p}=\left(\int_{\mathbb{R}^{n}}(\mathcal{N}(f(x+i y)))^{p} d x\right)^{1 / p} \leq M\left(1+(d(y))^{-r}\right)^{s} e^{2 \pi A|y|}, y \in B
$$

where $r \geq 0, s \geq 0, A \geq 0$, and $M=M(f, p, A, r, s)>0$.
Definition 2. $R_{A}^{p}\left(T^{B}, \mathcal{X}\right), 1 \leq p<\infty$, is the set of analytic functions $\boldsymbol{f}(z)$ on $T^{B}$ with values in $\mathcal{X}$ such that

$$
|f(x+i y)|_{p} \leq M\left(1+|y|^{-r}\right)^{s} e^{2 \pi A|y|}, y \in B
$$

where $r \geq 0, s \geq 0, A \geq 0$, and $M=M(f, p, A, r, s)>0$.

Definition 3. $V_{A}^{p}\left(T^{B}, \mathcal{X}\right), 1 \leq p<\infty$, is the set of analytic functions $\boldsymbol{f}(z)$ on $T^{B}$ with values in $\mathcal{X}$ such that

$$
|f(x+i y)|_{p} \leq M e^{2 \pi A|y|}, y \in B
$$

were $A \geq 0$ and $M=M(f, p, A)>0$.
We consider situations and examples which help emphasize containment of these spaces although the definitions of these sets of functions show the containment in many cases. If $B$ is an open connected cone we know from Section 2 that $d(y) \leq|y|, y \in B$; thus, $R_{A}^{p}\left(T^{B}, \mathcal{X}\right) \subseteq H_{A}^{p}\left(T^{B}, \mathcal{X}\right)$ in general in this case. For specific examples which help show proper containment let us just consider scalar-valued analytic functions in half planes in $\mathbb{C}^{1}$. Let $B=(0, \infty)$; thus, $T^{(0, \infty)}=\mathbb{R}^{1}+i(0, \infty)$. We have

$$
f(z)=\frac{e^{-2 \pi i z}}{z(i+z)} \in R_{1}^{2}\left(T^{(0, \infty)}, \mathbb{C}^{1}\right) \cap H_{1}^{2}\left(T^{(0, \infty)}, \mathbb{C}^{1}\right), y=\operatorname{Im}(z) \in(0, \infty)
$$

as

$$
\| f\left(x+i y \|_{L^{2}\left(\mathbb{R}^{1}\right)} \leq \pi^{1 / 2}\left(1+y^{-1}\right) e^{2 \pi y}, y=\operatorname{Im}(z)>0\right.
$$

but this $f(z)$ is not in $V_{1}^{2}\left(T^{(0, \infty)}, \mathbb{C}^{1}\right)$. We have

$$
f(z)=\frac{e^{-2 \pi i z}}{i+z} \in V_{1}^{2}\left(T^{(0, \infty)}, \mathbb{C}^{1}\right)
$$

but is not in $H^{2}\left(T^{(0, \infty)}, \mathbb{C}^{1}\right)$. Of course $f(z)=1 /(i+z) \in H^{2}\left(T^{(0, \infty)}, \mathbb{C}^{1}\right)$ and hence is in all of $V_{1}^{2}\left(T^{(0, \infty)}, \mathbb{C}^{1}\right), R_{1}^{2}\left(T^{(0, \infty)}, \mathbb{C}^{1}\right)$, and $H_{1}^{2}\left(T^{(0, \infty)}, \mathbb{C}^{1}\right)$. These examples help to see the containment of the defined spaces and the Hardy functions for most of the specified conditions on the base $B$ of the tube $T^{B}$ in our analysis in this paper.

For our next set of analytic functions, we must remember properties of sequences $M_{p}, p=0,1,2, \ldots$, with which ultradifferentiable functions and ultradistributions are defined. These sequences and properties are discussed in [2] (Section 2.1). In this paper, we are principally concerned with the properties (M.1) and (M.3') and with the associated function

$$
M^{*}(\rho)=\sup _{p} \log \left(\rho^{p} p!M_{0} / M_{p}\right), 0<\rho<\infty .
$$

With these facts in mind we define additional vector-valued analytic functions.
Definition 4. For $B$, being a proper open connected subset of $\mathbb{R}^{n}$ which does not contain $\overline{0}$, $H_{*}^{p}\left(T^{B}, \mathcal{X}\right), 1 \leq p<\infty$, is the set of analytic functions $\boldsymbol{f}(z)$ on $T^{B}$ with values in $\mathcal{X}$ such that

$$
|f(x+i y)|_{p} \leq K\left(1+(d(y))^{-r}\right)^{s} e^{M^{*}(w /|y|)}, y \in B
$$

where $r \geq 0, s \geq 0, w>0$, and $K=K(f, p, r, s, w)>0$.
With Definition 4 in place, we can now state definitions for $R_{*}^{p}\left(T^{B}, \mathcal{X}\right)$ and $V_{*}^{p}\left(T^{B}, \mathcal{X}\right)$ from Definition 4 similarly as we $\operatorname{did}$ for $R_{A}^{p}\left(T^{B}, \mathcal{X}\right)$ and $V_{A}^{p}\left(T^{B}, \mathcal{X}\right)$ from Definition 1. In the scalar-valued case, we have proved that the Cauchy integral of ultradistributions $U \in \mathcal{D}^{\prime}\left(*, L^{p}\right)$, where $*$ is Beurling $\left(M_{p}\right)$ or Roumieu $\left\{M_{p}\right\}$, is analytic in $T^{C}$ and satisfies the growth of Definition 4 where $C$ is a regular cone in $\mathbb{R}^{n}$; see [2] (Section 4.2). Additionally, we have obtained boundary value results for scalar-valued functions of the type in Definition 4 in [2] (Chapter 5).

Throughout this paper, results concerning $H_{*}^{p}\left(T^{B}, \mathcal{X}\right)$ and its subsets and associated norm growth bounds are obtained under the assumption that the sequence of positive numbers $M_{p}, p=0,1,2, \ldots$, from which the associated function $M^{*}(\rho)$ is defined, will always be assumed to satisfy properties (M.1) and (M.3') in [2] (p. 13).

## 5. Measurable Functions Generating Analytic Functions

The results which we will prove in this paper are obtained for functions in $H_{A}^{p}\left(T^{B}, \mathcal{X}\right)$ of Definition 1 and for functions in $H_{*}^{p}\left(T^{B}, \mathcal{X}\right)$ of Definition 4 by very similar methods. The results corresponding to $H_{A}^{p}\left(T^{B}, \mathcal{X}\right)$ however are somewhat more general in nature than the corresponding ones for $H_{*}^{p}\left(T^{B}, \mathcal{X}\right)$. Thus, we will concentrate our proofs on the results corresponding to $H_{A}^{p}\left(T^{B}, \mathcal{X}\right)$ and subsequently state the corresponding results for $H_{*}^{p}\left(T^{B}, \mathcal{X}\right)$ which will be denoted by a * next to the result number.

We begin by obtaining properties on measurable functions which we will use to generate analytic functions in $H_{A}^{p}\left(T^{B}, \mathcal{X}\right)$. Let $B$ be a proper open connected subset of $\mathbb{R}^{n}$ and let $\mathcal{X}$ be a Banach space. Let $1 \leq p<\infty$ and $\mathbf{g}(t)$ be a $\mathcal{X}$ valued measurable function on $\mathbb{R}^{n}$ such that

$$
\begin{equation*}
\left|e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t)\right|_{p} \leq M\left(1+(d(y))^{-r}\right)^{s} e^{2 \pi A|y|}, y \in B \tag{1}
\end{equation*}
$$

where $r \geq 0, s \geq 0, A \geq 0$, and $M=M(\mathbf{g}, p, A, r, s)>0$ do not depend on $y \in B$.
Theorem 2. For $B$, being a proper open connected subset of $\mathbb{R}^{n}$ and $\mathcal{X}$ being a Banach space let $\boldsymbol{g}(t)$ be a $\mathcal{X}$ valued measurable function on $\mathbb{R}^{n}$ such that (1) holds for $y \in B$ and for $1 \leq p<\infty$. We have

$$
\begin{equation*}
f(z)=\int_{\mathbb{R}^{n}} \boldsymbol{g}(t) e^{2 \pi i\langle z, t\rangle} d t, z=x+i y \in T^{B} \tag{2}
\end{equation*}
$$

is a $\mathcal{X}$ valued analytic function of $z \in T^{B}$.
Proof. Let $y_{0} \in B$. Choose an open neighborhood $N\left(y_{0} ; r\right), r>0$, and a compact subset $S \subset B$ such that $y_{0} \in N\left(y_{0} ; r\right) \subset S \subset B$. Decompose $\mathbb{R}^{n}$ into a union of a finite number of non-overlapping cones $C_{1}, C_{2}, \ldots, C_{k}$ each having vertex at $\overline{0}$ and such that whenever two points $y_{1}$ and $y_{2}$ belong to one of these cones the angle between the rays from $\overline{0}$ to $y_{1}$ and from $\overline{0}$ to $y_{2}$ is less than $\pi / 4$ radians; and hence $\left\langle y_{1}, y_{2}\right\rangle=\left|y_{1}\right|\left|y_{2}\right| \cos (\theta)>\left|y_{1}\right|\left|y_{2}\right| 2^{1 / 2} / 2$ where $\theta$ is the angle between the two rays. There is a $\delta>0$ such that $0<\delta<r$ and $\left\{y:\left|y-y_{0}\right|=\delta\right\} \subset N\left(y_{0} ; r\right)$. Put $\epsilon=2 \pi p \delta / 2^{1 / 2}>0$. For each $j=1,2, \ldots, k$ choose a fixed $y_{j}$ such that $y_{o}-y_{j} \in C_{j}$ and $\left|y_{j}-y_{o}\right|=\delta$. For each $j=1,2, \ldots, k$ let $t \in C_{j}$; we have

$$
\left\langle y_{0}-y_{j}, t\right\rangle \geq\left|y_{o}-y_{j}\right||t| / 2^{1 / 2}, t \in C_{j}, j=1,2, \ldots, k
$$

Thus, for $t \in C_{j}, j=1,2, \ldots, k_{\text {, }}$

$$
\epsilon|t|=\left(2 \pi p \delta / 2^{1 / 2}\right)|t|=2 \pi p\left|y_{o}-y_{j}\right||t| / 2^{1 / 2} \leq 2 \pi p\left\langle y_{0}-y_{j}, t\right\rangle=-2 \pi p\left\langle y_{j}-y_{0}, t\right\rangle
$$

Hence, for each $j=1,2, \ldots, k$, using (1) we have

$$
\begin{aligned}
& \int_{C_{j}} e^{-2 \pi p\left\langle y_{o}, t\right\rangle} e^{\epsilon|t|}(\mathcal{N}(\mathbf{g}(t)))^{p} d t \\
& \leq \int_{C_{j}} e^{-2 \pi p\left\langle y_{o}, t\right\rangle} e^{-2 \pi p\left\langle y_{j}-y_{o}, t\right\rangle}(\mathcal{N}(\mathbf{g}(t)))^{p} d t=\int_{C_{j}} e^{-2 \pi p\left\langle y_{j}, t\right\rangle}(\mathcal{N}(\mathbf{g}(t)))^{p} d t \\
& \leq \int_{\mathbb{R}^{n}}\left(\mathcal{N}\left(e^{-2 \pi\left\langle y_{j}, t\right\rangle} \mathbf{g}(t)\right)\right)^{p} d t \leq M^{p}\left(1+\left(d\left(y_{j}\right)\right)^{-r}\right)^{s p} e^{2 \pi p A\left|y_{j}\right|}
\end{aligned}
$$

and

$$
\begin{align*}
& \int_{\mathbb{R}^{n}} e^{-2 \pi p\left\langle y_{o}, t\right\rangle} e^{\epsilon|t|}(\mathcal{N}(\mathbf{g}(t)))^{p} d t=\sum_{j=1}^{k} \int_{C_{j}} e^{-2 \pi p\left\langle y_{0}, t\right\rangle} e^{\epsilon|t|}(\mathcal{N}(\mathbf{g}(t)))^{p} d t \\
& \leq M^{p} \sum_{j=1}^{k}\left(1+\left(d\left(y_{j}\right)\right)^{-r}\right)^{s p} e^{2 \pi p A\left|y_{j}\right|} \tag{3}
\end{align*}
$$

for arbitrary $y_{0} \in B$. For $p=1$ and the fact that $(\epsilon|t| / 2) \leq \epsilon|t|, t \in \mathbb{R}^{n}$, we have from (3) that

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} e^{-2 \pi\left\langle y_{o}, t\right\rangle} e^{\epsilon|t| / 2} \mathcal{N}(\mathbf{g}(t)) d t \leq M \sum_{j=1}^{k}\left(1+\left(d\left(y_{j}\right)\right)^{-r}\right)^{s} e^{2 \pi A\left|y_{j}\right|} \tag{4}
\end{equation*}
$$

For $1<p<\infty$, Hölder's inequality, the identity $e^{\epsilon|t| / 2 p}=e^{\epsilon|t| / p} e^{-\epsilon|t| / 2 p}$ and (3) yield

$$
\begin{align*}
& \int_{\mathbb{R}^{n}} e^{-2 \pi\left\langle y_{o}, t\right\rangle} e^{\epsilon|t| / 2 p} \mathcal{N}(\mathbf{g}(t)) d t \leq\left\|e^{-\epsilon|t| / 2 p}\right\|_{L^{q}\left(\mathbb{R}^{n}\right)}\left|e^{-2 \pi\left\langle y_{o}, t\right\rangle} e^{\epsilon|t| / p} \mathbf{g}(t)\right|_{p} \\
& \leq M| | e^{-\epsilon|t| / 2 p} \|_{L^{q}\left(\mathbb{R}^{n}\right)}\left(\sum_{j=1}^{k}\left(1+\left(d\left(y_{j}\right)\right)^{-r}\right)^{s p} e^{2 \pi p A\left|y_{j}\right|}\right)^{1 / p} \tag{5}
\end{align*}
$$

where $1 / p+1 / q=1$. If $\left|y-y_{o}\right|<\epsilon / 4 \pi p, y=\operatorname{Im}(z), 1 \leq p<\infty$, then for $z=x+i y$

$$
\begin{align*}
& \mathcal{N}\left(\mathbf{g}(t) e^{2 \pi i\langle z, t\rangle}\right)=e^{-2 \pi\langle y, t\rangle} \mathcal{N}(\mathbf{g}(t))=e^{-2 \pi\left\langle y-y_{o}, t\right\rangle} e^{-2 \pi\left\langle y_{0}, t\right\rangle} \mathcal{N}(\mathbf{g}(t)) \\
& \leq e^{2 \pi\left|y-y_{o}\right||t|} e^{-2 \pi\left\langle y_{o}, t\right\rangle} \mathcal{N}(\mathbf{g}(t)) \leq e^{-2 \pi\left\langle y_{0}, t\right\rangle} e^{\epsilon|t| / 2 p} \mathcal{N}(\mathbf{g}(t)) \tag{6}
\end{align*}
$$

for all $t \in \mathbb{R}^{n}$. (4) and (5) now show that the right side of (6) is a $L^{1}\left(\mathbb{R}^{n}\right)$ function which is independent of $y=\operatorname{Im}(z)$ such that $\left|y-y_{0}\right|<\epsilon / 4 \pi p$ for all cases $1 \leq p<\infty$. Since $y_{o} \in B$ is arbitrary we conclude from (6) that $f(z)$ defined by (2) is a $\mathcal{X}$ valued analytic function of $z \in T^{B}$. Further, (6) proves that $e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t) \in L^{1}\left(\mathbb{R}^{n}, \mathcal{X}\right), y \in B$, for all cases $1 \leq p<\infty$ in addition to the fact that $e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t) \in L^{p}\left(\mathbb{R}^{n}, \mathcal{X}\right), y \in B$, for each of the specific cases for $p, 1 \leq p<\infty$, because of the assumption (1). The proof is complete.

The exact same method of proof used for Theorem 2 yields the following result corresponding to the growth for $H_{*}^{p}\left(T^{B}, \mathcal{X}\right)$.

Theorem 3. Let $B$ be a proper open connected subset of $\mathbb{R}^{n}$ which does not contain $\overline{0} \in \mathbb{R}^{n}$, and let $\mathcal{X}$ be a Banach space. Let $1 \leq p<\infty$ and $\boldsymbol{g}(t)$ be a $\mathcal{X}$ valued measurable function on $\mathbb{R}^{n}$ such that

$$
\left|e^{-2 \pi\langle y, t\rangle} \boldsymbol{g}(t)\right|_{p} \leq M\left(1+(d(y))^{-r}\right)^{s} e^{M^{*}(w /|y|)}, y \in B
$$

where $r \geq 0, s \geq 0, w>0$, and $M=M(g, p, r, s, w)>0$ are independent of $y \in B$. We have

$$
f(z)=\int_{\mathbb{R}^{n}} g(t) e^{2 \pi i\langle z, t\rangle} d t, z \in T^{B}
$$

is a $\mathcal{X}$ valued analytic function of $z \in T^{B}$.
The Fourier transform of vector-valued functions $L^{p}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ with the Plancherel theory and Parseval identity holding occurs only if $p=2$ and $\mathcal{X}=\mathcal{H}$, a Hilbert space. For $p=2$ in order to have an isomorphism of the Fourier transform of $L^{2}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ onto itself with the Parseval identity holding it is necessary and sufficient that $\mathcal{X}=\mathcal{H}$, a Hilbert space [6] (pp. 45, 61). We use the Fourier transform considerably in this paper, and its use is the reason we sometimes restrict the result to $p=2$ and $\mathcal{X}=\mathcal{H}$. We obtain a corollary to Theorem 2.

Corollary 1. Let $B$ be a proper open connected subset of $\mathbb{R}^{n}$ and $\mathcal{H}$ be a Hilbert space. Let $\boldsymbol{g}(t)$ be a $\mathcal{H}$ valued measurable function on $\mathbb{R}^{n}$ such that (1) holds for $p=2$. We have $\boldsymbol{f}(z) \in H_{A}^{2}\left(T^{B}, \mathcal{H}\right)$ for $\boldsymbol{f}(z)$ defined in (2).

Proof. $\mathbf{f}(z)$ is analytic in $T^{B}$ by Theorem 2. By the assumption (1) for $p=2$ and the proof of Theorem 2, $e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t) \in L^{1}\left(\mathbb{R}^{n}, \mathcal{H}\right) \cap L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ for $y \in B$. Thus, $\mathbf{f}(x+i y)=$ $\mathcal{F}\left[e^{-2 \pi(y, t\rangle} \mathbf{g}(t) ; x\right], y \in B$, with the Fourier transform being in the $L^{1}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ and the $L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ cases. By the Parseval equality $|\mathbf{f}(x+i y)|_{2}=\left|e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t)\right|_{2}$ for $y \in B$. From (1) the desired growth on $\mathbf{f}(x+i y)$ of Definition 1 is obtained, and $\mathbf{f}(z) \in H_{A}^{2}\left(T^{B}, \mathcal{H}\right)$.

Under certain circumstances, the growth on the $L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ function $e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t), y \in$ $B$, in Corollary 1 can be extended to hold for $y \in \bar{B}$.

Corollary 2. Assume the hypotheses of Corollary 1 with the addition that (1) holds for $p=2$ with $r=0$ or $s=0$. We have $f(z) \in V_{A}^{2}\left(T^{B}, \mathcal{H}\right)$ for $f(z)$ defined in (2) and

$$
\left|e^{-2 \pi\langle y, t\rangle} \boldsymbol{g}(t)\right|_{2} \leq M e^{2 \pi A|y|}, y \in \bar{B} .
$$

Further if $\overline{0} \in \partial B$ then $g \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$.
Proof. From the proof of Corollary 1 and Definition 3, we have $\mathbf{f}(z) \in V_{A}^{2}\left(T^{B}, \mathcal{H}\right)$ for $r=0$ or $s=0$ in (1). Let $y_{o} \in \partial B$ and let $\left\{y_{m}\right\}$ be a sequence of points in $B$ which converges to $y_{0}$. By Fatou's lemma we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}} e^{-4 \pi\left\langle y_{o}, t\right\rangle}(\mathcal{N}(\mathbf{g}(t)))^{2} d t \leq \limsup _{m \rightarrow \infty} \int_{\mathbb{R}^{n}} e^{-4 \pi\left\langle y_{m}, t\right\rangle}(\mathcal{N}(\mathbf{g}(t)))^{2} d t \\
& \leq \limsup _{m \rightarrow \infty} M^{2} e^{4 \pi A\left|y_{m}\right|}=M^{2} e^{4 \pi A\left|y_{o}\right|}
\end{aligned}
$$

and

$$
\left|e^{-2 \pi\left\langle y_{o}, t\right\rangle} \mathbf{g}(t)\right|_{2} \leq M e^{2 \pi A\left|y_{o}\right|}
$$

Thus, (1) holds with $r=0$ or $s=0$ for $y \in \bar{B}$. If $\overline{0} \in \partial B$ then $\mathbf{g}(t) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ from the above inequality for $y_{o}=\overline{0}$.

For $B$ being a proper open connected subset of $\mathbb{R}^{n}$ and $\mathcal{X}$ being a Banach space, assume (1) holds for $1 \leq p<\infty$ with $r=0$ or $s=0$ and for $\mathbf{g}$ having values in $\mathcal{X}$. The proof of Corollary 2 shows that (1) will hold for $y \in \bar{B}$ in this situation.

We study the extension of $\mathbf{f}(z)$ or $e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t), y \in B$, in norm to the $\partial B$ in greater detail later in this paper in section 8.

The proof of the following result is the same as that of Corollary 1 using Theorem 3.

Corollary 3. Let $B$ be a proper open connected subset of $\mathbb{R}^{n}$ which does not contain $\overline{0} \in \mathbb{R}^{n}$, and let $\mathcal{H}$ be a Hilbert space such that the growth of Theorem 3 holds for $p=2$. We have $\boldsymbol{f}(z) \in H_{*}^{2}\left(T^{B}, \mathcal{H}\right)$ for $\boldsymbol{f}(z)$ defined in (2).

In several following results, we restrict the base $B$ of the tube $T^{B}$ to cones and obtain additional properties of the function $\mathbf{g}(t)$ in the results. Throughout $\operatorname{supp}(\mathbf{g})$ denotes the support of $\mathbf{g}$.

Theorem 4. Let $C$ be an open connected cone in $\mathbb{R}^{n}$ and $1 \leq p<\infty$. Let $\boldsymbol{g}(t)$ be a Banach space $\mathcal{X}$ valued measurable function on $\mathbb{R}^{n}$ such that (1) holds for $y \in C$. We have supp $(g) \subseteq\left\{t \in \mathbb{R}^{n}\right.$ : $\left.u_{C}(t) \leq A\right\}$ almost everywhere (a.e.).

Proof. Assume $\mathbf{g}(t) \neq \Theta$ on a set of positive measure in $\left\{t \in \mathbb{R}^{n}: u_{C}(t)>A\right\}$; there is a point $t_{0} \in\left\{t \in \mathbb{R}^{n}: u_{C}(t)>A\right\}$ such that $\mathbf{g}(t) \neq \Theta$ on a set of positive measure in the neighborhoods $N\left(t_{0}, \eta\right)=\left\{t \in \mathbb{R}^{n}:\left|t-t_{0}\right|<\eta\right\}$ for arbitrary $\eta>0$. Since $t_{0} \in\left\{t \in \mathbb{R}^{n}: u_{C}(t)>A\right\}$ there is a point $y_{o} \in \operatorname{pr}(C) \subset C$ such that $\left(-\left\langle t_{0}, y_{0}\right\rangle\right)>A \geq 0$. Using the continuity of $\left(-\left\langle t, y_{0}\right\rangle\right)$ at $t_{0}$ as a function of $t$, there is a fixed $\sigma>0$ and a fixed neighborhood $N\left(t_{0} ; \eta^{\prime}\right)$ such that $\left.-\left\langle t, y_{0}\right\rangle\right)>A+\sigma>0$ for all $t \in N\left(t_{0} ; \eta^{\prime}\right)$. Choose $\eta$ above to be $\eta^{\prime}$. For any $\lambda>0$ we have

$$
\begin{equation*}
-\left\langle\lambda y_{0}, t\right\rangle=-\lambda\left\langle y_{0}, t\right\rangle>\lambda A+\lambda \sigma>0, t \in N\left(t_{0} ; \eta^{\prime}\right), \lambda>0 \tag{7}
\end{equation*}
$$

$y_{o} \in \operatorname{pr}(C) \subset C$ and $C$ being a cone imply $\lambda y_{o} \in C, \lambda>0$. From (7) and (1) with $y=\lambda y_{0}$ we have for all $\lambda>0$ that

$$
\begin{align*}
& e^{2 \pi p(\lambda A+\lambda \sigma)} \int_{N\left(t_{o} ; \eta^{\prime}\right)}(\mathcal{N}(\mathbf{g}(t)))^{p} d t \leq \int_{N\left(t_{0} ; \eta^{\prime}\right)} e^{-2 \pi\left\langle\lambda y_{o}, t\right\rangle}(\mathcal{N}(\mathbf{g}(t)))^{p} d t \\
& \leq \int_{\mathbb{R}^{n}} e^{-2 \pi p\left\langle\lambda y_{o}, t\right\rangle}(\mathcal{N}(\mathbf{g}(t)))^{p} d t \leq M^{p}\left(1+\left(d\left(\lambda y_{o}\right)\right)^{-r}\right)^{s p} e^{2 \pi p A\left|\lambda y_{o}\right|} \\
& =M^{p}\left(1+\lambda^{-r}\left(d\left(y_{o}\right)\right)^{-r}\right)^{s p} e^{2 \pi p \lambda A} \tag{8}
\end{align*}
$$

since $y_{o} \in \operatorname{pr}(C)$ and $d\left(\lambda y_{0}\right)=\lambda d\left(y_{o}\right)$. The integral on the left of (8) is finite. From (8) we have

$$
\begin{equation*}
\left(1+\lambda^{-r}\left(d\left(y_{0}\right)\right)^{-r}\right)^{-s p} e^{2 \pi p \lambda \sigma} \int_{N\left(t_{o}, \eta^{\prime}\right)}(\mathcal{N}(\mathbf{g}(t)))^{p} d t \leq M^{p} \tag{9}
\end{equation*}
$$

for all $\lambda>0$ with $\sigma>0$ being fixed and independent of $\lambda$. Recall that $y_{o}$ depends only on $t_{0}$. The constants $d\left(y_{0}\right), r, s, p, \sigma, \eta^{\prime}$, and $M$ are all independent of $\lambda>0$. We have $\left(1+\lambda^{-r}\left(d\left(y_{0}\right)\right)^{-r}\right)^{-s p}=1$ if $r=0$ or $s=0$, and $\left(1+\lambda^{-r}\left(d\left(y_{0}\right)\right)^{-r}\right)^{-s p} \rightarrow 1$ as $\lambda \rightarrow \infty$ if $r>0$ and $s>0$. We let $\lambda \rightarrow \infty$ in (9) and conclude that $\mathbf{g}(t)=\Theta$ almost everywhere in $N\left(t_{0} ; \eta^{\prime}\right)$ which contradicts the fact that $\mathbf{g}(t) \neq \Theta$ on a set of positive measure in $N\left(t_{0}, \eta^{\prime}\right)$. Thus, $\mathbf{g}(t)=\Theta$ a.e. in $\left\{t \in \mathbb{R}^{n}: u_{C}(t)>A\right\}$, and $\operatorname{supp}(\mathbf{g}) \subseteq\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq A\right\}$ a.e. since $\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq A\right\}$ is a closed set in $\mathbb{R}^{n}$.

The proof of the corresponding result for the growth of Theorem 3 can be obtained by similar techniques as in Theorem 4.

Theorem 5. Let $C$ be an open connected cone in $\mathbb{R}^{n}$ and $1 \leq p<\infty$. Let $\boldsymbol{g}(t)$ be a Banach space $\mathcal{X}$ valued measurable function on $\mathbb{R}^{n}$ such that the growth of Theorem 3 holds for $y \in C$. We have $\operatorname{supp}(g) \subseteq C^{*}$ a.e.

In $[7,8]$, Vladimirov introduced a space of measurable functions on $\mathbb{R}^{n}$, denoted $\mathcal{S}_{0}^{\prime}$, which when multiplied by a polynomial raised to a suitable negative power become $L^{2}\left(\mathbb{R}^{n}\right)$ functions. Analysis concerning the space $\mathcal{S}_{0}^{\prime}$ can also be found in [9,10]. We now extend this space to the vector-valued case and for $p$ such that $1 \leq p<\infty$. We then show that these new spaces of functions become equivalent to the measurable functions $\mathbf{g}$ of the preceding results in this section for each $p$ and for the base of the tube being open convex cones in $\mathbb{R}^{n}$.

Definition 5. Let $\mathcal{X}$ be a Banach space. $\mathcal{S}_{p}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right), 1 \leq p<\infty$, is the set of all measurable functions $\boldsymbol{g}(t), t \in \mathbb{R}^{n}$, with values in $\mathcal{X}$ such that there exists a real number $m \geq 0$ for which $\left(1+|t|^{p}\right)^{-m} \boldsymbol{g}(t) \in L^{p}\left(\mathbb{R}^{n}, \mathcal{X}\right)$.

First note that $\mathcal{S}_{p}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right) \subset \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right), 1 \leq p<\infty$. In our first result concerning the spaces $\mathcal{S}_{p}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ the base of the tube $T^{C}$ will be an open connected cone.

Theorem 6. Let $C$ be an open connected cone in $\mathbb{R}^{n}$ and $1 \leq p<\infty$. Let $\boldsymbol{g}(t)$ be a measurable function on $\mathbb{R}^{n}$ with values in a Banach space $\mathcal{X}$ such that (1) holds for $y \in C$. We have $g \in \mathcal{S}_{p}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ and $\operatorname{supp}(g) \subseteq\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq A\right\}$ a.e.

Proof. The support property of $\mathbf{g}$ has been proved in Theorem 4. We now prove that $\mathbf{g} \in \mathcal{S}_{p}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$. Choose a fixed point $y_{0} \in \operatorname{pr}(C)$ and put $Y=\left\{y: y=\lambda y_{0}, 0<\lambda \leq 1\right\} \subset C$; choose a fixed compact subcone $C^{\prime} \subset \subset C$ such that $y_{0} \in C^{\prime}$. We have $Y \subset C^{\prime} \subset \subset C$. Let $y \in Y$ be arbitrary; using (1) we have

$$
\int_{\mathbb{R}^{n}} e^{-2 \pi p\langle y, t\rangle}(\mathcal{N}(\mathbf{g}(t)))^{p} d t \leq M^{p}\left(1+(d(y))^{-r}\right)^{s p} e^{2 \pi p A|y|}, y \in C
$$

and hence

$$
\begin{equation*}
(d(y))^{r s p} \int_{\mathbb{R}^{n}} e^{-2 \pi p\langle y, t\rangle}(\mathcal{N}(\mathbf{g}(t)))^{p} d t \leq M^{p}\left(1+(d(y))^{r}\right)^{s p} e^{2 \pi p A|y|}, y \in C \tag{10}
\end{equation*}
$$

(10) holds in particular for $y \in Y$ for which $|y|=\lambda\left|y_{0}\right|=\lambda, 0<\lambda \leq 1$, since $y_{0} \in \operatorname{pr}(C)$; and $\langle y, t\rangle \leq|y||t|, t \in \mathbb{R}^{n}$, implies $(-|y||t|) \leq-\langle y, t\rangle, t \in \mathbb{R}^{n}$. Corresponding to $C^{\prime} \subset \subset C$ we use [7] (p. 6, (1.14)) and obtain $\delta=\delta\left(C^{\prime}\right)>0$ depending only on $C^{\prime}$ and not on $y \in C^{\prime}$ such that

$$
\begin{equation*}
0<\delta|y| \leq d(y) \leq|y|, y \in C^{\prime} \subset \subset C \tag{11}
\end{equation*}
$$

Using (11) and (10), we have

$$
\begin{align*}
& (\delta \lambda)^{r s p} \int_{\mathbb{R}^{n}} e^{-2 \pi p \lambda|t|}(\mathcal{N}(\mathbf{g}(t)))^{p} d t \leq(d(y))^{r s p} \int_{\mathbb{R}^{n}} e^{-2 \pi p\langle y, t\rangle}(\mathcal{N}(\mathbf{g}(t)))^{p} d t \\
& \left.\leq M^{p}(1+(d(y)))^{r}\right)^{s p} e^{2 \pi p A|y|} \leq M^{p}\left(1+\lambda^{r}\right) e^{2 \pi p \lambda A} \tag{12}
\end{align*}
$$

for $y=\lambda y_{0} \in Y \subset C^{\prime} \subset \subset C, 0<\lambda \leq 1$, with $\delta$ being independent of $C^{\prime}$ and hence independent of $y \in Y$ and independent of $\lambda, 0<\lambda \leq 1$. Let $\epsilon>1$ be fixed. Multiply both sides of (12) by $\lambda^{-1+\epsilon}$ and integrate the result from (12) over $0<\lambda \leq 1$ with respect to $\lambda$ to obtain

$$
\int_{0}^{1} \lambda^{-1+\epsilon}(\delta \lambda)^{r s p} \int_{\mathbb{R}^{n}} e^{-2 \pi p \lambda|t|}(\mathcal{N}(\mathbf{g}(t)))^{p} d t d \lambda \leq M^{p} \int_{0}^{1} \lambda^{-1+\epsilon}\left(1+\lambda^{r}\right)^{s p} e^{2 \pi p \lambda A} d \lambda
$$

Now multiply this inequality by $\delta^{-r s p}$ and use Fubini's theorem on the left to obtain

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}(\mathcal{N}(\mathbf{g}(t)))^{p} \int_{0}^{1} \lambda^{r s p-1+\epsilon} e^{-2 \pi p \lambda|t|} d \lambda d t \leq M^{p} \delta^{-r s p} \int_{0}^{1} \lambda^{-1+\epsilon}\left(1+\lambda^{r}\right)^{p s} e^{2 \pi p \lambda A} d \lambda . \tag{13}
\end{equation*}
$$

We note that all constants $M, \delta, r, s, p, \epsilon$, and $A$ are independent of $y=\lambda y_{o} \in Y$ and hence independent of $\lambda, 0<\lambda \leq 1$. Using the change of variable $u=2 \pi p \lambda|t|$ in the inner integral on the left of (13) and considering the cases $0<|t| \leq 1 / 2 \pi p$ and $|t|>1 / 2 \pi p$ we obtain

$$
\begin{equation*}
\int_{0}^{1} \lambda^{r s p-1+\epsilon} e^{-2 \pi p \lambda|t|} d \lambda=(2 \pi p|t|)^{-r s p-\epsilon} \int_{0}^{2 \pi p|t|} u^{r s p-1+\epsilon} e^{-u} d u \geq \tag{14}
\end{equation*}
$$

$$
\left\{\begin{array}{rll}
(e r s p+\epsilon e)^{-1}\left(1+|t|^{p}\right)^{-r s-\epsilon / p} & \text { for } & 0<|t| \leq 1 / 2 \pi p \\
(2 \pi p)^{-r s p-\epsilon} \int_{0}^{1} u^{r s p-1+\epsilon} e^{-u} d u\left(1+|t|^{p}\right)^{-r s-\epsilon / p} & \text { for } & |t|>1 / 2 \pi p
\end{array}\right\}
$$

Put

$$
K=\min \left\{(e r s p+\epsilon e)^{-1},(2 \pi p)^{-r s p-\epsilon} \int_{0}^{1} u^{r s p-1+\epsilon} e^{-u} d u\right\}>0
$$

From (14), we have

$$
\begin{equation*}
\int_{0}^{1} \lambda^{r s p-1+\epsilon} e^{-2 \pi p \lambda|t|} d \lambda \geq K\left(1+|t|^{p}\right)^{-r s-\epsilon / p},|t|>0 \tag{15}
\end{equation*}
$$

with this inequality holding also at $t=\overline{0}$ by adjusting the constant $K$ if needed. Putting (15), which holds for all $t \in \mathbb{R}^{n}$ now, into (13) and recalling $\epsilon>1$, we have

$$
\begin{aligned}
& K \int_{\mathbb{R}^{n}}\left(1+|t|^{p}\right)^{-r s-\epsilon / p}(\mathcal{N}(\mathbf{g}(t)))^{p} d t \leq M^{p} \delta^{-r s p} \int_{0}^{1} \lambda^{-1+\epsilon}\left(1+\lambda^{r}\right)^{p s} e^{2 \pi p \lambda A} d \lambda \\
& \leq M^{p} \delta^{-r s p} 2^{p s} e^{2 \pi p A}
\end{aligned}
$$

with the right side being a fixed constant. Thus, $\left(1+|t|^{p}\right)^{-r s / p-\epsilon / p^{2}} \mathbf{g}(t) \in L^{p}\left(\mathbb{R}^{n}, \mathcal{X}\right)$, and $\mathbf{g} \in \mathcal{S}_{p}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ since $\left(r s / p+\epsilon / p^{2}\right) \geq 0$.

We similarly obtain the following result from Theorem 5.
Theorem 7. Let $C$ be an open connected cone in $\mathbb{R}^{n}$ and $1 \leq p<\infty$. Let $\boldsymbol{g}(t)$ be a Banach space $\mathcal{X}$ valued measurable function on $\mathbb{R}^{n}$ such that the growth of Theorem 3 holds for $y \in C$. We have $g \in \mathcal{S}_{p}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ and $\operatorname{supp}(g) \subseteq C^{*}$ a.e.

In order for the converse implication of Theorem 6 to hold we need the cone $C$ to be convex as well as open.

Theorem 8. Let $C$ be an open convex cone in $\mathbb{R}^{n}, 1 \leq p<\infty$, and $A \geq 0$. Let $g \in \mathcal{S}_{p}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ with $\operatorname{supp}(\boldsymbol{g}) \subseteq\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq A\right\}$ a.e. where $\mathcal{X}$ is a Banach space. We have $g$ is a measurable function with values in $\mathcal{X}$ such that (1) holds for all $y \in C$.

Proof. From [9] (p. 74, Lemma 3), $\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq A\right\}=C^{*}+\overline{N(\overline{0} ; A)}, N(\overline{0} ; A)=\{t \in$ $\left.\mathbb{R}^{n}:|t|<A\right\}$, since the cone $C$ is open and convex here. Thus, $t \in\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq A\right\}$ yields $t=t_{1}+t_{2}, t_{1} \in C^{*}, t_{2} \in \overline{N(\overline{0} ; A)}$. Since $\mathbf{g} \in \mathcal{S}_{p}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$, $\mathbf{g}$ is measurable on $\mathbb{R}^{n}$ and $\left(1+|t|^{p}\right)^{-m} \mathbf{g}(t) \in L^{p}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ for some $m \geq 0$; thus

$$
\int_{\mathbb{R}^{n}}\left(1+|t|^{p}\right)^{-m p}(\mathcal{N}(\mathbf{g}(t)))^{p} d t \leq K<\infty
$$

for a constant $K>0$. Let $y \in C$ be arbitrary. We have

$$
\begin{align*}
& \int_{\mathbb{R}^{n}} e^{-2 \pi p\langle y, t\rangle}(\mathcal{N}(\mathbf{g}(t)))^{p} d t \\
& \left.=\int_{C^{*}+\overline{N(\overline{0} ; A)}} e^{-2 \pi p\langle y, t\rangle}\left(1+|t|^{p}\right)^{m p}\left(1+|t|^{p}\right)^{-m p}(\mathcal{N}(\mathbf{g}(t)))\right)^{p} d t \\
& \leq \sup _{t \in C^{*}+\overline{N(\overline{0} ; A)}}\left(\left(1+|t|^{p}\right)^{m p} e^{-2 \pi p\langle y, t\rangle}\right) \int_{\mathbb{R}^{n}}\left(1+|t|^{p}\right)^{-m p}(\mathcal{N}(\mathbf{g}(t)))^{p} d t \\
& \leq K \sup _{t \in C^{*}+\overline{N(\overline{0} ; A)}}\left(1+|t|^{p}\right)^{m p} e^{-2 \pi p\langle y, t\rangle}  \tag{16}\\
& \leq K \sup _{t_{1} \in C^{*}, t_{2} \in \overline{N(\overline{0} ; A)}}\left(1+\left(\left|t_{1}\right|+\left|t_{2}\right|\right)^{p}\right)^{m p} e^{-2 \pi p\left\langle y, t_{1}+t_{2}\right\rangle} .
\end{align*}
$$

For $t_{2} \in \overline{N(\overline{0} ; A)}$, we have $\left|t_{2}\right| \leq A$ and

$$
\begin{equation*}
e^{-2 \pi p\left\langle y, t_{2}\right\rangle} \leq e^{2 \pi p\left|t_{2}\right||y|} \leq e^{2 \pi p A|y|}, t_{2} \in \overline{N(\overline{0} ; A)}, y \in C \tag{17}
\end{equation*}
$$

For $t_{1} \in C^{*}$, we have $t_{1}=\lambda_{1} t_{1}^{*}$ where $\lambda_{1} \geq 0$ and $t_{1}^{*} \in \operatorname{pr}\left(C^{*}\right)$. From Section 2 we have

$$
\begin{equation*}
d(y)=\inf _{u \in \operatorname{pr}\left(C^{*}\right)}\langle u, y\rangle=-\sup _{u \in \operatorname{pr}\left(C^{*}\right)}(-\langle u, y\rangle), y \in C . \tag{18}
\end{equation*}
$$

For $y \in C$, using (17) and (18) we continue (16) as

$$
\begin{align*}
& \int_{\mathbb{R}^{n}} e^{-2 \pi p\langle y, t\rangle}(\mathcal{N}(\mathbf{g}(t)))^{p} d t \\
& \leq K e^{2 \pi p A|y|} \sup _{\lambda_{1} \geq 0, t_{1}^{*} \in p r\left(C^{*}\right)}\left(\left(1+\left(\lambda_{1}+A\right)^{p}\right)^{m p} e^{-2 \pi p \lambda_{1}\left\langle t_{1}^{*}, y\right\rangle}\right) \\
& \leq K e^{2 \pi p A|y|} \sup _{\lambda_{1} \geq 0}\left(\left(1+\left(\lambda_{1}+A\right)^{p}\right)^{m p} e^{-2 \pi p \lambda_{1} d(y)}\right)  \tag{19}\\
& \leq K\left(1+(1+A)^{p}\right)^{m p} e^{2 \pi p A|y|} \sup _{\lambda_{1} \geq 0}\left(\left(1+\lambda_{1}^{p}\right)^{m p} e^{-2 \pi p \lambda_{1} d(y)}\right) \\
& \leq K\left(1+(1+A)^{p}\right)^{m p} e^{2 \pi p A|y|} \sup _{\lambda_{1} \geq 0}\left(\left(1+\lambda_{1}\right)^{m p^{2}} e^{-2 \pi p \lambda_{1} d(y)}\right) .
\end{align*}
$$

The supremum in the last line of (19) is a maximum which can be obtained using the first derivative test. If $\left(m p^{2}-2 \pi p d(y)\right)>0$ then $m>0$ and the supremum occurs at $\lambda_{1}=\left(m p^{2}-2 \pi p d(y)\right) / 2 \pi p d(y)$, and in this case

$$
\begin{aligned}
& \sup _{\lambda_{1} \geq 0}\left(\left(1+\lambda_{1}\right)^{m p^{2}} e^{-2 \pi p \lambda_{1} d(y)}\right) \leq\left(1+\frac{m p^{2}-2 \pi p d(y)}{2 \pi p d(y)}\right)^{m p^{2}} \\
& \leq\left(1+\frac{m p^{2}}{2 \pi p d(y)}\right)^{m p^{2}}=\left(\frac{m p}{2 \pi}\right)^{m p^{2}}\left(\frac{2 \pi}{m p}+\frac{1}{d(y)}\right)^{m p^{2}} \\
& \leq \max \left\{1,\left(\frac{m p}{2 \pi}\right)^{m p^{2}}\right\}\left(1+(d(y))^{-1}\right)^{m p^{2}}
\end{aligned}
$$

If $\left(m p^{2}-2 \pi p d(y)\right) \leq 0$, the supremum in the last line of (19) occurs at $\lambda_{1}=0$ and

$$
\sup _{\lambda_{1} \geq 0}\left(\left(1+\lambda_{1}\right)^{m p^{2}} e^{-2 \pi p \lambda_{1} d(y)}\right)=1 \leq\left(1+(d(y))^{-1}\right)^{m p^{2}}
$$

Combining (19) with the above two estimates on the supremum over $\lambda_{1} \geq 0$ we have for $y \in C$

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}} e^{-2 \pi p\langle y, t\rangle}(\mathcal{N}(\mathbf{g}(t)))^{p} d t \\
& \leq K\left(1+(1+A)^{p}\right)^{m p} \max \left\{1,\left(\frac{m p}{2 \pi}\right)^{m p^{2}}\right\}\left(1+(d(y))^{-1}\right)^{m p^{2}} e^{2 \pi p A|y|}
\end{aligned}
$$

Taking the $p$ th root of this inequality, we obtain (1) holding for all $y \in C$ with $r=1$ and $s=m p$.

For $C$ being an open convex cone in $\mathbb{R}^{n}$ Theorems 6 and 8 show that $\mathbf{g}$ being a Banach space $\mathcal{X}$ valued measurable function with (1) holding for $y \in C, A \geq 0$, and $1 \leq p<\infty$ is an equivalent statement to $\mathbf{g} \in \mathcal{S}_{p}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ with $\operatorname{supp}(\mathbf{g}) \subseteq\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq A\right\}$ a.e. for $A \geq 0$ and $1 \leq p<\infty$. Thus, for any future result concerning open convex cones $C$, these two statements are interchangeable in hypotheses.

If $A=0,\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq 0\right\}=C^{*}$. In this case we have the following corollary to Theorem 8.

Corollary 4. Let $C$ be an open convex cone in $\mathbb{R}^{n}$ and $1 \leq p<\infty$. Let $g \in \mathcal{S}_{p}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ for $\mathcal{X}$ being a Banach space and supp $(\boldsymbol{g}) \subseteq C^{*}$ a.e. We have

$$
\left|e^{-2 \pi\langle y, t\rangle} \boldsymbol{g}(t)\right|_{p} \leq M\left(1+(d(y))^{-1}\right)^{m p}, y \in C
$$

for constants $M>0$ and $m \geq 0$.

## 6. Analytic Functions Generating Measurable Functions

In this section, we consider generalized vector-valued Hardy functions and construct measurable functions which yield Fourier-Laplace transform representations. This material is followed in Section 7 by representing the analytic functions, in particular cases, by Cauchy and Poisson integrals.

We use the Fourier transform on $L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ considerably in this section and in Section 7. This causes us to restrict the results to $p=2$ and functions having values in Hilbert space $\mathcal{H}$ as previously discussed in Section 2 in relation to the function Fourier transform.

To prove the Fourier-Laplace representation of functions in $H_{A}^{2}\left(T^{B}, \mathcal{H}\right)$ in terms of a constructed measurable function we first need the following lemma.

Lemma 1. Let $B$ be a proper open connected subset of $\mathbb{R}^{n}$. Let $\left.f(z) \in H_{A}^{2}\left(T^{B}, \mathcal{H}\right)\right)$,where $\mathcal{H}$ is Hilbert space, and be bounded for $x=\operatorname{Re}(z) \in \mathbb{R}^{n}$ and $y=\operatorname{Im}(z)$ in any compact subset of B. Let $\epsilon>0$. Put

$$
\begin{equation*}
g_{\epsilon, y}(t)=\int_{\mathbb{R}^{n}} e^{-\epsilon \sum_{j=1}^{n} z_{j}^{2}} \boldsymbol{f}(x+i y) e^{-2 \pi i\langle x+i y, t\rangle} d x, y \in B \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{y}(t)=\mathcal{F}^{-1}\left[e^{2 \pi(y, t\rangle} \boldsymbol{f}(x+i y) ; t\right], y \in B, t \in \mathbb{R}^{n} \tag{21}
\end{equation*}
$$

in $L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. We have $g_{\epsilon, y}(t)$ is independent of $y \in B$ for any $\epsilon>0$;

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0+}\left|g_{\epsilon, y}(t)-g_{y}(t)\right|_{2}=0, y \in B ; \tag{22}
\end{equation*}
$$

and $\boldsymbol{g}_{y}(t)$ is independent of $y \in B$.
Proof. For $y \in B$ and $t \in \mathbb{R}^{n}, \mathbf{f}(x+i y) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ and $e^{2 \pi\langle y, t\rangle} \mathbf{f}(x+i y) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ as functions of $x \in \mathbb{R}^{n}$. Further, $\left(e^{2 \pi\langle y, t\rangle} e^{-\epsilon \sum_{j=1}^{n} z_{j}^{2}} \mathbf{f}(x+i y)\right) \in L^{1}\left(\mathbb{R}^{n}, \mathcal{H}\right) \cap L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ for $y \in B$ and $t \in \mathbb{R}^{n}$. Thus, both $\mathbf{g}_{\epsilon, y}(t)$ and $\mathbf{g}_{y}(t)$ are well defined for $y \in B$ and both are in $L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. We assume here that $0<\epsilon \leq 1$ since we are letting $\epsilon \rightarrow 0+$ in (22). We have for $y \in B$

$$
\begin{align*}
& \left|\mathbf{g}_{\epsilon, y}(t)-\mathbf{g}_{y}(t)\right|_{2}=\left|\mathcal{F}^{-1}\left[e^{2 \pi\langle y, t\rangle}\left(e^{-\epsilon \sum_{j=1}^{n} z_{j}^{2}}-1\right) \mathbf{f}(x+i y) ; t\right]\right|_{2} \\
& =\left|e^{2 \pi\langle y, t\rangle}\left(e^{-\epsilon \sum_{j=1}^{n} z_{j}^{2}}-1\right) \mathbf{f}(x+i y)\right|_{2} . \tag{23}
\end{align*}
$$

For $0<\epsilon \leq 1$

$$
\begin{aligned}
& \left(\mathcal{N}\left(e^{2 \pi\langle y, t\rangle}\left(e^{-\epsilon \sum_{j=1}^{n} z_{j}^{2}}-1\right) \mathbf{f}(x+i y)\right)\right)^{2} \\
& =\left|e^{-\epsilon \sum_{j=1}^{n} z_{j}^{2}}-1\right|^{2} e^{4 \pi\langle y, t\rangle}(\mathcal{N}(\mathbf{f}(x+i y)))^{2} \\
& \leq\left(\left|e^{-\epsilon z_{1}^{2}}\right| \ldots\left|e^{-\epsilon z_{n}^{2}}\right|+1\right)^{2} e^{4 \pi\langle y, t\rangle}(\mathcal{N}(\mathbf{f}(x+i y)))^{2} \\
& \leq\left(e^{|y|^{2}}+1\right)^{2} e^{4 \pi\langle y, t\rangle}(\mathcal{N}(\mathbf{f}(x+i y)))^{2},
\end{aligned}
$$

and the right side of this inequality is independent of $0<\epsilon \leq 1$ and is integrable as a function of $x \in \mathbb{R}^{n}$. By the Lebesgue dominated convergence theorem (22) follows from (23).

To show that $\mathbf{g}_{\epsilon, y}(t)$ is independent of $y \in B$ let $S$ be any compact subset of $B$, and let $y \in S \subset B$. We have

$$
\left|e^{-\epsilon \sum_{j=1}^{n} z_{j}^{2}}\right| \leq e^{\epsilon n a^{2}} e^{-\epsilon|x|^{2}}, x \in \mathbb{R}^{n}, y \in S,
$$

where $a=\max _{y \in S}\left\{\left|y_{1}\right|,\left|y_{2}\right|, \ldots,\left|y_{n}\right|\right\}$. For $y \in S \subset B$ and $t \in \mathbb{R}^{n}$

$$
\begin{align*}
& \int_{S} \mathcal{N}\left(e^{-\epsilon \sum_{j=1}^{n} z_{j}^{2}} \mathbf{f}(x+i y) e^{-2 \pi i\langle x+i y, t\rangle} d y\right. \\
& =\int_{S}\left|e^{-\epsilon \sum_{j=1}^{n} z_{j}^{2}} \| e^{-2 \pi i\langle x+i y, t\rangle}\right| \mathcal{N}(\mathbf{f}(x+i y)) d y \\
& \leq A_{S} e^{\epsilon n a^{2}} e^{-\epsilon|x|^{2}} \int_{S} e^{2 \pi|y \||t|} d y \tag{24}
\end{align*}
$$

where $A_{S}$ is a bound on $\mathcal{N}(\mathbf{f}(x+i y))$ for $x \in \mathbb{R}^{n}$ and $y \in S$; and the right side of (24) approaches 0 as $|x| \rightarrow \infty$. An application of the Caucyh-Poincare theorem yields $\mathbf{g}_{\epsilon, y}$ is independent of $y \in S$ for any $\epsilon>0$ and hence independent of $y \in B$ for any $\epsilon>0$ since $S$ is any arbitrary compact subset of $B$. In the future we refer to $\mathbf{g}_{\epsilon, y}, y \in B$, as $\mathbf{g}_{\epsilon}$ since this function is independent of $y \in B$ for any $\epsilon>0$.

Now to prove that $\mathbf{g}_{y}(t) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ is independent of $y \in B$ let $y_{1}$ and $y_{2}$ both be points of $B$. Since $\mathbf{g}_{\epsilon}=\mathbf{g}_{\epsilon, y}$ is independent of $y \in B$, for any $\epsilon>0$ we have

$$
\begin{align*}
& \left|\mathbf{g}_{y_{1}}(t)-\mathbf{g}_{y_{2}}(t)\right|_{2}=\left|\mathbf{g}_{y_{1}}(t)-\mathbf{g}_{\epsilon, y_{1}}(t)+\mathbf{g}_{\epsilon, y_{2}}(t)-\mathbf{g}_{y_{2}}(t)\right|_{2} \\
& \leq\left|\mathbf{g}_{y_{1}}(t)-\mathbf{g}_{\epsilon, y_{1}}(t)\right|_{2}+\left|\mathbf{g}_{y_{2}}(t)-\mathbf{g}_{\epsilon, y_{2}}(t)\right|_{2} . \tag{25}
\end{align*}
$$

Letting $\epsilon \rightarrow 0+$ in (25) and using (22), the right side of (25) approaches 0 while the left side is independent of $\epsilon>0$. Thus, $\mathbf{g}_{y_{1}}(t)=\mathbf{g}_{y_{2}}(t)$ a.e., $t \in \mathbb{R}^{n}$, and $\mathbf{g}_{y}(t)$ defined in (21) is independent of $y \in B$. We write $\mathbf{g}_{y}(t)$ defined in (21) as $\mathbf{g}(t), y \in B, t \in \mathbb{R}^{n}$, in the future; and recall that $\mathbf{g}(t) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$.

We obtain a Fourier-Laplace representation of elements in $H_{A}^{2}\left(T^{B}, \mathcal{H}\right)$ now.
Theorem 9. Let $B$ be a proper open connected subset of $\mathbb{R}^{n}$. Let $\boldsymbol{f}(z) \in H_{A}^{2}\left(T^{B}, \mathcal{H}\right)$, where $\mathcal{H}$ is Hilbert space, and be bounded for $x=\operatorname{Re}(z) \in \mathbb{R}^{n}$ and $y=\operatorname{Im}(z)$ in any compact subset of $B$. There is a measurable function $\boldsymbol{g}(t) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ for which

$$
\begin{equation*}
\left|e^{-2 \pi\langle y, t\rangle} \boldsymbol{g}(t)\right|_{2} \leq M\left(1+(d(y))^{-r}\right)^{s} e^{2 \pi A|y|}, y \in B \tag{26}
\end{equation*}
$$

where $r \geq 0, s \geq 0, A \geq 0$, and $M=M(g, r, s, A)>0$ are independent of $y \in B$; and

$$
\begin{equation*}
f(z)=\int_{\mathbb{R}^{n}} g(t) e^{2 \pi i\langle z, t\rangle} d t, z \in T^{B} . \tag{27}
\end{equation*}
$$

Proof. From Lemma 1 the function $\mathbf{g}(t)=\mathbf{g}_{y}(t)$ defined in (21) is independent of $y \in B$ and is in $L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. From (21)

$$
\begin{equation*}
e^{-2 \pi(y, t\rangle} \mathbf{g}(t)=\mathcal{F}^{-1}[\mathbf{f}(x+i y) ; t], y \in B \tag{28}
\end{equation*}
$$

and by the Parseval equality

$$
\left|e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t)\right|_{2}=|\mathbf{f}(x+i y)|_{2}, y \in B
$$

where $e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right), y \in B$. Thus, (26) holds from the norm growth on $\mathbf{f}(z) \in H_{A}^{2}\left(T^{B}, \mathcal{H}\right)$. Using the now obtained Equation (26), by the proof of Theorem 2 for $p=2$ we have $e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t) \in L^{1}\left(\mathbb{R}^{n}, \mathcal{H}\right) \cap L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right), y \in B$, and

$$
\int_{\mathbb{R}^{n}} \mathbf{g}(t) e^{2 \pi i\langle z, t\rangle} d t=\mathcal{F}\left[e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t) ; x\right], z=x+i y \in T^{B}
$$

is analytic in $T^{B}$ with the Fourier transform being the $L^{1}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ transform. Thus, from (28),

$$
\mathbf{f}(z)=\mathcal{F}\left[e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t) ; x\right]=\int_{\mathbb{R}^{n}} \mathbf{g}(t) e^{2 \pi i\langle z, t\rangle} d t, z=x+i y \in T^{B}
$$

with the Fourier transform being in both the $L^{1}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ and $L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ sense, and (27) is obtained.

The structure of the proofs of Lemma 1 and Theorem 9 can be used to prove a result like Theorem 9 for functions in $H_{*}^{2}\left(T^{B}, \mathcal{H}\right)$; we state this result now.

Theorem 10. Let $B$ be an open connected subset of $\mathbb{R}^{n}$ which does not contain $\overline{0} \in \mathbb{R}^{n}$. Let $f(z) \in H_{*}^{2}\left(T^{B}, \mathcal{H}\right)$, where $\mathcal{H}$ is Hilbert space, and be bounded for $x=\operatorname{Re}(z) \in \mathbb{R}^{n}$ and $y=\operatorname{Im}(z)$ in any compact subset of $B$. There is a measurable function $\boldsymbol{g}(t) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ for which

$$
\left|e^{-2 \pi\langle y, t\rangle} \boldsymbol{g}(t)\right|_{2} \leq M\left(1+(d(y))^{-r}\right)^{s} e^{M^{*}(w /|y|)}, y \in B,
$$

where $r \geq 0, s \geq 0, w>0$, and $M=M(g, r, s, w)>0$ are independent of $y \in B$; and

$$
f(z)=\int_{\mathbb{R}^{n}} \boldsymbol{g}(t) e^{2 \pi i\langle z, t\rangle} d t, z \in T^{B} .
$$

By restricting the base $B$ in Theorem 9, further information is obtained.
Corollary 5. Let $C$ be an open connected cone in $\mathbb{R}^{n}$. Let $f(z) \in H_{A}^{2}\left(T^{C}, \mathcal{H}\right)$, where $\mathcal{H}$ is Hilbert space, and be bounded for $x=\operatorname{Re}(z) \in \mathbb{R}^{n}$ and $y=\operatorname{Im}(z)$ in any compact subset of $C$. There is a measurable function $g \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right) \cap S_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ with $\operatorname{supp}(\boldsymbol{g}) \subseteq\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq A\right\}$ a.e. such that (26) and (27) hold. Further, if $C$ is an open convex cone in $\mathbb{R}^{n}$ we have

$$
\begin{equation*}
\lim _{y \rightarrow \overline{0}, y \in C}|f(x+i y)-\mathcal{F}[g(t) ; x]|_{2}=0, \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{y \rightarrow \overline{0}, y \in C} f(x+i y)=\mathcal{F}[\boldsymbol{g}(t) ; x] \tag{30}
\end{equation*}
$$

in the strong topology of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$.
Proof. The existence of $\mathbf{g} \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ such that (26) and (27) hold follow from Theorem 9. The facts that $\mathbf{g} \in \mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ with $\operatorname{supp}(\mathbf{g}) \subseteq\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq A\right\}$ a.e. now follow by Theorem 6. Let us further assume that the cone $C$ is open and convex. From the proof of Theorem 8 we know that $\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq A\right\}=C^{*}+\overline{N(\overline{0} ; A)}$ where $C^{*}$ is the dual cone of $C$ and $N(\overline{0} ; A)=\left\{t \in \mathbb{R}^{n}:|t|<A\right\}$ since $C$ is assumed to be convex now. Thus, $t \in\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq A\right\}$ yields $t=t_{1}+t_{2}, t_{1} \in C^{*}, t_{2} \in \overline{N(\overline{0} ; A)}$ as in the proof of Theorem 8. Returning to the proof of Theorem 9 we have for $y \in C$

$$
\begin{align*}
& |\mathbf{f}(x+i y)-\mathcal{F}[\mathbf{g}(t) ; x]|_{2}=\left|\mathcal{F}\left[e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t) ; x\right]-\mathcal{F}[\mathbf{g}(t) ; x]\right|_{2} \\
& =\left|\mathcal{F}\left[\left(e^{-2 \pi\langle y, t\rangle}-1\right) \mathbf{g}(t) ; x\right]\right|_{2}=\left|\left(e^{-2 \pi\langle y, t\rangle}-1\right) \mathbf{g}(t)\right|_{2} \tag{31}
\end{align*}
$$

In (29) and (30), we prove limit properties as $y \rightarrow \overline{0}, y \in C$; so we assume that $|y| \leq 1, y \in C$, in the remainder of this proof. For $t=t_{1}+t_{2} \in C^{*}+\overline{N(\overline{0} ; A)}$ we have

$$
\begin{align*}
& \left(\mathcal{N}\left(\left(e^{-2 \pi\langle y, t\rangle}-1\right) \mathbf{g}(t)\right)\right)^{2}=\left|e^{-2 \pi\langle y, t\rangle}-1\right|^{2}(\mathcal{N}(\mathbf{g}(t)))^{2}  \tag{32}\\
& \leq\left(e^{-2 \pi\langle y, t\rangle}+1\right)^{2}(\mathcal{N}(\mathbf{g}(t)))^{2}=\left(e^{-2 \pi\left\langle y, t_{1}\right\rangle} e^{-2 \pi\left\langle y, t_{2}\right\rangle}+1\right)^{2}(\mathcal{N}(\mathbf{g}(t)))^{2} \\
& \leq\left(1+e^{2 \pi A}\right)^{2}(\mathcal{N}(\mathbf{g}(t)))^{2}
\end{align*}
$$

for $|y| \leq 1, y \in C$, where $\left\langle y, t_{1}\right\rangle \geq 0, y \in C$ and $t_{1} \in C^{*}$, and $\left|t_{2}\right| \leq A$ for $t_{2} \in \overline{N(\overline{0} ; A)}$. Since $\mathbf{g} \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ and $\operatorname{supp}(\mathbf{g}) \subseteq C^{*}+\overline{N(\overline{0} ; A)}$, (32) and the Lebesgue dominated convergence theorem combined with (31) prove (29). For (30), let $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. Using the Hölder inequality we have

$$
\begin{aligned}
& \mathcal{N}(\langle\mathbf{f}(x+i y), \phi(x)\rangle-\langle\mathcal{F}[\mathbf{g}(t) ; x], \phi(x)\rangle \\
& \leq \int_{\mathbb{R}^{n}} \mathcal{N}((\mathbf{f}(x+i y)-\mathcal{F}[\mathbf{g}(t) ; x]) \phi(x)) d x \\
& \leq|\mathbf{f}(x+i y)-\mathcal{F}[\mathbf{g}(t) ; x]|_{2}\|\phi\|_{L^{2}\left(\mathbb{R}^{n}\right)}
\end{aligned}
$$

and the use of (29) now shows (30) in the weak topology of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. But $\mathcal{S}\left(\mathbb{R}^{n}\right)$ is a Montel space; thus, (30) also holds in the strong topology of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$.

We now desire a converse result to Corollary 5 in the setting of tubes $T^{C}$ where $C$ is an open connected cone in $\mathbb{R}^{n}$.

Corollary 6. Let $C$ be an open connected cone in $\mathbb{R}^{n}$ and $\mathcal{H}$ be a Hilbert space. Let $\boldsymbol{g}(t)$ be a $\mathcal{H}$ valued measurable function on $\mathbb{R}^{n}$ such that (26) holds. We have $g \in \mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ with $\operatorname{supp}(\boldsymbol{g}) \subseteq\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq A\right\}$ a.e., and $f(z) \in H_{A}^{2}\left(T^{C}, \mathcal{H}\right)$ for $\boldsymbol{f}(z)$ defined as in (27) for $z \in T^{C}$. Further, if $C$ is an open convex cone in $\mathbb{R}^{n}$ we have (30) holding in the strong topology of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$.

Proof. We apply Theorem 6 and Corollary 1 to obtain $\mathbf{g} \in \mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ with $\operatorname{supp}(\mathbf{g}) \subseteq$ $\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq A\right\}$ a.e. and to obtain that $\mathbf{f}(z)$ defined as in (27) for $z \in T^{C}$ is an element of $H_{A}^{2}\left(T^{C}, \mathcal{H}\right)$. Now assume that $C$ is an open convex cone in the remainder of this proof to obtain (30) here. Since $\mathbf{g} \in \mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right) \subset \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$, the Fourier transform $\mathcal{F}[\mathbf{g}]$ is well defined in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. From the proof of Corollary 1 we have $e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t) \in$ $L^{1}\left(\mathbb{R}^{n}, \mathcal{H}\right) \cap L^{2}\left(\mathbf{R}^{n}, \mathcal{H}\right)$ for $y \in C$. Thus, $\mathbf{f}(x+i y)=\mathcal{F}\left[e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t) ; x\right], y \in C$, with the Fourier transform being in the $L^{1}\left(\mathbb{R}^{n}, \mathcal{H}\right)$, the $L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$, and the $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ cases. Recalling that $\operatorname{supp}(\mathbf{g}) \subseteq\left\{t \in \mathbf{R}^{n}: u_{C}(t) \leq A\right\}$ a.e. and referring to [9] (p. 119), we choose a function $\lambda(t) \in C^{\infty}, t \in \mathbb{R}^{n}$, such that for any n-tuple $\alpha$ of nonnegative integers $\left|D^{\alpha} \lambda(t)\right| \leq M_{\alpha}, t \in \mathbb{R}^{n}$, where $M_{\alpha}$ is a constant which depends only on $\alpha$; and for $\epsilon>0, \lambda(t)=1$ for $t$ on an $\epsilon$ neighborhood of $\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq A\right\}$, and $\lambda(t)=0$ for $t \in \mathbb{R}^{n}$ but not on a $2 \epsilon$ neighborhood of $\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq A\right\}$. For $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ we have for $y \in C$

$$
\langle\mathbf{f}(x+i y), \phi(x)\rangle=\left\langle\mathcal{F}\left[e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t) ; x\right], \phi(x)\right\rangle=\left\langle\lambda(t) e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t), \mathcal{F}[\phi(x) ; t]\right\rangle
$$

For $C$ being convex we apply [9] (p. 74, Lemma 3) as in our proof of Theorem 8 to obtin $\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq A\right\}=C^{*}+\overline{N(\overline{0} ; A)}$. The result (30) in this corollary now follows from the above equality, $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$, by the same analysis in [9] (p. 119, lines 2-22) in the weak topology of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ as $y \rightarrow \overline{0}, y \in C$; and the weak topology implies the strong topology of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ as in the proof of (30) in Corollary 5 . The proof is complete.

Note that we can not say that $\mathbf{g} \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ in Corollary 6 and hence can not obtain the convergence (29) in this converse of Corollary 5.

For $B$ being a proper open connected subset of $\mathbb{R}^{n}$ and $\mathcal{X}$ being a Banach space, the spaces $V_{A}^{p}\left(T^{B}, \mathcal{X}\right)$ follow as subspaces of $H_{A}^{p}\left(T^{B}, \mathcal{X}\right)$ (or appropriately of $R_{A}^{p}\left(T^{B}, \mathcal{X}\right)$ )
by letting either $r=0$ or $s=0$ in the norm growth defining these other spaces. Thus, Theorem 9 holds for $f(z) \in V_{A}^{2}\left(T^{B}, \mathcal{H}\right)$; and by the proof of Theorem 9, (26) will hold for the obtained function $\mathbf{g}$ in the form

$$
\left|e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t)\right|_{2} \leq e^{2 \pi A|y|}, y \in B
$$

Using the same proof as in Corollary 2 we then can extend the norm growth on $e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t)$ to hold for $y \in \bar{B}$. This is stated in the following corollary to Theorem 9.

Corollary 7. Let $B$ be a proper open connected subset of $\mathbb{R}^{n}$. Let $f(z) \in V_{A}^{2}\left(T^{B}, \mathcal{H}\right)$, where $\mathcal{H}$ is Hilbert space, and be bounded for $x=\operatorname{Re}(z) \in \mathbb{R}^{n}$ and $y=\operatorname{Im}(z)$ in any compact subset of $B$. There is a measurable function $\boldsymbol{g}(t) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ for which

$$
\left|e^{-2 \pi\langle y, t\rangle} \boldsymbol{g}(t)\right|_{2} \leq M e^{2 \pi A|y|}, y \in \bar{B}
$$

where $A \geq 0$ and $M=M(g, A)>0$ are independent of $y \in \bar{B}$; and

$$
f(z)=\int_{\mathbb{R}^{n}} g(t) e^{2 \pi i\langle z, t\rangle} d t, z \in T^{B} .
$$

For the base of the tube being an open connected cone in $\mathbb{R}^{n}$ we have the following corollary of Theorem 10 by combining Theorems 7 and 10. The limit properties in the following corollary will hold for $C$ being an open connected cone in $\mathbb{R}^{n}$ by similar techniques as in the proof of Corollary 5; $C$ does not need to be convex here for these limit properties to hold because the support of $\mathbf{g}$ is in $C^{*}$.

Corollary 8. Let $C$ be an open connected cone in $\mathbb{R}^{n}$. Let $f(z) \in H_{*}^{2}\left(T^{C}, \mathcal{H}\right)$, where $\mathcal{H}$ is Hilbert space, and be bounded for $x=\operatorname{Re}(z) \in \mathbb{R}^{n}$ and $y=\operatorname{Im}(z)$ in any compact subset of $C$. There is a measurable function $\boldsymbol{g}(t) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right) \cap \mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ with $\operatorname{supp}(g) \subseteq C^{*}$ a.e. such that the norm inequality for $e^{-2 \pi\langle y, t\rangle} \boldsymbol{g}(t)$ and the representation of $\boldsymbol{f}(z)$ hold as in the conclusions of Theorem 10. Further we have

$$
\lim _{y \rightarrow \overline{0}, y \in C}|f(x+i y)-\mathcal{F}[\boldsymbol{g}(t) ; x]|_{2}=0
$$

and

$$
\lim _{y \rightarrow \overline{0}, y \in C} f(x+i y)=\mathcal{F}[\boldsymbol{g}(t) ; x]
$$

in the strong topology of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$.

## 7. Subsets of $H^{2}\left(T^{C}, \mathcal{H}\right)$

Let $C$ be an open connected cone in $\mathbb{R}^{n}$, and $1 \leq p<\infty$. Let $\mathbf{g}(t)$ be a measurable function on $\mathbb{R}^{n}$ with values in a Banach space $\mathcal{X}$ such that

$$
\begin{equation*}
\left|e^{-2 \pi(y, t\rangle} \mathbf{g}(t)\right|_{p} \leq M\left(1+(d(y))^{-r}\right)^{s} e^{2 \pi A|y|}, y \in C \tag{33}
\end{equation*}
$$

where $A \geq 0, r \geq 0, s \geq 0$, and $M=M(\mathbf{g}, p, r, s, A)>0$, or

$$
\begin{equation*}
\left|e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t)\right|_{p} \leq M\left(1+(d(y))^{-r}\right)^{s} e^{M^{*}(w /|y|)}, y \in C \tag{34}
\end{equation*}
$$

where $w>0, r \geq 0, s \geq 0$, and $M=M(\mathbf{g}, p, w, r, s)>0$ with all constants being independent of $y \in C$. We have from Theorems 4 and 5 that $\operatorname{supp}(\mathbf{g}) \subseteq\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq\right.$ $A\}$ a.e. and $\operatorname{supp}(\mathbf{g}) \subseteq C^{*}$ a.e. respectively. Restricting to $p=2$ and letting $\mathcal{X}=\mathcal{H}$, a Hilbert space, now we have from Corollarys 1 and 3 that the function

$$
\mathbf{f}(z)=\int_{\mathbb{R}^{n}} \mathbf{g}(t) e^{2 \pi i\langle z, t\rangle} d t, z \in T^{C},
$$

is an element of $H_{A}^{2}\left(T^{C}, \mathcal{H}\right)$ or $H_{*}^{2}\left(T^{C}, \mathcal{H}\right)$, respectively. Conversely, we have proved in Corollary 5 or Corollary 8 that if $\mathbf{f}(z) \in H_{A}^{2}\left(T^{C}, \mathcal{H}\right)$ or $\mathbf{f}(z) \in H_{*}^{2}\left(T^{C}, \mathcal{H}\right)$ and in each case $\mathbf{f}(z)$ is bounded for $x=\operatorname{Re}(z)$ and $y=\operatorname{Im}(z)$ in any compact subset of $C$ then in each case there exists a measurable function $\mathbf{g} \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right) \cap \mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ with $\operatorname{supp}(\mathbf{g}) \subseteq\left\{t \in \mathbb{R}^{n}\right.$ : $\left.u_{C}(t) \leq A\right\}$ a.e. and (33) holds for $p=2$ or $\operatorname{supp}(\mathbf{g}) \subseteq C^{*}$ a.e. and (34) holds for $p=2$ with

$$
\mathbf{f}(z)=\int_{\mathbb{R}^{n}} \mathbf{g}(t) e^{2 \pi i\langle z, t\rangle} d t, z \in T^{C}
$$

in each case.
We will now show from these results that both spaces $H_{0}^{2}\left(T^{C}, \mathcal{H}\right), A=0$, and $H_{*}^{2}\left(T^{C}, \mathcal{H}\right)$ are subsets of the Hardy space $H^{2}\left(T^{C}, \mathcal{H}\right)$ and obtain immediate results from these subset properties.

Theorem 11. Let $C$ be an open connected cone in $\mathbb{R}^{n}$ and $\mathcal{H}$ be a Hilbert space. Let $f(z) \in$ $H_{0}^{2}\left(T^{C}, \mathcal{H}\right)$ or $f(z) \in H_{*}^{2}\left(T^{C}, \mathcal{H}\right)$ and in either case be bounded for $x=\operatorname{Re}(z) \in \mathbb{R}^{n}$ and $y=$ $\operatorname{Im}(z)$ in any compact subset of $C$. In either case there is a measurable function $\boldsymbol{g}(t) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right) \cap$ $\mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ with $\operatorname{supp}(\boldsymbol{g}) \subseteq C^{*}$ a.e. such that

$$
\begin{gathered}
\boldsymbol{f}(z)=\int_{\mathbb{R}^{n}} \boldsymbol{g}(t) e^{2 \pi i\langle z, t\rangle} d t, z \in T^{C} \\
\sup _{y \in C}|\boldsymbol{f}(x+i y)|_{2}=\sup _{y \in C}\left|e^{-2 \pi\langle y, t\rangle} \boldsymbol{g}(t)\right|_{2}=|\boldsymbol{g}|_{2} ;
\end{gathered}
$$

and $f(z) \in H^{2}\left(T^{C}, \mathcal{H}\right)$.
Proof. As noted previously in this section a function $\mathbf{g} \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right) \cap \mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ is obtained from previous results such that

$$
\mathbf{f}(z)=\int_{\mathbb{R}^{n}} \mathbf{g}(t) e^{2 \pi i\langle z, t\rangle} d t, z \in T^{C}
$$

Further from the analysis leading to Corollarys 5 and 8 we know $e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t) \in$ $L^{1}\left(\mathbb{R}^{n}, \mathcal{H}\right) \cap L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right), y \in C$, in both cases. If $A=0,\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq 0\right\}=C^{*}$; thus, in both cases $\operatorname{supp}(\mathbf{g}) \subseteq C^{*}$ a.e. In both cases we have

$$
|\mathbf{f}(x+i y)|_{2}=\left|e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t)\right|_{2}, y \in C
$$

In both cases

$$
\int_{\mathbb{R}^{n}}\left(\mathcal{N}\left(e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t)\right)\right)^{2} d t=\int_{C^{*}}\left(e^{-4 \pi\langle y, t\rangle}(\mathcal{N}(\mathbf{g}(t)))^{2} d t \leq \int_{C^{*}}(\mathcal{N}(\mathbf{g}(t)))^{2} d t=|\mathbf{g}|_{2}^{2}\right.
$$

for all $y \in C$. We thus have for all $y \in C$

$$
|\mathbf{f}(x+i y)|_{2}=\left|e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t)\right|_{2} \leq|\mathbf{g}|_{2}, y \in C
$$

which yields $\mathbf{f}(x+i y) \in H^{2}\left(T^{C}, \mathcal{H}\right)$. Further,

$$
\begin{equation*}
\sup _{y \in C}|\mathbf{f}(x+i y)|_{2}=\sup _{y \in C}\left|e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t)\right|_{2} \leq\left(\int_{C^{*}}(\mathcal{N}(\mathbf{g}(t)))^{2} d t\right)^{1 / 2}=|\mathbf{g}|_{2} \tag{35}
\end{equation*}
$$

But $\overline{0} \in C^{*}=\left\{t \in \mathbb{R}^{n}:\langle t, y\rangle \geq 0\right.$ for all $\left.y \in C\right\}$. Hence, the inequality in (35) is an equality.

Because of this result we have immediate consequences for $\mathbf{f}(x+i y)$ in either space in Theorem 11 from previously proven results. If $C$ is an open convex cone in $\mathbb{R}^{n}$ which
contains an entire straight line then $\mathbf{f}(z)=\Theta, z \in T^{C}$, for both cases of $\mathbf{f}(z)$ in Theorem 11. If $C$ is a regular cone in $\mathbb{R}^{n}$ then

$$
\mathbf{f}(z)=\int_{\mathbb{R}^{n}} \mathcal{F}[\mathbf{g}(u) ; t] K(z-t) d t=\int_{\mathbb{R}^{n}} \mathcal{F}[\mathbf{g}(u) ; t] Q(z ; t) d t, z \in T^{C}
$$

for the function $\mathbf{g}(t)$ in Theorem 11 and for both cases of $\mathbf{f}(z)$ in Theorem 11. Further, we note that Vindas has proved using functional analysis techniques in [1] that for $C$ being a regular cone in $\mathbb{R}^{n}$ and $\mathcal{X}$ being a dual Banach space having the Radon-Nikodým property, any $\mathbf{f}(z) \in H^{p}\left(T^{C}, \mathcal{X}\right), 1 \leq p \leq \infty$, is the Poisson integral of some $\mathbf{h} \in L^{p}\left(\mathbb{R}^{n}, \mathcal{X}\right), 1 \leq p \leq \infty$. We say more about the use of functional analysis techniques in obtaining results corresponding to those of this paper and those of [1] in Section 9 below.

## 8. Boundary Values on the Topological Boundary

In Corollary 5 we obtained boundary value properties of $H_{A}^{2}\left(T^{C}, \mathcal{H}\right)$ functions on the distinguished boundary of the tube $T^{C}$ where $C$ is an open convex cone in $\mathbb{R}^{n}$. The boundary values were obtained in the $L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ and $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ topologies. We now investigate boundary value properties of a subset of $H_{A}^{2}\left(T^{C}, \mathcal{H}\right)$ on the topological boundary of the tube.

Our basic result in this section depends on the cone $C$ being regular. We consider the subset $R_{A}^{2}\left(T^{C}, \mathcal{H}\right)$ of $H_{A}^{2}\left(T^{C}, \mathcal{H}\right)$ consisting of analytic functions $\mathbf{f}(z)$ in $T^{C}$ with values in $\mathcal{H}$ such that

$$
\begin{equation*}
|\mathbf{f}(x+i y)|_{2} \leq M\left(1+|y|^{-r}\right)^{s} e^{2 \pi A|y|}, y \in C \tag{36}
\end{equation*}
$$

where $A \geq 0, r \geq 0, s \geq 0$, and $M=M(f, A, r, s)>0$ are all independent of $y \in C$. We prove that $R_{A}^{2}\left(T^{C}, \mathcal{H}\right)$ functions have boundary values on the topological boundary of $T^{C}$ again in the $L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ and $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ topologies. We have $R_{A}^{2}\left(T^{C}, \mathcal{H}\right) \subseteq H_{A}^{2}\left(T^{C}, \mathcal{H}\right)$ since $0<d(y) \leq|y|$ for $y$ in any open connected cone in $\mathbb{R}^{n}$ from [2] (p. 6, (1.14)); recall Section 2 above.

Before proving our main result in this section we focus on the growth bound as in (36). If we had used this growth bound of (36) in the inequality (1) for $e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t)$ and in the inequality for $|\mathbf{f}(x+i y)|_{p}$ which defines $H_{A}^{p}\left(T^{B}, \mathcal{X}\right)$, that is if we replace $d(y)$ by $|y|$ in the growth bound, then the results, proofs, and conclusions from Theorem 2 through Theorem 11 in Sections 5-7 will all hold as before. In any conclusion in these results that contains the growth bound, the growth bound in the conclusion will be that of (36). We state this to emphasize the content of our proofs in this section which deal with $R_{A}^{2}\left(T^{C}, \mathcal{H}\right)$ instead of $H_{A}^{2}\left(T^{C}, \mathcal{H}\right)$.

Theorem 12. Let $C$ be a regular cone in $\mathbb{R}^{n}$. Let $f(z) \in R_{A}^{2}\left(T^{C}, \mathcal{H}\right)$ and be bounded for $x=\operatorname{Re}(z) \in \mathbb{R}^{n}$ and $y=\operatorname{Im}(z)$ in any compact subset of $C$. Let $y_{o} \in \partial C, y_{0} \neq \overline{0}$. There exists a function $\boldsymbol{F}\left(x+i y_{0}\right) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ such that

$$
\begin{equation*}
\lim _{y \rightarrow y_{o}}\left|f(x+i y)-\boldsymbol{F}\left(x+i y_{o}\right)\right|_{2}=0 \tag{37}
\end{equation*}
$$

for $y \in\{y \in C: 0<a<|y|<b\}$ where $a$ and $b$ are any constants such that $0<a<\left|y_{0}\right|<b$; and

$$
\begin{equation*}
\lim _{y \rightarrow y_{0}} f(x+i y)=\boldsymbol{F}\left(x+i y_{0}\right) \tag{38}
\end{equation*}
$$

in the strong topology of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ with $y \in\{y \in C: 0<a<|y|<b\}$ again where $a$ and $b$ are any constants such that $0<a<\left|y_{0}\right|<b$.

Proof. As noted previously the growth (36) for $R_{A}^{2}\left(T^{C}, \mathcal{H}\right)$ functions is a special case of the growth for $H_{A}^{2}\left(T^{C}, \mathcal{H}\right)$ functions since $0<d(y) \leq|y|, y \in C$. Thus, $\mathbf{f}(z), z \in T^{C}$, in this theorem satisfies the hypotheses of Corollary 5 ; and the conclusions of Corollary 5 follow
for the $\mathbf{f}(z), z \in T^{C}$, here. In fact the construction of proofs above leading to Corollary 5 for the growth bound of type

$$
M\left(1+(d(y))^{-r}\right)^{s} e^{2 \pi A|y|}, y \in C
$$

would be the same for the growth of type (36) with $d(y)$ replaced by $|y|$ in the analysis of the proofs as noted before. Thus, there is a measurable function $\mathbf{g} \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right) \cap \mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ with $\operatorname{supp}(\mathbf{g}) \subseteq\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq A\right\}$ a.e. such that (26) and (27) hold with $d(y)$ replaced by $|y|$ in (26), and $z=x+i y \in T^{C}$. From the construction of $\mathbf{g}$ in Lemma 1 and the proof of Theorem $2, e^{-2 \pi(y, t\rangle} \mathbf{g}(t) \in L^{1}\left(\mathbb{R}^{n}, \mathcal{H}\right) \cap L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right), y \in C$. Let $y_{0} \in \partial C$, the boundary of $C$, $y_{0} \neq \overline{0}$. Since $\left|y_{0}\right|>0$ choose constants $a$ and $b$ such that $0<a<\left|y_{0}\right|<b$ and consider the band $\{y \in C: 0<a<|y|<b\} \subset C$. Let $\left\{y_{m}\right\}, m=1,2, \ldots$, be a sequence of points in this band which converges to $y_{0}$. For each $y_{m}, m=1,2, \ldots$, in this band

$$
\int_{\mathbb{R}^{n}}\left(\mathcal{N}\left(e^{-2 \pi\left\langle y_{m}, t\right\rangle} \mathbf{g}(t)\right)\right)^{2} d t \leq M^{2}\left(1+\left|y_{m}\right|^{-r}\right)^{2 s} e^{4 \pi A\left|y_{m}\right|} \leq M^{2}\left(1+a^{-r}\right)^{2 s} e^{4 \pi b A}
$$

Using Fatou's lemma we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}}\left(\mathcal{N}\left(e^{-2 \pi\left\langle y_{o}, t\right\rangle} \mathbf{g}(t)\right)\right)^{2} d t \leq \limsup _{y_{m} \rightarrow y_{o}} \int_{\mathbb{R}^{n}}\left(\mathcal{N}\left(e^{-2 \pi\left\langle y_{m}, t\right\rangle} \mathbf{g}(t)\right)\right)^{2} d t \\
& \leq M^{2}\left(1+a^{-r}\right)^{2 s} e^{4 \pi b A}
\end{aligned}
$$

and $e^{-2 \pi\left\langle y_{0}, t\right\rangle} \mathbf{g}(t) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ for $y_{o} \in \partial C$; further $e^{-2 \pi\left\langle y_{o}, t\right\rangle} \mathbf{g}(t) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ even if $y_{o}=$ $\overline{0}$ since $\mathbf{g} \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. Recall $\mathbf{g} \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right) \cap \mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ and $e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t) \in L^{1}\left(\mathbb{R}^{n}, \mathcal{H}\right) \cap$ $L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right), y \in C$. Form

$$
\mathbf{F}\left(x+i y_{0}\right)=\mathcal{F}\left[e^{-2 \pi\left\langle y_{0}, t\right\rangle} \mathbf{g}(t) ; x\right], y_{o} \in \partial C, y_{o} \neq \overline{0}
$$

thus, $\mathbf{F}\left(x+i y_{0}\right) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right), y_{0} \in \partial C, y_{0} \neq \overline{0}$. From the definition of $\mathbf{F}\left(x+i y_{0}\right)$ and Corollary 5 we have

$$
\begin{align*}
& \left|\mathbf{f}(x+i y)-\mathbf{F}\left(x+i y_{o}\right)\right|_{2}=\left|\mathcal{F}\left[\left(e^{-2 \pi\langle y, t\rangle}-e^{-2 \pi\left\langle y_{o}, t\right\rangle}\right) \mathbf{g}(t) ; x\right]\right|_{2} \\
& =\left|\left(e^{-2 \pi\langle y, t\rangle}-e^{-2 \pi\left\langle y_{0}, t\right\rangle}\right) \mathbf{g}(t)\right|_{2}, \tag{39}
\end{align*}
$$

for $y \in C$ and $y_{0} \in \partial C, y_{0} \neq \overline{0}$. We consider

$$
\int_{\mathbb{R}^{n}}\left(\mathcal{N}\left(\left(e^{-2 \pi\langle y, t\rangle}-e^{-2 \pi\left\langle y_{o}, t\right\rangle}\right) \mathbf{g}(t)\right)\right)^{2} d t
$$

and want to show that this integral approaches 0 as $y \rightarrow y_{0}, y \in\{y \in C: 0<a<|y|<b\}$. We have $\operatorname{supp}(\mathbf{g}) \subseteq\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq A\right\}=C^{*}+\overline{N(\overline{0} ; A)}$ since $C$ is open and convex as noted before in the proof of Theorem 8 ; thus, $t \in\left\{t \in \mathbb{R}^{n}: u_{C}(t) \leq A\right\}$ implies $t=t_{1}+t_{2}$ where $t_{1} \in C^{*}$ and $t_{2} \in \overline{N(\overline{0}, A)}$. For $y \in\{y \in C: 0<a<|y|<b\}$ with $0<a<\left|y_{o}\right|<b$ by definition of $a$ and $b$ we have for almost all $t \in \mathbb{R}^{n}$

$$
\left(\mathcal{N}\left(\left(e^{-2 \pi\langle y, t\rangle}-e^{-2 \pi\left\langle y_{0}, t\right\rangle}\right) \mathbf{g}(t)\right)\right)^{2}=\left|e^{-2 \pi\left\langle y, t_{1}+t_{2}\right\rangle}-e^{-2 \pi\left\langle y_{0}, t_{1}+t_{2}\right\rangle}\right|^{2}(\mathcal{N}(\mathbf{g}(t)))^{2} .
$$

Since $t_{1} \in C^{*},\left\langle y, t_{1}\right\rangle \geq 0$ for all $y \in C$ which implies $\left\langle y_{0}, t_{1}\right\rangle \geq 0$ also. Continuing the preceding inequality we have for $t_{1} \in C^{*}, t_{2} \in \overline{N(\overline{0}, A)}$, and all $y \in\{y \in C: 0<a<|y|<b\}$

$$
\begin{aligned}
& \left(\mathcal{N}\left(\left(e^{-2 \pi\langle y, t\rangle}-e^{-2 \pi\left\langle y_{o}, t\right\rangle}\right) \mathbf{g}(t)\right)\right)^{2} \leq\left(e^{-2 \pi\left\langle y, t_{2}\right\rangle}+e^{-2 \pi\left\langle y_{0}, t_{2}\right\rangle}\right)^{2}(\mathcal{N}(\mathbf{g}(t)))^{2} \\
& \leq\left(e^{2 \pi|y| \mid t_{2}}+e^{2 \pi\left|y_{o}\right|\left|t_{2}\right|}\right)^{2}(\mathcal{N}(\mathbf{g}(t)))^{2} \leq 4 e^{4 \pi b A}(\mathcal{N}(\mathbf{g}(t)))^{2}
\end{aligned}
$$

with the bound being independent of $y \in\{y \in C: 0<a<|y|<b\}$ and being in $L^{1}\left(\mathbb{R}^{n}\right)$ since $\mathbf{g} \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. Since $\left(e^{-2 \pi\langle y, t\rangle}-e^{-2 \pi\left\langle y_{0}, t\right\rangle}\right) \mathbf{g}(t) \rightarrow \Theta$ as $y \rightarrow y_{0}, y \in\{y \in C: 0<$
$a<|y|<b\}$ with $0<a<\left|y_{0}\right|<b$, the Lebesgue dominated convergence theorem and (39) yield (37).

To prove (38) let $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ and $y_{0} \in \partial C, y_{0} \neq \overline{0}$. As before choose constants $a$ and $b$ such that $0<a<\left|y_{o}\right|<b$. For $y \in\{y \in C: 0<a<|y|<b\}$ we have

$$
\begin{aligned}
& \mathcal{N}\left(\langle\mathbf{f}(x+i y), \phi(x)\rangle-\left\langle\mathbf{F}\left(x+i y_{o}\right), \phi(x)\right\rangle\right) \\
& \leq \int_{\mathbb{R}^{n}} \mathcal{N}\left(\left(\mathbf{f}(x+i y)-\mathbf{F}\left(x+i y_{o}\right)\right) \phi(x)\right) d x \\
& \leq\left|\mathbf{f}(x+i y)-\mathbf{F}\left(x+i y_{o}\right)\right|_{2}| | \phi \|_{L^{2}\left(\mathbb{R}^{n}\right)} .
\end{aligned}
$$

Using (37) we obtain (38) in the weak topology of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ as $y \rightarrow y_{0}, y \in\{y \in C$ : $0<a<|y|<b\}$ with $0<a<\left|y_{o}\right|<b$. Now (38) is obtained in the strong topology of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ since $\mathcal{S}\left(\mathbb{R}^{n}\right)$ is a Montel space. The proof is complete.

Since both $R_{A}^{2}\left(T^{C}, \mathcal{H}\right)$ and $V_{A}^{2}\left(T^{C}, \mathcal{H}\right)$ are subsets of $H_{A}^{2}\left(T^{C}, \mathcal{H}\right)$, functions in both of these subset spaces satisfy (29) and (30) on the distinguished boundary of $T^{C}$ with $C$ being a regular cone. Also $V_{A}^{2}\left(T^{C}, \mathcal{H}\right)$ functions will have the results of Theorem 12 since $V_{A}^{2}\left(T^{C}, \mathcal{H}\right) \subseteq R_{A}^{2}\left(T^{C}, \mathcal{H}\right)$.

Boundary value results for the analytic functions on the topological boundary of the tube may be able to be obtained for various types of base sets $C$ of the tube $T^{C}$. For example one could consider $C$ to be an open polyhedron in $\mathbb{R}^{n}$ as defined in [11] and [12] (p. 97). One could follow this situation by considering an open convex subset $B$ of $\mathbb{R}^{n}$ with $y_{o}$ being a point on its boundary; consideration could be given then to constructing an open polyhedron in $B$ with $y_{0}$ as boundary point and approaching $y_{0}$ within the open polyhedron as Stein and Weiss have done in [12] (p. 98) for functions in $H^{2}\left(T^{B}\right)$. Clearly the types of boundary values available will depend on the specifics of the analytic functions and on the base of the tube if boundary values exist at all. More will be stated in Section 9 concerning boundary values.

We have previously obtained boundary value results on the distinguished boundary of the tube for functions of type $V_{*}^{p}\left(T^{C}\right), 1<p \leq 2$, in the scalar-valued ultradistribution sense where $C$ is a regular cone in $\mathbb{R}^{n}$. That is, the norm growth on the analytic functions on $T^{C}$ is

$$
\|\mathbf{f}(x+i y)\|_{L^{p}\left(\mathbb{R}^{n}\right)} \leq K e^{M^{*}(w /|y|)}, y \in C
$$

where $w>0$ and $K=K(\mathbf{f}, p, w)$ are independent of $y \in C$. We have proved that such functions obtain a boundary value at $\overline{0}$ in the ultradistribution space $\mathcal{D}^{\prime}\left(\left(M_{p}\right), L^{1}\left(\mathbb{R}^{n}\right)\right)$. We refer to [2] (p. 106, Theorem 5.2.1) and the preceding analysis in [2] (Section 5.2).

## 9. Suggested Research

In this section, we suggest problems to consider in future research which are associated with the analysis of this paper.

Let $B$ be an open connected subset of $\mathbb{R}^{n}$. Stein and Weiss use a bound condition on $H^{p}\left(T^{B}\right)$ obtained in [12] (p. 99, Lemma 2.12) to prove [12] (p. 93, Theorem 2.3), the representation theorem for functions in $H^{2}\left(T^{B}\right)$. The bound condition holds for $z$ in a tube whose base is restricted uniformly away from the complement of $B$. We have used a similarly needed growth condition, obtained in [2] (p. 87, Lemma 5.1.3), on the analytic functions studied in [2] (Chapter 5) in relation to boundary values in ultradistribution spaces.

Starting with Lemma 1 in Section 6 of this paper we have used the following assumption on $\mathbf{f}(z) \in H_{A}^{2}\left(T^{B}, \mathcal{H}\right)$ to obtain several results; the assumption on $\mathbf{f}(z)$ is that it "be bounded for $x=\operatorname{Re}(z) \in \mathbb{R}^{n}$ and $y=\operatorname{Im}(z)$ in any compact subset of $B^{\prime \prime}$. We conjecture that a bound condition like [12] (p. 99, Lemma 2.12) holds for $\mathfrak{f}(z) \in H_{A}^{p}\left(T^{B}, \mathcal{X}\right)$; such a result will allow us to delete the above quoted assumption used in Sections 6-8.

Additionally we suggest research to obtain a bound condition like [12] (p. 99, Lemma 2.12) for functions in $H^{p}\left(T^{B}, \mathcal{X}\right)$.

Throughout this paper we have obtained boundary value results both on the distinguished boundary of the tube and on the topological boundary of the tube. In every case a question that had to be considered was the method to approach a point on the boundary by points in the base in order to obtain a desired result. Our results before Section 8 concerned tubes with base being a regular cone, an open connected cone in $\mathbb{R}^{n}$, or a proper open connected subset of $\mathbb{R}^{n}$. In these cases we could approach a considered boundary point $y_{o}$ on the boundary of the base by a sequence of points within the base. Because of the nature of the analytic functions considered in Section 8 we needed to approach any boundary point $y_{0}, y_{0} \neq \overline{0}$, on the boundary of the base, a regular cone, by a sequence of points inside a band contained in the cone in order to obtain the desired result. Indications of other boundary point approaches for consideration were stated at the end of Section 8.

Stein and Weiss [12] (pp. 94-98) discuss situations in which boundary values on the boundary of tubes can not be obtained as points within the base arbitrarily approach the point $y_{0}$ on the boundary of the base. In the first case a specific type of analytic function was constructed in order to show the non-existence of a boundary value for arbitrary approach to a point on the boundary by points within the base. In the second case a $H^{2}\left(T^{B}\right)$ function was constructed for which no limit in the $L^{2}$ norm existed for arbitrary approach to $\overline{0}$ within $B$; but if the base $B$ was suitably restricted, any function in $H^{2}\left(T^{B}\right)$ for the restricted base $B$ was shown to have a boundary value at any point on $\partial B$. Considerations of the approach to the boundary by points within bases $B$ of other types than those of this paper could be made concerning the types of analytic functions defined in this paper. Are there base sets $B$ in which an analytic function will not have a boundary value at a specified point $y_{0} \in \partial B$ or such that there could be a boundary value if the base $B$ is specialized?

The basic results of Section 5, Theorems 2, 4, 6 and 8 , have all been proved for the most general appropriate situation. $B$ was an open connected subset of $\mathbb{R}^{n}$ or open (or convex) connected cone in $\mathbb{R}^{n}$; values were in Banach space $\mathcal{X}$; results held for all $p, 1 \leq p<\infty$, in Section 5. In Sections 6-8, the base $B$ of the tube remained an open connected subset of $\mathbb{R}^{n}$ or a cone in $\mathbb{R}^{n}$ as appropriate; but all of the main results of these sections were proved for values in Hilbert space $\mathcal{H}$ with $p=2$.

Of course the reason for the restrictions in these sections to $p=2$ and values in $\mathcal{H}$ is that the primary tool in our proofs was the Fourier transform which, as previously noted, is available in its desired completeness to the specific cases of $p=2$ and values in $\mathcal{H}$. We desire to extend the results of Sections 6-8 to $1 \leq p<\infty$ and values in Banach space $\mathcal{X}$ as appropriate by using different techniques. This has been done by Vindas in [1] where functional analysis techniques have been used to extend the Poisson integral representation of functions in $H^{p}\left(T^{C}, \mathcal{H}\right)$ from $p=2$ with values in $\mathcal{H}$ to $1 \leq p \leq \infty$ with values in $\mathcal{X}$. See [1] (Theorem 2); similarly see also [1] (Theorem 1). Use of functional analysis techniques and accumulated knowledge related to vector-valued fuctions to obtain the desired extensions of the results noted in this paragraph should be considered. Extensions of results from $p=2$ to $1 \leq p<\infty$ could possibly also be obtained here for Hilbert space $\mathcal{H}$ by applying limit processes using the $p=2$ case. We believe that the basic results of Sections 6-8 can be extended to $1 \leq p<\infty$ and values in Banach space $\mathcal{X}$ as appropriate. We suggest consideration of this extension in future research.

For $p=2$ we have proved in previous work that the $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ Fourier transform maps the distribution space $\mathcal{D}_{L^{2}\left(\mathbb{R}^{n}\right)}^{\prime}$ one-one and onto $\mathcal{S}_{2}^{\prime}$; further we have proved that the $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ Fourier transform maps $\mathcal{D}_{L^{p}\left(\mathbb{R}^{n}\right)}^{\prime}, 1 \leq p<2$, one-one and into $\mathcal{S}_{q}^{\prime},(1 / p)+(1 / q)=1$. The proofs are obtained using the characterization results for the form of elements in $\mathcal{D}_{L^{p}\left(\mathbb{R}^{n}\right)}^{\prime}, 1 \leq p \leq 2$. With knowledge of a characterization of elements in the vector-valued distribution space equivalent to $\mathcal{D}_{L^{2}\left(\mathbb{R}^{n}\right)}^{\prime}$ we conjecture that the $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ Fourier transform maps this vector-valued distribution space one-one and onto $\mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. Of course the values of the vector-valued distributions would need to be in Hilbert space $\mathcal{H}$ because of the probable use of the function Fourier transform on $L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ functions.

Results similar to those of this paper may be in order concerning the functions defined as $H(C)$ in [7]. We leave this for future research.

## 10. Conclusions

As stated in Section 1 our goal in this paper was to obtain results for the analytic functions defined in Section 4 treated as generalizations of $H^{p}\left(T^{B}, \mathcal{X}\right)$ functions and as generalizations of the scalar-valued functions noted in [2] (Chapter 5) and in some of our papers referenced in [2] and hence to generalize results concerning $H^{p}\left(T^{B}, \mathcal{X}\right)$ spaces and concerning the functions of [2] (Chapter 5) to these new spaces of analytic functions. Additionally, we stated that our goal also was to obtain additional new results for the analytic fuctions of Section 4.

We were successful in our goals in Section 5 for all of the results there that had as assumption that $\mathbf{g}(t)$ was a $\mathcal{X}$ valued measurable function for which the growth (1) held and for all of the results that had as assumption that $\mathbf{g} \in \mathcal{S}_{p}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$; these results held for $\mathcal{X}$ being a Banach space and for all $p, 1 \leq p<\infty$.

We were partially successful in our goals in Section 6 where the results depended on hypotheses on the analytic function concerning $\mathcal{X}$ and p . Because our proofs of these results depended on the Fourier transform we had to restrict $\mathcal{X}$ to $\mathcal{H}$, a Hilbert space, and $p=2$ as described previously. But under these restrictions in Section 6 we were able to obtain Fourier-Laplace integral representation and boundary value results on the distinguished boundary of the tube for the analytic functions. In Section 7, we were able to prove containment of certain analytic functions from Definitions 1-4 in the Hardy space $H^{2}\left(T^{C}, \mathcal{H}\right)$. In Section 8, we were able to obtain boundary value results on the topological boundary of the tube domain for the functions considered there. We desire to have the results of Sections 6-8 holding as well for $\mathcal{X}$ being a Banach space and for $1 \leq p<\infty$.

In our previous work concerning scalar-valued generalizations of $H^{p}\left(T^{B}\right)$ functions we have been able to obtain results under the assumption on the analytic functions of the type in Sections 6-8 for all $p, 1 \leq p<\infty$. That is we have obtained Fourier-Laplace integral representation and boundary value results for all $p, 1 \leq p<\infty$, on the assumed scalar-valued analytic function. Additionally, we have obtained Cauchy and Poisson integral representations as appropriate. Because of the existence of these results for all $p$ in the scalar-valued case we have emphasized in Section 9 our belief that the basic results of Sections 6-8 can be extended to $1 \leq p<\infty$ and to values in Banach space $\mathcal{X}$ under assumption on the analytic function in the results. We believe that new techniques apart from the Fourier transform will be used to obtained these desired results as described in Section 9. We pursue the analysis of these topics for the generalized setting in the future.

The author believes that there is considerable additional interesting analysis in the generalized format of the results in this paper that can be obtained in regards to integral representation, boundary values, and applications for the functions of Definitions 1-4.
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#### Abstract

As an application of the well-known Sălăgean differential operator, a new operator is introduced and, using this, a new class of functions $S_{n}(\alpha)$ is defined, which has the classes of starlike and convex functions of order $\alpha$ as special cases. Original results related to the newly defined class are obtained using the renowned Jack-Miller-Mocanu lemma. A relevant example is given regarding the applications of a new proven result concerning interesting properties of class $S_{n}(\alpha)$.
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## 1. Introduction and Preliminaries

Many operators have been used since the beginning of the study of analytic functions. The most interesting of these are the differential and integral operators. Since the beginning of the 20th century, many mathematicians, especially J.W. Alexander [1], S.D. Bernardi [2] and R.J. Libera [3], have worked on integral operators. It has become easier to introduce new classes of univalent functions with the use of operators. In his article, published in 1983, Sălăgean introduced differential and integral operators, which bear his name. Those operators were very inspiring and many mathematicians have obtained new, interesting results using these operators. In particular, researchers have introduced many new operators, examined their properties, and further used the newly defined operators to introduce classes of univalent functions with remarkable properties. At the same time, some mathematicians obtained interesting results in different lines of research by combining differential and integral operators, where Sălăgean differential operator was involved, as is seen, for example, in very recent papers [4-6]. The topic of strong differential subordination was also approached recently using Sălăgean differential operator in [7], and new operators were introduced using a fractional integral of Sălăgean and Ruscheweyh operators in [8]. The operators introduced using the Sălăgean differential operator were also recently used to obtain results related to the celebrated Fekete-Szegö inequality [9].

In this work, we introduce a new class as an application of the Sălăgean operator and discuss some interesting problems with this class.

Let $A$ be the class of functions $f$ of the form

$$
\begin{equation*}
f(z)=z+\sum_{k=2}^{\infty} a_{k} z^{k} \tag{1}
\end{equation*}
$$

which are analytic in the open unit disc $\mathbb{U}=\{z \in \mathbb{C}:|z|<1\}$ and $\mathcal{S}$ be the subclass of $A$ consisting of univalent functions. Also,

$$
S^{*}(\alpha)=\left\{f \in A: \operatorname{Re}\left(\frac{z f^{\prime}(z)}{f(z)}\right)>\alpha, z \in \mathbb{U}, 0 \leq \alpha<1\right\}
$$

is the class of starlike functions of order $\alpha$ and

$$
K(\alpha)=\left\{f \in A: \operatorname{Re}\left(1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right)>\alpha, z \in \mathbb{U}, 0 \leq \alpha<1\right\}
$$

is the class of convex functions of order $\alpha$.
Let us start by recalling the well-known definitions for the Sălăgean differential and integral operators.

Definition 1 (Sălăgean [10]). For $f \in A$, the Sălăgean differential operator $D^{n}$ is defined by $D^{n}: A \rightarrow A$,

$$
\begin{gather*}
D^{0} f(z)=f(z)=z+\sum_{k=2}^{\infty} a_{k} z^{k},  \tag{2}\\
D^{1} f(z)=D f(z)=z f^{\prime}(z)=z+\sum_{k=2}^{\infty} k a_{k} z^{k},  \tag{3}\\
D^{n} f(z)=D\left(D^{n-1} f(z)\right)=z+\sum_{k=2}^{\infty} k^{n} a_{k} z^{k} \quad(n=1,2,3, \cdots), \tag{4}
\end{gather*}
$$

and Sălăgean integral operator $D^{-n}$ is defined by

$$
\begin{equation*}
D^{-1} f(z)=\int_{0}^{z} \frac{f(t)}{t} d t=z+\sum_{k=2}^{\infty} \frac{1}{k} a_{k} z^{k} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
D^{-n} f(z)=D^{-1}\left(D^{-n+1} f(z)\right)=z+\sum_{k=2}^{\infty} \frac{1}{k^{n}} a_{k} z^{k} \quad(n=1,2,3, \cdots) \tag{6}
\end{equation*}
$$

In view of Definition 1, the following new operator is introduced:
Definition 2. For $f \in A$

$$
\begin{equation*}
D^{j} f(z)=z+\sum_{k=2}^{\infty} k^{j} a_{k} z^{k}(j=\cdots,-2,-1,0,1,2, \cdots) \tag{7}
\end{equation*}
$$

With the above operator $D^{j} f$, we introduce the subclass $S_{n}(\alpha)$.
Definition 3. The subclass $S_{n}(\alpha)$ of $A$ consists of functions $f$, which satisfy

$$
\begin{equation*}
\operatorname{Re}\left(\frac{D^{n+1} f(z)}{D^{n} f(z)}\right)>\alpha \quad(n=\cdots,-2,-1,0,1,2, \cdots) \tag{8}
\end{equation*}
$$

for $z \in \mathbb{U}$, where $0 \leq \alpha<1$.
Remark 1. Since $D^{0} f(z)=f(z), D^{1} f(z)=z f^{\prime}(z)$ and $D^{2} f(z)=z f^{\prime}(z)+z^{2} f^{\prime \prime}(z), f \in$ $S_{0}(\alpha)$ satisfies

$$
\begin{equation*}
\operatorname{Re}\left(\frac{z f^{\prime}(z)}{f(z)}\right)>\alpha \quad(z \in \mathbb{U}) \tag{9}
\end{equation*}
$$

and $f \in S_{1}(\alpha)$ satisfies

$$
\begin{equation*}
\operatorname{Re}\left(1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right)>\alpha \quad(z \in \mathbb{U}) \tag{10}
\end{equation*}
$$

Therefore, $f \in S_{0}(\alpha)=S^{*}(\alpha)$ is starlike of order $\alpha$ in $\mathbb{U}$, and $f \in S_{1}(\alpha)=K(\alpha)$ is convex of order $\alpha$ in $\mathbb{U}$ (cf. Robertson [11]). Since $D^{-1} f$ is Alexander integral operator, $D^{-n} f(n=1,2,3, \cdots)$ is the generalization for Alexander integral operator (cf. Alexander [1]).

For a function $f \in A$, we introduce

$$
M_{p}(r, f)= \begin{cases}\left(\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|f\left(r e^{i \theta}\right)\right|^{p} d \theta\right)^{\frac{1}{p}} & ,(0<p<\infty)  \tag{11}\\ \max _{|z| \leq r}|f(z)| & (p=\infty)\end{cases}
$$

For the above $M_{p}(r, f)$, we define

$$
\begin{equation*}
\mathcal{H}^{p}=\left\{f \in A:\|f\|_{p}=\lim _{r \rightarrow 1^{-}} M_{p}(r, f)<\infty\right\} . \tag{12}
\end{equation*}
$$

To discuss our problems, we have to introduce the following lemmas.
Lemma 1 (Wilken and Feng [12]). If $f \in S_{1}(\alpha)$, then $f \in S_{0}(\beta)$, where

$$
\beta=\beta(\alpha)= \begin{cases}\frac{2 \alpha-1}{2\left(1-2^{1-2 \alpha}\right)} & ,\left(\alpha \neq \frac{1}{2}\right)  \tag{13}\\ \frac{1}{2 \log 2}=0.7213 \ldots & ,\left(\alpha=\frac{1}{2}\right) .\end{cases}
$$

The result is sharp.

Lemma 2 (Eenigenburg and Keogh [13]). If $f \in S_{0}(\alpha)$ and

$$
\begin{equation*}
f(z) \neq \frac{z}{\left(1-z e^{i \theta}\right)^{2}}, \tag{14}
\end{equation*}
$$

then there exists $\delta=\delta(f)>0$ such that $\frac{f(z)}{z} \in \mathcal{H}^{\delta+\frac{1}{2(1-\alpha)}}$.
Lemma 3 (Nunokawa [14]). Let a function $p$ be analytic in $\mathbb{U}$ with $p(0)=1$. If $p$ satisfies

$$
\begin{equation*}
\operatorname{Re}\left(p(z)+z p^{\prime}(z)\right)>\frac{1-2 \log 2}{2(1-\log 2)}=-0.629 \ldots \quad(z \in \mathbb{U}) \tag{15}
\end{equation*}
$$

then $\operatorname{Rep}(z)>0(z \in \mathbb{U})$.
Lemma 4 (Duren [15]). If a function $p$ is analytic in $\mathbb{U}$ and $\operatorname{Rep}(z)>0(z \in \mathbb{U})$, then $p \in \mathcal{H}^{p}$ $(0<p<1)$.

Lemma 5 (Kim, Lee and Srivastava [16]). If $f \in A$ satisfies $z^{\gamma} f(z) \in \mathcal{H}^{p}(0<p<\infty)$ for some real $\gamma$, then $f \in \mathcal{H}^{p}(0<p<\infty)$.

Lemma 6 (Duren [15]). If $f \in A$ satisfies $f^{\prime} \in \mathcal{H}^{p}(0<p<1)$, then $f \in \mathcal{H}^{\frac{p}{1-p}}$.
Discussing our problems for Sălăgean operator, we need to introduce the following lemma due to Miller and Mocanu [17,18] (also, by Jack [19]).

Lemma 7 (Miller and Mocanu $[17,18]$ ). Let the function w given by

$$
\begin{equation*}
w(z)=b_{n} z^{n}+b_{n+1} z^{n+1}+b_{n+2} z^{n+2}+\ldots, n \in \mathbb{N} \tag{16}
\end{equation*}
$$

be analytic in $\mathbb{U}$ with $w(0)=0$. If $|w(z)|$ attains its maximum value on the circle $|z|=r$ at a point $z_{0} \in \mathbb{U}$, then a real number $k \geq n$ exists, such that

$$
\begin{equation*}
\frac{z_{0} w^{\prime}\left(z_{0}\right)}{w\left(z_{0}\right)}=k \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Re}\left(1+\frac{z_{0} w^{\prime \prime}\left(z_{0}\right)}{w^{\prime}\left(z_{0}\right)}\right) \geq k . \tag{18}
\end{equation*}
$$

The original results obtained by the authors and presented in this paper are contained in the next section. A new operator is introduced with Sălăgean differential operator as the inspiration. Using this newly introduced operator, a new class of functions denoted by $S_{n}(\alpha)$ is defined, with known classes as particular cases. Certain properties involving the applications of Sălăgean differential operator related to class $S_{n}(\alpha)$ are discussed in the theorems and corollaries. Examples are also included to prove the applications of the proved results.

## 2. Main Results

Now, we derive the following result.
Theorem 1. If $f \in S_{n}(\alpha)$, then $f \in S_{n-j}\left(\alpha_{j}\right)$, where $n>j \geq 0$ and

$$
\alpha_{j}= \begin{cases}\frac{2 \alpha_{j-1}-1}{2\left(1-2^{1-2 \alpha_{j-1}}\right)} & ,\left(\alpha_{j} \neq \frac{1}{2}\right)  \tag{19}\\ \frac{1}{2 \log 2}=0.7213 \ldots & ,\left(\alpha_{j}=\frac{1}{2}\right) .\end{cases}
$$

Further, if

$$
\begin{equation*}
D^{n-j} f(z) \neq \frac{z}{\left(1-z e^{i \theta}\right)^{2\left(1-\alpha_{j}\right)}}, \tag{20}
\end{equation*}
$$

then there exists $\delta>0$, such that $D^{n-j} f \in \mathcal{H}^{\delta+\frac{1}{2\left(1-\alpha_{j}\right)}}$.
Proof. We note that if $f \in S_{n}(\alpha)$, then

$$
\begin{equation*}
\operatorname{Re}\left(\frac{D^{n+1} f(z)}{D^{n} f(z)}\right)>\alpha_{0} \quad(z \in \mathbb{U}) \tag{21}
\end{equation*}
$$

where $\alpha_{0}=\alpha$. Since

$$
\begin{equation*}
D^{n+1} f(z)=z\left(D^{n} f(z)\right)^{\prime}=z\left(D^{n-1} f(z)\right)^{\prime}+z^{2}\left(D^{n-1} f(z)\right)^{\prime \prime} \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
D^{n} f(z)=z\left(D^{n-1} f(z)\right)^{\prime}, \tag{23}
\end{equation*}
$$

we see that

$$
\begin{equation*}
\operatorname{Re}\left(\frac{D^{n+1} f(z)}{D^{n} f(z)}\right)=\operatorname{Re}\left(1+\frac{z\left(D^{n-1} f(z)\right)^{\prime \prime}}{\left(D^{n-1} f(z)\right)^{\prime}}\right)>\alpha_{0} \quad(z \in \mathbb{U}) . \tag{24}
\end{equation*}
$$

Applying Lemma 1, we say that

$$
\begin{align*}
f \in S_{n}\left(\alpha_{0}\right) & \Leftrightarrow D^{n-1} f \in S_{1}\left(\alpha_{0}\right) \\
& \Rightarrow D^{n-1} f \in S_{0}\left(\alpha_{1}\right) \\
& \Leftrightarrow D^{n-2} f \in S_{1}\left(\alpha_{1}\right) \\
& \Rightarrow D^{n-2} f \in S_{0}\left(\alpha_{2}\right) \\
& \Leftrightarrow D^{n-3} f \in S_{1}\left(\alpha_{2}\right)  \tag{25}\\
& \vdots \\
& \Leftrightarrow D^{n-j} f \in S_{0}\left(\alpha_{j-1}\right) \\
& \Rightarrow D^{n-j} f \in S_{1}\left(\alpha_{j}\right) .
\end{align*}
$$

This implies that

$$
\begin{equation*}
\operatorname{Re}\left(\frac{z\left(D^{n-j} f(z)\right)^{\prime}}{D^{n-j} f(z)}\right)=\operatorname{Re}\left(\frac{D^{n-j+1} f(z)}{D^{n-j} f(z)}\right)>\alpha_{j} \quad(z \in \mathbb{U}) \tag{26}
\end{equation*}
$$

that is, that $f \in S_{n-j}\left(\alpha_{j}\right)$. Further, applying Lemma 2, we see that if

$$
\begin{equation*}
D^{n-j} f(z) \neq \frac{z}{\left(1-z e^{i \theta}\right)^{2\left(1-\alpha_{j}\right)}}, \tag{27}
\end{equation*}
$$

then there exists $\delta>0$, such that $D^{n-j} f \in \mathcal{H}^{\delta+\frac{1}{2\left(1-\alpha_{j}\right)}}$.
Example 1. Let us consider a function $f$ belonging to the class $S_{3}(\alpha)$. Then $f \in S_{2}\left(\alpha_{1}\right)$ with (19), where

$$
\alpha_{1}= \begin{cases}\frac{2 \alpha-1}{2\left(1-2^{1-2 \alpha}\right)} & ,\left(\alpha \neq \frac{1}{2}\right)  \tag{28}\\ \frac{1}{2 \log 2}=0.7213 \ldots & ,\left(\alpha=\frac{1}{2}\right) .\end{cases}
$$

Further, $f \in S_{1}\left(\alpha_{2}\right)$, where

$$
\alpha_{2}= \begin{cases}\frac{2 \alpha_{1}-1}{2\left(1-2^{1-2 \alpha_{1}}\right)} & ,\left(\alpha_{1} \neq \frac{1}{2}\right)  \tag{29}\\ \frac{1}{2 \log 2}=0.7213 \ldots & ,\left(\alpha_{1}=\frac{1}{2}\right)\end{cases}
$$

Also, $f \in S_{0}\left(\alpha_{3}\right)$, where

$$
\alpha_{3}= \begin{cases}\frac{2 \alpha_{2}-1}{2\left(1-2^{1-2 \alpha_{2}}\right)} & ,\left(\alpha_{2} \neq \frac{1}{2}\right)  \tag{30}\\ \frac{1}{2 \log 2}=0.7213 \ldots & ,\left(\alpha_{2}=\frac{1}{2}\right)\end{cases}
$$

If we consider the case of $\alpha=\frac{1}{4}$, then we have

$$
\begin{gather*}
\alpha_{1}=\frac{1}{4(\sqrt{2}-1)} \doteq 0.60355,  \tag{31}\\
\alpha_{2}=\frac{3-2 \sqrt{2}}{4(\sqrt{2}-1)\left(1-2^{\frac{1-\sqrt{2}}{2}}\right)} \doteq 0.77436, \tag{32}
\end{gather*}
$$

and

$$
\begin{equation*}
\alpha_{3} \doteq 0.8672 \tag{33}
\end{equation*}
$$

Further, if we consider the case of $\alpha=\frac{1}{8}$, then

$$
\begin{equation*}
\alpha_{1}=\frac{3}{8(\sqrt[4]{8}-1)} \doteq 0.55002 \tag{34}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha_{2}=\frac{7-4 \sqrt[4]{8}}{8(\sqrt[4]{8}-1)\left(1-2^{\frac{4 \sqrt[4]{8}-7}{4(\sqrt[4]{8}-1)}}\right)} \doteq 0.60607 \tag{35}
\end{equation*}
$$

Remark 2. For some positive integer j, we know that

$$
\begin{equation*}
\alpha_{j+1}=\frac{2 \alpha_{j}-1}{2\left(1-2^{1-2 \alpha_{j}}\right)} \quad, \quad\left(\alpha_{j} \neq \frac{1}{2}\right) \tag{36}
\end{equation*}
$$

If we consider

$$
\begin{equation*}
g\left(\alpha_{j}\right)=\alpha_{j+1}-\alpha_{j}=\frac{2 \alpha_{j}-1}{2\left(1-2^{1-2 \alpha_{j}}\right)}-\alpha_{j} \quad, \quad\left(\alpha_{j} \neq \frac{1}{2}\right) \tag{37}
\end{equation*}
$$

$g(0)=\frac{1}{2}$ and $g(1)=0$. From this fact, we know that $\alpha_{j}<\alpha_{j+1}$ for $0 \leq \alpha_{j}<1$. This implies that

$$
\begin{equation*}
0 \leq \alpha<\alpha_{1}<\alpha_{2}<\cdots<\alpha_{j}<\cdots<1 \tag{38}
\end{equation*}
$$

Letting $j=n$ in Theorem 1, we see
Corollary 1. If $f \in S_{j}(\alpha)$, then $f \in S_{0}\left(\alpha_{j}\right)$. If

$$
\begin{equation*}
f(z) \neq \frac{z}{\left(1-z e^{i \theta}\right)^{2\left(1-\alpha_{j}\right)}}, \tag{39}
\end{equation*}
$$

then there exists $\delta>0$, such that $f \in \mathcal{H}^{\delta+\frac{1}{2\left(1-\alpha_{j}\right)}}$.
Next we have
Theorem 2. If $f \in A$ satisfies

$$
\begin{equation*}
\operatorname{Re}\left(\frac{D^{n+1} f(z)}{z}\right)=\frac{1-2 \log 2}{2(1-\log 2)}=-0.629 \ldots \quad(z \in \mathbb{U}) \tag{40}
\end{equation*}
$$

for some $n \in \mathbb{N}$, then there exists $p_{j}$, such that $D^{n-j+1} f \in \mathcal{H}^{p_{j}}$, where

$$
\begin{equation*}
p_{j}>\frac{1}{j-k+1} \quad(k=1,2,3, \cdots, j) \tag{41}
\end{equation*}
$$

and $j \leq n+1$.
Proof. If we define $p$ by

$$
\begin{equation*}
p(z)=\frac{D^{n} f(z)}{z} \tag{42}
\end{equation*}
$$

then $p$ is analytic in $\mathbb{U}$ with $p(0)=1$. Since

$$
\begin{equation*}
p(z)+z p^{\prime}(z)=\frac{D^{n+1} f(z)}{z} \tag{43}
\end{equation*}
$$

we see that

$$
\begin{equation*}
\operatorname{Re}\left(\frac{D^{n+1} f(z)}{z}\right)=\operatorname{Re}\left(p(z)+z p^{\prime}(z)\right)>\frac{1-2 \log 2}{2(1-\log 2)} \quad(z \in \mathbb{U}) \tag{44}
\end{equation*}
$$

Applying Lemma 3, we have that

$$
\begin{equation*}
\operatorname{Re} p(z)=\operatorname{Re}\left(\frac{D^{n} f(z)}{z}\right)>0 \quad(z \in \mathbb{U}) \tag{45}
\end{equation*}
$$

Using Lemma 4, we know that

$$
\begin{equation*}
\frac{D^{n} f(z)}{z} \in \mathcal{H}^{p_{1}} \quad\left(0<p_{1}<\frac{1}{j}\right) \tag{46}
\end{equation*}
$$

that is, that $\left(D^{n-1} f(z)\right)^{\prime} \in \mathcal{H}^{p_{1}}$. By Lemma 6, we have that

$$
\begin{equation*}
D^{n-1} f \in \mathcal{H}^{p_{2}} \quad\left(0<p_{2}=\frac{p_{1}}{1-p_{1}}<\frac{1}{j-1}\right) \tag{47}
\end{equation*}
$$

Noting that

$$
\begin{equation*}
D^{n-1} f(z)=z\left(D^{n-2} f(z)\right)^{\prime}, \tag{48}
\end{equation*}
$$

we obtain that

$$
\begin{equation*}
D^{n-2} f \in \mathcal{H}^{p_{3}} \quad\left(0<p_{3}=\frac{p_{2}}{1-p_{2}}<\frac{1}{j-2}\right) \tag{49}
\end{equation*}
$$

Repeating the above, we have that

$$
\begin{equation*}
D^{n-j+2} f \in \mathcal{H}^{p_{j-1}} \quad\left(0<p_{j-1}<\frac{1}{2}\right) \tag{50}
\end{equation*}
$$

Finally, we get

$$
\begin{equation*}
D^{n-j+1} f \in \mathcal{H}^{p_{j}} \quad\left(0<p_{j}<1\right) \tag{51}
\end{equation*}
$$

Making $j=n+1$ in Theorem 2, we have
Corollary 2. If $f \in A$ satisfies

$$
\begin{equation*}
\operatorname{Re}\left(\frac{D^{n+1} f(z)}{z}\right)>\frac{1-2 \log 2}{2(1-\log 2)}=-0.629 \ldots \quad(z \in \mathbb{U}) \tag{52}
\end{equation*}
$$

then, there exists $p_{n+1}$ such that $f \in \mathcal{H}^{p_{n+1}}\left(0<p_{n+1}<1\right)$.
Next, we derive
Theorem 3. If $f \in A$ satisfies

$$
\begin{equation*}
\left|\frac{D^{n+2} f(z)}{D^{n+1} f(z)}-1\right|<\frac{5 \alpha-2 \alpha^{2}-1}{2 \alpha} \quad(z \in \mathbb{U}),(n \in \mathbb{N}) \tag{53}
\end{equation*}
$$

for some real $\alpha\left(\frac{1}{3} \leq \alpha \leq \frac{1}{2}\right)$, or

$$
\begin{equation*}
\left|\frac{D^{n+2} f(z)}{D^{n+1} f(z)}-1\right|<\frac{\alpha-2 \alpha^{2}+1}{2 \alpha} \quad(z \in \mathbb{U}),(n \in \mathbb{N}) \tag{54}
\end{equation*}
$$

for some real $\alpha\left(\frac{1}{2} \leq \alpha<1\right)$, then $D^{n} f \in S_{0}(\alpha)$, that is, $D^{n} f$ is starlike of order $\alpha$ in $\mathbb{U}$. Further, if

$$
\begin{equation*}
D^{n-j} f(z) \neq \frac{z}{\left(1-z e^{i \theta}\right)^{2\left(1-\alpha_{j}\right)}}, \tag{55}
\end{equation*}
$$

then, there exists $\delta>0$ such that $D^{n-j} f \in \mathcal{H}^{\delta+\frac{1}{2\left(1-\alpha_{j}\right)}}$, where

$$
\alpha_{j}= \begin{cases}\frac{2 \alpha_{j-1}-1}{2\left(1-2^{1-2 \alpha_{j-1}}\right)} & ,\left(\alpha_{j-1} \neq \frac{1}{2}\right)  \tag{56}\\ \frac{1}{2 \log 2}=0.7213 \ldots & ,\left(\alpha_{j-1}=\frac{1}{2}\right)\end{cases}
$$

and $j \leq n$.
Proof. Define a function $w$ by

$$
\begin{equation*}
\frac{D^{n+1} f(z)}{D^{n} f(z)}=\frac{1+(1-2 \alpha) w(z)}{1-w(z)} \quad(w(z) \neq 1) \tag{57}
\end{equation*}
$$

It follows from the above that

$$
\begin{equation*}
\frac{D^{n+2} f(z)}{D^{n+1} f(z)}-\frac{D^{n+1} f(z)}{D^{n} f(z)}=\frac{(1-2 \alpha) z w^{\prime}(z)}{1+(1-2 \alpha) w(z)}+\frac{z w^{\prime}(z)}{1-w(z)} . \tag{58}
\end{equation*}
$$

Therefore, we have that

$$
\begin{equation*}
\frac{D^{n+2} f(z)}{D^{n+1} f(z)}-1=\left(\frac{w(z)}{1-w(z)}\right)\left\{2(1-\alpha)+\frac{z w^{\prime}(z)}{w(z)}\left(1+\frac{(1-2 \alpha)(1-w(z))}{1+(1-2 \alpha) w(z)}\right)\right\} . \tag{59}
\end{equation*}
$$

Suppose that there exists a point $z_{0} \in \mathbb{U}$, such that

$$
\begin{equation*}
\max _{|z| \leq\left|z_{0}\right|}|w(z)|=\left|w\left(z_{0}\right)\right|=1 \quad\left(w\left(z_{0}\right) \neq 1\right) \tag{60}
\end{equation*}
$$

Then, Lemma 7 say that $w\left(z_{0}\right)=e^{i \theta}$ and $z_{0} w^{\prime}\left(z_{0}\right)=k w\left(z_{0}\right)(k \geq 1)$. This implies that

$$
\begin{align*}
\left|\frac{D^{n+2} f\left(z_{0}\right)}{D^{n+1} f\left(z_{0}\right)}-1\right| & =\left|\frac{e^{i \theta}}{1-e^{i \theta}}\right|\left|2(1-\alpha)+k\left(1+\frac{(1-2 \alpha)\left(1-e^{i \theta}\right)}{1+(1-2 \alpha) e^{i \theta}}\right)\right| \\
& \geq \frac{2\left(1-\alpha_{0}\right)+k}{\left|1-e^{i \theta}\right|}-\frac{k|1-2 \alpha|}{\left|1+(1-2 \alpha) e^{i \theta}\right|}  \tag{61}\\
& \geq \frac{2\left(1-\alpha_{0}\right)+k}{2}-\frac{k|1-2 \alpha|}{2 \alpha}
\end{align*}
$$

If $\frac{1}{3} \leq \alpha<\frac{1}{2}$, then

$$
\begin{equation*}
\left|\frac{D^{n+2} f\left(z_{0}\right)}{D^{n+1} f\left(z_{0}\right)}-1\right| \geq \frac{5 \alpha-2 \alpha^{2}-1}{2 \alpha} \tag{62}
\end{equation*}
$$

and if $\frac{1}{2} \leq \alpha<1$, then

$$
\begin{equation*}
\left|\frac{D^{n+2} f\left(z_{0}\right)}{D^{n+1} f\left(z_{0}\right)}-1\right| \geq \frac{\alpha-2 \alpha^{2}+1}{2 \alpha} . \tag{63}
\end{equation*}
$$

This contradicts our condition of the theorem. Thus we say that $|w(z)|<1$ for all $z \in \mathbb{U}$. From the definition (57) for $w$, we obtain that

$$
\begin{equation*}
\operatorname{Re}\left(\frac{D^{n+1} f(z)}{D^{n} f(z)}\right)>\alpha \quad(z \in \mathbb{U}) \tag{64}
\end{equation*}
$$

This means that $D^{n} f \in S_{0}(\alpha)$. Letting $\alpha=\alpha_{0}$ and using Lemma 1 , we obtain $D^{n-j} f \in$ $S_{0}\left(\alpha_{j}\right)$, where $\alpha_{j}$ is given by (56). Applying Lemma 2, we know that if

$$
\begin{equation*}
D^{n-j} f(z) \neq \frac{z}{\left(1-z e^{i \theta}\right)^{2\left(1-\alpha_{j}\right)}}, \tag{65}
\end{equation*}
$$

then, there exists $\delta>0$ such that $D^{n-j} f \in \mathcal{H}^{\delta+\frac{1}{2\left(1-\alpha_{j}\right)}}$.
Making $j=n$ in Theorem 3, we have
Corollary 3. If $f \in A$ satisfies

$$
\begin{equation*}
\left|\frac{D^{n+2} f(z)}{D^{n+1} f(z)}-1\right|<\frac{5 \alpha-2 \alpha^{2}-1}{2 \alpha} \quad(z \in \mathbb{U}), \tag{66}
\end{equation*}
$$

for some real $\alpha\left(\frac{1}{3} \leq \alpha \leq \frac{1}{2}\right)$, or

$$
\begin{equation*}
\left|\frac{D^{n+2} f(z)}{D^{n+1} f(z)}-1\right|<\frac{\alpha-2 \alpha^{2}+1}{2 \alpha} \quad(z \in \mathbb{U}), \tag{67}
\end{equation*}
$$

for some real $\alpha\left(\frac{1}{2} \leq \alpha<1\right)$, then $D^{n} f \in S_{0}(\alpha)$. If

$$
\begin{equation*}
f(z) \neq \frac{z}{\left(1-z e^{i \theta}\right)^{2\left(1-\alpha_{n}\right)}}, \tag{68}
\end{equation*}
$$

then, there exists $\delta>0$, such that $f \in \mathcal{H}^{\delta+\frac{1}{2\left(1-\alpha_{n}\right)}}$.

## 3. Conclusions

Inspired by the classic and well-known Sălăgean differential operator, a new operator is introduced in Definition 2. By applying this operator, a new class of functions is defined, denoted by $S_{n}(\alpha)$. It is shown that classes of starlike and convex functions of the order $\alpha$ are obtained for specific values of $n$. Some interesting problems concerning the class $S_{n}(\alpha)$ are discussed in the theorems and corollaries. One example is given as an application for special cases of $n$ for the class $S_{n}(\alpha)$. The new operator defined in this paper can be used to introduce other certain subclasses of analytic functions. Quantum calculus can be also associated for future studies, as can be seen in paper [20] regarding the Sălăgean differential operator and involving symmetric Sălăgean differential operator in paper [21]. Symmetry properties can be investigated for this operator, taking the symmetric Sălăgean derivative investigated in [22] as inspiration.

Author Contributions: Conceptualization, S.O., H.Ö.G. and G.I.O.; Investigation, S.O., H.Ö.G. and G.I.O.; Methodology, S.O.; Writing—original draft, S.O.; Writing—review and editing, H.Ö.G. and G.I.O. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.
Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: Not applicable.
Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Alexander, J.W. Functions which map the interior of the unit circle upon simple regions. Ann. Math. 1915, 17, 12-22. [CrossRef]
2. Bernardi, S.D. Convex and starlike univalent functions. Trans. Am. Math. Soc. 1969, 135, 429-446. [CrossRef]
3. Libera, R.J. Some classes of regular univalent functions. Proc. Am. Math. Soc. 1965, 16, 755-758. [CrossRef]
4. Acu, M.; Oros, G. Starlikeness condition for a new differential-integral operator. Mathematics 2020, 8, 694. [CrossRef]
5. Oros, G.I.; Alb Lupas, A. Sufficient conditions for univalence obtained by using Briot-Bouquet differential subordination. Math. Stat. 2020, 8, 26-136. [CrossRef]
6. Páll-Szabó, Á.O.; Wanas, A.K. Coefficient estimates for some new classes of bi-Bazilevič functions of Ma-Minda type involving the Sălăgean integro-differential operator. Quaest. Math. 2021, 44, 495-502.
7. Alb Lupaş, A.; Oros, G.I. Strong differential superordination results involving extended Sălăgean and Ruscheweyh Operators. Mathematics 2021 9, 2487. [CrossRef]
8. Alb Lupaş, A.; Oros, G.I. On Special Differential Subordinations Using Fractional Integral of Sălăgean and Ruscheweyh Operators. Symmetry 2021 13, 1553. [CrossRef]
9. Aouf, M.K.; Mostafa, A.O.; Madian, S.M. Fekete-Szegö properties for quasi-subordination class of complex order defined by Sălăgean operator. Afr. Mat. 2020, 31, 483-492. [CrossRef]
10. Sălăgean, G.S. Subclasses of Univalent Functions. In Complex Analysis-Fifth Romanian-Finnish Seminar, Part I Bucharest; Lecture Notes in Mathematics 1013; Springer: Berlin/Heidelberg, Germany, 1981; pp. 362-372.
11. Robertson, M.I. On the theory of univalent functions. Ann. Math. 1936, 37, 374-408. [CrossRef]
12. Wilken, D.R.; Feng, J. A remark on convex and starlike functions. J. Lond. Math. Soc. 1980, 2, 287-290. [CrossRef]
13. Eenigenburg, P.J.; Keogh, F.R. The Hardy class of some univalent functions and their derivatives. Mich. Math. J. 1970, 17, 335-346. [CrossRef]
14. Nunokawa, M. On starlikeness of Libera transformation. Complex Var. Elliptic Equs. 1991, 17, 79-83. [CrossRef]
15. Duren P.L. Univalent Functions; Grundlehren der Mathematischen Wissenschaften, Band 259; Springer: New York, NY, USA; Berlin/Heidelberg, Germany; Tokyo, Japan, 1983.
16. Kim, Y.C.; Lee, K.S.; Srivastava, H.M. Certain classes of integral operators associated with the Hardy space of analytic functions. Complex Var. Elliptic Equs. 1992, 20, 1-12. [CrossRef]
17. Miller, S.S.; Mocanu, P.T. Second order differential inequalities in the complex plane. J. Math. Anal. Appl. 1978, 65, 289-305. [CrossRef]
18. Miller, S.S.; Mocanu, P.T. Differential Subordinations. In Theory and Applications; Marcel Dekker Inc.: New York, NY, USA, 2000.
19. Jack, I.S. Functions starlike and convex of order $\alpha$. J. Lond. Math. Soc. 1971, 2 , 469-474. [CrossRef]
20. Govindaraj, M.; Sivasubramanian, S. On a class of analytic functions related to conic domains involving q-calculus. Anal. Math. 2017, 43, 475-487. [CrossRef]
21. Ibrahim, R.W.; Elobaid, R.M.; Obaiys, S.J. Geometric Inequalities via a Symmetric Differential Operator Defined by Quantum Calculus in the Open Unit Disk. J. Funct. Spaces 2020, 2020, 6932739. [CrossRef]
22. Ibrahim, R.W.; Darus, M. Univalent functions formulated by the Sălăgean-difference operator. Int. J. Anal. Appl. 2019, 17, 652-658.

# Subclasses of Yamakawa-Type Bi-Starlike Functions Associated with Gegenbauer Polynomials 

Gangadharan Murugusundaramoorthy ${ }^{1,+(\mathbb{D}}$ and Teodor Bulboacă ${ }^{2, *,+(\mathbb{D})}$

1 Department of Mathematics, School of Advanced Sciences, Vellore Institute of Technology, Vellore 632014, TN, India; gms@vit.ac.in
2 Faculty of Mathematics and Computer Science, Babeş-Bolyai University, 400084 Cluj-Napoca, Romania

* Correspondence: bulboaca@math.ubbcluj.ro; Tel.: +40-729087153
$\dagger$ These authors contributed equally to this work.


#### Abstract

In this paper, we introduce and investigate new subclasses (Yamakawa-type bi-starlike functions and another class of Lashin, both mentioned in the reference list) of bi-univalent functions defined in the open unit disk, which are associated with the Gegenbauer polynomials and satisfy subordination conditions. Furthermore, we find estimates for the Taylor-Maclaurin coefficients $\left|a_{2}\right|$ and $\left|a_{3}\right|$ for functions in these new subclasses. Several known or new consequences of the results are also pointed out.


Keywords: starlike and convex functions; hadamard product; subordination; bi-univalent functions; Fekete-Szegő problem; Gegenbauer polynomials; Yamakawa-type bi-starlike functions

MSC: 30C45; 30C50

Citation: Murugusundaramoorthy, G.; Bulboacă, T. Subclasses of Yamakawa-Type Bi-Starlike Functions Associated with Gegenbauer Polynomials. Axioms 2022, 11, 92. https://doi.org/ 10.3390/axioms11030092

Academic Editors: Georgia Irina Oros and Kurt Bernardo Wolf

Received: 30 January 2022
Accepted: 22 February 2022
Published: 24 February 2022
Publisher's Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Copyright: © 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:// creativecommons.org/licenses/by/ 4.0/).

## 1. Introduction and Preliminaries

In geometric function theory, there have been numerous interesting and fruitful usages of a wide variety of special functions, $q$-calculus and special polynomials; for example, the Fibonacci polynomials, the Faber polynomials, the Lucas polynomials, the Pell polynomials, the Pell-Lucas polynomials, and the Chebyshev polynomials of the second kind. The Horadam polynomials are potentially important in a variety of disciplines in the mathematical, physical, statistical, and engineering sciences. Gegenbauer polynomials or ultra spherical polynomials $\mathfrak{G}_{n}^{\lambda}$ can be obtained using the Gram-Schmidt orthogonalization process for polynomials in the domain $(-1,1)$ with the weight factor $\left(1-\ell^{2}\right)^{\lambda-\frac{1}{2}}, \lambda>-\frac{1}{2}$. Also, $\mathfrak{G}_{n}^{0}(\ell)$ is defined as $\lim _{\lambda \rightarrow 0} \frac{\mathfrak{G}_{n}^{\lambda}(\ell)}{\lambda}$, and for $\lambda \neq 0$ the resulting polynomial $R_{n}(\ell)$ is multiplied by a number which makes the value at $\ell=1$ equal to $(2 \lambda)_{n} / n!=2 \lambda(2 \lambda+1)(2 \lambda+2) \ldots(2 \lambda+n-1) / n!$. For $\lambda=0$ and $n \neq 0$, the value at $\ell=1$ is $\frac{2}{n}$, while $\mathfrak{G}_{0}^{0}(\ell)=1$.

The Gegenbauer polynomials (for details, see Kim et al. [1] and references cited therein) are given in terms of the Jacobi polynomials $P_{n}^{(v, v)}$, with $v=v=\lambda-\frac{1}{2},\left(\lambda>-\frac{1}{2}\right.$, $\lambda \neq 0$ ), defined by

$$
\begin{align*}
\mathfrak{G}_{n}^{\lambda}(\ell) & =\frac{\Gamma\left(\lambda+\frac{1}{2}\right) \Gamma(n+2 \lambda)}{\Gamma(2 \lambda) \Gamma\left(n+\lambda+\frac{1}{2}\right)} P_{n}^{\left(\lambda-\frac{1}{2}, \lambda-\frac{1}{2}\right)}(\ell) \\
& =\binom{n+2 \lambda-1}{n} \sum_{k=0}^{n} \frac{\binom{n}{k}(2 \lambda+n)_{k}}{\left(\lambda+\frac{1}{2}\right)_{k}}\left(\frac{\ell-1}{2}\right)^{k}, \tag{1}
\end{align*}
$$

where $(a)_{n}:=a(a+1)(a+2) \ldots(a+n-1)$, and $(a)_{0}:=1$.
From (1), it follows that $\mathfrak{G}_{n}^{\lambda}(\ell)$ is a polynomial of degree $n$ with real coefficients, and $\mathfrak{G}_{n}^{\lambda}(1)=\binom{n+2 \lambda-1}{n}$, while the leading coefficient of $\mathfrak{G}_{n}^{\lambda}(\ell)$ is $2^{n}\binom{n+\lambda-1}{n}$. By the theory of Jacobi polynomials, for $\mu=v=\lambda-\frac{1}{2}$, with $\lambda>-\frac{1}{2}$, and $\lambda \neq 0$, we get

$$
\mathfrak{G}_{n}^{\lambda}(-\ell)=(-1)^{n} \mathfrak{G}_{n}^{\lambda}(\ell) .
$$

It is easy to show that $\mathfrak{G}_{n}^{\lambda}(\ell)$ is a solution of the Gegenbauer differential equation

$$
\left(1-\ell^{2}\right) y^{\prime \prime}-(2 \lambda) \ell y^{\prime}+n(n+2 \lambda) y=0
$$

with $\ell=0$ an ordinary point; this means that we can express the solution in the form of a power series $y=\sum_{n=0}^{\infty} a_{n} \ell^{n}$, and the Rodrigues formula for the Gegenbauer polynomials is (see [2,3]) as follows:

$$
\left(1-\ell^{2}\right)^{\lambda-\frac{1}{2}} \mathfrak{G}_{n}^{\lambda}(\ell)=\frac{(-2)^{n}(\lambda)_{n}}{n!(n+2 \lambda)_{n}}\left(\frac{d}{d \ell}\right)^{n}\left(1-\ell^{2}\right)^{n+\lambda-\frac{1}{2}},
$$

and the above relation can be easily derived from the properties of Jacobi polynomials.
The generating function of Gegenbauer polynomials is given by (see [1,4])

$$
\begin{equation*}
\frac{2^{\lambda-\frac{1}{2}}}{\left(1-2 \ell t+t^{2}\right)^{\frac{1}{2}}\left(1-\ell t+\sqrt{1-2 \ell t+t^{2}}\right)^{\lambda-\frac{1}{2}}}=\frac{\left(\lambda-\frac{1}{2}\right)_{n}}{(2 \lambda)_{n}} \mathfrak{G}_{n}^{\lambda}(\ell) t^{n} \tag{2}
\end{equation*}
$$

and this equality can be derived from the generating function of Jacobi polynomials.
From the above relation (2), we note that

$$
\begin{equation*}
\frac{1}{\left(1-2 \ell t+t^{2}\right)^{\lambda}}=\sum_{n=0}^{\infty} \mathfrak{G}_{n}^{\lambda}(\ell) t^{n}, t \in \mathbb{C},|t|<1, \ell \in[-1,1], \lambda \in\left(-\frac{1}{2},+\infty\right) \backslash\{0\} \tag{3}
\end{equation*}
$$

and the proof is given in [4] and Kim et al. [1] (also, see [5]) where the authors extensively studied many results from different perspectives. For $\lambda=1$, the relation (3) gives the ordinary generating function for the Chebyshev polynomials, and for $\lambda=\frac{1}{2}$, we obtain the ordinary generating function for the Legendre polynomials (see also [6]).

In 1935, Robertson [7] proved an integral representation for the typically real-valued function class $T_{R}$ having the form

$$
\begin{equation*}
f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n}, z \in \Delta:=\{z \in \mathbb{C}:|z|<1\} \tag{4}
\end{equation*}
$$

which is holomorphic in the open unit disc $\Delta$, real for $z \in(-1,1)$, and satisfies the condition

$$
\operatorname{Im} f(z) \operatorname{Im} z>0, z \in \Delta \backslash(-1,1)
$$

Namely, $f \in T_{R}$ if and only if it has the representation

$$
f(z)=\int_{-1}^{1} \frac{z}{1-2 \ell z+z^{2}} d \mu, z \in \Delta
$$

where $\mu$ is a probability measure on $[-1,1]$. The class $T_{R}$ has been extended in [8] to the class $T_{R}(\lambda), \lambda>0$, which was defined by

$$
\begin{equation*}
f(z)=\int_{-1}^{1} \Phi_{\ell}^{\lambda}(z) d \mu(\ell), z \in \Delta,-1 \leq \ell \leq 1 \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{\ell}^{\lambda}(z):=\frac{z}{\left(1-2 \ell z+z^{2}\right)^{\lambda}}, z \in \Delta,-1 \leq \ell \leq 1 \tag{6}
\end{equation*}
$$

and $\mu$ is a probability measure on $[-1,1]$. The function $\Phi_{\ell}^{\lambda}(z)$ has the following TaylorMaclaurin series expansion:

$$
\begin{equation*}
\Phi_{\ell}^{\lambda}(z)=z+\mathfrak{G}_{1}^{\lambda}(\ell) z^{2}+\mathfrak{G}_{2}^{\lambda}(\ell) z^{3}+\mathfrak{G}_{3}^{\lambda}(\ell) z^{4}+\cdots+\mathfrak{G}_{n-1}^{\lambda}(\ell) z^{n}+\ldots \tag{7}
\end{equation*}
$$

where $\mathfrak{G}_{n}^{\lambda}(\ell)$ denotes the Gegenbauer (or ultra spherical) polynomials of order $\lambda$ and degree $n$ in $\ell$, which are generated by

$$
\Phi_{\ell}^{\lambda}(z)=\sum_{n=0}^{\infty} \mathfrak{G}_{n}^{\lambda}(\ell) z^{n}=z\left(1-2 \ell z+z^{2}\right)^{-\lambda}
$$

In particular,

$$
\begin{equation*}
\mathfrak{G}_{0}^{\lambda}(\ell)=1, \quad \mathfrak{G}_{1}^{\lambda}(\ell)=2 \lambda \ell, \quad \mathfrak{G}_{2}^{\lambda}(\ell)=2 \lambda(\lambda+1) \ell^{2}-\lambda=2(\lambda)_{2} \ell^{2}-\lambda . \tag{8}
\end{equation*}
$$

Of course, we have $T_{R}(1) \equiv T_{R}$, and if $f$ given by (5) is written in the power expansion series (4), then we have

$$
a_{n}=\int_{-1}^{1} \mathfrak{G}_{n-1}^{\lambda}(\ell) d \mu(\ell)
$$

One can easily see that the class $T_{R}(\lambda), \lambda>0$, is a compact and convex set in the linear space of holomorphic functions $f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n}$ which are holomorphic in $\Delta$, endowed with the topology of local uniform convergence on compact subsets of $\Delta$. The importance of the class $T_{R}(\lambda), \lambda>0$, follows as well from the paper of Hallenbeck [9], who studied the extreme points of some families of univalent functions and proved that

$$
\operatorname{co} \mathcal{S}_{R}^{*}(1-\lambda)=T_{R}(\lambda), \quad \text { and } \quad \text { ext } \operatorname{co} \mathcal{S}_{R}^{*}(1-\lambda)=\left\{\frac{z}{\left(1-2 \ell z+z^{2}\right)^{\lambda}}: \ell \in[-1 ; 1]\right\}
$$

where "co $A$ " denotes the closed convex hull of $A$, "ext $A$ " represents the set of the extremal points of $A$, while $\mathcal{S}_{R}^{*}(\vartheta)$ denotes the class of holomorphic functions given by (5), which are univalent and starlike of order $\vartheta, \vartheta \in[0,1)$, in $\Delta$, and have real coefficients.

Let $\mathcal{A}$ represents the class of functions whose members are of the form

$$
\begin{equation*}
f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n}, z \in \Delta \tag{9}
\end{equation*}
$$

which are analytic in $\Delta$, and let $\mathcal{S}$ be the subclass of $\mathcal{A}$ whose members are univalent in $\Delta$. The Koebe one quarter theorem [10] ensures that the image of $\Delta$ under every univalent function $f \in \mathcal{A}$ contains a disk of radius $\frac{1}{4}$. Thus every univalent function $f$ has an inverse $f^{-1}$ satisfying

$$
f^{-1}(f(z))=z,(z \in \Delta) \quad \text { and } \quad f\left(f^{-1}(w)\right)=w,\left(|w|<r_{0}(f), r_{0}(f) \geq \frac{1}{4}\right)
$$

A function $f \in \mathcal{A}$ is said to be bi-univalent in $\Delta$ if both $f$ and $f^{-1}$ are univalent in $\Delta$, and let $\Sigma$ denote the class of bi-univalent functions defined in the unit disk $\Delta$. Since $f \in \Sigma$
has the Maclaurin series given by (9), a computation shows that its inverse $g=f^{-1}$ has the expansion

$$
\begin{equation*}
g(w)=f^{-1}(w)=w-a_{2} w^{2}+\left(2 a_{2}^{2}-a_{3}\right) w^{3}+\ldots \tag{10}
\end{equation*}
$$

We notice that the class $\Sigma$ is not empty. For instance, the functions

$$
f_{1}(z)=\frac{z}{1-z}, \quad f_{2}(z)=\frac{1}{2} \log \frac{1+z}{1-z}, \quad f_{3}(z)=-\log (1-z)
$$

with their corresponding inverses

$$
f_{1}^{-1}(w)=\frac{w}{1+w}, \quad f_{2}^{-1}(w)=\frac{e^{2 w}-1}{e^{2 w}+1}, \quad f_{3}^{-1}(w)=\frac{e^{w}-1}{e^{w}}
$$

are elements of $\Sigma$. However, the Koebe function is not a member of $\Sigma$. Lately, Srivastava et al. [11] have essentially revived the study of analytic and bi-univalent functions; this was followed by such works as those of [12-17]. Several authors have introduced and examined subclasses of bi-univalent functions and obtained bounds for the initial coefficients (see [11-13,15]), bi-close-to-convex functions [18,19], and bi-prestarlike functions by Jahangiri and Hamidi [20].

Orthogonal polynomials have been broadly considered in recent years from various perceptions due to their importance in mathematical physics, mathematical statistics, engineering, and probability theory. Orthogonal polynomials that appear most often in applications are the classical orthogonal polynomials (Hermite polynomials, Laguerre polynomials, and Jacobi polynomials). The previously mentioned Fibonacci polynomials, Faber polynomials, the Lucas polynomials, the Pell polynomials, the Pell-Lucas polynomials, the Chebyshev polynomials of the second kind, and Horadam polynomials have been studied in several papers from a theoretical point of view and recently in the case of bi-univalent functions (see [21-28] also the references cited therein).

Here, in this article, we associate certain bi-univalent functions with Gegenbauer polynomials and then explore some properties of the class of bi-starlike functions based on earlier work of Srivastava et al. (also, see [11]). In addition, motivated by recent works by Murugusundaramoorthy et al. [29], Wannas [30] and Amourah et al. [31], we introduce a new subclass of the Yamakawa-type bi-starlike function class (see [32]) associated with Gegenbauer polynomials, obtain upper bounds of the initial Taylor coefficients $\left|a_{2}\right|$ and $\left|a_{3}\right|$ for the functions $f \in \mathcal{G} \mathcal{Y}_{\Sigma}\left(\Phi_{\ell}^{\lambda}\right)$ defined by subordination, and consider the remarkable Fekete-Szegő problem. We also provide relevant connections of our results with those of some earlier investigations.

First, we define a new subclass Yamakawa-type bi-starlike in the open unit disk, associated with Gegenbauer polynomials as below.

Unless otherwise stated, we let $0 \leq \vartheta \leq 1, \lambda>\frac{1}{2}$ and $\ell \in\left(\frac{1}{2}, 1\right]$.
Definition 1. For $0 \leq \vartheta \leq 1$ and $\ell \in\left(\frac{1}{2}, 1\right]$, a function $f \in \Sigma$ of the form (9) is said to be in the class $\mathcal{G} \mathcal{Y}_{\Sigma}\left(\vartheta, \Phi_{\ell}^{\lambda}\right)$ if the following subordinations hold:

$$
\begin{equation*}
\frac{f(z)}{(1-\vartheta) z+\vartheta z f^{\prime}(z)} \prec \Phi_{\ell}^{\lambda}(z), \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{g(w)}{(1-\vartheta) w+\vartheta w g^{\prime}(w)} \prec \Phi_{\ell}^{\lambda}(w) \tag{12}
\end{equation*}
$$

where $z, w \in \Delta, \Phi_{\ell}^{\lambda}$ is given by (6), and $g=f^{-1}$ is given by (10).

By specializing the parameter $\vartheta$, we state a new subclass of Yamakawa-type bi-starlike in the open unit disk, associated with Gegenbauer polynomials as below:

Remark 1. For $\vartheta=1$, we get $\mathcal{Y} \mathcal{S}_{\Sigma}^{*}\left(\Phi_{\ell}^{\lambda}\right):=\mathcal{G} \mathcal{Y}_{\Sigma}\left(1, \Phi_{\ell}^{\lambda}\right)$, thus $f \in \mathcal{Y} \mathcal{S}_{\Sigma}^{*}\left(\Phi_{\ell}^{\lambda}\right)$ if $f \in \Sigma$ and the following subordinations hold:

$$
\frac{f(z)}{z f^{\prime}(z)} \prec \Phi_{\ell}^{\lambda}(z) \quad \text { and } \quad \frac{g(w)}{w g^{\prime}(w)} \prec \Phi_{\ell}^{\lambda}(w)
$$

where $z, w \in \Delta$, and $g=f^{-1}$ is given by (10).
Remark 2. For $\vartheta=0$, we get $\mathcal{N}_{\Sigma}\left(\Phi_{\ell}^{\lambda}\right):=\mathcal{G} \mathcal{Y}_{\Sigma}\left(0, \Phi_{\ell}^{\lambda}\right)$, thus $f \in \mathcal{N}_{\Sigma}\left(\Phi_{\ell}^{\lambda}\right)$ if $f \in \Sigma$ and the following subordinations hold:

$$
\frac{f(z)}{z} \prec \Phi_{\ell}^{\lambda}(z) \quad \text { and } \quad \frac{g^{\prime}(w)}{w} \prec \Phi_{\ell}^{\lambda}(w)
$$

where $z, w \in \Delta$ and $g=f^{-1}$ is given by (10).
Note that if in the above Remarks 1 and 2, we choose $\lambda=1$ or $\lambda=\frac{1}{2}$, then we can state the new subclasses of $\mathcal{Y} \mathcal{S}_{\Sigma}^{*}\left(\Phi_{\ell}^{\lambda}\right)$ and $\mathcal{N}_{\Sigma}\left(\Phi_{\ell}^{\lambda}\right)$ related with Chebyshev polynomials and Legendre polynomials, respectively.

## 2. Initial Taylor Coefficients Estimates for the Functions of $\mathcal{G} \mathcal{Y}_{\Sigma}\left(\boldsymbol{\vartheta}, \Phi_{\ell}^{\lambda}\right)$

To obtain our first results, we need the following lemma:
Lemma 1 ([33], p. 172). Assume that $\omega(z)=\sum_{n=1}^{\infty} \omega_{n} z^{n}, z \in \mathbb{U}$, is an analytic function in $\mathbb{U}$ such that $|\omega(z)|<1$ for all $z \in \mathbb{U}$. Then,

$$
\left|\omega_{1}\right| \leq 1, \quad\left|\omega_{n}\right| \leq 1-\left|\omega_{1}\right|^{2}, n=2,3, \ldots
$$

In the next result, we obtain the upper bounds for the modules of the first two coefficients for the functions that belong to the class $\mathcal{G} \mathcal{Y}_{\Sigma}\left(\vartheta, \Phi_{\ell}^{\lambda}\right)$.

Theorem 1. Let $f$ given by (9) be in the class $\mathcal{G} \mathcal{Y}_{\Sigma}\left(\vartheta, \Phi_{\ell}^{\lambda}\right)$. Then,

$$
\begin{equation*}
\left|a_{2}\right| \leq \frac{2 \lambda \ell \sqrt{2 \lambda \ell}}{\sqrt{\left|\left(1-6 \vartheta+6 \vartheta^{2}\right) 4 \lambda^{2} \ell^{2}-2\left(2(\lambda)_{2} \ell^{2}-\lambda\right)(1-2 \vartheta)^{2}\right|}} \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|a_{3}\right| \leq \frac{2(\lambda \ell)^{2}\left(1-2 \vartheta-2 \vartheta^{2}\right)}{\left|(1-3 \vartheta)(1-2 \vartheta)^{2}\right|}+\frac{2 \lambda \ell}{|1-3 \vartheta|} \tag{14}
\end{equation*}
$$

where $\vartheta \neq \frac{1}{3}$.
Proof. Let $f \in \mathcal{G} \mathcal{Y}_{\Sigma}\left(\vartheta, \Phi_{\ell}^{\lambda}\right)$ and $g=f^{-1}$. From the definition in Formulas (11) and (12), we have

$$
\begin{equation*}
\frac{f(z)}{(1-\vartheta) z+\vartheta z f^{\prime}(z)}=\Phi_{\ell}^{\lambda}(u(z)) \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{g(w)}{(1-\vartheta) w+\vartheta w g^{\prime}(w)}=\Phi_{\ell}^{\lambda}(v(w)) \tag{16}
\end{equation*}
$$

where the functions $u$ and $v$ are of the form

$$
\begin{equation*}
u(z)=c_{1} z+c_{2} z^{2}+\ldots \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
v(w)=d_{1} w+d_{2} w^{2}+\ldots \tag{18}
\end{equation*}
$$

are analytic in $\Delta$ with $u(0)=0=v(0)$, and $|u(z)|<1,|v(w)|<1$, for all $z, w \in \Delta$. From Lemma 1 it follows that

$$
\begin{equation*}
\left|c_{j}\right| \leq 1 \quad \text { and } \quad\left|d_{j}\right| \leq 1, \text { for all } j \in \mathbb{N} . \tag{19}
\end{equation*}
$$

Replacing (17) and (18) in (15) and (16), respectively, we have

$$
\begin{equation*}
\frac{f(z)}{(1-\vartheta) z+\vartheta z f^{\prime}(z)}=1+\mathfrak{G}_{1}^{\lambda}(\ell) u(z)+\mathfrak{G}_{2}^{\lambda}(\ell) u^{2}(z)+\ldots, \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{g(w)}{(1-\vartheta) w+\vartheta w g^{\prime}(w)}=1+\mathfrak{G}_{1}^{\lambda}(\ell) v(w)+\mathfrak{G}_{2}^{\lambda}(\ell) v^{2}(w)+\ldots \tag{21}
\end{equation*}
$$

In view of (9) and (10), from (20) and (21), we obtain

$$
\begin{aligned}
& 1+(1-2 \vartheta) a_{2} z+\left[(1-3 \vartheta) a_{3}-2 \vartheta(1-2 \vartheta) a_{2}^{2}\right] z^{2}+\ldots \\
&=1+\mathfrak{G}_{1}^{\lambda}(\ell) c_{1} z+\left[\mathfrak{G}_{1}^{\lambda}(\ell) c_{2}+\mathfrak{G}_{2}^{\lambda}(\ell) c_{1}^{2}\right] z^{2}+\ldots
\end{aligned}
$$

and

$$
\begin{aligned}
& 1-(1-2 \vartheta)(\alpha) a_{2} w+\left\{\left(1-4 \vartheta+2 \vartheta^{2}\right) a_{2}^{2}-(1-3 \lambda) a_{3}\right\} w^{2}+\ldots \\
&=1+\mathfrak{G}_{1}^{\lambda}(\ell) d_{1} w+\left[\mathfrak{G}_{1}^{\lambda}(\ell) d_{2}+\mathfrak{G}_{2}^{\lambda}(\ell) d_{1}^{2}\right] w^{2}+\ldots
\end{aligned}
$$

which yields the following relations:

$$
\begin{align*}
& (1-2 \vartheta) a_{2}=\mathfrak{G}_{1}^{\lambda}(\ell) c_{1}  \tag{22}\\
& (1-3 \vartheta) a_{3}-2 \vartheta(1-2 \vartheta) a_{2}^{2}=\mathfrak{G}_{1}^{\lambda}(\ell) c_{2}+\mathfrak{G}_{2}^{\lambda}(\ell) c_{1}^{2} \tag{23}
\end{align*}
$$

and

$$
\begin{align*}
& -(1-2 \vartheta) a_{2}=\mathfrak{G}_{1}^{\lambda}(\ell) d_{1},  \tag{24}\\
& -(1-3 \vartheta) a_{3}+\left(1-4 \vartheta+2 \vartheta^{2}\right) a_{2}^{2}=\mathfrak{G}_{1}^{\lambda}(\ell) d_{2}+\mathfrak{G}_{2}^{\lambda}(\ell) d_{1}^{2} . \tag{25}
\end{align*}
$$

From (22) and (24), it follows that

$$
\begin{equation*}
c_{1}=-d_{1}, \tag{26}
\end{equation*}
$$

and

$$
\begin{align*}
& 2(1-2 \vartheta)^{2} a_{2}^{2}=\left[\mathfrak{G}_{1}^{\lambda}(\ell)\right]^{2}\left(c_{1}^{2}+d_{1}^{2}\right), \\
& a_{2}^{2}=\frac{\left[\mathfrak{G}_{1}^{\lambda}(\ell)\right]^{2}}{2(1-2 \vartheta)^{2}}\left(c_{1}^{2}+d_{1}^{2}\right) \tag{27}
\end{align*}
$$

Adding (23) and (25), using (27), we obtain

$$
\begin{equation*}
a_{2}^{2}=\frac{\left[\mathfrak{G}_{1}^{\lambda}(\ell)\right]^{3}\left(c_{2}+d_{2}\right)}{\left(1-6 \vartheta+6 \vartheta^{2}\right)\left[\mathfrak{G}_{1}^{\lambda}(\ell)\right]^{2}-2(1-2 \vartheta)^{2} \mathfrak{G}_{2}^{\lambda}(\ell)} . \tag{28}
\end{equation*}
$$

Applying (19) for the coefficients $c_{2}$ and $d_{2}$ and using (8), we obtain the Inequality (13).

By subtracting (25) from (23), using (26) and (27), we get

$$
\begin{align*}
a_{3} & =\frac{\mathfrak{G}_{1}^{\lambda}(\ell)\left(c_{2}-d_{2}\right)}{2(1-3 \vartheta)}+\frac{\left(1-2 \vartheta-2 \vartheta^{2}\right)\left[\mathfrak{G}_{1}^{\lambda}(\ell)\right]^{2}}{2(1-3 \vartheta)} a_{2}^{2}  \tag{29}\\
& =\frac{\left(1-2 \vartheta-2 \vartheta^{2}\right)\left[\mathfrak{G}_{1}^{\lambda}(\ell)\right]^{2}\left(c_{1}^{2}+d_{1}^{2}\right)}{4(1-3 \vartheta)(1-2 \vartheta)^{2}}+\frac{\mathfrak{G}_{1}^{\lambda}(\ell)\left(c_{2}-d_{2}\right)}{2(1-3 \vartheta)} .
\end{align*}
$$

Using (8) and once again applying (19) for the coefficients $c_{1}, c_{2}, d_{1}$, and $d_{2}$, we deduce the required Inequality (14).

By taking $\vartheta=0$ or $\vartheta=1$ and $\ell \in(0,1)$, one can easily state the upper bounds for $\left|a_{2}\right|$ and $\left|a_{3}\right|$ for the function classes $\mathcal{G} \mathcal{Y}_{\Sigma}(0, \Phi)=: \mathcal{N}_{\Sigma}\left(\Phi_{\ell}^{\lambda}\right)$ and $\mathcal{G} \mathcal{Y}_{\Sigma}(1, \Phi)=: \mathcal{Y} \mathcal{S}_{\Sigma}^{*}\left(\Phi_{\ell}^{\lambda}\right)$, respectively, as follows:

Remark 3. Let $f$ given by (9) be in the class $\mathcal{N}_{\Sigma}\left(\Phi_{\ell}^{\lambda}\right)$. Then,

$$
\left|a_{2}\right| \leq \frac{2 \lambda \ell \sqrt{2 \lambda \ell}}{\sqrt{\left|4 \lambda^{2} \ell^{2}-2\left(2(\lambda)_{2} \ell^{2}-\lambda\right)\right|}}
$$

and

$$
\left|a_{3}\right| \leq 2(\lambda \ell)^{2}+2 \lambda \ell
$$

Remark 4. Let $f$ given by (9) be in the class $\mathcal{Y} \mathcal{S}_{\Sigma}^{*}\left(\Phi_{\ell}^{\lambda}\right)$. Then,

$$
\left|a_{2}\right| \leq \frac{2 \lambda \ell \sqrt{2 \lambda \ell}}{\sqrt{\left|4 \lambda^{2} \ell^{2}-2\left(2(\lambda)_{2} \ell^{2}-\lambda\right)\right|}}
$$

and

$$
\left|a_{3}\right| \leq 3(\lambda \ell)^{2}+\lambda \ell
$$

Remark 5. Let $f$ given by (9) be in the class $\mathcal{G} \mathcal{Y}_{\Sigma}^{*}\left(\vartheta, \Phi_{\ell}^{1}\right)$. Then,

$$
\left|a_{2}\right| \leq \frac{2 \ell \sqrt{2 \ell}}{\sqrt{\left|\left(1-6 \vartheta+6 \vartheta^{2}\right) 4 \ell^{2}-2\left(4 \ell^{2}-1\right)(1-2 \vartheta)^{2}\right|}}
$$

and

$$
\left|a_{3}\right| \leq \frac{2 \ell^{2}\left(1-2 \vartheta-2 \vartheta^{2}\right)}{\left|(1-3 \vartheta)(1-2 \vartheta)^{2}\right|}+\frac{2 \ell}{|1-3 \vartheta|^{\prime}},
$$

where $\vartheta \neq \frac{1}{3}$.
Remark 6. Let $f$ given by (9) be in the class $\mathcal{G} \mathcal{Y}_{\Sigma}^{*}\left(\vartheta, \Phi_{\ell}^{1 / 2}\right)$. Then, for $\ell \neq \frac{1}{\sqrt{2}}$,

$$
\left|a_{2}\right| \leq \frac{\ell \sqrt{\ell}}{\sqrt{\left|\left(1-6 \vartheta+6 \vartheta^{2}\right) \ell^{2}-\left(3 \ell^{2}-1\right)(1-2 \vartheta)^{2}\right|}}
$$

and

$$
\left|a_{3}\right| \leq \frac{\ell^{2}\left(1-2 \vartheta-2 \vartheta^{2}\right)}{2\left|(1-3 \vartheta)(1-2 \vartheta)^{2}\right|}+\frac{\ell}{|1-3 \vartheta|},
$$

where $\vartheta \neq \frac{1}{3}$.
In the above Remarks 3 and 4 , by fixing $\lambda=1$ and $\lambda=\frac{1}{2}$, we obtain the new estimates of $\left|a_{2}\right|$ and $\left|a_{3}\right|$ for the function classes $\mathcal{Y} \mathcal{S}_{\Sigma}^{*}\left(\Phi_{\ell}^{\lambda}\right)$ and $\mathcal{N}_{\Sigma}\left(\Phi_{\ell}^{\lambda}\right)$ related with Chebyshev polynomials and Legendre polynomials, respectively.

## 3. Fekete-Szegö Inequality for the Function Class $\mathcal{G} \mathcal{Y}_{\Sigma}\left(\boldsymbol{\vartheta}, \boldsymbol{\Phi}_{\ell}^{\lambda}\right)$

Due to the result of Zaprawa [34], in this section, we obtain the Fekete-Szegő inequality for the function classes $\mathcal{G} \mathcal{Y}_{\Sigma}\left(\vartheta, \Phi_{\ell}^{\lambda}\right)$.

Theorem 2. Let $f$ given by (9) be in the class $\mathcal{G} \mathcal{Y}_{\Sigma}\left(\vartheta, \Phi_{\ell}^{\lambda}\right)$, and $\mu \in \mathbb{R}$. Then, we have

$$
\left|a_{3}-\mu a_{2}^{2}\right| \leq \begin{cases}\frac{2 \lambda \ell}{|1-3 \vartheta|}, & \text { if } \quad|h(\mu)| \leq \frac{1}{2|1-3 \vartheta|^{\prime}} \\ 4 \lambda \ell|h(\mu)|, & \text { if } \quad|h(\mu)| \geq \frac{1}{2|1-3 \vartheta|}\end{cases}
$$

where

$$
h(\mu):=\frac{2 \lambda \ell^{2}\left[2 \lambda^{2} \ell^{2}\left(1-2 \vartheta-2 \vartheta^{2}\right)-\mu(1-3 \vartheta)\right]}{(1-3 \vartheta)\left\{2 \lambda \ell^{2}\left(1-6 \vartheta+6 \vartheta^{2}\right)-(1-2 \vartheta)^{2}\left[2(\lambda+1) \ell^{2}-1\right]\right\}}
$$

and $\vartheta \neq \frac{1}{3}$.
Proof. If $f \in \mathcal{G} \mathcal{Y}_{\Sigma}\left(\vartheta, \Phi_{\ell}^{\lambda}\right)$ is given by (9), from (28) and (29), we have

$$
\begin{aligned}
a_{3}-\mu a_{2}^{2}= & \frac{\mathfrak{G}_{1}^{\lambda}(\ell)\left(c_{2}-d_{2}\right)}{2(1-3 \vartheta)}+\left(\frac{\left(1-2 \vartheta-2 \vartheta^{2}\right)\left[\mathfrak{G}_{1}^{\lambda}(\ell)\right]^{2}}{2(1-3 \vartheta)}-\mu\right) a_{2}^{2} \\
= & \frac{\mathfrak{G}_{1}^{\lambda}(\ell)\left(c_{2}-d_{2}\right)}{2(1-3 \vartheta)}+\left(\frac{\left(1-2 \vartheta-2 \vartheta^{2}\right)\left[\mathfrak{G}_{1}^{\lambda}(\ell)\right]^{2}}{2(1-3 \vartheta)}-\mu\right) \\
& \times \frac{\left[\mathfrak{G}_{1}^{\lambda}(\ell)\right]^{3}\left(c_{2}+d_{2}\right)}{\left(1-6 \vartheta+6 \vartheta^{2}\right)\left[\mathfrak{G}_{1}^{\lambda}(\ell)\right]^{2}-2(1-2 \vartheta)^{2} \mathfrak{G}_{2}^{\lambda}(\ell)} \\
= & \mathfrak{G}_{1}^{\lambda}(\ell)\left[\left(h(\mu)+\frac{1}{2(1-3 \vartheta)}\right) c_{2}+\left(h(\mu)-\frac{1}{2(1-3 \vartheta)}\right) d_{2}\right],
\end{aligned}
$$

where

$$
h(\mu)=\frac{\left(\left(1-2 \vartheta-2 \vartheta^{2}\right)\left[\mathfrak{G}_{1}^{\lambda}(\ell)\right]^{2}-2 \mu(1-3 \vartheta)\right)\left[\mathfrak{G}_{1}^{\lambda}(\ell)\right]^{3}}{2(1-3 \vartheta)\left\{\left(1-6 \vartheta+6 \vartheta^{2}\right)\left[\mathfrak{G}_{1}^{\lambda}(\ell)\right]^{2}-2(1-2 \vartheta)^{2} \mathfrak{G}_{2}^{\lambda}(\ell)\right\}} .
$$

Now, by using (8)

$$
a_{3}-\mu a_{2}^{2}=2 \lambda \ell\left[\left(h(\mu)+\frac{1}{2(1-3 \vartheta)}\right) c_{2}+\left(h(\mu)-\frac{1}{2(1-3 \vartheta)}\right) d_{2}\right],
$$

where

$$
\begin{aligned}
h(\mu) & =\frac{2 \lambda^{2} \ell^{2}\left[2 \lambda^{2} \ell^{2}\left(1-2 \vartheta-2 \vartheta^{2}\right)-\mu(1-3 \vartheta)\right]}{(1-3 \vartheta)\left\{2 \lambda^{2} \ell^{2}\left(1-2 \vartheta+2 \vartheta^{2}\right)-\lambda(1-2 \vartheta)^{2}\left[2(\lambda+1) \ell^{2}-1\right]\right\}} \\
& =\frac{2 \lambda \ell^{2}\left[2 \lambda^{2} \ell^{2}\left(1-2 \vartheta-2 \vartheta^{2}\right)-\mu(1-3 \vartheta)\right]}{(1-3 \vartheta)\left\{2 \lambda \ell^{2}\left(1-6 \vartheta+6 \vartheta^{2}\right)-(1-2 \vartheta)^{2}\left[2(\lambda+1) \ell^{2}-1\right]\right\}}
\end{aligned}
$$

Therefore, in view of (8) and (19), we conclude that the required inequality holds.

## 4. The Subclass $\mathfrak{M}_{\Sigma}\left(\tau, \Phi_{\ell}^{\lambda}\right)$ of Bi-Univalent Functions

In [35] Obradović et al. gave some criteria for univalence expressed by $\operatorname{Re} f^{\prime}(z)>0$ for the linear combination

$$
\tau\left(1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right)+(1-\tau) \frac{1}{f^{\prime}(z)}, \tau \geq 1, z \in \Delta
$$

Based on the above definitions, recently, Lashin [36] introduced and studied new subclasses of the bi-univalent function. In our further discussions, unless otherwise stated, we let $\tau \geq 1, \lambda>\frac{1}{2}$, and $\ell \in\left(\frac{1}{2}, 1\right]$.

Definition 2. A function $f \in \Sigma$ given by (9) is said to be in the class $\mathfrak{M}_{\Sigma}\left(\tau, \Phi_{\ell}^{\lambda}\right)$ if it satisfies the conditions

$$
\begin{equation*}
\tau\left(1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right)+(1-\tau) \frac{1}{f^{\prime}(z)} \prec \Phi_{\ell}^{\lambda}(z) \tag{30}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau\left(1+\frac{w g^{\prime \prime}(w)}{g^{\prime}(w)}\right)+(1-\tau) \frac{1}{g^{\prime}(w)} \prec \Phi_{\ell}^{\lambda}(w) \tag{31}
\end{equation*}
$$

where $\tau \geq 1, z, w \in \Delta, \Phi_{\ell}^{\lambda}$ is given by (6), and the function $g=f^{-1}$ is given by (10).
Remark 7. For the particular case $\tau=1$, a function $f \in \Sigma$ given by (9) is said to be in the class $\mathfrak{M}_{\Sigma}\left(\Phi_{\ell}^{\lambda}\right)=: \mathfrak{K}_{\Sigma}\left(\Phi_{\ell}^{\lambda}\right)$ if it satisfies the subordination relations

$$
1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)} \prec \Phi_{\ell}^{\lambda}(z) \quad \text { and } \quad 1+\frac{w g^{\prime \prime}(w)}{g^{\prime}(w)} \prec \Phi_{\ell}^{\lambda}(w)
$$

$z, w \in \Delta, \Phi_{\ell}^{\lambda}$ is given by (6), and $g=f^{-1}$ is given by (10).
Theorem 3. Let $f$ be given by (9) and $f \in \mathfrak{M}_{\Sigma}\left(\tau, \Phi_{\ell}^{\lambda}\right)$, with $\tau \geq 1$. Then,

$$
\begin{equation*}
\left|a_{2}\right| \leq \min \left\{\frac{\lambda \ell}{2(2 \tau-1)} ; \frac{\lambda \ell \sqrt{2 \lambda \ell}}{2 \sqrt{\left|(1+\tau) \lambda^{2} \ell^{2}-4(2 \tau-1)^{2}\left[2 \ell^{2}(\lambda)_{2}-\lambda\right]\right|}}\right\} \tag{32}
\end{equation*}
$$

and

$$
\begin{aligned}
\left|a_{3}\right| \leq \min & \left\{\frac{2 \lambda \ell}{3(3 \tau-1)}+\frac{\lambda^{2} \ell^{2}}{4(2 \tau-1)^{2}}\right. \\
& \left.\frac{2 \lambda \ell}{3(3 \tau-1)}+\frac{2 \lambda^{3} \ell^{3}}{\left.\mid(1+\tau) \lambda^{2} \ell\right)_{1}^{2}-(2 \tau-1)^{2}\left[2 \ell^{2}(\lambda)_{2}-\lambda\right] \mid}\right\}
\end{aligned}
$$

Proof. $f \in \mathfrak{M}_{\Sigma}\left(\tau, \Phi_{\ell}^{\lambda}\right)$, from (30) and (31) it follows that

$$
\begin{equation*}
\tau\left(1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right)+(1-\tau) \frac{1}{f^{\prime}(z)}=\Phi_{\ell}^{\lambda}(u(z)) \tag{33}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau\left(1+\frac{w g^{\prime \prime}(w)}{g^{\prime}(w)}\right)+(1-\tau) \frac{1}{g^{\prime}(w)}=\Phi_{\ell}^{\lambda}(v(w)) \tag{34}
\end{equation*}
$$

where the functions $u$ and $v$ are analytic in $\Delta$ with $u(0)=0=v(0)$, such that $|u(z)|<1$, $|v(w)|<1$, for all $z, w \in \Delta$, and are of the form (17) and (18), respectively.

From (33) and (34), we have

$$
\begin{aligned}
1+2(2 \tau-1) a_{2} z+\left[3(3 \tau-1) a_{3}+4\right. & \left.(1-2 \tau){ }_{2} a_{2}^{2}\right] z^{2}+\ldots \\
& =1+\mathfrak{G}_{1}^{\lambda}(\ell) c_{1} z+\left[\mathfrak{G}_{1}^{\lambda}(\ell) c_{2}+\mathfrak{G}_{2}^{\lambda}(\ell) c_{1}^{2}\right] z^{2}+\ldots
\end{aligned}
$$

and

$$
\begin{aligned}
1-2(2 \tau-1) a_{2} w+\left[2(5 \tau-1) a_{2}^{2}-\right. & \left.3(3 \tau-1) a_{3}\right] w^{2}-\ldots \\
& =1+\mathfrak{G}_{1}^{\lambda}(\ell) d_{1} w+\left[\mathfrak{G}_{1}^{\lambda}(\ell) d_{2}+\mathfrak{G}_{2}^{\lambda}(\ell) d_{1}^{2}\right] w^{2}+\ldots
\end{aligned}
$$

and equating the coefficients of the above two relations, we get

$$
\begin{align*}
& 2(2 \tau-1) a_{2}=\mathfrak{G}_{1}^{\lambda}(\ell) c_{1}  \tag{35}\\
& 3(3 \tau-1) a_{3}+4(1-2 \tau) a_{2}^{2}=\mathfrak{G}_{1}^{\lambda}(\ell) c_{2}+\mathfrak{G}_{2}^{\lambda}(\ell) c_{1}^{2} \tag{36}
\end{align*}
$$

and

$$
\begin{align*}
& -2(2 \tau-1) a_{2}=\mathfrak{G}_{1}^{\lambda}(\ell) d_{1}  \tag{37}\\
& 2(5 \tau-1) a_{2}^{2}-3(3 \tau-1) a_{3}=\mathfrak{G}_{1}^{\lambda}(\ell) d_{2}+\mathfrak{G}_{2}^{\lambda}(\ell) d_{1}^{2} \tag{38}
\end{align*}
$$

From (35) and (37), we get

$$
\begin{equation*}
p_{1}=-q_{1} \tag{39}
\end{equation*}
$$

From (35), by using the Inequality (19) for the coefficients $c_{j}$ and $d_{j}$, from (8), we have

$$
\left|a_{2}\right| \leq \frac{\mathfrak{G}_{1}^{\lambda}(\ell)}{2(2 \tau-1)}=\frac{\lambda \ell}{(2 \tau-1)}
$$

Furthermore,

$$
8(2 \tau-1)^{2} a_{2}^{2}=\left(\mathfrak{G}_{1}^{\lambda}(\ell)\right)^{2}\left(c_{1}^{2}+d_{1}^{2}\right)
$$

that is,

$$
\begin{equation*}
a_{2}^{2}=\frac{\left(\mathfrak{G}_{1}^{\lambda}(\ell)\right)^{2}\left(c_{1}^{2}+d_{1}^{2}\right)}{8(2 \tau-1)^{2}} \tag{40}
\end{equation*}
$$

Thus, from the Inequality (19) and using (8), we obtain

$$
\begin{equation*}
\left|a_{2}\right| \leq \frac{\mathfrak{G}_{1}^{\lambda}(\ell)}{4(2 \tau-1)}=\frac{\lambda \ell}{2(2 \tau-1)} \tag{41}
\end{equation*}
$$

Now, from (36), (38) and using (40), we get

$$
\begin{equation*}
\left[2(1+\tau)\left(\mathfrak{G}_{1}^{\lambda}(\ell)\right)^{2}-8(2 \tau-1)^{2} \mathfrak{G}_{2}^{\lambda}(\ell)\right] a_{2}^{2}=\left(\mathfrak{G}_{1}^{\lambda}(\ell)\right)^{3}\left(c_{2}+d_{2}\right) \tag{42}
\end{equation*}
$$

Thus, according to (42), we obtain

$$
a_{2}^{2}=\frac{\left(\mathfrak{G}_{1}^{\lambda}(\ell)\right)^{3}\left(c_{2}+d_{2}\right)}{2(1+\tau)\left(\mathfrak{G}_{1}^{\lambda}(\ell)\right)^{2}-8(2 \tau-1)^{2} \mathfrak{G}_{2}^{\lambda}(\ell)}
$$

hence,

$$
\begin{equation*}
\left|a_{2}\right| \leq \frac{\lambda \ell \sqrt{2 \lambda \ell}}{2 \sqrt{\left|(1+\tau) \lambda^{2} \ell^{2}-4(2 \tau-1)^{2}\left[2 \ell^{2}(\lambda)_{2}-\lambda\right]\right|}} \tag{43}
\end{equation*}
$$

and the Inequality (32) is proved.

From (36), (38) and using (39), we get

$$
\begin{equation*}
a_{3}=\frac{\mathfrak{G}_{1}^{\lambda}(\ell)\left(c_{2}-d_{2}\right)}{6(3 \tau-1)}+a_{2}^{2} \tag{44}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\left|a_{3}\right| \leq \frac{2 \lambda \ell}{3(3 \tau-1)}+\left|a_{2}^{2}\right| . \tag{45}
\end{equation*}
$$

From this inequality, using (41), we obtain

$$
\left|a_{3}\right| \leq \frac{2 \lambda \ell}{3(3 \tau-1)}+\frac{\lambda^{2} \ell^{2}}{4(2 \tau-1)^{2}}
$$

Combining (45) and (43), it follows that

$$
\left|a_{3}\right| \leq \frac{2 \lambda \ell}{3(3 \tau-1)}+\frac{2 \lambda^{3} \ell^{3}}{\left.\mid(1+\tau) \lambda^{2} \ell\right)_{1}^{2}-(2 \tau-1)^{2}\left[2 \ell^{2}(\lambda)_{2}-\lambda\right] \mid}
$$

Motivated by the result of Zaprawa [34], we discuss the Fekete-Szegő inequality [37] for the functions $f \in \mathfrak{M}_{\Sigma}\left(\tau, \Phi_{\ell}^{\lambda}\right)$.

Theorem 4. For $v \in \mathbb{R}$, let $f \in \mathfrak{M}_{\Sigma}\left(\tau, \Phi_{\ell}^{\lambda}\right)$ be given by (9). Then,

$$
\left|a_{3}-v a_{2}^{2}\right| \leq \begin{cases}\frac{2 \lambda \ell}{3(3 \tau-1)}, & \text { if } \quad|h(v)| \leq \frac{1}{6(3 \tau-1)} \\ 4|h(v)|, & \text { if } \quad|h(v)| \geq \frac{1}{6(3 \tau-1)},\end{cases}
$$

where

$$
\begin{equation*}
h(v)=\frac{(1-v) \lambda \ell^{2}}{4\left\{(1+\tau) \lambda \ell^{2}-(2 \tau-1)^{2}\left[2 \ell^{2}(\lambda+1)-1\right]\right\}} . \tag{46}
\end{equation*}
$$

Proof. If $f \in \mathfrak{M}_{\Sigma}\left(\tau, \Phi_{\ell}^{\lambda}\right)$ be given by (9), from (44) we have

$$
\begin{equation*}
a_{3}-v a_{2}^{2}=\frac{\mathfrak{G}_{1}^{\lambda}(\ell)\left(c_{2}-d_{2}\right)}{6(3 \tau-1)}+(1-v) a_{2}^{2} \tag{47}
\end{equation*}
$$

By substituting (42) in (47), we obtain

$$
\begin{aligned}
a_{3}-v a_{2}^{2} & =\frac{\mathfrak{G}_{1}^{\lambda}(\ell)\left(c_{2}-d_{2}\right)}{6(3 \tau-1)}+\frac{(1-v)\left(\mathfrak{G}_{1}^{\lambda}(\ell)\right)^{3}\left(c_{2}+d_{2}\right)}{2(1+\tau)\left(\mathfrak{G}_{1}^{\lambda}(\ell)\right)^{2}-8(2 \tau-1)^{2} \mathfrak{G}_{2}^{\lambda}(\ell)} \\
& =\mathfrak{G}_{1}^{\lambda}(\ell)\left[\left(h(v)+\frac{1}{6(3 \tau-1)}\right) c_{2}+\left(h(v)-\frac{1}{6(3 \tau-1)}\right) d_{2}\right],
\end{aligned}
$$

where

$$
h(v)=\frac{(1-v)\left(\mathfrak{G}_{1}^{\lambda}(\ell)\right)^{2}}{2(1+\tau)\left(\mathfrak{G}_{1}^{\lambda}(\ell)\right)^{2}-8(2 \tau-1)^{2} \mathfrak{G}_{2}^{\lambda}(\ell)} .
$$

From (8), it follows

$$
\begin{equation*}
a_{3}-v a_{2}^{2}=2 \lambda \ell\left[\left(h(v)+\frac{1}{6(3 \tau-1)}\right) c_{2}+\left(h(v)-\frac{1}{6(3 \tau-1)}\right) d_{2}\right], \tag{48}
\end{equation*}
$$

where the function $h$ is given by (46). Hence, by using the triangle inequality for the modulus of (48) together with (19), we get our result.

For $v=1$ the above theorem reduces to the following special case:
Remark 8. If $f \in \mathfrak{M}_{\Sigma}\left(\tau, \Phi_{\ell}^{\lambda}\right)$ is given by (9), then

$$
\left|a_{3}-a_{2}^{2}\right| \leq \frac{2 \lambda \ell}{3(3 \tau-1)}
$$

## 5. Conclusions

Yamakawa-type bi-starlike functions related with the Gegenbauer polynomials are defined for the first time, and initial Taylor coefficients and Fekete-Szegó inequality are obtained. Further, by fixing $\lambda=1$ or $\lambda=\frac{1}{2}$, the Gegenbauer polynomials lead to the Chebyshev polynomials and the Legendre polynomials, respectively. Hence, our results represent a new study of the Yamakawa family of bi-starlike functions associated with Chebyshev and Legendre polynomials, which are also not considered in the literature. We have left this as an exercise to interested readers.
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#### Abstract

We study the Hadamard product features of certain subclasses of $p$-valent meromorphic functions defined in the punctured open-unit disc using the $q$-difference operator. For functions belonging to these subclasses, we obtained certain coefficient estimates and inclusion characteristics. Furthermore, linkages between the results given here and those found in previous publications are highlighted.
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## 1. Introduction

Let $\mathcal{M}_{p}$ stand for the class of functions of the form:

$$
\begin{equation*}
f(z)=z^{-p}+\sum_{k=-p+1}^{\infty} a_{k} z^{k} \tag{1}
\end{equation*}
$$

which are analytic in the perforated unit disc $U^{*}=U \backslash\{0\}=\{z: z \in \mathbb{C}: 0<|z|<1\}$. The class $\mathcal{M}_{p}$ refers to the a class of $p$-valent meromorphic functions. It is worth noting that $\mathcal{M}_{1}=\mathcal{M}$, which is the class of univalent meromorphic functions. If the function $g \in \mathcal{M}_{p}$ is given by

$$
g(z)=z^{-p}+\sum_{k=-p+1}^{\infty} b_{k} z^{k}
$$

then the Hadamard product (or convolution) of $f$ and $g$ is provided by

$$
(f * g)(z)=z^{-p}+\sum_{k=-p+1}^{\infty} a_{k} b_{k} z^{k}=(g * f)(z)
$$

Interesting traits such as coefficient estimates, subordination relations and univalence features related some subclasses of $p$-valent functions were obtained in [1-3] (see also, [4]). With the help of the q-differential operator, a new subclass of meromorphic multivalent functions in the Janowski domain were introduced by Bakhtiar et al. in [5] (see also, [6]). Moreover, new subclasses of meromorphically $p$-valent functions were defined using q -derivative operator and investigations related to geometric properties of the class are conducted in [7-9].

If $f$ and $g$ are analytic in the open unit disc $U$, we say that $f$ is subordinate to $g$, written as $f \prec g$ in $U$ or $f(z) \prec g(z)(z \in U)$, if there exists a Schwarz function $w(z)$, which (by
definition) is analytic in $U$ with $w(0)=0$ and $|w(z)|<1,(z \in U)$ such that $f(z)=g(w(z))$ $(z \in U)$ [10].

For $0<q<1$, the $q$-difference operator, which was introduced by Jackson [11], is characterised with

$$
\partial_{q} f(z)=\left\{\begin{array}{cc}
\frac{f(q z)-f(z)}{(q-1) z}, & z \neq 0 \\
f^{\prime}(0), & z=0
\end{array}\right.
$$

The Jackson q -difference operator is another name for the q -difference operator. Additionally, for $f$ given by (1), one can write

$$
\begin{equation*}
\partial_{q} f(z)=-q^{-p}[p]_{q} z^{-p-1}+\sum_{k=-p+1}^{\infty}[k]_{q} a_{k} z^{k-1}\left(z \in U^{*}\right) \tag{2}
\end{equation*}
$$

where $[k]_{q}=\left(1-q^{k}\right) /(1-q)$ is the well-known q-bracket, $\lim _{q \rightarrow 1^{-}}[k]_{q}=k$ and $\lim _{q \rightarrow 1^{-}} \partial_{q} f(z)=f^{\prime}(z)$.

Now, for $n \in \mathbb{N}_{0}=\mathbb{N} \cup\{0\}$, we define the operator $\mathfrak{D}_{p, q}^{n}: \mathcal{M}_{p} \longrightarrow \mathcal{M}_{p}$ with the help of the $q$-difference operator, as follows:

$$
\begin{aligned}
& \mathfrak{D}_{p, q}^{0} f(z)=f(z), \\
& \mathfrak{D}_{p, q}^{1} f(z)=z^{-p} \partial_{q}\left(z^{p+1} f(z)\right), \\
& \mathfrak{D}_{p, q}^{n} f(z)=z^{-p} \partial_{q}\left(z^{p+1} \mathfrak{D}_{p, q}^{n-1} f(z)\right)(n \in \mathbb{N}),
\end{aligned}
$$

then

$$
\begin{equation*}
\mathfrak{D}_{p, q}^{n} f(z)=z^{-p}+\sum_{k=-p+1}^{\infty}[k+p+1]_{q}^{n} a_{k} z^{k}\left(n \in \mathbb{N}_{0}\right), \tag{3}
\end{equation*}
$$

which satisfies the following recurrence relation:

$$
\begin{equation*}
q^{p+1} z \partial_{q}\left(\mathfrak{D}_{p, q}^{n} f(z)\right)=\mathfrak{D}_{p, q}^{n+1} f(z)-[p+1]_{q} \mathfrak{D}_{p, q}^{n} f(z) \tag{4}
\end{equation*}
$$

Definition 1. Utilising the $q$-derivative $\partial_{q} f(z)$, the subclasses $\mathcal{M} \mathcal{S}_{p, q}^{*}(A, B)$ and $\mathcal{M} \mathcal{K}_{p, q}(A, B)$ are introduced as follows:

$$
\begin{gather*}
\mathcal{M S}_{p, q}^{*}(A, B)=\left\{f \in \mathcal{M}_{p}: \frac{-q^{p} z \partial_{q} f(z)}{[p]_{q} f(z)} \prec \frac{1+A z}{1+B z}\right\},  \tag{5}\\
(0<q<1 ;-1 \leq B<A \leq 1 ; z \in U),
\end{gather*}
$$

and

$$
\begin{align*}
\mathcal{M} \mathcal{K}_{p, q}(A, B)= & \left\{f \in \mathcal{M}_{p}: \frac{-q^{p} \partial_{q}\left(z \partial_{q} f(z)\right)}{[p]_{q} \partial_{q} f(z)} \prec \frac{1+A z}{1+B z}, z \in U\right\},  \tag{6}\\
& (0<q<1 ;-1 \leq B<A \leq 1 ; z \in U) .
\end{align*}
$$

Using (5) and (6), we have the following equivalence relation:

$$
\begin{equation*}
f(z) \in \mathcal{M} \mathcal{K}_{p, q}(A, B) \Longleftrightarrow-\frac{q^{p} z \partial_{q} f(z)}{[p]_{q}} \in \mathcal{M S}_{p, q}^{*}(A, B) \tag{7}
\end{equation*}
$$

Remark 1. We list the following subclasses by specialising the parameters $p, q, A$ and $B$ :
(i) $\mathcal{M S}_{p, q}^{*}(1-2 \alpha,-1)=\mathcal{M} \mathcal{S}_{p, q}^{*}(\alpha)=\left\{f \in \mathcal{M}_{p}: \operatorname{Re}\left(-\frac{q^{p} z \partial_{q} f(z)}{[p]_{q} f(z)}\right)>\alpha ; 0 \leq \alpha<1, z \in U\right\}$ the subclass of $p$-valent meromorphic $q$-starlike functions, and $\mathcal{M} \mathcal{K}_{p, q}(1-2 \alpha,-1)=\mathcal{M} \mathcal{K}_{p, q}(\alpha)=$
$\left\{f \in \mathcal{M}_{p}: \operatorname{Re}\left(-\frac{q^{p} \partial_{q}\left(z \partial_{q} f(z)\right)}{[p]_{q} \partial_{q} f(z)}\right)>\alpha ; 0 \leq \alpha<1, z \in U\right\}$ the subclass of $p$-valent meromorphic q-convex functions;
(ii) $\mathcal{M S}_{1, q}^{*}(1-2 \alpha,-1)=\mathcal{M} \mathcal{S}_{q}^{*}(\alpha)=\left\{f \in \mathcal{M}: \operatorname{Re}\left(-\frac{q z \partial_{q} f(z)}{f(z)}\right)>\alpha ; 0 \leq \alpha<1, z \in U\right\}$ the subclass of meromorphic $q$-starlike functions, and $\mathcal{M} \mathcal{K}_{1, q}(1-2 \alpha,-1)=\mathcal{M} \mathcal{K}_{q}(\alpha)=\{f \in$ $\left.\mathcal{M}: \operatorname{Re}\left(-\frac{q \partial_{q}\left(z \partial_{q} f(z)\right)}{\partial_{q} f(z)}\right)>\alpha ; 0 \leq \alpha<1, z \in U\right\}$ the subclass of meromorphic $q$-convex functions;
(iii) $\lim _{q \rightarrow 1^{-}} \mathcal{M} \mathcal{S}_{p, q}^{*}(A, B)=\mathcal{M} \mathcal{S}_{p}^{*}(A, B)=\left\{f \in \mathcal{M}_{p}:-\frac{z f^{\prime}(z)}{p f(z)} \prec \frac{1+A z}{1+B z} ;-1 \leq B<A \leq\right.$ $1, z \in U\}$, and $\lim _{q \rightarrow 1^{-}} \mathcal{M} \mathcal{K}_{p, q}(A, B)=\mathcal{M} \mathcal{K}_{p}(A, B)=\left\{f \in \mathcal{M}_{p}:-\frac{1}{p}\left(1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right) \prec\right.$ $\left.\frac{1+A z}{1+B z} ;-1 \leq B<A \leq 1, z \in U\right\}$, were introduced and studied by Ali and Ravichandran [12];
(iv) $\lim _{q \rightarrow 1^{-}} \mathcal{M S}_{1, q}^{*}(1-2 \alpha,-1)=\mathcal{M} \mathcal{S}^{*}(\alpha)=\left\{f \in \mathcal{M}: \operatorname{Re}\left(-\frac{z f^{\prime}(z)}{f(z)}\right)>\alpha ; 0 \leq \alpha<\right.$
$1, z \in U\}$, and $\lim _{q \rightarrow 1^{-}} \mathcal{M} \mathcal{K}_{p, q}(1-2 \alpha,-1)=\mathcal{M} \mathcal{K}(\alpha)=\left\{f \in \mathcal{M}: \operatorname{Re}\left(-1-\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right)>\alpha ;\right.$ $0 \leq \alpha<1, z \in U\}$, were introduced and studied by Kaczmarski [13];
(v) $\lim _{q \rightarrow 1^{-}} \mathcal{M} \mathcal{S}_{1, q}^{*}(1,-1)=\mathcal{M} \mathcal{S}^{*}$, and $\lim _{q \rightarrow 1^{-}} \mathcal{M} \mathcal{K}_{1, q}(1,-1)=\mathcal{M} \mathcal{K}$, which are wellknown function classes of meromorphic starlike and meromorphic convex functions, respectively; see Pommerenke [14], Clunie [15] and Miller [16] for more details.

Definition 2. For $n \in \mathbb{N}_{0}$ and $0<q<1$, we define the following subclasses:

$$
\begin{gather*}
\mathcal{M S}_{p, q}^{*}(n ; A, B)=\left\{f \in \mathcal{M}_{p}: \mathfrak{D}_{p, q}^{n} f(z) \in \mathcal{M S}_{p, q}^{*}(A, B)\right\}  \tag{8}\\
\left(n \in \mathbb{N}_{0} ; 0<q<1 ;-1 \leq B<A \leq 1 ; z \in U\right)
\end{gather*}
$$

and

$$
\begin{gather*}
\mathcal{M \mathcal { K }}_{p, q}(n ; A, B)=\left\{f \in \mathcal{M}_{p}: \mathfrak{D}_{p, q}^{n} f(z) \in \mathcal{M}_{p, q}(A, B)\right\}  \tag{9}\\
\left(n \in \mathbb{N}_{0} ; 0<q<1 ;-1 \leq B<A \leq 1 ; z \in U\right)
\end{gather*}
$$

It is easy to show that

$$
\begin{equation*}
f(z) \in \mathcal{M K}_{p, q}(n ; A, B) \Longleftrightarrow-\frac{q^{p} z \partial_{q} f(z)}{[p]_{q}} \in \mathcal{M} \mathcal{S}_{p, q}^{*}(n ; A, B) \tag{10}
\end{equation*}
$$

There is extensive literature dealing with convolution properties of different families of analytic and meromorphic functions; for details, see [17-23]. More recently, the quantum derivative was utilised by Seoudy and Aouf [24] (see also [25]) to introduce the convolution features for certain classes of analytic functions. Here, we use the quantum derivative to obtain some convolution properties of the meromorphic functions. For this purpose, we defined the new classes $\mathcal{M S}_{p, q}^{*}(A, B)$ and $\mathcal{M} \mathcal{K}_{p, q}(A, B)$. The convolution results are followed by some consequences such as necessary and sufficient conditions, the estimates of coefficients and inclusion characteristics of the subclasses $\mathcal{M} \mathcal{S}_{p, q}^{*}(n ; A, B)$ and $\mathcal{M K}_{p, q}(n ; A, B)$.

## 2. Convolution Properties

Theorem 1. The function $f$ given by (1) is in the class $\mathcal{M} \mathcal{S}_{p, q}^{*}(A, B)$, if and only if

$$
\begin{equation*}
z^{p}\left[f(z) * \frac{1+(C-q) z}{z^{p}(1-z)(1-q z)}\right] \neq 0(z \in U) \tag{11}
\end{equation*}
$$

for all

$$
\begin{equation*}
C=\frac{B+e^{-i \theta}}{A-[p]_{q} B-q[p-1]_{q} e^{-i \theta}} ; \theta \in[0,2 \pi), \tag{12}
\end{equation*}
$$

and also for $C=0$.
Proof. It is simple to check the following two equalities

$$
\begin{equation*}
f(z) * \frac{1}{z^{p}(1-z)}=f(z) \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
f(z) *\left(\frac{1}{q z^{p}(1-z)(1-q z)}-\frac{[1+p]_{q}}{q z^{p}(1-z)}\right)=q^{p} z \partial_{q} f(z) \tag{14}
\end{equation*}
$$

In view of (5), $f \in \mathcal{M} \mathcal{S}_{p, q}^{*}(A, B)$, if and only if (1.4) holds. Since the function $\frac{1+A z}{1+B z}$ is analytic function on $U$, it follows that $f(z) \neq 0, z \in U^{*}$; that is $z^{p} f(z) \neq 0, z \in U$, and using the first identity of (13). That is the same as saying that the relation (11) is satisfied for $C=0$. According to the concept of subordination of two functions in (14), there exists an analytic function $w(z)$ in $U$ with $w(0)=0,|w(z)|<1$ in such a way that

$$
\frac{-q^{p} z \partial_{q} f(z)}{[p]_{q} f(z)}=\frac{1+A w(z)}{1+B w(z)}(z \in U)
$$

which leads to

$$
\frac{-q^{p} z \partial_{q} f(z)}{[p]_{q} f(z)} \neq \frac{1+A e^{i \theta}}{1+B e^{i \theta}}(f(z) \neq 0, z \in U ; 0 \leq \theta<2 \pi),
$$

or

$$
\begin{equation*}
z^{p}\left[\left(q^{p} z \partial_{q} f(z)\right)\left(1+B e^{i \theta}\right)+[p]_{q} f(z)\left(1+A e^{i \theta}\right)\right] \neq 0 \tag{15}
\end{equation*}
$$

We may now deduce the following from (13)-(15):

$$
\begin{aligned}
& z^{p}\left[\left(f(z) * \frac{1-[1+p]_{q}(1-q z)}{q z^{p}(1-z)(1-q z)}\right)\left(1+B e^{i \theta}\right)+\left(1+A e^{i \theta}\right)\left(f(z) * \frac{1}{z^{p}(1-z)}\right)\right] \neq 0, \\
& z^{p}\left[f(z) *\left(\frac{\left(1-[1+p]_{q}+q[1+p]_{q} z\right)\left(1+B e^{i \theta}\right)+q(1-q z)\left(1+A e^{i \theta}\right)}{q z^{p}(1-z)(1-q z)}\right)\right] \neq 0,
\end{aligned}
$$

but $1-[1+p]_{q}=-q[p]_{q}$; then, the condition became

$$
z^{p}\left[f(z) *\left(\frac{q\left([1+p]_{q} z-[p]_{q}\right)\left(1+B e^{i \theta}\right)+q(1-q z)\left(1+A e^{i \theta}\right)}{q z^{p}(1-z)(1-q z)}\right)\right] \neq 0,
$$

or,

$$
z^{p}\left[f(z) *\left(\frac{\left([1+p]_{q} z-[p]_{q}\right)\left(1+B e^{i \theta}\right)+(1-q z)\left(1+A e^{i \theta}\right)}{z^{p}(1-z)(1-q z)}\right)\right] \neq 0
$$

or, equivalent to

$$
z^{p}\left[f(z) *\left(\frac{1-[p]_{q}+\left(A-[p]_{q} B\right) e^{i \theta}+\left([1+p]_{q}-q+\left([1+p]_{q} B-q A\right) e^{i \theta}\right) z}{z^{p}(1-z)(1-q z)}\right)\right] \neq 0
$$

or,

$$
z^{p}\left[f(z) *\left(\frac{-q[p-1]_{q}+\left(A-[p]_{q} B\right) e^{i \theta}+\left([1+p]_{q}-q+\left([1+p]_{q} B-q A\right) e^{i \theta}\right) z}{z^{p}(1-z)(1-q z)}\right)\right] \neq 0
$$

or,

$$
z^{p}\left[f(z) *\left(\frac{1+\frac{\left([1+p]_{q}-q+\left([1+p]_{q} B-q A\right) e^{i \theta}\right) z}{-q[p-1]_{q}+\left(A-[p]_{q} B\right) e^{i \theta}}}{z^{p}(1-z)(1-q z)}\left(\left(A-[p]_{q} B\right) e^{i \theta}-q[p-1]_{q}\right)\right]\right) \neq 0
$$

by dividing both sides by the non-zero quantity $\left(A-[p]_{q} B\right) e^{i \theta}-q[p-1]_{q}$, then we have

$$
z^{p}\left[f(z) *\left(\frac{1+\frac{\left([1+p]_{q}-q+\left([1+p]_{q} B-q A\right) e^{i \theta}\right) z}{-q[p-1]_{q}+\left(A-[p]_{q} B\right) e^{i \theta}}}{z^{p}(1-z)(1-q z)}\right)\right] \neq 0
$$

which is the same as

$$
z^{p}\left[f(z) *\left(\frac{1+\left(\frac{[1+p]_{q}-q+\left([1+p]_{q} B-q A\right) e^{i \theta}+q\left(-q[p-1]_{q}+\left(A-[p]_{q} B\right) e^{i \theta}\right)}{-q[p-1]_{q}+\left(A-[p]_{q} B\right) e^{i \theta}}-q\right) z}{z^{p}(1-z)(1-q z)}\right)\right] \neq 0,
$$

or,

$$
z^{p}\left[f(z) *\left(\frac{1+\left(\frac{[1+p]_{q}-q-q^{2}[p-1]_{q}+\left([1+p]_{q}-q[p]_{q}\right) B e^{i \theta}}{-q[p-1]_{q}+\left(A-[p]_{q} B\right) e^{i \theta}}-q\right) z}{z^{p}(1-z)(1-q z)}\right)\right] \neq 0
$$

but $[1+p]_{q}-q-q^{2}[p-1]_{q}=[1+p]_{q}-q[p]_{q}=1$, then the convolution condition became

$$
z^{p}\left[f(z) *\left(\frac{1+\left(\frac{e^{-i \theta}+B}{A-[p]_{q} B-q[p-1]_{q} e^{-i \theta}}-q\right) z}{z^{p}(1-z)(1-q z)}\right)\right] \neq 0
$$

This leads to (11), proving the first part of Theorem 1.
In contrast, because (11) holds for $C=0$, it follows that $z^{p} f(z) \neq 0$ for all $z \in U$, and hence the function.

$$
\varphi(z)=\frac{-q^{p} z \partial_{q} f(z)}{[p]_{q} f(z)}
$$

is analytic in $U$ (i.e., it is regular at $z_{0}=0$, with $\varphi(0)=1$ ). We obtain that because the assumption (11) is equivalent to (15), as shown in the first section of the proof.

$$
\begin{equation*}
\frac{-q^{p} z \partial_{q} f(z)}{[p]_{q} f(z)} \neq \frac{1+A e^{i \theta}}{1+B e^{i \theta}}(\theta \in[0,2 \pi), f(z) \neq 0, z \in U) \tag{16}
\end{equation*}
$$

if we denote

$$
\begin{equation*}
\psi(z)=\frac{1+A z}{1+B z} \tag{17}
\end{equation*}
$$

therefore $\varphi(U) \cap \psi(\partial U)=\phi$, with the help of the relation (16). Thus, the simply connected domain $\varphi(U)$ is included in a connected component of $\mathbb{C} \backslash \psi(\partial U)$. As a result, a connected component of $\mathbb{C} \backslash \psi(\partial U)$ includes the simply connected domain $\varphi(U)$. The fact that $\varphi(0)=\psi(0)$ and the univalence of the function $\psi$ lead to the conclusion that
$\varphi(z) \prec \psi(z)$. This completes the proof of the second item of Theorem 1 by representing the subordination (5), i.e., $f \in \mathcal{M} \mathcal{S}_{p, q}^{*}(A, B)$.

Remark 2. (i) We obtain the results obtained in the paper of Aouf et al. in [17] (Theorem 4, with $\lambda=0$ and $b=1$ ) by putting $p=1$ and $q \rightarrow 1^{-}$in Theorem 1. See also, Bulboacă et al. [20] (Theorem 1, with $b=1$ ) and El-Ashwah [21] (Theorem 1, with $p=1$ );
(ii) Putting $p=1, q \rightarrow 1^{-}, A=1$ and $B=-1$ in Theorem 1, we obtain the result of Aouf et al. [18] (Theorem 1, with $b=m=1$ ).

In Theorem 1, we have the following corollary if $A=1-2 \alpha$ and $B=-1$.
Corollary 1. The function $f$ defined by (1) is in the class $\mathcal{M S}_{p, q}^{*}(\alpha)$, if and only if

$$
z^{p}\left[f(z) * \frac{1+\left(\frac{\left(1+q^{2}[p-1]_{q}\right) e^{-i \theta}-q\left(1-2 \alpha+[p]_{q}\right)}{1-2 \alpha+[p]_{q}-q[p-1]_{q^{e}}-i \theta}\right) z}{z^{p}(1-z)(1-q z)}\right] \neq 0(z \in U),
$$

Taking $q \rightarrow 1^{-}, A=1-2 \alpha$ and $B=-1$ in Theorem 1, we obtain the following corollary.
Corollary 2. The function $f$ expressed in (1) belongs to $\mathcal{M S}_{p}^{*}(\alpha)$, if and only if

$$
z^{p}\left[f(z) * \frac{1+\left[\frac{2(1-\alpha)+p\left(e^{-i \theta}-1\right)}{1-2 \alpha+p-(p-1) e^{-i \theta}}\right]}{z^{p}(1-z)^{2}}\right] \neq 0(z \in U)
$$

Theorem 2. The function $f$ of the form (1) is a member of the class $\mathcal{M K}_{p, q}(A, B)$, if and only if

$$
\begin{equation*}
z^{p}\left[f(z) * \frac{1-\frac{\left(1-q^{p+2}\right)-q\left(1-q^{p-1}\right)(C-q)}{1-q^{p}} z-\frac{q\left(1-q^{p+1}\right)(C-q)}{1-q^{p}} z^{2}}{z^{p}(1-z)(1-q z)\left(1-q^{2} z\right)}\right] \neq 0(z \in U), \tag{18}
\end{equation*}
$$

for all $C$ defined by (12), and also for $C=0$.
Proof. If

$$
\begin{equation*}
g(z)=\frac{1+(C-q) z}{z^{p}(1-z)(1-q z)} \tag{19}
\end{equation*}
$$

then

$$
-\frac{q^{p} z \partial_{q} g(z)}{[p]_{q}}=\frac{-q^{p} z}{[p]_{q}}\left[\frac{1}{(q-1) z}(g(q z)-g(z))\right]
$$

which leads to

$$
\begin{equation*}
-\frac{q^{p} z \partial_{q} g(z)}{[p]_{q}}=\frac{1-\left(\frac{\left(1-q^{p+2}\right)-q\left(1-q^{p-1}\right)(C-q)}{1-q^{p}}\right) z-\left(\frac{q\left(1-q^{p+1}\right)(C-q)}{1-q^{p}}\right) z^{2}}{z^{p}(1-z)(1-q z)\left(1-q^{2} z\right)} \tag{20}
\end{equation*}
$$

The following identity remains true for two functions, $f$ and $g$, which belong to $\mathcal{M}_{p}$.

$$
\begin{equation*}
\left(-\frac{q^{p} z \partial_{q} f(z)}{[p]_{q}}\right) * g(z)=f(z) *\left(-\frac{q^{p} z \partial_{q} g(z)}{[p]_{q}}\right) . \tag{21}
\end{equation*}
$$

Now, by using equivalence relation (7) and Theorem 1, the proof can be achieved by applying (20) and (21).

Remark 3. (i) Putting $p=1$ and $q \rightarrow 1^{-}$in Theorem 2, we arrive at the results of Aouf et al. [17] (Theorem 6, with $\lambda=0$ and $b=1$ ) and Bulboacă et al. [20] (Theorem 2, with $b=1$ ), and El-Ashwah [21] (Theorem 2, with $p=1$ );
(ii) Putting $p=1, q \rightarrow 1^{-}, A=1$ and $B=-1$ in Theorem 2, we reach the conclusion of Aouf et al. [18] (Theorem 3, with $b=m=1$ ).

As a result, we have the following corollary by taking $A=1-2 \alpha$ and $B=-1$ in Theorem 2.

Corollary 3. The function $f \in \mathcal{M} \mathcal{K}_{p, q}(\alpha)$, if and only if

$$
z^{p}\left[f(z) * \frac{1-D z-E z^{2}}{z^{p}(1-z)(1-q z)\left(1-q^{2} z\right)}\right] \neq 0(z \in U)
$$

where

$$
D=\frac{\left(1-q^{p+2}\right)-q\left(1-q^{p-1}\right)\left(\frac{\left(1+q^{2}[p-1]_{q}\right) e^{-i \theta}-q\left(1-2 \alpha+[p]_{q}\right)}{1-2 \alpha+[p]_{q}-q[p-1]_{q} e^{-i \theta}}\right)}{1-q^{p}}
$$

and

$$
E=\frac{q\left(1-q^{p+1}\right)\left(\left(1+q^{2}[p-1]_{q}\right) e^{-i \theta}-q\left(1-2 \alpha+[p]_{q}\right)\right)}{\left(1-q^{p}\right)\left(1-2 \alpha+[p]_{q}-q[p-1]_{q} e^{-i \theta}\right)}
$$

As a result, we have the following corollary by taking $q \rightarrow 1^{-}, A=1-2 \alpha$ and $B=-1$ in Theorem 2.

Corollary 4. The function $f \in \mathcal{M} \mathcal{K}_{p}(\alpha)$, if and only if

$$
z^{p}\left[f(z) * \frac{1-\frac{2 p(1-2 \alpha+p)-\left(2 p^{2}-p-1\right) e^{-i \theta}}{p(1-2 \alpha+p)-p(p-1) e^{-i \theta}} z-\frac{(p+2)\left(p e^{-i \theta}-(1-2 \alpha+p)\right)-1}{p(1-2 \alpha+p)-p(p-1) e^{-i \theta}} z^{2}}{z^{p}(1-z)^{3}}\right] \neq 0(z \in U) .
$$

Theorem 3. The following are necessary and sufficient requirements for the function $f \in \mathcal{M}_{p}$ to be in the class $\mathcal{M S}_{p, q}^{*}(n ; A, B)$ :

$$
\begin{equation*}
1+\sum_{k=-p+1}^{\infty}[k+p+1]_{q}^{n} a_{k} z^{k+p} \neq 0(z \in U) \tag{22}
\end{equation*}
$$

or

$$
\begin{equation*}
1+\sum_{k=-p+1}^{\infty}\left([k+p]_{q} C+1\right)[k+p+1]_{q}^{n} a_{k} z^{k+p} \neq 0 \quad(z \in U) \tag{23}
\end{equation*}
$$

where $C$ is defined by (12).
Proof. Let $f \in \mathcal{M}_{p}$, then, by using Theorem 1 and (8) we have $f \in \mathcal{M S}_{p, q}^{*}(n ; A, B)$, if and only if

$$
\begin{equation*}
z^{p}\left[\left(\mathfrak{D}_{q}^{n} f\right)(z) * \frac{1+(C-q) z}{z^{p}(1-z)(1-q z)}\right] \neq 0(z \in U) \tag{24}
\end{equation*}
$$

for all $C=\frac{B+e^{-i \theta}}{A-[p]_{q} B-q[p-1]_{q} e^{-i \theta}} ; \theta \in[0,2 \pi)$, and also for $C=0$. Since

$$
\begin{equation*}
\frac{1+(0-q) z}{z^{p}(1-z)(1-q z)}=z^{-p}+\sum_{k=-p+1}^{\infty} z^{k} \tag{25}
\end{equation*}
$$

by using (3) and (25) in (24) in case of $C=0$, then we can obtain (22).

Similarly, it can be shown that

$$
\begin{equation*}
\frac{1+(C-q) z}{z^{p}(1-z)(1-q z)}=z^{-p}+\sum_{k=-p+1}^{\infty}\left([k+p]_{q} C+1\right) z^{k} \tag{26}
\end{equation*}
$$

then using (3) and (26) in (24), we can obtain (23). The proof is complete.
The next theorem can be established using the same method, and the proof is eliminated.
Theorem 4. The following are necessary and sufficient requirements for the function $f \in \mathcal{M}_{p}$ to be in the class $\mathcal{M K}_{p, q}(n ; A, B)$ :

$$
\begin{equation*}
1-\sum_{k=-p+1}^{\infty} q[k]_{q}[k+p+1]_{q}^{n} a_{k} z^{k+p} \neq 0(z \in U) \tag{27}
\end{equation*}
$$

or

$$
\begin{equation*}
1-\sum_{k=-p+1}^{\infty} q[k]_{q}\left([k+p]_{q} C+1\right)[k+p+1]_{q}^{n} a_{k} z^{k+p} \neq 0(z \in U) . \tag{28}
\end{equation*}
$$

## 3. Estimates of Coefficients and Inclusion Characteristics

In this section, as an application of Theorems 3 and 4, we introduce some estimates of the coefficients $a_{k}(k \geq-p+1)$ of functions of the form (1) which belong to the two main classes $\mathcal{M} \mathcal{S}_{p, q}^{*}(n ; A, B)$ and $\mathcal{M} \mathcal{K}_{p, q}(n ; A, B)$, respectively. Moreover, we give the inclusion relationships of the two classes.

Theorem 5. If the function $f \in \mathcal{M}_{p}$ fulfills the inequalities

$$
\begin{equation*}
\sum_{k=-p+1}^{\infty}[k+p+1]_{q}^{n}\left|a_{k}\right|<1, \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k=-p+1}^{\infty}\left([k+p]_{q}|C|+1\right)[k+p+1]_{q}^{n}\left|a_{k}\right|<1, \tag{30}
\end{equation*}
$$

then $f \in \mathcal{M} \mathcal{S}_{p, q}^{*}(n ; A, B)$.
Proof. According to (29), a simple calculation shows that

$$
\begin{aligned}
\left|1+\sum_{k=-p+1}^{\infty}[k+p+1]_{q}^{n} a_{k} z^{k+p}\right| & \geq 1-\left|\sum_{k=-p+1}^{\infty}[k+p+1]_{q}^{n} a_{k} z^{k+p}\right| \\
& \geq 1-\sum_{k=-p+1}^{\infty}[k+p+1]_{q}^{n}\left|a_{k}\right||z|^{k+p} \\
& >1-\sum_{k=-p+1}^{\infty}[k+p+1]_{q}^{n}\left|a_{k}\right|>0
\end{aligned}
$$

which leads to satisfaction of (22), then $f \in \mathcal{M} \mathcal{S}_{p, q}^{*}(n ; A, B)$. Similarly, using the assumption (30), we conclude that

$$
\begin{aligned}
& \left|1+\sum_{k=-p+1}^{\infty}\left([k+p]_{q} C+1\right)[k+p+1]_{q}^{n} a_{k} z^{k+p}\right| \\
& \geq 1-\left|\sum_{k=-p+1}^{\infty}\left([k+p]_{q} C+1\right)[k+p+1]_{q}^{n} a_{k} z^{k+p}\right| \\
& \geq 1-\sum_{k=-p+1}^{\infty}\left([k+p]_{q}|C|+1\right)[k+p+1]_{q}^{n}\left|a_{k}\right||z|^{k+p} \\
& >1-\sum_{k=-p+1}^{\infty}\left([k+p]_{q}|C|+1\right)[k+p+1]_{q}^{n}\left|a_{k}\right|>0,
\end{aligned}
$$

which shows that (23) holds true and $f \in \mathcal{M} \mathcal{S}_{p, q}^{*}(n ; A, B)$; the proof is finished.
Similarly, results regarding $\mathcal{M} \mathcal{K}_{p, q}(n ; A, B)$ can be introduced as follows:
Theorem 6. If the function $f \in \mathcal{M}_{p}$ fulfills the inequalities

$$
\begin{equation*}
\sum_{k=-p+1}^{\infty} q[k]_{q}[k+p+1]_{q}^{n}\left|a_{k}\right|<1 \tag{31}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k=-p+1}^{\infty} q[k]_{q}\left([k+p]_{q}|C|+1\right)[k+p+1]_{q}^{n}\left|a_{k}\right|<1 \tag{32}
\end{equation*}
$$

then $f \in \mathcal{M K}_{p, q}(n ; A, B)$.
Now, using the appropriate technique due to Ahuja [26], we introduce the inclusion relationships of $\mathcal{M} \mathcal{S}_{p, q}^{*}(n ; A, B)$ and $\mathcal{M} \mathcal{K}_{p, q}(n ; A, B)$, respectively.

Theorem 7. If $n \in \mathbb{N}_{o}$, then

$$
\begin{equation*}
\mathcal{M S}_{p, q}^{*}(n+1 ; A, B) \subset \mathcal{M} \mathcal{S}_{p, q}^{*}(n ; A, B) \tag{33}
\end{equation*}
$$

Proof. If $f \in \mathcal{M S}_{p, q}^{*}(n+1 ; A, B)$, then using Theorem 3, we can write

$$
\begin{equation*}
1+\sum_{k=-p+1}^{\infty}[k+p+1]_{q}^{n+1} a_{k} z^{k+p} \neq 0 \quad(z \in U) \tag{34}
\end{equation*}
$$

or

$$
\begin{equation*}
1+\sum_{k=-p+1}^{\infty}\left([k+p]_{q} C+1\right)[k+p+1]_{q}^{n+1} a_{k} z^{k+p} \neq 0 \quad(z \in U) \tag{35}
\end{equation*}
$$

but (34) and (35) can be written as follows:

$$
\begin{equation*}
\left(1+\sum_{k=-p+1}^{\infty}[k+p+1]_{q} z^{k+p}\right) *\left(1+\sum_{k=-p+1}^{\infty}[k+p+1]_{q}^{n} a_{k} z^{k+p}\right) \neq 0 \tag{36}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(1+\sum_{k=-p+1}^{\infty}[k+p+1]_{q} z^{k+p}\right) *\left(1+\sum_{k=-p+1}^{\infty}\left([k+p]_{q} C+1\right)[k+p+1]_{q}^{n} a_{k} z^{k+p}\right) \neq 0 . \tag{37}
\end{equation*}
$$

Let us really define the function

$$
\begin{equation*}
h_{1}(z)=1+\sum_{k=-p+1}^{\infty}[k+p+1]_{q} z^{k+p} . \tag{38}
\end{equation*}
$$

We note that the assumption that $h_{1}(z)=0$ leads to $|z|>1$, Thus, we deduce that $h_{1}(z) \neq 0$. Using the property that if $h_{1} * g \neq 0$ and $h_{1} \neq 0$, then $g \neq 0$. Thus from (36) and (37) and using the function $h_{1}(z) \neq 0$, we obtain

$$
\begin{equation*}
1+\sum_{k=-p+1}^{\infty}[k+p+1]_{q}^{n} a_{k} z^{k+p} \neq 0 \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
1+\sum_{k=-p+1}^{\infty}\left([k+p]_{q} C+1\right)[k+p+1]_{q}^{n} a_{k} z^{k+p} \neq 0 \tag{40}
\end{equation*}
$$

then Theorem 3 tells us that $f \in \mathcal{M} \mathcal{S}_{p, q}^{*}(n ; A, B)$.
The following theorem gives the inclusion relationship regarding $\mathcal{M} \mathcal{K}_{p, q}(n ; A, B)$.
Theorem 8. For $n \in \mathbb{N}_{0}$, we have

$$
\begin{equation*}
\mathcal{M} \mathcal{K}_{p, q}(n+1 ; A, B) \subset \mathcal{M} \mathcal{K}_{p, q}(n ; A, B) . \tag{41}
\end{equation*}
$$

Our results in Theorems 7 and 8 above can be utilised to introduce the following consequences.
Corollary 5. Suppose that $m=n+1, n+2, \ldots\left(n \in \mathbb{N}_{0}\right)$. Then

$$
f \in \mathcal{M} \mathcal{S}_{p, q}^{*}(m ; A, B) \Longrightarrow f \in \mathcal{M} \mathcal{S}_{p, q}^{*}(n ; A, B)
$$

Equivalently, if

$$
\mathfrak{D}_{q}^{m} f(z) \in \mathcal{M} \mathcal{S}_{p, q}^{*}(A, B),
$$

then

$$
f \in \mathcal{M} \mathcal{S}_{p, q}^{*}(n ; A, B)
$$

Corollary 6. Suppose that $m=n+1, n+2, \ldots\left(n \in \mathbb{N}_{0}\right)$. Then

$$
f \in \mathcal{M K}_{p, q}(m ; A, B) \Longrightarrow f \in \mathcal{M} \mathcal{K}_{p, q}(n ; A, B)
$$

Equivalently, if

$$
\mathfrak{D}_{q}^{m} f(z) \in \mathcal{M} \mathcal{K}_{p, q}(A, B),
$$

then

$$
f \in \mathcal{M} \mathcal{K}_{p, q}(n ; A, B)
$$

## 4. Conclusions

We have defined a new operator on the set of meromorphically multivalent functions. With the help of this operator, we introduced the new subclasses $\mathcal{M} \mathcal{K}_{p, q}(n ; A, B)$ and $\mathcal{M} \mathcal{S}_{p, q}^{*}(n ; A, B)$. The study was concentrated on convolution conditions. Our suggestions for future studies on these subclasses is to use them in studies involving the theories of differential subordination and superordination. Additionally, one can define the results concerning the calculation of the bounds of coefficients of the bi-univalent functions, also obtaining the Fekete-Szegö functionals.
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#### Abstract

In the research presented in this paper, confluent hypergeometric function is embedded in the theory of strong differential superordinations. In order to proceed with the study, the form of the confluent hypergeometric function is adapted taking into consideration certain classes of analytic functions depending on an extra parameter previously introduced related to the theory of strong differential subordination and superordination. Operators previously defined using confluent hypergeometric function, namely Kummer-Bernardi and Kummer-Libera integral operators, are also adapted to those classes and strong differential superordinations are obtained for which they are the best subordinants. Similar results are obtained regarding the derivatives of the operators. The examples presented at the end of the study are proof of the applicability of the original results.
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## 1. Introduction

The theory of strong differential subordination was initiated by Antonino and Romaguera [1] as a generalization of the classical concept of differential subordination introduced by Miller and Mocanu [2,3]. The results obtained by Antonino and Romaguera for the case of strong Briot-Bouquet differential subordinations inspired the development of the general theory related to strong differential subordination as seen for the classical case of differential subordination which is synthetized in [4]. The main aspects of strong differential subordination theory were established in a paper published in 2009 [5] by stating the three problems on which the theory is based on and by defining the notions of solution of a strong differential subordination and dominant of the solutions of the strong differential subordination. The class of admissible functions, a basic tool in the study of strong differential subordinations, was also introduced in this paper. The theory developed rapidly especially through studies associated to different operators like Liu-Srivastava operator [6], a generalized operator [7], multiplier transformation [8,9], Komatu integral operator [10], Sălăgean operator and Ruscheweyh derivative [11] or a certain differential operator [12]. The topic is still interesting for researchers as it is obvious from the numerous publications in the last two years when multiplier transformation and Ruscheweyh derivative [13] or integral operators [14] were used for obtaining new strong subordination results. We can refer to $[15,16]$ for applications of differential operators in the analyses of phenomena from mathematical biology.

The dual notion of strong differential superordination was introduced also in 2009 [17] following the pattern set by Miller and Mocanu for the classical notion of differential superordination [18]. The special case of first order strong differential superordinations was next investigated [19]. Strong differential superodinations were applied to a general equation [20] and they were also related to different operators such as generalized Sălăgean
and Ruscheweyh operators [21], new generalized derivative operator [22], or certain general operators [23]. This notion is still popular as it can be proved by listing a few more papers than already shown, published recently [24-26].

In 2012 [27], some interesting new classes were introduced related to the theory of strong differential subordination and superordination. They are intensely used for obtaining new results ever since they were connected to the studies.

The study presented in this paper uses those classes which we list as follows:
For $U=\{z \in \mathbb{C}:|z|<1\}$ the unit disc of the complex plane, there are some notations used: $\bar{U}=\{z \in C:|z| \leq 1\}$ and $\partial U=\{z \in C:|z|=1\} . H(U)$ denotes the class of holomorphic functions in the unit disc.

Let $H(U \times \bar{U})$ denote the class of analytic functions in $U \times \bar{U}$.
The following subclasses of $H(U \times \bar{U})$ are defined in [27]:
$H_{\zeta}[a, n]=\left\{f \in H(U \times \bar{U}): f(z, \zeta)=a+a_{n}(\zeta) z^{n}+a_{n+1}(\zeta) z^{n+1}+\ldots, z \in U, \zeta \in \bar{U}\right\}$
with $a_{k}(\zeta)$ holomorphic functions in $\bar{U}, k \geq n, a \in \mathbb{C}, n \in \mathbb{N}$.

$$
H \zeta_{u}(U)=\left\{f \in H_{\zeta}[a, n]: f(\cdot, \zeta) \text { univalent in } U \text { for all } \zeta \in \bar{U}\right\}
$$

$A \zeta_{n}=\left\{f \in H(U \times \bar{U}): f(z, \zeta)=z+a_{n+1}(\zeta) z^{n+1}+\ldots, z \in U, \zeta \in \bar{U}\right\}$, with $A \zeta_{1}=A \zeta$
and $a_{k}(\zeta)$ holomorphic functions in $\bar{U}, k \geq n+1, n \in \mathbb{N}$.

$$
S^{*} \zeta=\left\{f \in A \zeta: \operatorname{Re} \frac{z f_{z}^{\prime}(z, \zeta)}{f(z, \zeta)}>0, z \in U, \zeta \in \bar{U}\right\}
$$

denotes the class of starlike functions in $U \times \bar{U}$.

$$
K \zeta=\left\{f \in A \zeta: \operatorname{Re}\left(\frac{z f_{z^{2}}^{\prime \prime}(z, \zeta)}{f_{z}^{\prime}(z, \zeta)}+1\right)>0, z \in U, \zeta \in \bar{U}\right\}
$$

denotes the class of convex functions in $U \times \bar{U}$.
For obtaining the original results of this paper, the following definitions and notations introduced in [27] are necessary:

Definition 1 ([27]). Let $h(z, \zeta)$ and $f(z, \zeta)$ be analytic functions in $U \times \bar{U}$. The function $f(z, \zeta)$ is said to be strongly subordinate to $h(z, \zeta)$, or $h(z, \zeta)$ is said to be strongly superordinate to $f(z, \zeta)$ if there exists a function $w$ analytic in $U$ with $w(0)=0,|w(z)|<1$ such that $f(z, \zeta)=h(w(z), \zeta)$, for all $\zeta \in \bar{U}, z \in U$. In such a case, we write

$$
f(z, \zeta) \ll h(z, \zeta), z \in U, \zeta \in \bar{U} .
$$

Remark 1 ([27]). (a) If $f(z, \zeta)$ is analytic in $U \times \bar{U}$ and univalent in $U$ for $\zeta \in \bar{U}$, then Definition 1 is equivalent to:

$$
f(0, \zeta)=h(0, \zeta), \text { for all } \zeta \in \bar{U} \text { and } f(U \times \bar{U}) \subset h(U \times \bar{U})
$$

(b) If $f(z, \zeta)=f(z), h(z, \zeta)=h(z)$, then the strong superordination becomes the usual superordination.

Definition 2 ([27]). We denote by $Q_{\zeta}$ the set of functions $q(\cdot, \zeta)$ that are analytic and injective, as function of $z$, on $\bar{U} \backslash E(q(z, \zeta))$ where

$$
E(q(z, \zeta))=\left\{\xi \in \partial U: \lim _{z \rightarrow \xi} q(z, \zeta)=\infty\right\}
$$

and are such that $q_{z}^{\prime}(\xi, \zeta) \neq 0$ for $\xi \in \partial U \backslash E(q(z, \zeta)), \zeta \in \bar{U}$.

The subclass of $Q_{\zeta}$ for which $q(0, \zeta)=a$ is denoted by $Q_{\zeta}(a)$.
Definition 3 ([27]). Let $\Omega_{\zeta}$ be a set in $\mathbb{C}, q(\cdot, \zeta) \in \Omega_{\zeta}$, and $n$ a positive integer. The class of admissible functions $\Phi_{n}\left[\Omega_{\zeta}, q(\cdot, \zeta)\right]$ consists of those functions $\varphi: \mathbb{C}^{3} \times U \times \bar{U} \rightarrow \mathbb{C}$ that satisfy the admissibility condition

$$
\begin{equation*}
\varphi(r, s, t ; \xi, \zeta) \in \Omega_{\zeta} \tag{A}
\end{equation*}
$$

whenever $r=q(z, \zeta), s=\frac{z q_{z}^{\prime}(z, \zeta)}{m}, \operatorname{Re}\left(\frac{t}{s}+1\right) \leq \frac{1}{m} \operatorname{Re}\left[\frac{z q_{z_{2}^{\prime}}^{\prime \prime}(z, \zeta)}{q_{z}^{\prime}(z, \zeta)}+1\right], z \in U, \xi \in \bar{U} \backslash E(q(\cdot, \zeta))$ and $m \geq n \geq 1$. When $n=1$ we write $\Phi_{1}\left[\Omega_{\zeta}, q(\cdot, \zeta)\right]$ as $\Phi\left[\Omega_{\zeta}, q(\cdot, \zeta)\right]$.
In the special case when $h(\cdot, \zeta)$ is an analytic mapping of $U \times \bar{U}$ onto $\Omega_{\zeta} \neq \mathbb{C}$ we denote the class $\Phi_{n}[h(U \times \bar{U}), q(z, \zeta)]$ by $\Phi_{n}[h(z, \zeta), q(z, \zeta)]$.
If $\varphi: \mathbb{C}^{2} \times U \times \bar{U} \rightarrow \mathbb{C}$, then the admissibility condition $(A)$ reduces to

$$
\varphi\left(q(z, \zeta), \frac{z q_{z}^{\prime}(z, \zeta)}{m} ; \xi, \zeta\right) \in \Omega_{\zeta}
$$

where $z \in U, \zeta \in \bar{U}, \zeta \in \bar{U} \backslash E(q(\cdot, \zeta))$ and $m \geq n \geq 1$.
Miller-Mocanu lemma given in [18] was rewritten in [27] for functions $p(z, \zeta)$ and $q(z, \zeta)$ as follows:

Lemma $1([17,27])$. Let $p(z, \zeta) \in Q(a)$ and let $q(z, \zeta)=a+a_{n}(\zeta) z^{n}+a_{n+1}(\zeta) z^{n+1}+\ldots$ with $a_{k}(\zeta)$ holomorphic functions in $\bar{U}, k \geq n, q(z, \zeta) \not \equiv a$ and $n \geq 1$. If $q(z, \zeta)$ is not subordinate to $p(z, \zeta)$, then there exist points $z_{0}=r_{0} e^{i \theta_{0}} \in U$ and $\xi_{0} \in \partial U \backslash E(p(z, \zeta))$ and an $m \geq n \geq 1$ for which $q\left(U \times \bar{U}_{r_{0}}\right) \subset p(U \times \bar{U})$ and
(i) $q\left(z_{0}, \zeta\right)=p\left(\xi_{0}, \zeta\right)$,
(ii) $z_{0} q_{z}^{\prime}\left(z_{0}, \zeta\right)=m \xi_{0} p_{z}^{\prime}\left(\xi_{0}, \zeta\right)$ and
(iii) $\operatorname{Re}\left(\frac{z_{0} q_{z^{2}}^{\prime \prime}\left(z_{0}, \zeta\right)}{q_{z}^{\prime}\left(z_{0}, \zeta\right)}+1\right) \geq m \operatorname{Re}\left(\frac{\tilde{\xi}_{0} p_{z^{2}}^{\prime \prime}\left(\xi_{0}, \zeta\right)}{p_{z}^{\prime}\left(\xi_{0}, \zeta\right)}+1\right)$.

This lemma will be used in the next section for proving the theorems which contain the original results. Another helpful result which will be used is the next lemma proved in [28].

Lemma 2 ([28]). Let $h(z, \zeta)$ be convex in $U$ for all $\zeta \in \bar{U}$ with $h(0, \zeta)=a, \gamma \neq 0$, $\operatorname{Re} \gamma>0$ and $p \in H_{\zeta}[a, 1] \cap Q$. If $p(z, \zeta)+\frac{z p_{z}^{\prime}(z, \zeta)}{\gamma}$ is univalent in $U$ for all $\zeta \in \bar{U}$,

$$
h(z, \zeta) \ll p(z, \zeta)+\frac{z p_{z}^{\prime}(z, \zeta)}{\gamma}
$$

and

$$
q(z, \zeta)=\frac{\gamma}{z^{\gamma}} \int_{0}^{z} h(t, \zeta) t^{\gamma-1} d t
$$

then

$$
q(z, \zeta) \ll p(z, \zeta), z \in U, \zeta \in \bar{U} .
$$

The function $q$ is convex and is the best subordinant.
The connection between univalent function theory and hypergeometric functions was established in 1985 when de Branges used the generalized hypergeometric function for proving Bieberbach's conjecture [29]. Once hypergeometric functions were considered in studies regarding univalent functions, confluent hypergeometric function was used in many investigations. One of the first papers which investigated confluent hypergeometric
function and gave conditions for its univalence was published in 1990 [30]. Ever since then, aspects of its univalence were further investigated [31,32], it was considered in connection with other important functions [33-37] and it was used in the definition of new operators [38]. This prolific function is used in the present paper for obtaining results related to another topic, strong differential superordinations. The function is considered as follows:

Definition 4 ([30]). Let $a$ and $c$ be complex numbers with $c \neq 0,-1,-2, \ldots$ and consider

$$
\begin{equation*}
\phi(a, c ; z)=1+\frac{a}{c} \cdot \frac{z}{1!}+\frac{a(a+1)}{c(c+1)} \cdot \frac{z^{2}}{2!}+\ldots, z \in U \tag{1}
\end{equation*}
$$

This function is called confluent (Kummer) hypergeometric function, is analytic in $\mathbb{C}$, and satisfies Kummer's differential equation:

$$
z \cdot w^{\prime \prime}(z)+[c-z] \cdot w^{\prime}(z)-a \cdot w(z)=0 .
$$

If we let

$$
(d)_{k}=\frac{\Gamma(d+k)}{\Gamma(d)}=d(d+1)(d+2) \ldots(d+k-1) \text { and }(d)_{0}=1
$$

then (1) can be written in the form

$$
\begin{equation*}
\phi(a, c ; z)=\sum_{k=0}^{\infty} \frac{(a)_{k}}{(c)_{k}} \cdot \frac{z^{k}}{k!}=\frac{\Gamma(c)}{\Gamma(a)} \cdot \sum_{k=0}^{\infty} \frac{\Gamma(a+k)}{\Gamma(c+k)} \cdot \frac{z^{k}}{k!} \tag{2}
\end{equation*}
$$

In the study conducted for obtaining the original results presented in the next section of this paper, the operators introduced in [38] are adapted to the subclasses of $H(U \times \bar{U})$ defined in [27] as follows:

Definition 5 ([38]). Let $\phi(a, c ; z)$ be given by (1) and let $\gamma>0$. The integral operator $B: H_{\zeta}[1,1] \rightarrow H_{\zeta}[1,1]$,

$$
\begin{equation*}
B[\phi(a(\zeta), c(\zeta) ; z, \zeta)]=B(a(\zeta), c(\zeta) ; z, \zeta)=\frac{\gamma}{z^{\gamma}} \int_{0}^{z} \phi(a(\zeta), c(\zeta) ; t, \zeta) t^{\gamma-1} d t \tag{3}
\end{equation*}
$$

$z \in U, \zeta \in \bar{U}$, is called Kummer-Bernardi integral operator.
For $\gamma=1$ the integral operator $L: H_{\zeta}[1,1] \rightarrow H_{\zeta}[1,1]$ is defined as

$$
\begin{equation*}
L[\phi(a(\zeta), c(\zeta) ; z, \zeta)]=L(a(\zeta), c(\zeta) ; z, \zeta)=\frac{1}{z} \int_{0}^{z} \phi(a(\zeta), c(\zeta) ; t, \zeta) d t \tag{4}
\end{equation*}
$$

$z \in U, \zeta \in \bar{U}$, which is called Kummer-Libera integral operator.
The form of the confluent hypergeometric function adapted to the new classes depending on the extra parameter $\zeta$ needed in the studies related to strong differential superordination theory is given in the next section. Strong differential superordinations are proved in the theorems for which the operators given by (3) and (4) and their derivatives with respect to $z$ are the best subordinants considering $\gamma$ in relation (3) both a real number, $\gamma>0$, and a complex number with $\operatorname{Re} \gamma>0$. Examples are constructed as proof of the applicability of the new results.

## 2. Main Results

Considering confluent hypergeometric function defined by (1) or (2), if coefficients a and $c$ complex numbers are replaced by holomorphic functions $a(\zeta), c(\zeta)$ depending on the parameter $\zeta \in \bar{U}$, the function changes its form into the following:

$$
\begin{equation*}
\phi(a(\zeta), c(\zeta) ; z, \zeta)=1+\frac{a(\zeta)}{c(\zeta)} \cdot \frac{z}{1!}+\frac{a(\zeta)[a(\zeta)+1]}{c(\zeta)[c(\zeta)+1]} \cdot \frac{z^{2}}{2!}+\ldots, z \in U, \tag{5}
\end{equation*}
$$

where $(\zeta) \neq 0, c(\zeta) \neq 0,-1,-2, \ldots$.
In [32], Corollary 4 the convexity in the unit disc of the function $\phi(a, c ; z)$ given by (1) was proved. This property extends to the new form of the function $(a(\zeta), c(\zeta) ; z, \zeta)$, as seen in (5).

The first original theorem presented in this paper uses the convexity of the function $\phi(a(\zeta), c(\zeta) ; z, \zeta)$ and the methods related to strong differential superordination theory in order to find necessary conditions for Kummer-Bernardi integral operator presented in Definition 5 to be the best subordinant of a certain strong differential superordination involving confluent hypergeometric function $\phi(a(\zeta), c(\zeta) ; z, \zeta)$.

Theorem 1. Consider the confluent hypergeometric function $\phi(a(\zeta), c(\zeta) ; z, \zeta)$ defined by (5) and Kummer-Bernardi integral operator $B(a(\zeta), c(\zeta) ; z, \zeta)$ given by (3). Let $\varphi: \mathbb{C}^{2} \times U \times \bar{U} \rightarrow \mathbb{C}$ be an admissible function with the properties seen in Definition 3. Suppose that $\phi(a(\zeta), c(\zeta) ; z, \zeta)$ is a univalent solution of the equation

$$
\begin{equation*}
\phi(a(\zeta), c(\zeta) ; z, \zeta)=\varphi\left(B(a(\zeta), c(\zeta) ; z, \zeta), z \cdot B_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta) ; z, \zeta\right) \tag{6}
\end{equation*}
$$

If $\varphi \in \Phi_{n}[h(\underline{U} \times \bar{U}), q(z, \zeta)], p(z, \zeta) \in Q_{\zeta}(1)$ and $\varphi\left(p(z, \zeta), z \cdot p_{z}^{\prime}(z, \zeta) ; z, \zeta\right)$ are univalent in $U$ for all $\zeta \in \bar{U}$, then strong superordination

$$
\begin{equation*}
\phi(a(\zeta), c(\zeta) ; z, \zeta) \ll \varphi\left(p(z, \zeta), z \cdot p_{z}^{\prime}(z, \zeta) ; z, \zeta\right) \tag{7}
\end{equation*}
$$

implies

$$
B(a(\zeta), c(\zeta) ; z, \zeta) \ll p(z, \zeta), z \in U, \zeta \in \bar{U} .
$$

The function $q(z, \zeta)=B(a(\zeta), c(\zeta) ; z, \zeta)$ is the best subordinant.
Proof. Using relation (3) we obtain

$$
\begin{equation*}
z^{\gamma} \cdot B(a(\zeta), c(\zeta) ; z, \zeta)=\gamma \int_{0}^{z} \phi(a(\zeta), c(\zeta) ; t, \zeta) t^{\gamma-1} d t . \tag{8}
\end{equation*}
$$

Differentiating (8) with respect to $z$, following a simple calculation, the next equation is obtained:

$$
\begin{equation*}
\left.B(a(\zeta), c(\zeta) ; z, \zeta)+\frac{1}{\gamma} z \cdot B_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta) ; z, \zeta\right)=\phi(a(\zeta), c(\zeta) ; z, \zeta) \tag{9}
\end{equation*}
$$

Using relation (9), strong superordination (7) becomes:

$$
\begin{equation*}
\left.B(a(\zeta), c(\zeta) ; z, \zeta)+\frac{1}{\gamma} z \cdot B_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta) ; z, \zeta\right) \ll \varphi\left(p(z, \zeta), z \cdot p_{z}^{\prime}(z, \zeta) ; z, \zeta\right) \tag{10}
\end{equation*}
$$

Let $\varphi: \mathbb{C}^{2} \times U \times \bar{U} \rightarrow \mathbb{C}$ be an admissible function, $\varphi(r, s ; z, \zeta) \in \Phi_{n}[h(U \times \bar{U}), q(z, \zeta)]$, defined by:

$$
\begin{equation*}
\varphi(r, s ; z, \zeta)=r+\frac{1}{\gamma} s, r, s \in \mathbb{C}, \gamma>0 . \tag{11}
\end{equation*}
$$

Taking $r=B(a(\zeta), c(\zeta) ; z, \zeta)$, $\left.s=z \cdot B_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta) ; z, \zeta\right)$ relation (11) becomes:

$$
\begin{align*}
&\left.\varphi\left(B(a(\zeta), c(\zeta) ; z, \zeta), z \cdot B_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta) ; z, \zeta\right)\right) \\
&\left.=B(a(\zeta), c(\zeta) ; z, \zeta)+\frac{1}{\gamma} z \cdot B_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta) ; z, \zeta\right) \tag{12}
\end{align*}
$$

Using relation (12) in (10) we get:

$$
\varphi\left(B(a(\zeta), c(\zeta) ; z, \zeta), z \cdot B_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta) ; z, \zeta\right) \ll \varphi\left(p(z, \zeta), z \cdot p_{z}^{\prime}(z, \zeta) ; z, \zeta\right)
$$

Using Definition 1 and Remark 1, a), considering strong differential subordination (7) we get:

$$
\phi(a(\zeta), c(\zeta) ; 0, \zeta)=\varphi(p(0, \zeta), 0 ; 0, \zeta)
$$

and

$$
\begin{equation*}
\phi(U \times \bar{U}) \subset \varphi(U \times \bar{U}) \tag{13}
\end{equation*}
$$

Interpreting relation (13) we conclude that

$$
\begin{equation*}
\varphi\left(p(\xi, \zeta), \xi \cdot p_{z}^{\prime}(\xi, \zeta) ; \xi, \zeta\right) \notin \phi(U \times \bar{U}), \xi \in \partial U, \zeta \in \bar{U} . \tag{14}
\end{equation*}
$$

For $\xi=\xi_{0} \in \partial U$, relation (14) becomes:

$$
\begin{equation*}
\varphi\left(p\left(\xi_{0}, \zeta\right), \xi_{0} \cdot p_{z}^{\prime}\left(\xi_{0}, \zeta\right) ; \xi_{0}, \zeta\right) \notin \phi(U \times \bar{U}), \zeta \in \bar{U} \tag{15}
\end{equation*}
$$

Using relation (6) we get:

$$
\begin{equation*}
\varphi\left(B(a(\zeta), c(\zeta) ; z, \zeta), z \cdot B_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta) ; z, \zeta\right) \in \phi(U \times \bar{U}), z \in U, \zeta \in \bar{U} \tag{16}
\end{equation*}
$$

For $z=z_{0} \in U,(16)$ is written as:

$$
\begin{equation*}
\varphi\left(B\left(a(\zeta), c(\zeta) ; z_{0}, \zeta\right), z_{0} \cdot B_{z}^{\prime}\left(a(\zeta), c(\zeta) ; z_{0}, \zeta\right) ; z_{0}, \zeta\right) \in \phi(U \times \bar{U}), z_{0} \in U, \zeta \in \bar{U} \tag{17}
\end{equation*}
$$

In order to finalize the proof, Lemma 1 and admissibility condition $\left(A^{\prime}\right)$ will be applied. Suppose that $q(z, \zeta)=B(a(\zeta), c(\zeta) ; z, \zeta)$ is not subordinate to $p(z, \zeta)$ for $z \in U, \zeta \in \bar{U}$. Then, using Lemma 1, we know that there are points $z_{0}=r_{0} e^{i \theta_{0}} \in U$ and $\xi_{0} \in \partial U \backslash E(p(z, \zeta))$ and an $m \geq n \geq 1$ such that

$$
\begin{aligned}
\left(z_{0}, \zeta\right) & =B\left(a(\zeta), c(\zeta) ; z_{0}, \zeta\right)=p\left(\xi_{0}, \zeta\right) \text { and } \\
z_{0} \cdot q_{z}^{\prime}\left(z_{0}, \zeta\right) & =z_{0} \cdot B_{z}^{\prime}\left(a(\zeta), c(\zeta) ; z_{0}, \zeta\right)=m \xi_{0} p_{z}^{\prime}\left(\xi_{0}, \zeta\right) .
\end{aligned}
$$

Using those conditions with $r=q\left(z_{0}, \zeta\right)$ and $s=\frac{z_{0} \cdot q_{z}^{\prime}\left(z_{0}, \zeta\right)}{m}$ for $\xi=\xi_{0}$ in Definition 3 and taking into consideration the admissibility condition $\left(A^{\prime}\right)$, we obtain:

$$
\begin{gathered}
\varphi\left(p\left(\xi_{0}, \zeta\right), \xi_{0} \mathrm{p}_{\mathrm{z}}^{\prime}\left(\xi_{0}, \zeta\right) ; \xi_{0}, \zeta\right)=\varphi\left(B\left(a(\zeta), c(\zeta) ; z_{0}, \zeta\right), \frac{z_{0} \cdot B_{z}^{\prime}\left(a(\zeta), c(\zeta) ; z_{0}, \zeta\right)}{m} ; z_{0}, \zeta\right) \\
\in \phi(U \times \bar{U}) .
\end{gathered}
$$

Using $m=1$ in the previous relation, we get

$$
\begin{gathered}
\varphi\left(p\left(\xi_{0}, \zeta\right), \xi_{0} p_{z}^{\prime}\left(\xi_{0}, \zeta\right) ; \xi_{0}, \zeta\right)=\varphi\left(B\left(a(\zeta), c(\zeta) ; z_{0}, \zeta\right), z_{0} \cdot B_{z}^{\prime}\left(a(\zeta), c(\zeta) ; z_{0}, \zeta\right) ; z_{0}, \zeta\right) \\
\in \phi(U \times \bar{U})
\end{gathered}
$$

and using (17) we write

$$
\varphi\left(p\left(\xi_{0}, \zeta\right), \xi_{0} \mathrm{p}_{\mathrm{z}}^{\prime}\left(\xi_{0}, \zeta\right) ; \xi_{0}, \zeta\right) \in \phi(U \times \bar{U}), z \in U, \zeta \in \bar{U},
$$

which contradicts the result obtained in relation (15). Hence, the assumption made is false and we must have:

$$
B(a(\zeta), c(\zeta) ; z, \zeta) \ll p(z, \zeta) \text { for } z \in U, \zeta \in \bar{U}
$$

Since $q(z, \zeta)=B(a(\zeta), c(\zeta) ; z, \zeta)$ satisfies the differential Equation (6), we conclude that $q(z, \zeta)=B(a(\zeta), c(\zeta) ; z, \zeta)$ is the best subordinant.

Remark 2. For $\gamma=1$, instead of Kummer-Bernardi integral operator, Kummer-Libera integral operator defined in (4) is used in Theorem 1 and the following corollary can be written:

Corollary 1. Consider the confluent hypergeometric function $\phi(a(\zeta), c(\zeta) ; z, \zeta)$ defined by (5) and Kummer-Libera integral operator $L(a(\zeta), c(\zeta) ; z, \zeta)$ given by (4). Let $\varphi: \mathbb{C}^{2} \times U \times \bar{U} \rightarrow \mathbb{C}$ be an admissible function with the properties seen in Definition 3. Suppose that $\phi(a(\zeta), c(\zeta) ; z, \zeta)$ is a univalent solution of the equation

$$
\phi(a(\zeta), c(\zeta) ; z, \zeta)=\varphi\left(L(a(\zeta), c(\zeta) ; z, \zeta), z \cdot L_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta) ; z, \zeta\right)
$$

If $\varphi \in \Phi_{n}[h(U \times \bar{U}), q(z, \zeta)], p(z, \zeta) \in Q_{\zeta}(1)$ and $\varphi\left(p(z, \zeta), z \cdot p_{z}^{\prime}(z, \zeta) ; z, \zeta\right)$ are univalent in $U$ for all $\zeta \in \bar{U}$, then strong superordination

$$
\phi(a(\zeta), c(\zeta) ; z, \zeta) \ll \varphi\left(p(z, \zeta), z \cdot p_{z}^{\prime}(z, \zeta) ; z, \zeta\right)
$$

implies

$$
L(a(\zeta), c(\zeta) ; z, \zeta) \ll p(z, \zeta), z \in U, \zeta \in \bar{U}
$$

The function $q(z, \zeta)=L(a(\zeta), c(\zeta) ; z, \zeta)$ is the best subordinant.
Theorem 2. Let $q(z, \zeta)$ be a convex function in the unit disc for all $\zeta \in \bar{U}$, consider the confluent hypergeometric function $\phi(a(\zeta), c(\zeta) ; z, \zeta)$ defined by (5) and Kummer-Bernardi integral operator $B(a(\zeta), c(\zeta) ; z, \zeta)$ given by (3). Let $\varphi: \mathbb{C}^{2} \times U \times \bar{U} \rightarrow \mathbb{C}$ be an admissible function with the properties seen in Definition 3 and define the analytic function

$$
h(z, \zeta)=\left(1+\frac{1}{\gamma}\right) q(z, \zeta)+\frac{1}{\gamma} z \cdot q_{z}^{\prime}(z, \zeta), z \in U, \zeta \in \bar{U}
$$

If $\phi_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta)$ and $B_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta) \in H_{\zeta}[1,1] \cap Q_{\zeta}(1)$ are univalent functions in $U$ for all $\zeta \in \bar{U}$, then strong differential superordination

$$
\begin{equation*}
h(z, \zeta) \ll \phi_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta) \tag{18}
\end{equation*}
$$

implies

$$
q(z, \zeta) \ll B_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta), z \in U, \zeta \in \bar{U}
$$

Proof. Using relation (9) from the proof of Theorem 1 and differentiating it with respect to $z$, we obtain:

$$
\begin{equation*}
\phi_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta)=\left(1+\frac{1}{\gamma}\right) B_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta)+\frac{1}{\gamma} z \cdot B_{z^{2}}^{\prime \prime}(a(\zeta), c(\zeta) ; z, \zeta), z \in U, \zeta \in \bar{U} \tag{19}
\end{equation*}
$$

Using (19), strong differential superordination (18) becomes:

$$
\begin{equation*}
h(z, \zeta) \ll\left(1+\frac{1}{\gamma}\right) B_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta)+\frac{1}{\gamma} z \cdot B_{z^{2}}^{\prime \prime}(a(\zeta), c(\zeta) ; z, \zeta) \tag{20}
\end{equation*}
$$

For the proof of this theorem to be complete, Lemma 1 and the admissibility condition ( $\mathrm{A}^{\prime}$ ) will be applied.

In order to do that, we define the admissible function $\varphi: \mathbb{C}^{2} \times U \times \bar{U} \rightarrow \mathbb{C}$, $\varphi(r, s ; z, \zeta) \in \Phi_{n}[h(U \times \bar{U}), q(z, \zeta)]$, given by:

$$
\begin{equation*}
\varphi(r, s ; z, \zeta)=\left(1+\frac{1}{\gamma}\right) r+\frac{1}{\gamma} s, r, s \in \mathbb{C}, \gamma>0 . \tag{21}
\end{equation*}
$$

Taking $r=B_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta), s=z \cdot B_{\mathrm{z}^{2}}^{\prime \prime}(a(\zeta), c(\zeta) ; z, \zeta)$ relation (21) becomes:

$$
\begin{align*}
\varphi\left(B_{z}^{\prime}(a(\zeta), c(\zeta)\right. & \left.; z, \zeta), z \cdot B_{z^{2}}^{\prime \prime}(a(\zeta), c(\zeta) ; z, \zeta) ; z, \zeta\right)  \tag{22}\\
& \left.=\left(1+\frac{1}{\gamma}\right) B_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta)+\frac{1}{\gamma} z \cdot B_{z^{2}}^{\prime \prime}(a(\zeta), c(\zeta) ; z, \zeta) ; z, \zeta\right)
\end{align*}
$$

Using relation (22) in (20) we get:

$$
h(z, \zeta) \ll \varphi\left(B_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta), z \cdot B_{\mathrm{z}^{2}}^{\prime \prime}(a(\zeta), c(\zeta) ; z, \zeta) ; z, \zeta\right)
$$

Using Definition 1 and Remark 1, a) for this strong differential superordination, we get:

$$
h(0, \zeta)=\varphi\left(B_{z}^{\prime}(a(\zeta), c(\zeta) ; 0, \zeta), 0 ; 0, \zeta\right)
$$

and

$$
\begin{equation*}
h(U \times \bar{U}) \subset \varphi(U \times \bar{U}) \tag{23}
\end{equation*}
$$

Interpreting relation (23) we conclude that

$$
\begin{equation*}
\varphi\left(B_{z}^{\prime}(a(\zeta), c(\zeta) ; \xi, \zeta), \xi \cdot B_{z^{2}}^{\prime \prime}(a(\zeta), c(\zeta) ; \xi, \zeta) ; \xi, \zeta\right) \notin h(U \times \bar{U}), \xi \in \partial U, \zeta \in \bar{U} \tag{24}
\end{equation*}
$$

For $\xi=\xi_{0} \in \partial U$, relation (24) becomes:

$$
\begin{equation*}
\varphi\left(B_{z}^{\prime}\left(a(\zeta), c(\zeta) ; \xi_{0}, \zeta\right), \xi_{0} \cdot B_{z^{2}}^{\prime \prime}\left(a(\zeta), c(\zeta) ; \xi_{0}, \zeta\right) ; \xi_{0}, \zeta\right) \notin h(U \times \bar{U}), \zeta \in \bar{U} \tag{25}
\end{equation*}
$$

Suppose that $q(z, \zeta)$ is not subordinate to $B_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta)$ for $z \in U, \zeta \in \bar{U}$. Then, using Lemma 1, we know that there are points $z_{0}=r_{0} e^{i \theta_{0}} \in U$ and $\xi_{0} \in \partial U \backslash E\left(B_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta)\right)$ and an $m \geq n \geq 1$ such that

$$
\begin{gathered}
q\left(z_{0}, \zeta\right)=B_{z}^{\prime}\left(a(\zeta), c(\zeta) ; z_{0}, \zeta\right)=p\left(\xi_{0}, \zeta\right) \text { and } \\
z_{0} q_{z}^{\prime}\left(z_{0}, \zeta\right)=m \xi_{0} B_{z^{2}}^{\prime \prime}\left(a(\zeta), c(\zeta) ; z_{0}, \zeta\right)=m \xi_{0} p_{z}^{\prime}\left(\xi_{0}, \zeta\right) .
\end{gathered}
$$

Using those conditions with $r=B_{z}^{\prime}\left(a(\zeta), c(\zeta) ; z_{0}, \zeta\right)$ and $s=\xi_{0} B_{z^{2}}^{\prime \prime}\left(a(\zeta), c(\zeta) ; z_{0}, \zeta\right)$ for $\xi=\xi_{0}$ in Definition 3 and taking into consideration the admissibility condition $\left(A^{\prime}\right)$, we obtain:

$$
\begin{aligned}
& \varphi\left(q\left(z_{0}, \zeta\right), z_{0} q_{z}^{\prime}\left(z_{0}, \zeta\right) ; z_{0}, \zeta\right)=\varphi\left(B_{z}^{\prime}\left(a(\zeta), c(\zeta) ; z_{0}, \zeta\right), \frac{\xi_{0} B_{z^{2}}^{\prime \prime}\left(a(\zeta), c(\zeta) ; \zeta_{0}, \zeta\right)}{m} ; z_{0}, \zeta\right) \\
& \in h(U \times \bar{U}) .
\end{aligned}
$$

Using $m=1$ in the previous relation, we get

$$
\varphi\left(B_{z}^{\prime}\left(a(\zeta), c(\zeta) ; z_{0}, \zeta\right), \xi_{0} B_{z^{2}}^{\prime \prime}\left(a(\zeta), c(\zeta) ; z_{0}, \zeta\right) ; z_{0}, \zeta\right) \in h(U \times \bar{U}), \zeta \in \bar{U}
$$

which contradicts the result obtained in relation (25). Hence, the assumption made is false and we must have:

$$
q(z, \zeta) \ll B_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta) \text { for } z \in U, \zeta \in \bar{U}
$$

Remark 3. For $\gamma=1$, instead of Kummer-Bernardi integral operator, Kummer-Libera integral operator defined in (4) is used in Theorem 2 and the following corollary can be written:

Corollary 2. Let $q(z, \zeta)$ be a convex function in the unit disc for all $\zeta \in \bar{U}$, consider the confluent hypergeometric function $\phi(a(\zeta), c(\zeta) ; z, \zeta)$ defined by (5) and Kummer-Libera integral operator
$L(a(\zeta), c(\zeta) ; z, \zeta)$ given by (4). Let $\varphi: \mathbb{C}^{2} \times U \times \bar{U} \rightarrow \mathbb{C}$ be an admissible function with the properties seen in Definition 3 and define the analytic function:

$$
h(z, \zeta)=\left(1+\frac{1}{\gamma}\right) q(z, \zeta)+\frac{1}{\gamma} z \cdot q_{z}^{\prime}(z, \zeta), z \in U, \zeta \in \bar{U}
$$

If $\phi_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta)$ and $L_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta) \in H_{\zeta}[1,1] \cap Q_{\zeta}(1)$ are univalent functions in $U$ for all $\zeta \in \bar{U}$, then strong differential superordination

$$
h(z, \zeta) \ll \phi_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta)
$$

implies

$$
q(z, \zeta) \ll L_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta), z \in U, \zeta \in \bar{U} .
$$

In Theorems 1 and 2, parameter $\gamma$ is a real number, $\gamma>0$. In the next theorem, a necessary and sufficient condition is determined such that Kummer-Bernardi integral operator is the best subordinant for a certain strong differential superordination considering $\gamma$ a complex number with $\operatorname{Re} \gamma>0$.

Theorem 3. Let $h(z, \zeta)$ with $h(0, \zeta)=a$ be a convex function in the unit disc for all $\zeta \in \bar{U}$ and let $\gamma$ be a complex number with Re $\gamma>0$. Consider the confluent hypergeometric function $\phi(a(\zeta), c(\zeta) ; z, \zeta)$ defined by (5) and Kummer-Bernardi integral operator $B(a(\zeta), c(\zeta) ; z, \zeta)$ given by (3). Let $p(z, \zeta) \in H_{\zeta}[a, 1] \cap Q_{\zeta}(a)$.
If $p(z, \zeta)+\frac{z \cdot p_{z}^{\prime}(z, \zeta)}{\gamma}$ is univalent in $U$ for all $\zeta \in \bar{U}$ and the following strong differential superordination is satisfied

$$
\begin{equation*}
B(a(\zeta), c(\zeta) ; z, \zeta)+\frac{z \cdot B_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta)}{\gamma} \ll p(z, \zeta)+\frac{z \cdot p_{z}^{\prime}(z, \zeta)}{\gamma}, \tag{26}
\end{equation*}
$$

then

$$
q(z, \zeta)=B(a(\zeta), c(\zeta) ; z, \zeta) \ll p(z, \zeta), z \in U, \zeta \in \bar{U}
$$

Function $q(z, \zeta)=B(a(\zeta), c(\zeta) ; z, \zeta)$ is convex and is the best subordinant.
Proof. Lemma 2 will be used for the proof of this theorem. Using the definition of KummerBernardi operator given by (3) and differentiating this relation with respect to $z$, we obtain:

$$
\gamma \cdot z^{\gamma-1} \cdot B(a(\zeta), c(\zeta) ; z, \zeta)+z^{\gamma} \cdot B_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta)=\gamma \cdot h(z, \zeta) \cdot z^{\gamma-1}, z \in U, \zeta \in \bar{U} .
$$

After a simple calculation, we get:

$$
\begin{equation*}
B(a(\zeta), c(\zeta) ; z, \zeta)+\frac{z \cdot B_{z}^{\prime}(a(\zeta), c(\zeta) ; z, \zeta)}{\gamma}=h(z, \zeta), z \in U, \zeta \in \bar{U} \tag{27}
\end{equation*}
$$

Using (27), the strong differential subordination (26) becomes

$$
h(z, \zeta) \ll p(z, \zeta)+\frac{z \cdot p_{z}^{\prime}(z, \zeta)}{\gamma}, z \in U, \zeta \in \bar{U}
$$

Since $h(z, \zeta)$ is a convex function and $p(z, \zeta)+\frac{z \cdot \rho_{z}^{\prime}(z, \zeta)}{\gamma}$ is univalent in $U$ for all $\zeta \in \bar{U}$, by applying Lemma 2 we obtain:

$$
q(z, \zeta)=B(a(\zeta), c(\zeta) ; z, \zeta) \ll p(z, \zeta), z \in U, \zeta \in \bar{U}
$$

Since function $q(z, \zeta)=B(a(\zeta), c(\zeta) ; z, \zeta)$ satisfies Equation (27) and is analytic in $U$ for all $\zeta \in \bar{U}$, we conclude that $q(z, \zeta)=B(a(\zeta), c(\zeta) ; z, \zeta)$ is the best subordinant.

Example 1. Let $a=-1, c=\frac{i}{2 \zeta}, \frac{i}{2 \zeta} \neq 0,-1,-2, \ldots, \zeta \neq 0, \gamma \in \mathbb{C}$, $\operatorname{Re} \gamma>0$. We evaluate:

$$
\phi\left(-1, \frac{i}{2 \zeta} ; z, \zeta\right)=1+\frac{-1}{\frac{i}{2 \zeta}} \cdot \frac{z}{1!}=1-\frac{2 \zeta \cdot z}{i}=1+2 i \zeta z .
$$

Further, we use this expression to obtain Kummer-Bernardi integral operator's expression:

$$
\begin{gathered}
B\left(\phi\left(-1, \frac{i}{2 \zeta} ; z, \zeta\right)\right)=\frac{\gamma}{z^{\gamma}} \int_{0}^{z} \phi\left(-1, \frac{i}{2 \zeta} ; t, \zeta\right) t^{\gamma-1} d t=\frac{\gamma}{z^{\gamma}} \int_{0}^{z}(1+2 i \zeta t) t^{\gamma-1} d t \\
=\frac{\gamma}{z^{\gamma}}\left(\frac{z^{\gamma}}{\gamma}+2 i \zeta \frac{z^{\gamma+1}}{\gamma+1}\right)=1+2 i \zeta \frac{\gamma}{\gamma+1} \cdot z .
\end{gathered}
$$

Functions $p(z, \zeta)=1+z \zeta$ and $p(z, \zeta)+\frac{z \cdot p_{z}^{\prime}(z, \zeta)}{\gamma}=1+z\left(\zeta+\frac{\zeta}{\gamma}\right)$ are univalent in $U$ for all $\zeta \in \bar{U}$.

Using Theorem 3, we get:
If the following strong differential superordination is satisfied

$$
1+2 i \zeta \frac{\gamma}{\gamma+1} \cdot z+\frac{2 i \zeta \cdot z}{\gamma+1} \ll 1+z\left(\zeta+\frac{\zeta}{\gamma}\right),
$$

then

$$
1+2 i \zeta \frac{\gamma}{\gamma+1} \cdot z \ll 1+z \zeta, z \in U, \zeta \in \bar{U}
$$

Function $q(z, \zeta)=1+2 i \zeta \frac{\gamma}{\gamma+1} \cdot z$ is convex and is the best subordinant.
Example 2. Let $a=-1, c=\frac{i}{2 \zeta}, \frac{i}{2 \zeta} \neq 0,-1,-2, \ldots, \zeta \neq 0, \gamma=1+i \in \mathbb{C}, \operatorname{Re} \gamma=1>0$. We evaluate:

$$
\phi\left(-1, \frac{i}{2 \zeta} ; z, \zeta\right)=1+\frac{-1}{\frac{i}{2 \zeta}} \cdot \frac{z}{1!}=1-\frac{2 \zeta \cdot z}{i}=1+2 i \zeta z
$$

Further, we use this expression to obtain Kummer-Bernardi integral operator's expression:

$$
\begin{aligned}
& B\left(\phi\left(-1, \frac{i}{2 \zeta} ; z, \zeta\right)\right)=\frac{\gamma}{z^{\gamma}} \int_{0}^{z} \phi\left(-1, \frac{i}{2 \zeta} ; t, \zeta\right) t^{\gamma-1} d t=\frac{1+i}{z^{1+i}} \int_{0}^{z}(1+2 i \zeta t) t^{\gamma-1} d t \\
& \quad=\frac{1+i}{z^{1+i}}\left(\frac{z^{1+i}}{1+i}+2 i \zeta \frac{z^{1+i+1}}{1+i+1}\right)=1+2 i \zeta \frac{z(i+1)}{i+2}=1+\frac{2}{5}(-1+3 i) z \zeta
\end{aligned}
$$

Functions $p(z, \zeta)=1+z \zeta$ and $p(z, \zeta)+\frac{z \cdot p_{z}^{\prime}(z, \zeta)}{1+i}=1+\frac{3}{2} z \zeta(3-i)$ are univalent in $U$ for all $\zeta \in \bar{U}$.
Using Theorem 3, we get:
If $1+\frac{3}{2} z \zeta(3-i)$ is univalent in $U$ for all $\zeta \in \bar{U}$ and the following strong differential superordination is satisfied

$$
1+2 i \zeta t \ll 1+\frac{3}{2} z \zeta(3-i),
$$

then

$$
1+\frac{2}{5}(-1+3 i) z \zeta \ll 1+z \zeta, z \in U, \zeta \in \bar{U}
$$

Function $q(z, \zeta)=1+\frac{2}{5}(-1+3 i) z \zeta$ is convex and is the best subordinant.

## 3. Discussion

The study presented in this paper is inspired by the nice results published which involve confluent hypergeometric function and certain operators defined by using this interesting function. For this research, the environment of the theory of strong differential
superordination is considered. Confluent hypergeometric function and Kummer-Bernardi and Kummer-Libera operators defined in [38] are used in order to obtain certain strong differential superordinations. Their best subordinants are given in the three theorems proved in the main results part. Theorems 1 and 2 use the convexity of confluent hypergeometric function $\phi(a(\zeta), c(\zeta) ; z, \zeta)$ given in (5) where it is adapted to certain classes of analytic functions specific for the theory of strong differential superordination. The methods related to strong differential superordination theory are applied in order to find necessary conditions for Kummer-Bernardi integral operator presented in Definition 5, relation (3), to be the best subordinant of a certain strong differential superordination involving confluent hypergeometric function $\phi(a(\zeta), c(\zeta) ; z, \zeta)$. As corollary, the similar result is given for Kummer-Libera operator. For those two theorems, the parameter $\gamma$ is a real number, $\gamma>0$. In Theorem 3, $\gamma \in \mathbb{C}$, with $\operatorname{Re} \gamma>0$ is considered and a necessary and sufficient condition is determined such that Kummer-Bernardi integral operator to be the best subordinant for a certain strong differential superordination. Two examples are constructed for the case when $\gamma \in \mathbb{C}$, with $\operatorname{Re} \gamma>0$.

## 4. Conclusions

In this paper, new strong differential superordinations are investigated using a special form of confluent hypergeometric function given in (5) and two operators previously introduced in [38]. In the three theorems proved as a result of the study, the two operators called Kummer-Bernardi and Kummer-Libera integral operators are the best subordinants of the strong differential superordinations.

The novelty of the study resides in the forms of the confluent hypergeometric function and of the two operators considered by adaptation to the new classes depending on the extra parameter $\zeta$ introduced in the theory of strong differential subordination in [27].

As future studies, the dual notion of strong differential subordination can be considered for investigations concerning confluent hypergeometric function and the two operators used in the present study. Sandwich-type results could be obtained as seen in recent papers [13,39,40].

New subclasses of univalent functions could be introduced in the context of strong differential subordination and superordination theories using the operators presented in this paper as seen in [41].

It might also be interesting to consider other hypergeometric functions and operators defined with them following the ideas presented in this paper.
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#### Abstract

In the present paper, we introduce new subclasses of bi-starlike and bi-convex functions of complex order associated with Erdély-Kober-type integral operator in the open unit disc and find the estimates of initial coefficients in these classes. Moreover, we obtain Fekete-Szegő inequalities for functions in these classes. Some of the significances of our results are pointed out as corollaries.
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## 1. Introduction and Preliminaries

Let $\mathfrak{A}$ signify the class of functions of the following form:

$$
\begin{equation*}
f(\xi)=\xi+\sum_{n=2}^{\infty} a_{n} \xi^{n} \tag{1}
\end{equation*}
$$

which are analytic in the open unit disc $\mathfrak{U}=\{\xi:|\xi|<1\}$ and normalized as $f(0)=0$ and $f^{\prime}(0)=1$. Furthermore, let $\mathfrak{S}$ represent the class of all functions in $\mathfrak{A}$ that are univalent in $\mathfrak{U}$. Some of the imperative and well-investigated subclasses of the univalent function class $\mathfrak{S}$ include (for example) the class $\mathfrak{S}^{*}(\delta)$ of starlike functions of order $\delta$ in $\mathfrak{U}$ and the class $\mathfrak{K}(\delta)$ of convex functions of order $\delta(0 \leq \delta<1)$ in $\mathfrak{U}$. It is known that if $f \in \mathfrak{S}$, then there exists inverse function $f^{-1}$ because normalization is defined in some neighborhood of the origin. In some cases, $f^{-1}$ can be defined in the entire $\mathfrak{U}$. Clearly, $f^{-1}$ is also univalent. For this reason, class $\Sigma$ is defined as follows.

It is well known that every function $f \in \mathfrak{S}$ has an inverse $f^{-1}$ defined by the following:

$$
\begin{aligned}
f^{-1}(f(\xi)) & =\xi(\xi \in \mathfrak{U}) \\
\text { and } \quad f\left(f^{-1}(w)\right) & =w\left(|w|<r_{0}(f) ; r_{0}(f) \geq 1 / 4\right)
\end{aligned}
$$

where the following is the case.

$$
\begin{equation*}
f^{-1}(w)=g(w)=w-a_{2} w^{2}+\left(2 a_{2}^{2}-a_{3}\right) w^{3}-\left(5 a_{2}^{3}-5 a_{2} a_{3}+a_{4}\right) w^{4}+\cdots \tag{2}
\end{equation*}
$$

A function $f(\xi) \in \mathfrak{A}$ is said to be bi-univalent in $\mathfrak{U}$ if both $f(\xi)$ and $f^{-1}(\xi)$ are univalent in $\mathfrak{U}$. Let $\Sigma$ denote the class of bi-univalent functions in $\mathfrak{U}$ given by (1). Note that the following functions:

$$
f_{1}(\xi)=\frac{\xi}{1-\xi^{\prime}}, \quad f_{2}(\xi)=\frac{1}{2} \log \frac{1+\xi}{1-\xi^{\prime}}, \quad f_{3}(\xi)=-\log (1-\xi)
$$

with their corresponding inverses

$$
f_{1}^{-1}(w)=\frac{w}{1+w^{w}}, \quad f_{2}^{-1}(w)=\frac{e^{2 w}-1}{e^{2 w}+1}, \quad f_{3}^{-1}(w)=\frac{e^{w}-1}{e^{w}}
$$

are elements of $\Sigma$ (see [1-3]). Certain subclasses of $\Sigma$ are explicitly bi-starlike functions of order $\delta(0<\delta \leq 1)$ denoted by $\mathfrak{S}_{\Sigma}^{*}(\delta)$ and bi-convex function of order $\delta$ designated by $\mathfrak{K}_{\Sigma}(\delta)$ familiarized by Brannan and Taha [1]. For each $f \in \mathfrak{S}_{\Sigma}^{*}(\delta)$ and $f \in \mathfrak{K}_{\Sigma}(\delta)$, non-sharp estimates on the first two Taylor-Maclaurin coefficients $\left|a_{2}\right|$ and $\left|a_{3}\right|$ were established [1,2], but the problem to find the general coefficient bounds on the following Taylor-Maclaurin coefficients:

$$
\left|a_{n}\right| \quad(n \in \mathbb{N} \backslash\{1,2\} ; \mathbb{N}:=\{1,2,3, \cdots\})
$$

is still an open problem (see [1-5]). Several researchers (see [6-11]) have introduced and explored some inspiring subclasses $\Sigma$ and they have initiated non-sharp estimates $\left|a_{2}\right|$ and $\left|a_{3}\right|$. For two functions $f_{1}$ and $f_{2} \in \mathfrak{A}$, we say that function $f_{1}$ is subordinate to $f_{2}$ if there exists a Schwarz function $\omega$ that is holomorphic in $\mathfrak{U}$ with property $w(0)=0 ;|\omega(\xi)|<1$ and satisfying $f_{1}(\xi)=f_{2}(w(\xi))$ This subordination is symbolically written as $f_{1}(\xi) \prec$ $f_{2}(\xi)$. Lately, Ma and Minda [12]-unified subclasses of starlike and convex functions are subordinate to a general superordinate function. For this purpose, they considered an analytic function $\mathfrak{W}$ with positive real parts in the unit disk $\mathfrak{U}, \mathfrak{W}(0)=1, \mathfrak{W}^{\prime}(0)>0$, and $\mathfrak{W}$ maps $\mathfrak{U}$ onto a region starlike with respect to 1 and is symmetric with respect to the real axis. In the consequence, it is assumed that $\mathfrak{W}$ is an analytic function with positive real part in the unit disk $\mathfrak{U}$, with $\mathfrak{W}(0)=1, \mathfrak{W}^{\prime}(0)>0$, and $\mathfrak{W}(\mathfrak{U})$ is symmetric with respect to the real axis. Such functions are of the following form.

$$
\begin{equation*}
\mathfrak{W}(\xi)=1+\mathbf{m}_{1} \xi+\mathbf{m}_{2} \xi^{2}+\mathbf{m}_{3} \xi^{3}+\cdots, \quad\left(\mathbf{m}_{1}>0\right) . \tag{3}
\end{equation*}
$$

The study of operators plays a central role in geometric function theory and its correlated fields. In the recent years, there has been an collective importance in problems concerning the evaluations of various differential and integral operators. For our study, we recall the Erdély-Kober type ([13] Ch. 5; also see [14-17]) for the integral operator definition, which shall be used throughout the paper as stated below.

## Erdély-Kober Fractional-Order Derivative

Let $\kappa>0, \varsigma, \tau \in \mathbb{C}$ be such that $\mathfrak{R}(\tau-\varsigma) \geq 0$, an Erdély-Kober type integral operator:

$$
\mathfrak{I}_{\mathcal{K}}^{\xi_{,}^{\tau}}: \mathfrak{A} \rightarrow \mathfrak{A}
$$

be defined for $\mathfrak{R}(\tau-\varsigma)>0$ and $\mathfrak{R}(\varsigma)>-\kappa$ by the following.

$$
\begin{equation*}
\mathfrak{I}_{\mathcal{K}}^{\varsigma, \tau} f(\xi)=\frac{\Gamma(\tau+\kappa)}{\Gamma(\varsigma+\kappa)} \frac{1}{\Gamma(\tau-\varsigma)} \int_{0}^{1}(1-t)^{\tau-\varsigma-1} t^{\varsigma-1} f\left(\xi t^{\kappa}\right) d t, \kappa>0 . \tag{4}
\end{equation*}
$$

For $\kappa>0, \mathfrak{R}(\tau-\varsigma) \geq 0, \mathfrak{R}(\vartheta)>-\kappa$ and $f \in \mathfrak{A}$ of the form (1), we have the following:

$$
\begin{align*}
\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} f(\xi) & =\xi+\sum_{n=2}^{\infty} \frac{\Gamma(\tau+\kappa) \Gamma(\varsigma+n \kappa)}{\Gamma(\varsigma+\kappa) \Gamma(\tau+n \kappa)} a_{n} \xi^{n} \quad(\xi \in \mathfrak{U})  \tag{5}\\
& =\xi+\sum_{n=2}^{\infty} \mathrm{Y}_{\kappa}^{\varsigma, \tau}(n) a_{n} \zeta^{n} \quad(\xi \in \mathfrak{U}) \tag{6}
\end{align*}
$$

where the following is the case.

$$
\begin{equation*}
\mathrm{Y}_{\kappa}^{\varsigma, \tau}(n)=\frac{\Gamma(\tau+\kappa) \Gamma(\varsigma+n \kappa)}{\Gamma(\varsigma+\kappa) \Gamma(\tau+n \kappa)} \tag{7}
\end{equation*}
$$

and $\Gamma(n+1)=n!$.
Note that the following is the case.

$$
\mathfrak{I}_{\mathcal{K}}^{\zeta, \zeta} f(\xi)=f(\xi)
$$

Remark 1. By fixing the parameters $\varsigma, \tau, \vartheta$ as mentioned below, the operator $\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau}$ includes various operators studied in the literature as cited below:

1. For $\varsigma=\beta ; \tau=\alpha+\beta$ and $\kappa=1$, we obtain the operator $\mathfrak{Q}_{\beta}^{\alpha} f(\xi)(\alpha \geq 0 ; \beta>1)$ studied by Jung et al. [18];
2. For $\varsigma=\alpha-1 ; \tau=\beta-1$ and $\kappa=1$, we obtain the operator $\mathfrak{L}_{\alpha, \beta} f(\xi)\left(\alpha ; \beta \in \mathbb{C} \in \mathbb{Z}_{0} ; \mathbb{Z}_{0}=\right.$ $\{0 ;-1 ;-2 ; \cdots\}$ studied by Carlson and Shafer [19];
3. For $\varsigma=\rho-1 ; \tau=\mathfrak{l}$ and $\kappa=1$, we obtain the operator $\mathfrak{I}_{\rho, \mathfrak{l}}(\rho>0 ; \mathfrak{l}>1)$ studied by Choi et al. [20];
4. For $\varsigma=\alpha ; \tau=0$ and $\kappa=1$, we obtain the operator $\mathfrak{D}^{\alpha}(\alpha>1)$ studied by Ruscheweyh [21];
5. For $\varsigma=1 ; \tau=n$ and $\mu=1$, we obtain the operator $\mathfrak{I}_{n}\left(n>\mathbb{N}_{0}\right)$ studied in [22,23];
6. For $\varsigma=\beta ; \tau=\beta+1$ and $\kappa=1$; we obtain the integral operator $\mathfrak{I}_{\beta, 1}$ which studied by Bernardi [24];
7. For $\varsigma=1 ; \tau=2$ and $\kappa=1$, we obtain the integral operator $\mathfrak{I}_{1,1}=\mathfrak{I}$ studied by Libera [25] and Livingston [26].

The motivation of our present investigation stems from (by Silverman and Silvia [27] (also see [28])) the seminal paper on bi-univalent functions by Srivastava et al. [8] and by the recent works by many authors (for example Deniz [7], Huo Tang et al. [6], EIDeeb et al. [29-31], and Murugusundaramoorthy and Janani [32]). In the present paper, we introduce two new subclasses of the function class $\Sigma$ of complex order $\vartheta \in \mathbb{C} \backslash\{0\}$, involving the linear operator $\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau}$ given in Definition 1. We find estimates on the coefficients $\left|a_{2}\right|$ and $\left|a_{3}\right|$ for functions $f \in \mathfrak{S}_{\Sigma, \mathcal{W}}^{S, \tau}(\vartheta, \ell)$. Several related classes are also considered, and connections to earlier known results are provided. Moreover we obtain the Fekete-Szegő inequalities for $f \in \mathfrak{S}_{\Sigma, \mathfrak{W}}^{\zeta, \tau}(\vartheta, \ell)$ and $f \in \mathfrak{K}_{\Sigma, \mathfrak{W} \boldsymbol{J}}^{\zeta, \tau}(\vartheta, \ell)$.

Definition 1. Let $f \in \Sigma$ be assumed by (1) and $f \in \mathfrak{S}_{\Sigma, \mathfrak{W}}^{\mathcal{S} \tau}(\vartheta, \ell)$, if the subsequent conditions holds:

$$
\begin{equation*}
1+\frac{1}{\vartheta}\left(\frac{\xi\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} f(\xi)\right)^{\prime}}{\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} f(\xi)}+\left(\frac{1+e^{i \ell}}{2}\right) \frac{\xi^{2}\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} f(\xi)\right)^{\prime \prime}}{\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} f(\xi)}-1\right) \prec \mathfrak{W}(\xi) \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
1+\frac{1}{\vartheta}\left(\frac{w\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} g(w)\right)^{\prime}}{\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} g(w)}+\left(\frac{1+e^{i \ell}}{2}\right) \frac{w^{2}\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} g(w)\right)^{\prime \prime}}{\mathfrak{I}_{\mathcal{K}}^{\zeta \tau} g(w)}-1\right) \prec \mathfrak{W}(w), \tag{9}
\end{equation*}
$$

where $\vartheta \in \mathbb{C} \backslash\{0\} ; \quad \ell \in(-\pi, \pi] ; \xi, w \in \mathfrak{U}$ and $g$ is given by (2).
Definition 2. Let $f \in \Sigma$ be assumed by (1) and $f \in \mathfrak{K}_{\Sigma, \mathfrak{W}}^{5, \tau}(\vartheta, \ell)$, if the subsequent conditions are satisfied:

$$
\begin{equation*}
1+\frac{1}{\vartheta}\left(\frac{\left[\xi\left(\mathfrak{I}_{\kappa}^{\zeta, \tau} f(\xi)\right)^{\prime}+\left(\frac{1+e^{i \ell}}{2}\right) \xi^{2}\left(\mathfrak{I}_{\kappa}^{\zeta, \tau} f(\xi)\right)^{\prime \prime}\right]^{\prime}}{\left(\mathfrak{I}_{\kappa}^{\zeta, \tau} f(\xi)\right)^{\prime}}-1\right) \prec \mathfrak{W}(\xi) \tag{10}
\end{equation*}
$$

and
where $\vartheta \in \mathbb{C} \backslash\{0\} ; \ell \in(-\pi, \pi] ; \xi, w \in \mathfrak{U}$ and $g$ is given by (2).
Remark 2. For a function $f(\xi) \in \Sigma$ specified by (1) and for $\ell=\pi$, interpret that $\mathfrak{S}_{\Sigma, \mathfrak{W}}^{\zeta, \tau}(\vartheta, \ell) \equiv$ $\mathfrak{S}_{\Sigma, \mathfrak{W}}^{S, \tau}(\vartheta)$ satisfies the ensuing conditions :

$$
\left[1+\frac{1}{\vartheta}\left(\frac{\xi\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} f(\xi)\right)^{\prime}}{\mathfrak{I}_{\mathcal{K}}^{\text {, } \tau} f(\xi)}-1\right)\right] \prec \mathfrak{W}(\xi) \text { and }\left[1+\frac{1}{\vartheta}\left(\frac{w\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} g(w)\right)^{\prime}}{\mathfrak{I}_{\mathcal{K}}^{S, \tau} g(w)}-1\right)\right] \prec \mathfrak{W}(w)
$$

where $\vartheta \in \mathbb{C} \backslash\{0\} ; \xi, w \in \mathfrak{U}$ and $g$ is given by (2).
Remark 3. A function $f(\xi) \in \Sigma$ specified by (1) and for $\ell=\pi$, we interpret that $\mathfrak{K} \mathfrak{K}_{\Sigma, \mathfrak{W J}}^{\zeta, \tau}(\vartheta, \ell) \equiv$ $\mathfrak{K}_{\Sigma, \mathfrak{W}}^{S, \tau}(\vartheta)$ satisfies the ensuing conditions correspondingly:

$$
\left[1+\frac{1}{\vartheta}\left(\frac{\xi\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} f(\xi)\right)^{\prime \prime}}{\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} f(\xi)\right)^{\prime}}\right)\right] \prec \mathfrak{W}(\xi) \text { and }\left[1+\frac{1}{\vartheta}\left(\frac{w\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} g(w)\right)^{\prime \prime}}{\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} g(w)\right)^{\prime}}\right)\right] \prec \mathfrak{W}(w) \text {, }
$$

where $\vartheta \in \mathbb{C} \backslash\{0\} ; \xi, w \in \mathfrak{U}$ and $g$ is given by (2).
Remark 4. For a function $f(\xi) \in \Sigma$ given by (1) and for $\vartheta=1$, we note that $\mathfrak{S}_{\Sigma, \mathfrak{W} \mathcal{W}}^{\varsigma, \tau}(\vartheta, \ell) \equiv$ $\mathfrak{S}_{\Sigma, \mathfrak{W}}^{\varsigma, \tau}(\ell)$ and satisfies the following conditions, respectively:

$$
\left(\frac{\xi\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} f(\xi)\right)^{\prime}}{\mathfrak{I}_{\mathcal{K}}^{\zeta \tau} f(\xi)}+\left(\frac{1+e^{i \ell}}{2}\right) \frac{\xi^{2}\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} f(\xi)\right)^{\prime \prime}}{\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} f(\xi)}\right) \prec \mathfrak{W}(\xi)
$$

and the following is the case.

$$
\left(\frac{w\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} g(w)\right)^{\prime}}{\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} g(w)}+\left(\frac{1+e^{i \ell}}{2}\right) \frac{w^{2}\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} g(w)\right)^{\prime \prime}}{\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} g(w)}\right) \prec \mathfrak{W}(w) .
$$

Moreover, $\mathfrak{K}_{\Sigma, \mathfrak{W}}^{\zeta, \tau}(\vartheta, \ell) \equiv \mathfrak{K}_{\Sigma, \mathfrak{W}}^{\zeta, \tau}(\ell)$ and it satisfies the following conditions:

$$
\left(\frac{\left[\xi\left(\mathfrak{I}_{\kappa}^{\zeta, \tau} f(\xi)\right)^{\prime}+\left(\frac{1+e^{i \ell}}{2}\right) \tilde{\xi}^{2}\left(\mathfrak{I}_{\kappa}^{\zeta, \tau} f(\xi)\right)^{\prime \prime}\right]^{\prime}}{\left(\mathfrak{I}_{\kappa}^{\zeta, \tau} f(\xi)\right)^{\prime}}\right) \prec \mathfrak{W}(\xi)
$$

and the following is the case:

$$
\left(\frac{\left[w\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} g(w)\right)^{\prime}+\left(\frac{1+e^{i \ell}}{2}\right) w^{2}\left(\mathfrak{I}_{\mathcal{K}}^{\mathcal{S}, \tau} g(w)\right)^{\prime \prime}\right]^{\prime}}{\left(\mathfrak{I}_{\mathcal{K}}^{\mathcal{S} \tau} g(w)\right)^{\prime}}\right) \prec \mathfrak{W}(w),
$$

where $\ell \in(-\pi, \pi] ; \xi, w \in \mathfrak{U}$ and $g$ is given by (2).
2. Coefficient Estimates for $f \in \mathcal{S}_{\Sigma, \mathfrak{W J}}^{\mathcal{S}^{, \tau}}(\vartheta, \ell)$ and $f \in \mathfrak{K}_{\Sigma, \mathfrak{W}}^{\zeta, \tau}(\vartheta, \ell)$

For notational simplicity, in the sequel we let the following be the case:

$$
\kappa>0, \mathfrak{R}(\tau-\varsigma) \geq 0, \quad \mathfrak{R}(\varsigma)>-\kappa \quad \text { and } \quad \mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} f(\xi)
$$

and it is provided by (5):

$$
\begin{align*}
& \mathrm{Y}_{2}=\mathrm{Y}_{\kappa}^{\varsigma, \tau}(2)=\frac{\Gamma(\tau+\kappa) \Gamma(\varsigma+2 \kappa)}{\Gamma(\varsigma+\kappa) \Gamma(\tau+2 \kappa)}  \tag{12}\\
& \mathrm{Y}_{3}=\mathrm{Y}_{\kappa}^{\varsigma, \tau}(3)=\frac{\Gamma(\tau+\kappa) \Gamma(\varsigma+3 \kappa)}{\Gamma(\varsigma+\kappa) \Gamma(\tau+3 \kappa)} \tag{13}
\end{align*}
$$

and the following.

$$
\ell \in(-\pi, \pi] .
$$

For deriving our main results, we need the following lemma.
Lemma 1. Ref. [33] states that if $h \in \mathfrak{P}$, then $\left|c_{k}\right| \leq 2$ for each $k$, where $\mathfrak{P}$ is the family of all functions $h$ analytic in $\mathfrak{U}$ for which $\Re(h(\xi))>0$ and the following is the case.

$$
h(\xi)=1+c_{1} \xi+c_{2} \xi^{2}+\cdots \text { for } \xi \in \mathfrak{U}
$$

Define the functions $p(\xi)$ and $q(\xi)$ by the following:

$$
p(\xi):=\frac{1+u(\xi)}{1-u(\xi)}=1+\wp_{1} \xi+\wp_{2} \xi^{2}+\cdots
$$

and the following.

$$
q(w):=\frac{1+v(w)}{1-v(w)}=1+\mathfrak{q}_{1} w+\mathfrak{q}_{2} w^{2}+\cdots
$$

It follows that the following is the case:

$$
u(\xi):=\frac{p(\xi)-1}{p(\xi)+1}=\frac{1}{2}\left[\wp_{1} \xi+\left(\wp_{2}-\frac{\wp_{1}^{2}}{2}\right) \xi^{2}+\cdots\right]
$$

and

$$
v(w):=\frac{q(w)-1}{q(w)+1}=\frac{1}{2}\left[\mathfrak{q}_{1} w+\left(\mathfrak{q}_{2}-\frac{\mathfrak{q}_{1}^{2}}{2}\right) w^{2}+\cdots\right] .
$$

Then, $p(\xi)$ and $q(w)$ are analytic in $\mathfrak{U}$ with $p(0)=1=q(0)$.
Since $u, v: \mathfrak{U} \rightarrow \mathfrak{U}$, the functions $p(\xi)$ and $q(w)$ have a positive real part in $\mathfrak{U}$, and $\left|\wp_{i}\right| \leq 2$ and $\left|\mathfrak{q}_{i}\right| \leq 2$ for each $i$.

Theorem 1. Let $f$ given by (1) be in the class $\mathfrak{S}_{\Sigma, \mathfrak{W}}^{\varsigma, \tau}(\vartheta, \ell), \vartheta \in \mathbb{C} \backslash\{0\}$ and $\ell \in(-\pi, \pi]$. Then, we have the following:

$$
\begin{equation*}
\left|a_{2}\right| \leq \frac{|\vartheta| \mathbf{m}_{1} \sqrt{\mathbf{m}_{1}}}{\sqrt{\left|\vartheta\left[\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}-\left(2+e^{i \ell}\right) \mathrm{Y}_{2}^{2}\right] \mathbf{m}_{1}^{2}+\left(2+e^{i \ell}\right)^{2}\left(\mathbf{m}_{1}-\mathbf{m}_{2}\right) \mathrm{Y}_{2}^{2}\right|}} \tag{14}
\end{equation*}
$$

and the following.

$$
\begin{equation*}
\left|a_{3}\right| \leq \frac{|\vartheta|^{2} \mathbf{m}_{1}^{2}}{\left|2+e^{i \ell}\right|^{2} \mathrm{Y}_{2}^{2}}+\frac{|\vartheta| \mathbf{m}_{1}}{\left|5+3 e^{i \ell}\right| \mathrm{Y}_{3}} \tag{15}
\end{equation*}
$$

Proof. It follows from (8) and (9) that we have the following:

$$
\begin{equation*}
1+\frac{1}{\vartheta}\left(\frac{\xi\left(\mathfrak{I}_{\kappa}^{\zeta, \tau} f(\xi)\right)^{\prime}}{\mathfrak{I}_{\mathcal{K}}^{S, \tau} f(\xi)}+\left(\frac{1+e^{i \ell}}{2}\right) \frac{\xi^{2}\left(\mathfrak{I}_{\kappa}^{\zeta, \tau} f(\xi)\right)^{\prime \prime}}{\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} f(\xi)}-1\right)=\mathfrak{W}(u(\xi)) \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
1+\frac{1}{\vartheta}\left(\frac{w\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} g(w)\right)^{\prime}}{\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} g(w)}+\left(\frac{1+e^{i \ell}}{2}\right) \frac{w^{2}\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} g(w)\right)^{\prime \prime}}{\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} g(w)}-1\right)=\mathfrak{W}(v(w)) \tag{17}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathfrak{W}(u(\xi))=\frac{1}{2} \mathbf{m}_{1} \wp_{1} \xi+\left(\frac{1}{2} \mathfrak{m}_{1}\left(\wp_{2}-\frac{\wp_{1}^{2}}{2}\right)+\frac{1}{4} \mathbf{m}_{2} \wp_{1}^{2}\right) \xi^{2}+\cdots \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathfrak{W}(v(w))=\frac{1}{2} \mathbf{m}_{1} \mathfrak{q}_{1} w+\left(\frac{1}{2} \mathfrak{m}_{1}\left(\mathfrak{q}_{2}-\frac{\mathfrak{q}_{1}^{2}}{2}\right)+\frac{1}{4} \mathbf{m}_{2} \mathfrak{q}_{1}^{2}\right) w^{2}+\cdots . \tag{19}
\end{equation*}
$$

For a given $f(z)$ of form (1), a computation shows the following:

$$
\frac{z f^{\prime}(z)}{f(z)}=1+a_{2} \mathrm{Y}_{2} z+\left(2 \mathrm{Y}_{3} a_{3}-a_{2}^{2} \mathrm{Y}_{2}^{2}\right) z^{2}+\left(3 a_{4} \mathrm{Y}_{4}+a_{2}^{3} \mathrm{Y}_{2}^{3}-3 a_{3} a_{2} \mathrm{Y}_{2} \mathrm{Y}_{3}\right) z^{3}+\cdots
$$

and

$$
\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}=2 a_{2} Y_{2}^{2} z+\left(6 a_{3} Y_{3}-4 a_{2}^{2} Y_{2}^{2}\right) z^{2}+\cdots
$$

Using these in the left hand side of (16) and (17), a simple computation produces the following:

$$
\begin{aligned}
1+\frac{1}{\vartheta}\left(\frac{\xi\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} f(\xi)\right)^{\prime}}{\mathfrak{I}_{\mathcal{K}}^{\zeta \tau} f(\xi)}+\left(\frac{1+e^{i \ell}}{2}\right)\right. & \left.\frac{\xi^{2}\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} f(\xi)\right)^{\prime \prime}}{\mathfrak{I}_{\mathcal{K}}^{\mathcal{S}^{\prime} \tau} f(\xi)}-1\right)=1+\frac{1}{\vartheta}\left(2+e^{i \ell}\right) \mathrm{Y}_{2} a_{2} \zeta \\
& +\frac{1}{\vartheta}\left[\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3} a_{3}-\left(2+e^{i \ell}\right) \mathrm{Y}_{2}^{2} a_{2}^{2}\right] \varsigma^{2}+\cdots
\end{aligned}
$$

and

$$
\begin{array}{r}
1+\frac{1}{\vartheta}\left(\frac{w\left(\mathfrak{I}_{\kappa}^{\zeta, \tau} g(w)\right)^{\prime}}{\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} g(w)}+\left(\frac{1+e^{i \ell}}{2}\right) \frac{w^{2}\left(\mathfrak{I}_{K}^{\zeta, \tau} g(w)\right)^{\prime \prime}}{\mathfrak{I}_{\mathcal{K}}^{\varsigma, \tau} g(w)}-1\right)=1-\frac{1}{\vartheta}\left(2+e^{i \ell}\right) \mathrm{Y}_{2} a_{2} w \\
+\frac{1}{\vartheta}\left(\left[2\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}-\left(2+e^{i \ell}\right) \mathrm{Y}_{2}^{2}\right] a_{2}^{2}-\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3} a_{3}\right) w^{2}=\cdots
\end{array}
$$

Thus, by equating the coefficients of $\varsigma$ and $\varsigma^{2}$ in (16) and (17), we obtain the following:

$$
\begin{align*}
\frac{1}{\vartheta}\left(2+e^{i \ell}\right) \mathrm{Y}_{2} a_{2} & =\frac{1}{2} \mathbf{m}_{1} \wp_{1},  \tag{20}\\
\frac{1}{\vartheta}\left[\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3} a_{3}-\left(2+e^{i \ell}\right) \mathrm{Y}_{2}^{2} a_{2}^{2}\right] & =\frac{1}{2} \mathbf{m}_{1}\left(\wp_{2}-\frac{\wp_{1}^{2}}{2}\right)+\frac{1}{4} \mathbf{m}_{2} \wp_{1}^{2},  \tag{21}\\
-\frac{1}{\vartheta}\left(2+e^{i \ell}\right) \mathrm{Y}_{2} a_{2} & =\frac{1}{2} \mathbf{m}_{1} \mathfrak{q}_{1}, \tag{22}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{1}{\vartheta}\left(\left[2\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}-\left(2+e^{i \ell}\right) \mathrm{Y}_{2}^{2}\right] a_{2}^{2}-\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3} a_{3}\right)=\frac{1}{2} \mathbf{m}_{1}\left(\mathfrak{q}_{2}-\frac{\mathfrak{q}_{1}^{2}}{2}\right)+\frac{1}{4} \mathbf{m}_{2} \mathfrak{q}_{1}^{2} \tag{23}
\end{equation*}
$$

From (20) and (22), we obtain the following:

$$
\begin{equation*}
\wp_{1}=-\mathfrak{q}_{1} \tag{24}
\end{equation*}
$$

and

$$
\begin{align*}
8\left(2+e^{i \ell}\right)^{2} Y_{2}^{2} a_{2}^{2} & =\vartheta^{2} \mathbf{m}_{1}^{2}\left(\wp_{1}^{2}+\mathfrak{q}_{1}^{2}\right) \\
a_{2}^{2} & =\frac{\vartheta^{2} \mathbf{m}_{1}^{2}\left(\wp_{1}^{2}+\mathfrak{q}_{1}^{2}\right)}{8\left(2+e^{i \ell}\right)^{2} Y_{2}^{2}} . \tag{25}
\end{align*}
$$

Now, by adding (21) and (23) and then using (25), we obtain the following.

$$
\begin{equation*}
a_{2}^{2}=\frac{\vartheta^{2} \mathbf{m}_{1}^{3}\left(\wp_{2}+\mathfrak{q}_{2}\right)}{\left(4\left\{\vartheta\left[\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}-\left(2+e^{i \ell}\right) \mathrm{Y}_{2}^{2}\right] \mathbf{m}_{1}^{2}+\left(2+e^{i \ell}\right)^{2}\left(\mathbf{m}_{1}-\mathbf{m}_{2}\right) \mathrm{Y}_{2}^{2}\right\}\right)} . \tag{26}
\end{equation*}
$$

Applying Lemma (1) to the coefficients $\wp_{2}$ and $\mathfrak{q}_{2}$, we have the following.

$$
\left|a_{2}\right| \leq \frac{|\vartheta| \mathbf{m}_{1} \sqrt{\mathbf{m}_{1}}}{\sqrt{\left|\vartheta\left[\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}-\left(2+e^{i \ell}\right) \mathrm{Y}_{2}^{2}\right] \mathbf{m}_{1}^{2}+\left(2+e^{i \ell}\right)^{2}\left(\mathbf{m}_{1}-\mathbf{m}_{2}\right) \mathrm{Y}_{2}^{2}\right|}}
$$

Next, in order to find the bound on $\left|a_{3}\right|$, by subtracting (21) from (23) and using (24), we obtain the following.

$$
\begin{array}{r}
\frac{4}{\vartheta} \frac{\left(5+3 e^{i \ell}\right)}{2} \mathrm{Y}_{3}\left(a_{3}-a_{2}^{2}\right)=\frac{\mathbf{m}_{1}}{2}\left(\wp_{2}-\mathfrak{q}_{2}\right) \\
a_{3}=a_{2}^{2}+\frac{\vartheta \mathbf{m}_{1}\left(\wp_{2}-\mathfrak{q}_{2}\right)}{4\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}} . \tag{27}
\end{array}
$$

Substituting the value of $a_{2}^{2}$ given by (25), we obtain the following.

$$
a_{3}=\frac{\vartheta^{2} \mathbf{m}_{1}^{2}\left(\wp_{1}^{2}+\mathfrak{q}_{1}^{2}\right)}{8\left(2+e^{i \ell}\right)^{2} Y_{2}^{2}}+\frac{\vartheta \mathbf{m}_{1}\left(\wp_{2}-\mathfrak{q}_{2}\right)}{4\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}}
$$

Applying Lemma 1 once again to the coefficients $\wp_{1}, \wp_{2}, \mathfrak{q}_{1}$ and $\mathfrak{q}_{2}$, we obtain the following.

$$
\left|a_{3}\right| \leq \frac{|\vartheta|^{2} \mathbf{m}_{1}^{2}}{\left|2+e^{i \ell}\right|^{2} \mathrm{Y}_{2}^{2}}+\frac{|\vartheta| \mathbf{m}_{1}}{\left|5+3 e^{i \ell}\right| \mathrm{Y}_{3}}
$$

Theorem 2. Let $f$ given by (1) be in the following class: $\mathfrak{K}_{\Sigma, \mathfrak{W}}^{5, \tau}(\vartheta, \ell), \vartheta \in \mathbb{C} \backslash\{0\}$ and $\ell \in(-\pi, \pi]$. Then, we have the following:

$$
\begin{equation*}
\left|a_{2}\right| \leq \frac{|\vartheta| \mathbf{m}_{1} \sqrt{\mathbf{m}_{1}}}{\sqrt{\left|\vartheta\left[3\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}-4\left(2+e^{i \ell}\right) \mathrm{Y}_{2}^{2}\right] \mathfrak{m}_{1}^{2}+4\left(2+e^{i \ell}\right)^{2}\left(\mathbf{m}_{1}-\mathbf{m}_{2}\right) \mathrm{Y}_{2}^{2}\right|}} \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|a_{3}\right| \leq \frac{|\vartheta|^{2} \mathbf{m}_{1}^{2}}{4\left|2+e^{i \ell}\right|^{2} Y_{2}^{2}}+\frac{|\vartheta| \mathbf{m}_{1}}{3\left|5+3 e^{i \ell}\right| \mathrm{Y}_{3}} \tag{29}
\end{equation*}
$$

Proof. By Definition 2,the argument inequalities in (10) and (11) can be equivalently written as follows:

$$
\begin{equation*}
1+\frac{1}{\vartheta}\left(\frac{\left[\xi\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} f(\xi)\right)^{\prime}+\left(\frac{1+e^{i \ell}}{2}\right) \xi^{2}\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} f(\xi)\right)^{\prime \prime}\right]^{\prime}}{\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} f(\xi)\right)^{\prime}}-1\right)=\mathfrak{W}(u(\xi)) \tag{30}
\end{equation*}
$$

and

$$
\begin{equation*}
1+\frac{1}{\vartheta}\left(\frac{\left[w\left(\mathfrak{I}_{\kappa}^{\mathcal{S}, \tau} g(w)\right)^{\prime}+\left(\frac{1+e^{i \ell}}{2}\right) w^{2}\left(\mathfrak{I}_{\kappa}^{\mathcal{S}, \tau} g(w)\right)^{\prime \prime}\right]^{\prime}}{\left(\mathfrak{I}_{\kappa}^{\mathcal{K} \tau} g(w)\right)^{\prime}}-1\right)=\mathfrak{W}(v(w)), \tag{3}
\end{equation*}
$$

and proceeding as in the proof of Theorem 1, we can arrive at the following relations:

$$
\begin{aligned}
1+\frac{1}{\vartheta} & \left(\frac{\left[\xi\left(\mathfrak{J}_{K}^{\xi, \tau} f(\xi)\right)^{\prime}+\left(\frac{1+e^{i \ell}}{2}\right) \xi^{2}\left(\mathfrak{\Im}_{\kappa}^{\zeta, \tau} f(\xi)\right)^{\prime \prime}\right]^{\prime}}{\left(\mathfrak{J}_{\kappa}^{\zeta, \tau} f(\xi)\right)^{\prime}}-1\right)=1+\frac{2}{\vartheta}\left(2+e^{i \ell}\right) \mathrm{Y}_{2} a_{2} \zeta \\
& +\frac{1}{\vartheta}\left[3\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3} a_{3}-4\left(2+e^{i \ell}\right) \mathrm{Y}_{2}^{2} a_{2}^{2}\right] \varsigma^{2}+\cdots
\end{aligned}
$$

and

$$
\begin{array}{r}
\left.1+\frac{1}{\vartheta}\left(\frac{\left[w\left(\mathfrak{I}_{\mathcal{K}}^{S, \tau} g(w)\right)^{\prime}+\left(\frac{1+e^{i \ell}}{2}\right) w^{2}\left(\mathfrak{I}_{\mathcal{K}}^{\varsigma}, \tau\right.\right.}{} g(w)\right)^{\prime \prime}\right]^{\prime} \\
\left(\mathfrak{I}_{\mathcal{K}}^{\zeta, \tau} g(w)\right)^{\prime} \\
\\
+\frac{1}{\vartheta}\left[3\left(5+3 e^{i \ell}\right)\left(2 a_{2}^{2}-a_{3}\right) \mathrm{Y}_{3}-4\left(2+e^{i \ell}\right) \mathrm{Y}_{2}^{2} a_{2}^{2}\right] w^{2}+\cdots
\end{array}
$$

From (30) and (31), equating the coefficients of $\varsigma$ and $\varsigma^{2}$, we obtain the following:

$$
\begin{gather*}
\frac{2}{\vartheta}\left(2+e^{i \ell}\right) \mathrm{Y}_{2} a_{2}=\frac{1}{2} \mathbf{m}_{1} \wp_{1},  \tag{32}\\
\frac{1}{\vartheta}\left[3\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3} a_{3}-4\left(2+e^{i \ell}\right) \mathrm{Y}_{2}^{2} a_{2}^{2}\right]=\frac{1}{2} \mathbf{m}_{1}\left(\wp_{2}-\frac{\wp_{1}^{2}}{2}\right)+\frac{1}{4} \mathbf{m}_{2} \wp_{1}^{2}, \tag{33}
\end{gather*}
$$

and

$$
\begin{gather*}
-\frac{2}{\vartheta}\left(2+e^{i \ell}\right) \mathrm{Y}_{2} a_{2}=\frac{1}{2} \mathbf{m}_{1} \mathfrak{q}_{1},  \tag{34}\\
\frac{1}{\vartheta}\left[3\left(5+3 e^{i \ell}\right)\left(2 a_{2}^{2}-a_{3}\right) \mathrm{Y}_{3}-4\left(2+e^{i \ell}\right) \mathrm{Y}_{2}^{2} a_{2}^{2}\right]=\frac{1}{2} \mathbf{m}_{1}\left(\mathfrak{q}_{2}-\frac{\mathfrak{q}_{1}^{2}}{2}\right)+\frac{1}{4} \mathbf{m}_{2} \mathfrak{q}_{1}^{2} . \tag{35}
\end{gather*}
$$

From (32) and (34), we obtain the following:

$$
\begin{equation*}
\wp_{1}=-\mathfrak{q}_{1} \tag{36}
\end{equation*}
$$

and

$$
\begin{equation*}
32\left(2+e^{i \ell}\right)^{2} Y_{2}^{2} a_{2}^{2}=\vartheta^{2} \mathbf{m}_{1}^{2}\left(\wp_{1}^{2}+\mathfrak{q}_{1}^{2}\right) \tag{37}
\end{equation*}
$$

If we add (33) and (35) and substitute value $\wp_{1}^{2}+\mathfrak{q}_{1}^{2}$, we obtain the following.

$$
\begin{equation*}
a_{2}^{2}=\frac{\vartheta^{2} \mathbf{m}_{1}^{3}\left(\wp_{2}+\mathfrak{q}_{2}\right)}{4\left[\vartheta\left[3\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}-4\left(2+e^{i \ell}\right) \mathrm{Y}_{2}^{2}\right] \mathbf{m}_{1}^{2}+4\left(2+e^{i \ell}\right)^{2}\left(\mathbf{m}_{1}-\mathbf{m}_{2}\right) \mathrm{Y}_{2}^{2}\right]} \tag{38}
\end{equation*}
$$

Applying Lemma 1 to the coefficients $\wp_{2}$ and $\mathfrak{q}_{2}$, we have the desired inequality given in (28).

Next, if we subtract (33) from (35), we easily observe the following.

$$
\begin{aligned}
\frac{12}{\vartheta} \frac{\left(5+3 e^{i \ell}\right)}{2}\left(a_{3}-a_{2}^{2}\right) \mathrm{Y}_{3} & =\frac{\mathbf{m}_{1}}{2}\left(\wp_{2}-\mathfrak{q}_{2}\right) \\
a_{3} & =\frac{\vartheta \mathbf{m}_{1}\left(\wp_{2}-\mathfrak{q}_{2}\right)}{12\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}}+a_{2}^{2}
\end{aligned}
$$

Upon relieving the value of $a_{2}^{2}$ given in (37), the above equation leads to the following.

$$
a_{3}=\frac{\vartheta \mathbf{m}_{1}\left(\wp_{2}-\mathfrak{q}_{2}\right)}{12\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}}+\frac{\vartheta^{2} \mathbf{m}_{1}^{2}\left(\wp_{1}^{2}+\mathfrak{q}_{1}^{2}\right)}{32\left(2+e^{i \ell}\right)^{2} \mathrm{Y}_{2}^{2}}
$$

Applying Lemma (1) once again to the coefficients $\wp_{1}, \wp_{2}, \mathfrak{q}_{1}$, and $\mathfrak{q}_{2}$, we obtain the preferred coefficient provided in (29).

Fixing $\ell=\pi$ in Theorems (1) and (2), we can state the coefficient estimates for the functions in subclasses $\mathfrak{S}_{\Sigma, \mathfrak{W}}^{\mathcal{S}, \tau}(\vartheta)$ and $\mathfrak{K}_{\Sigma, \mathfrak{W}}^{\zeta, \tau}(\vartheta)$, defined in Remark (2).

Corollary 1. Let $f$ assumed as (1) be in the class $\mathfrak{S}_{\sum, \mathfrak{W}}^{\mathcal{S}, \tau}(\vartheta)$. Then, the following is the case.

$$
\left|a_{2}\right| \leq \frac{|\vartheta| \mathbf{m}_{1} \sqrt{\mathbf{m}_{1}}}{\sqrt{|\vartheta|\left(2 \mathrm{Y}_{3}-\mathrm{Y}_{2}^{2}\right) \mathbf{m}_{1}^{2}+\left(\mathbf{m}_{1}-\mathbf{m}_{2}\right) \mathrm{Y}_{2}^{2}}} \quad \text { and } \quad\left|a_{3}\right| \leq \frac{|\vartheta|^{2} \mathbf{m}_{1}^{2}}{\mathrm{Y}_{2}^{2}}+\frac{|\vartheta| \mathbf{m}_{1}}{2 \mathrm{Y}_{3}} .
$$

Corollary 2. Let $f$ assumed as (1) be in class $\mathfrak{K}_{\Sigma, \mathfrak{W}}^{S, \tau}(\vartheta)$. Then, we have the following.

$$
\left|a_{2}\right| \leq \frac{|\vartheta| \mathbf{m}_{1} \sqrt{\mathbf{m}_{1}}}{\sqrt{2|\vartheta|\left(3 \mathrm{Y}_{3}-2 \mathrm{Y}_{2}^{2}\right) \mathbf{m}_{1}^{2}+4\left(\mathbf{m}_{1}-\mathbf{m}_{2}\right) \mathrm{Y}_{2}^{2}}} \quad \text { and } \quad\left|a_{3}\right| \leq \frac{|\vartheta|^{2} \mathbf{m}_{1}^{2}}{4 \mathrm{Y}_{2}^{2}}+\frac{|\vartheta| \mathbf{m}_{1}}{6 \mathrm{Y}_{3}} .
$$

Fixing $\vartheta=1$ in Theorems (1) and (2), we can state the coefficient estimates for the functions in the subclasses $\mathfrak{S}_{\Sigma, \mathfrak{W}}^{\mathcal{S}, \tau}(\ell)$ and $\mathfrak{K}_{\Sigma, \mathfrak{W}}^{\mathcal{S}, \tau}(\ell)$ defined in Remark (4).

Corollary 3. Let $f$ supposed by (1) be in class $\mathfrak{S}_{\Sigma, \mathfrak{W}}^{\mathfrak{S}, \tau}(\ell)$. Then, we have the following:

$$
\left|a_{2}\right| \leq \frac{\mathbf{m}_{1} \sqrt{\mathbf{m}_{1}}}{\sqrt{\left|\left[\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}-\left(2+e^{i \ell}\right) \mathrm{Y}_{2}^{2}\right] \mathbf{m}_{1}^{2}+\left(2+e^{i \ell}\right)^{2}\left(\mathbf{m}_{1}-\mathbf{m}_{2}\right) \mathrm{Y}_{2}^{2}\right|}}
$$

and the following is the case.

$$
\left|a_{3}\right| \leq \frac{\mathbf{m}_{1}^{2}}{\left|2+e^{i \ell}\right|^{2} \mathrm{Y}_{2}^{2}}+\frac{\mathbf{m}_{1}}{\left|5+3 e^{i \ell}\right| \mathrm{Y}_{3}}
$$

Corollary 4. Let $f$ supposed by (1) be in class $\mathfrak{K}_{\Sigma, \mathfrak{W J}}^{\zeta, \tau}(\ell)$. Then, we have the following:

$$
\left|a_{2}\right| \leq \frac{\mathbf{m}_{1} \sqrt{\mathbf{m}_{1}}}{\sqrt{\left|\left[3\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}-4\left(2+e^{i \ell}\right) \mathrm{Y}_{2}^{2}\right] \mathbf{m}_{1}^{2}+4\left(2+e^{i \ell}\right)^{2}\left(\mathbf{m}_{1}-\mathbf{m}_{2}\right) \mathrm{Y}_{2}^{2}\right|}}
$$

and

$$
\left|a_{3}\right| \leq \frac{\mathbf{m}_{1}^{2}}{4\left|2+e^{i \ell}\right|^{2} \mathrm{Y}_{2}^{2}}+\frac{\mathbf{m}_{1}}{3\left|5+3 e^{i \ell}\right| \mathrm{Y}_{3}} .
$$

## 3. Fekete-Szegő Inequality

In this section, we discuss the Fekete-Szegő results [34] due toZaprawa [35] for functions $f \in \mathfrak{S}_{\Sigma, \mathfrak{W}}^{\mathcal{S}, \tau}(\vartheta, \ell)$ and $f \in \mathfrak{K}_{\Sigma, \mathfrak{W} \boldsymbol{J}}^{\zeta, \tau}(\vartheta, \ell)$.

Theorem 3. Let $f$ assumed by (1) be in class $\mathfrak{S}_{\Sigma, \mathfrak{W}}^{\varsigma, \tau}(\vartheta, \ell)$ and $\varrho \in \mathbb{R}$. Then, we have the following:

$$
\left|a_{3}-\varrho a_{2}^{2}\right| \leq \begin{cases}\left.\frac{\vartheta \mathbf{m}_{1}}{\left|5+3 e^{i}\right|} \right\rvert\, Y_{3} & 0 \leq|\phi(\varrho)| \leq \frac{\vartheta \mathbf{m}_{1}}{4\left|5+3 e^{i l}\right| Y_{3}} \\ 4|\phi(\varrho)|, & |\phi(\varrho)| \geq \frac{\vartheta \mathbf{m}_{1}}{4\left|5+3 e^{i \ell}\right| Y_{3}}\end{cases}
$$

where the following is obtained.

$$
\phi(\varrho)=\frac{(1-\varrho) \vartheta^{2} \mathbf{m}_{1}^{3}}{4\left\{\vartheta\left[\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}-\left(2+e^{i \ell}\right) \mathrm{Y}_{2}^{2}\right] \mathbf{m}_{1}^{2}+\left(2+e^{i \ell}\right)^{2}\left(\mathbf{m}_{1}-\mathbf{m}_{2}\right) \mathrm{Y}_{2}^{2}\right\}}
$$

Proof. From (26) and (27), we have the following:

$$
\begin{aligned}
a_{3}-\varrho a_{2}^{2} & =\frac{(1-\varrho) \vartheta^{2} \mathbf{m}_{1}^{3}\left(\wp_{2}+\mathfrak{q}_{2}\right)}{\left(4\left\{\vartheta\left[\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}-\left(2+e^{i \ell}\right) \mathrm{Y}_{2}^{2}\right] \mathbf{m}_{1}^{2}+\left(2+e^{i \ell}\right)^{2}\left(\mathbf{m}_{1}-\mathbf{m}_{2}\right) \mathrm{Y}_{2}^{2}\right\}\right)}+\frac{\vartheta \mathbf{m}_{1}\left(\wp_{2}-\mathfrak{q}_{2}\right)}{4\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}} \\
& =\left[\phi(\varrho)+\frac{\vartheta \mathbf{m}_{1}}{4\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}}\right] \wp_{2}+\left[\phi(\varrho)-\frac{\vartheta \mathbf{m}_{1}}{4\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}}\right] \mathfrak{q}_{2}
\end{aligned}
$$

where the following is the case.

$$
\phi(\varrho)=\frac{(1-\varrho) \vartheta^{2} \mathbf{m}_{1}^{3}}{4\left\{\vartheta\left[\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}-\left(2+e^{i \ell}\right) \mathrm{Y}_{2}^{2}\right] \mathbf{m}_{1}^{2}+\left(2+e^{i \ell}\right)^{2}\left(\mathbf{m}_{1}-\mathbf{m}_{2}\right) \mathrm{Y}_{2}^{2}\right\}}
$$

Thus, by applying Lemma 1, we obtain the following.

$$
\left|a_{3}-\varrho a_{2}^{2}\right| \leq \begin{cases}\frac{\vartheta \mathbf{m}_{1}}{\left|5+3 e^{i \ell}\right| Y_{3}}, & 0 \leq|\phi(\varrho)| \leq \frac{\vartheta \mathbf{m}_{1}}{4\left|5+3 e^{i \ell}\right| Y_{3}} \\ 4|\phi(\varrho)|, & |\phi(\varrho)| \geq \frac{\vartheta \mathbf{m}_{1}}{4\left|5+3 e^{i \ell}\right| Y_{3}} .\end{cases}
$$

In particular, by fixing $\varrho=1$, we obtain the following.

$$
\left|a_{3}-a_{2}^{2}\right| \leq \frac{\vartheta \mathbf{m}_{1}}{\left|5+3 e^{i \ell}\right| \mathrm{Y}_{3}}
$$

Theorem 4. Let $f$ given by (1) be in class $\mathfrak{K}_{\Sigma, \mathfrak{W}}^{s, \tau}(\vartheta, \ell)$ and $\aleph \in \mathbb{R}$. Then, we have the following:

$$
\left|a_{3}-\aleph a_{2}^{2}\right| \leq\left\{\begin{array}{ll}
\left.\frac{\vartheta \mathbf{m}_{1}}{3\left|5+3 e^{i}\right|} \right\rvert\, Y_{3}, & 0 \leq|\phi(\aleph)| \leq \frac{\vartheta \mathbf{m}_{1}}{12\left|5+3 e^{i \ell}\right| Y_{3}} \\
4|\phi(\aleph)|, & |\phi(\aleph)| \geq \frac{\vartheta \mathbf{m}_{1}}{12\left|5+3 e^{i \ell}\right| Y_{3}}
\end{array} .\right.
$$

where

$$
\phi(\aleph)=\frac{(1-\aleph) \vartheta^{2} \mathbf{m}_{1}^{3}}{4\left[\vartheta\left[3\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}-4\left(2+e^{i \ell}\right) \mathrm{Y}_{2}^{2}\right] \mathbf{m}_{1}^{2}+4\left(2+e^{i \ell}\right)^{2}\left(\mathbf{m}_{1}-\mathbf{m}_{2}\right) \mathrm{Y}_{2}^{2}\right]}
$$

Proof. From (27) and (38), we have the following.

$$
\begin{aligned}
a_{3}-\aleph a_{2}^{2} & =\frac{(1-\aleph) \vartheta^{2} \mathbf{m}_{1}^{3}\left(\wp_{2}+\mathfrak{q}_{2}\right)}{4\left[\vartheta\left[3\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}-4\left(2+e^{i \ell}\right) \mathrm{Y}_{2}^{2} \mathbf{m}_{1}^{2}+4\left(2+e^{i \ell}\right)^{2}\left(\mathbf{m}_{1}-\mathbf{m}_{2}\right) \mathrm{Y}_{2}^{2}\right]\right.}+\frac{\vartheta \mathbf{m}_{1}\left(\wp_{2}-\mathfrak{q}_{2}\right)}{12\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}} \\
& =\left[\phi(\aleph)+\frac{\vartheta \mathbf{m}_{1}}{12\left(5+3 e^{i \ell}\right) Y_{3}}\right] \wp_{2}+\left[\phi(\aleph)-\frac{\vartheta \mathbf{m}_{1}}{12\left(5+3 e^{i \ell}\right) Y_{3}}\right] \mathfrak{q}_{2}
\end{aligned}
$$

where the following is the case.

$$
\phi(\aleph)=\frac{(1-\aleph) \vartheta^{2} \mathbf{m}_{1}^{3}}{4\left[\vartheta\left[3\left(5+3 e^{i \ell}\right) \mathrm{Y}_{3}-4\left(2+e^{i \ell}\right) \mathrm{Y}_{2}^{2}\right] \mathbf{m}_{1}^{2}+4\left(2+e^{i \ell}\right)^{2}\left(\mathbf{m}_{1}-\mathbf{m}_{2}\right) \mathrm{Y}_{2}^{2}\right]}
$$

Thus, by Lemma 1, we obtain the following.

$$
\left|a_{3}-\aleph a_{2}^{2}\right| \leq \begin{cases}\frac{\vartheta \mathbf{m}_{1}}{3\left|5+3 e^{i \ell}\right| Y_{3}}, & 0 \leq|\phi(\aleph)| \leq \frac{\vartheta \mathbf{m}_{1}}{12\left|5+3 e^{i \ell}\right| Y_{3}} \\ 4|\phi(\aleph)|, & |\phi(\aleph)| \geq \frac{\vartheta \mathbf{m}_{1}}{12\left|5+3 e^{i}\right| Y_{3}}\end{cases}
$$

In particular, by taking $\aleph=1$, we obtain the following.

$$
\left|a_{3}-a_{2}^{2}\right| \leq \frac{\vartheta \mathbf{m}_{1}}{3\left|5+3 e^{i \ell}\right| \mathrm{Y}_{3}}
$$

## 4. Conclusions

By fixing $\mathfrak{W}(\xi)$ as listed below, one can determine new results as in Theorems 1-4 for the subclasses introduced in this paper by suitably fixing $\mathbf{m}_{1}$ and $\mathbf{m}_{2}$ :

1. For the class of strongly starlike functions, function $\mathfrak{W}$ is given by $\mathfrak{W}(\xi)=\left(\frac{1+\xi}{1-\tilde{\xi}}\right)^{\alpha}=$ $1+2 \alpha \xi+2 \alpha^{2} \xi^{2}+\cdots \quad(0<\alpha \leq 1)$, which gives $\mathbf{m}_{1}=2 \alpha$ and $\mathbf{m}_{2}=2 \alpha^{2}$, (see [36]);
2. On the other hand, if we take $\mathfrak{W}(\xi)=\frac{1+(1-2 \beta) \xi}{1-\xi}=1+2(1-\beta) \xi+2(1-\beta) \xi^{2}+$ $\cdots \quad(0 \leq \beta<1)$, then $\mathbf{m}_{1}=\mathbf{m}_{2}=2(1-\beta)$, (see [36]);
3. For $\mathfrak{W}(\xi)=\frac{1+A \xi}{1+B \xi}(-1 \leq B<A \leq 1)$, we obtain class $\mathfrak{S}^{*}(A, B)$ (see [37]);
4. For $\mathfrak{W}(\xi)=1+\frac{2}{\pi^{2}}\left(\log \frac{1+\sqrt{\xi}}{1-\sqrt{\xi}}\right)^{2}$, which was considered and studied in [38];
5. For $\mathfrak{W}(\xi)=\sqrt{1+\xi}$, the class is denoted by $\mathfrak{S}_{L^{\prime}}^{*}$, which was considered and studied in [39] further in discussed [40];
6. For $\mathfrak{W}(\xi)=\xi+\sqrt{1+\xi^{2}}$, the class is denoted by $\mathfrak{S}_{l}^{*}$ ( see [41]);
7. If $\mathfrak{W}(\xi)=1+\frac{4}{3} \xi+\frac{2}{3} \xi^{2}$, then such class denoted by $\mathfrak{S}_{C}^{*}$ was introduced in [42] and further studied by [43];
8. For $\mathfrak{W}(\tilde{\xi})=e^{\xi}$, class $\mathfrak{S}_{e}^{*}$ was defined and studied in $[44,45]$;
9. For $\mathfrak{W}(\tilde{\xi})=\cosh (\xi)$, the class is denoted by $\mathfrak{S}_{\text {cosh }}^{*}$ (see [46]);
10. For $\mathfrak{W}(\xi)=1+\sin (\tilde{\xi})$, the class is denoted by $\mathfrak{S}_{\text {sin }}^{*}$ (see [47]); for details and further investigation, (see [48]).
In the current paper, we mainly obtain the upper bounds of the initial Taylors coefficients of bi-starlike and bi-convex functions of complex order involving Erdély-Kober-type integral operators in the open unit. Furthermore, we find the Fekete-Szegő inequalities for the function in these classes. Several consequences of the results are also pointed out as examples. Moreover, we note that by assuming $\mathfrak{W}$ with some particular functions as illustrated above, one can determine new results for the subclasses introduced in this paper. Moreover, by fixing $\ell=0$ and $\ell=\pi$ in the above Theorems, we can easily state the results for various subclasses of $\Sigma$ illustrated in Remarks 2-4. By appropriately fixing the parameters in Theorems 3 and 4, we can deduce the Fekete-Szegő functional for these function classes. Moreover, motivating further research on the subject-matter of this, we have chosen to draw the attention of the concerned readers toward a significantly large number of interrelated publications(see [49-52]) and developments in the area of Geometric Function Theory of Complex Analysis. In conclusion, we choose to reiterate an important observation, which was offered in the recently published survey-cum-expository article by Srivastava ([49], p. 340), who pointed out the fact that the results for the above-mentioned or new $q$ - analogues can easily (and possibly or unimportantly) be interpreted into the equivalent results for the so-called ( $p ; q$ ) - analogues (with $0<|q|<p \leq 1$ ) by smearing some recognizable parametric and argument variations with the additional parameter $p$ being redundant.
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#### Abstract

The zero-truncated Poisson distribution is an important and appropriate model for many real-world applications. Here, we exploit the zero-truncated Poisson distribution probabilities to construct a new subclass of analytic bi-univalent functions involving Gegenbauer polynomials. For functions in the constructed class, we explore estimates of Taylor-Maclaurin coefficients $\left|a_{2}\right|$ and $\left|a_{3}\right|$, and next, we solve the Fekete-Szegő functional problem. A number of new interesting results are presented to follow upon specializing the parameters involved in our main results.
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## 1. Introduction

In discrete probability distributions, the Poisson distribution has found an extensive and varied application in formulating probability models for a wide variety of real-life phenomena dealing with counts of rare events, such as reliability theory, queueing systems, epidemiology, medicine, industry, and many others. In some practical situations, only positive counts would be available and the zero count is ignored or is impossible to be observed at all. For instance: the length of stay in a hospital is recorded as a minimum of at least one day, the number of journal articles published in different disciplines, the number of occupants in passenger cars, etc. An appropriate Poisson distribution that applies to such a case is called a zero-truncated Poisson distribution.

The probability density function of a discrete random variable $X$ that follows a zerotruncated Poisson distribution can be written as

$$
P_{m}(X=s)=\frac{m^{s}}{\left(e^{m}-1\right) s!}, s=1,2,3, \ldots
$$

where the parameter mean $m>0$.
Now, we introduce a novel power series whose coefficients are probabilities of the zero-truncated Poisson distribution

$$
\mathbb{P}(m, z):=z+\sum_{n=2}^{\infty} \frac{m^{n-1}}{\left(e^{m}-1\right)(n-1)!} z^{n}, z \in \mathbb{U},
$$

where $m>0$ and $\mathbb{U}:=\{z \in \mathbb{C}:|z|<1\}$ is the open unit disk. By ratio test, it is clear that the radius of convergence of the above series is infinity.

Orthogonal polynomials have been extensively studied in recent years from various perspectives due to their importance in mathematical statistics, probability theory, mathematical physics, approximation theory, and engineering. From a mathematical point of view, orthogonal polynomials often arise from solutions of ordinary differential equations under certain conditions imposed by certain model. Orthogonal polynomials that appear most commonly in applications are the classical orthogonal polynomials (Hermite polynomials, Laguerre polynomials, and Jacobi polynomials). The general subclass of Jacobi polynomials is the set of Gegenbauer polynomials, this class includes Legendre polynomials and Chebyshev polynomials as subclasses. To study the basic definitions and the most important properties of the classical orthogonal polynomials, we refer the reader to [1-4]. For a recent connection between the classical orthogonal polynomials and geometric function theory, we mention [5-10].

Gegenbauer polynomials $C_{n}^{\alpha}(x)$ for $n=2,3, \ldots$, and $\alpha>-\frac{1}{2}$ are defined by the following three-term recurrence formula

$$
\begin{align*}
& C_{0}^{\alpha}(x)=1 \\
& C_{1}^{\alpha}(x)=2 \alpha x  \tag{1}\\
& C_{n}^{\alpha}(x)=\frac{1}{n}\left[2 x(n+\alpha-1) C_{n-1}^{\alpha}(x)-(n+2 \alpha-2) C_{n-2}^{\alpha}(x)\right] .
\end{align*}
$$

It is worth mentioning that by setting $\alpha=\frac{1}{2}$ and $\alpha=1$ in Equation (1), we immediately obtain Legendre polynomials $P_{n}(x)=C_{n}^{\frac{1}{2}}(x)$ and Chebyshev polynomials of the second kind $U_{n}(x)=C_{n}^{1}(x)$, respectively.

The generating function of Gegenbauer polynomials is given as

$$
H_{\alpha}(x, z)=\frac{1}{\left(1-2 x z+z^{2}\right)^{\alpha}}
$$

where $x \in[-1,1]$ and $z \in \mathbb{U}$. For fixed $x$, the function $H_{\alpha}$ is analytic in $\mathbb{U}$, so it can be expanded in a Taylor-Maclaurin series, as follows:

$$
\begin{equation*}
H_{\alpha}(x, z)=\sum_{n=0}^{\infty} C_{n}^{\alpha}(x) z^{n}, z \in \mathbb{U} \tag{2}
\end{equation*}
$$

## 2. Preliminaries and Definitions

Let $\mathcal{A}$ denote the class of all normalized analytic functions $f$ written as

$$
\begin{equation*}
f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n}, z \in \mathbb{U} . \tag{3}
\end{equation*}
$$

Differential subordination of analytic functions provides excellent tools for study in geometric function theory. The earliest problem in differential subordination was introduced by Miller and Mocanu [11], see also [12]. The book of Miller and Mocanu [13] sums up most of the advancement in the field and the references to the date of its publication.

Definition 1. Let $f$ and $g$ be two analytic functions in $\mathbb{U}$. The function $f$ is said to be subordinate to $g$, written as $f(z) \prec g(z)$, if there is an analytic function $\omega$ in $\mathbb{U}$ with the properties

$$
\omega(0)=0 \quad \text { and } \quad|\omega(z)|<1, z \in \mathbb{U}
$$

such that

$$
f(z)=g(w(z)), z \in \mathbb{U}
$$

Definition 2. A single-valued one-to-one function $f$ defined in a simply connected domain is said to be a univalent function.

Let $\mathcal{S}$ denote the class of all functions $f \in \mathcal{A}$, given by (3), that are univalent in $\mathbb{U}$. Hence, every function $f \in \mathcal{S}$ has an inverse given by

$$
\begin{equation*}
f^{-1}(w)=w-a_{2} w^{2}+\left(2 a_{2}^{2}-a_{3}\right) w^{3}-\left(5 a_{2}^{3}-5 a_{2} a_{3}+a_{4}\right) w^{4}+\ldots \tag{4}
\end{equation*}
$$

Definition 3. A univalent function $f$ is said to be bi-univalent in $\mathbb{U}$ if its inverse function $f^{-1}(w)$ has an analytic univalent extension in $\mathbb{U}$.

Let $\Sigma$ denote the class of all functions $f \in \mathcal{A}$ that are bi-univalent in $\mathbb{U}$ given by (3). For interesting subclasses of functions in the class $\Sigma$, see [14-24].

The coefficient functional

$$
\begin{equation*}
\Delta_{\eta}(f)=a_{3}-\eta a_{2}^{2}=\frac{1}{6}\left(f^{\prime \prime \prime}(0)-\frac{3 \eta}{2}\left(f^{\prime \prime}(0)\right)^{2}\right) \tag{5}
\end{equation*}
$$

of the analytic function $f$ given by (3) is very important in the theory of analytic and univalent functions. Thus, it is quite natural to ask about inequalities for $\Delta_{\eta}(f)$ corresponding to subclasses of bi-univalent functions in the open unit disk $\mathbb{U}$. The problem of maximizing the absolute value of the functional $\Delta_{\eta}(f)$ is called the Fekete-Szegö problem [25]. There are now several results of this type in the literature, each of them dealing with $\left|a_{3}-\eta a_{2}^{2}\right|$ for various classes of functions defined in terms of subordination (see, e.g., [26-31]).

Now, let us define the linear operator

$$
\chi: \mathcal{A} \rightarrow \mathcal{A}
$$

by

$$
\chi_{m} f(z):=\mathbb{P}(m, z) * f(z)=z+\sum_{n=2}^{\infty} \frac{m^{n-1}}{\left(e^{m}-1\right)(n-1)!} a_{n} z^{n}, z \in \mathbb{U}
$$

where the symbol " $*$ " denotes the Hadamard product of the two series.
To obtain our results we need the following lemma:
Lemma 1 ([32], p. 172). Assume that $\omega(z)=\sum_{n=1}^{\infty} \omega_{n} z^{n}, z \in \mathbb{U}$, is an analytic function in $\mathbb{U}$ such that $|\omega(z)|<1$ for all $z \in \mathbb{U}$. Then, $\left|\omega_{1}\right| \leq 1, \quad\left|\omega_{n}\right| \leq 1-\left|\omega_{1}\right|^{2}, n=2,3, \ldots$

Motivated essentially by the earlier work of Amourah et al. [33], we construct, in the next section, a new subclass of bi-univalent functions governed by the zero-truncated Poisson distribution series and Gegenbauer polynomials. Then, we investigate the optimal bounds for the Taylor-Maclaurin coefficients $\left|a_{2}\right|$ and $\left|a_{3}\right|$ and solve the Fekete-Szegő functional problem for functions in our new subclass.

## 3. The Class $\zeta_{\Sigma}(x, \alpha, \delta, \mu)$

Consider the function $f \in \Sigma$ given by (3), the function $g=f^{-1}$ given by (4), and $H_{\alpha}$ is the generating function of Gegenbauer polynomials given by (2). Now, we are ready to define our new subclass of bi-univalent functions $\zeta_{\Sigma}(x, \alpha, \delta, \mu)$ as follows.

Definition 4. A function $f$ is said to be in the class $\zeta_{\Sigma}(x, \alpha, \delta, \mu)$, if the following subordinations are fulfilled:

$$
(1-\mu) \frac{\chi_{m} f(z)}{z}+\mu\left(\chi_{m} f(z)\right)^{\prime}+\delta z\left(\chi_{m} f(z)\right)^{\prime \prime} \prec H_{\alpha}(x, z)
$$

and

$$
(1-\mu) \frac{\chi_{m} g(w)}{w}+\mu\left(\chi_{m} g(w)\right)^{\prime}+\delta w\left(\chi_{m} g(w)\right)^{\prime \prime} \prec H_{\alpha}(x, w)
$$

where $\alpha>0, \mu, \delta \geq 0$, and $x \in\left(\frac{1}{2}, 1\right]$.

Upon allocating the parameters $\mu$ and $\delta$, one can obtain several new subclasses of $\Sigma$, as illustrated in the following two examples.

Example 1. A function $f$ is said to be in the class $\zeta_{\Sigma}(x, \alpha, \mu):=\zeta_{\Sigma}(x, \alpha, 0, \mu)$, if the following subordinations are fulfilled:

$$
(1-\mu) \frac{\chi_{m} f(z)}{z}+\mu\left(\chi_{m} f(z)\right)^{\prime} \prec H_{\alpha}(x, z),
$$

and

$$
(1-\mu) \frac{\chi_{m} g(w)}{w}+\mu\left(\chi_{m} g(w)\right)^{\prime} \prec H_{\alpha}(x, w)
$$

where $\alpha>0, \mu \geq 0$, and $x \in\left(\frac{1}{2}, 1\right]$.
Example 2. A function $f$ is said to be in the class $\zeta_{\Sigma}(x, \alpha):=\zeta_{\Sigma}(x, \alpha, 0,1)$, if the following subordinations are fulfilled:

$$
\left(\chi_{m} f(z)\right)^{\prime} \prec H_{\alpha}(x, z),
$$

and

$$
\left(\chi_{m} g(w)\right)^{\prime} \prec H_{\alpha}(x, w)
$$

where $\alpha>0$ and $x \in\left(\frac{1}{2}, 1\right]$.

## 4. Main Results

Theorem 1. If the function $f$ belongs to the class $\zeta_{\Sigma}(x, \alpha, \delta, \mu)$, then

$$
\begin{equation*}
\left|a_{2}\right| \leq \frac{2 \alpha x\left(e^{m}-1\right) \sqrt{2 x}}{m \sqrt{\left|\left[2 \alpha(1+2 \mu+6 \delta)\left(e^{m}-1\right)-2(1+\alpha)(1+\mu+2 \delta)^{2}\right] x^{2}+(1+\mu+2 \delta)^{2}\right|}}, \tag{6}
\end{equation*}
$$

and

$$
\left|a_{3}\right| \leq \frac{4 \alpha^{2} x^{2}\left(e^{m}-1\right)^{2}}{m^{2}(1+\mu+2 \delta)^{2}}+\frac{4 \alpha x\left(e^{m}-1\right)}{m^{2}(1+2 \mu+6 \delta)}
$$

Proof. If $f \in \zeta_{\Sigma}(x, \alpha, \delta, \mu)$, from the Definition 4 there exist two analytic functions in $\mathbb{U}$ that are $w$ and $v$, such that $w(0)=v(0)=0$ and $|\omega(z)|<1,|v(w)|<1$ for all $z, w \in \mathbb{U}$, and

$$
\begin{equation*}
(1-\mu) \frac{\chi_{m} f(z)}{z}+\mu\left(\chi_{m} f(z)\right)^{\prime}+\delta z\left(\chi_{m} f(z)\right)^{\prime \prime}=H_{\alpha}(x, \omega(z)), z \in \mathbb{U} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
(1-\mu) \frac{\chi_{m} g(w)}{w}+\mu\left(\chi_{m} g(w)\right)^{\prime}+\delta w\left(\chi_{m} g(w)\right)^{\prime \prime}=H_{\alpha}(x, v(w)), w \in \mathbb{U} \tag{8}
\end{equation*}
$$

From the equalities (7) and (8), we obtain

$$
\begin{array}{r}
(1-\mu) \frac{\chi_{m} f(z)}{z}+\mu\left(\chi_{m} f(z)\right)^{\prime}+\delta z\left(\chi_{m} f(z)\right)^{\prime \prime} \\
=1+C_{1}^{\alpha}(x) c_{1} z+\left[C_{1}^{\alpha}(x) c_{2}+C_{2}^{\alpha}(x) c_{1}^{2}\right] z^{2}+\ldots, z \in \mathbb{U}, \tag{9}
\end{array}
$$

and

$$
\begin{array}{r}
(1-\mu) \frac{\chi_{m} g(w)}{w}+\mu\left(\chi_{m} g(w)\right)^{\prime}+\delta w\left(\chi_{m} g(w)\right)^{\prime \prime} \\
=1+C_{1}^{\alpha}(x) d_{1} w+\left[C_{1}^{\alpha}(x) d_{2}+C_{2}^{\alpha}(x) d_{1}^{2}\right] w^{2}+\ldots, w \in \mathbb{U}, \tag{10}
\end{array}
$$

where

$$
\begin{equation*}
\omega(z)=\sum_{j=1}^{\infty} c_{j} z^{j}, z \in \mathbb{U}, \quad \text { and } \quad v(w)=\sum_{j=1}^{\infty} d_{j} w^{j}, w \in \mathbb{U} . \tag{11}
\end{equation*}
$$

According to Lemma 1, if the above function $\omega$ and $v$ has the form (11), then

$$
\begin{equation*}
\left|c_{j}\right| \leq 1 \quad \text { and } \quad\left|d_{j}\right| \leq 1 \quad \text { for all } \quad j \in \mathbb{N} . \tag{12}
\end{equation*}
$$

Thus, upon comparing and equating the corresponding coefficients in (9) and (10), we have

$$
\begin{align*}
& \frac{(1+\mu+2 \delta) m}{e^{m}-1} a_{2}=C_{1}^{\alpha}(x) c_{1},  \tag{13}\\
& \frac{(1+2 \mu+6 \delta) m^{2}}{2\left(e^{m}-1\right)} a_{3}=C_{1}^{\alpha}(x) c_{2}+C_{2}^{\alpha}(x) c_{1}^{2},  \tag{14}\\
& -\frac{(1+\mu+2 \delta) m}{e^{m}-1} a_{2}=C_{1}^{\alpha}(x) d_{1}, \tag{15}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{(1+2 \mu+6 \delta) m^{2}}{2\left(e^{m}-1\right)}\left[2 a_{2}^{2}-a_{3}\right]=C_{1}^{\alpha}(x) d_{2}+C_{2}^{\alpha}(x) d_{1}^{2} \tag{16}
\end{equation*}
$$

It follows from (13) and (15) that

$$
\begin{equation*}
c_{1}=-d_{1}, \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{2(1+\mu+2 \delta)^{2} m^{2}}{\left(e^{m}-1\right)^{2}} a_{2}^{2}=\left[C_{1}^{\alpha}(x)\right]^{2}\left(c_{1}^{2}+d_{1}^{2}\right) . \tag{18}
\end{equation*}
$$

If we add (14) and (16), we get

$$
\begin{equation*}
\frac{(1+2 \mu+6 \delta) m^{2}}{\left(e^{m}-1\right)} a_{2}^{2}=C_{1}^{\alpha}(x)\left(c_{2}+d_{2}\right)+C_{2}^{\alpha}(x)\left(c_{1}^{2}+d_{1}^{2}\right) \tag{19}
\end{equation*}
$$

Substituting the value of $\left(c_{1}^{2}+d_{1}^{2}\right)$ from (18) in the right hand side of (19), we deduce that

$$
\begin{equation*}
\left[(1+2 \mu+6 \delta)-\frac{2(1+\mu+2 \delta)^{2}}{\left(e^{m}-1\right)} \frac{C_{2}^{\alpha}(x)}{\left[C_{1}^{\alpha}(x)\right]^{2}}\right] \frac{m^{2}}{\left(e^{m}-1\right)} a_{2}^{2}=C_{1}^{\alpha}(x)\left(c_{2}+d_{2}\right) \tag{20}
\end{equation*}
$$

Now, using (1), (12) and (20), we find that (6) holds.
Moreover, if we subtract (16) from (14), we obtain

$$
\begin{equation*}
\frac{(1+2 \mu+6 \delta) m^{2}}{\left(e^{m}-1\right)}\left(a_{3}-a_{2}^{2}\right)=C_{1}^{\alpha}(x)\left(c_{2}-d_{2}\right)+C_{2}^{\alpha}(x)\left(c_{1}^{2}-d_{1}^{2}\right) \tag{21}
\end{equation*}
$$

Then, in view of (17) and (18), Equation (21) becomes

$$
a_{3}=\frac{\left(e^{m}-1\right)^{2}\left[C_{1}^{\alpha}(x)\right]^{2}}{2 m^{2}(1+\mu+2 \delta)^{2}}\left(c_{1}^{2}+d_{1}^{2}\right)+\frac{\left(e^{m}-1\right) C_{1}^{\alpha}(x)}{m^{2}(1+2 \mu+6 \delta)}\left(c_{2}-d_{2}\right)
$$

Thus, applying (1), we conclude that

$$
\left|a_{3}\right| \leq \frac{4 \alpha^{2} x^{2}\left(e^{m}-1\right)^{2}}{m^{2}(1+\mu+2 \delta)^{2}}+\frac{4 \alpha x\left(e^{m}-1\right)}{m^{2}(1+2 \mu+6 \delta)}
$$

and the proof of the theorem is complete.

The following result addresses the Fekete-Szegő functional problem for functions in the class $\zeta_{\Sigma}(x, \alpha, \delta, \mu)$.

Theorem 2. If the function $f$ belongs to the class $\zeta_{\Sigma}(x, \alpha, \delta, \mu)$, then

$$
\left|a_{3}-\eta a_{2}^{2}\right| \leq \begin{cases}\frac{4 \alpha x\left(e^{m}-1\right)}{m^{2}(1+2 \mu+6 \delta)}, & \text { if }|\eta-1| \leq M \\ \frac{8 \alpha^{2} x^{3}\left(e^{m}-1\right)^{2}|1-\eta|}{\left|m^{2}\left\{\left[2 \alpha(1+2 \mu+6 \delta)\left(e^{m}-1\right)-2(1+\alpha)(1+\mu+2 \delta)^{2}\right] x^{2}+(1+\mu+2 \delta)^{2}\right\}\right|}, & \text { if } \quad|\eta-1| \geq M\end{cases}
$$

where

$$
M:=\left|1-\frac{(1+\mu+2 \delta)^{2}\left[2(1+\alpha) x^{2}-1\right]}{2 \alpha x^{2}\left(e^{m}-1\right)(1+2 \mu+6 \delta)}\right|
$$

Proof. If $f \in \zeta_{\Sigma}(x, \alpha, \delta, \mu)$, from (20) and (21) we get

$$
\begin{array}{r}
a_{3}-\eta a_{2}^{2}=(1-\eta) \frac{\left(e^{m}-1\right)^{2}\left[C_{1}^{\alpha}(x)\right]^{3}\left(c_{2}+d_{2}\right)}{m^{2}\left[\left(e^{m}-1\right)(1+2 \mu+6 \delta)\left[C_{1}^{\alpha}(x)\right]^{2}-2(1+\mu+2 \delta)^{2} C_{2}^{\alpha}(x)\right]} \\
\quad+\frac{\left(e^{m}-1\right) C_{1}^{\alpha}(x)}{m^{2}(1+2 \mu+6 \delta)}\left(c_{2}-d_{2}\right) \\
=
\end{array} \begin{array}{r}
C_{1}^{\alpha}(x)\left[h(\eta)+\frac{\left(e^{m}-1\right)}{m^{2}(1+2 \mu+6 \delta)}\right] c_{2}+\left[h(\eta)-\frac{\left(e^{m}-1\right)}{m^{2}(1+2 \mu+6 \delta)}\right] d_{2},
\end{array}
$$

where

$$
h(\eta)=\frac{\left(e^{m}-1\right)^{2}\left[C_{1}^{\alpha}(x)\right]^{2}(1-\eta)}{m^{2}\left[\left(e^{m}-1\right)(1+2 \mu+6 \delta)\left[C_{1}^{\alpha}(x)\right]^{2}-2(1+\mu+2 \delta)^{2} C_{2}^{\alpha}(x)\right]}
$$

Then, in view of (1), we conclude that

$$
\left|a_{3}-\eta a_{2}^{2}\right| \leq\left\{\begin{array}{lll}
\frac{4 \alpha x\left(e^{m}-1\right)}{m^{2}(1+2 \mu+6 \delta)}, & \text { if } & 0 \leq|h(\eta)| \leq \frac{\left(e^{m}-1\right)}{m^{2}(1+2 \mu+6 \delta)} \\
4 \alpha x|h(\eta)|, & \text { if } & |h(\eta)| \geq \frac{\left(e^{m}-1\right)}{m^{2}(1+2 \mu+6 \delta)},
\end{array}\right.
$$

which completes the proof of Theorem 2.

## 5. Corollaries and Consequences

Corresponding essentially to the Example 1 (setting $\delta=0$ ) and Example 2 (setting $\delta=0$ and $\mu=1$ ), from Theorems 1 and 2 we get the following consequences, respectively.

Corollary 1. If the function $f$ belongs to the class $\zeta_{\Sigma}(x, \alpha, \mu)$, then

$$
\begin{gathered}
\left|a_{2}\right| \leq \frac{2 \alpha x\left(e^{m}-1\right) \sqrt{2 x}}{m \sqrt{\left|\left[2 \alpha(1+2 \mu)\left(e^{m}-1\right)-2(1+\alpha)(1+\mu)^{2}\right] x^{2}+(1+\mu)^{2}\right|}} \\
\left|a_{3}\right| \leq \frac{4 \alpha^{2} x^{2}\left(e^{m}-1\right)^{2}}{m^{2}(1+\mu)^{2}}+\frac{4 \alpha x\left(e^{m}-1\right)}{m^{2}(1+2 \mu)}
\end{gathered}
$$

and

$$
\left|a_{3}-\eta a_{2}^{2}\right| \leq \begin{cases}\frac{4 \alpha x\left(e^{m}-1\right)}{m^{2}(1+2 \mu)}, & \text { if }|\eta-1| \leq N \\ \frac{8 \alpha^{2} x^{3}\left(e^{m}-1\right)^{2}|1-\eta|}{\left|m^{2}\left\{\left[2 \alpha(1+2 \mu)\left(e^{m}-1\right)-2(1+\alpha)(1+\mu)^{2}\right] x^{2}+(1+\mu)^{2}\right\}\right|}, & \text { if } \quad|\eta-1| \geq N\end{cases}
$$

where

$$
N:=\left|1-\frac{(1+\mu)^{2}\left[2(1+\alpha) x^{2}-1\right]}{2 \alpha x^{2}\left(e^{m}-1\right)(1+2 \mu)}\right| .
$$

Corollary 2. If the function $f$ belongs to the class $\zeta_{\Sigma}(x, \alpha)$, then

$$
\begin{gathered}
\left|a_{2}\right| \leq \frac{2 \alpha x\left(e^{m}-1\right) \sqrt{2 x}}{m \sqrt{\left|\left[6 \alpha\left(e^{m}-1\right)-8(1+\alpha)\right] x^{2}+4\right|}} \\
\left|a_{3}\right| \leq \frac{\alpha^{2} x^{2}\left(e^{m}-1\right)^{2}}{m^{2}}+\frac{4 \alpha x\left(e^{m}-1\right)}{3 m^{2}}
\end{gathered}
$$

and

$$
\left|a_{3}-\eta a_{2}^{2}\right| \leq\left\{\begin{array}{l}
\frac{4 \alpha x\left(e^{m}-1\right)}{3 m^{2}}, \quad \text { if } \quad|\eta-1| \leq L \\
\frac{8 \alpha^{2} x^{3}\left(e^{m}-1\right)^{2}|1-\eta|}{\left|m^{2}\left\{\left[6 \alpha\left(e^{m}-1\right)-8(1+\alpha)\right] x^{2}+4\right\}\right|},
\end{array} \text { if } \quad|\eta-1| \geq L,\right.
$$

where

$$
L:=\left|1-\frac{2\left[2(1+\alpha) x^{2}-1\right]}{3 \alpha x^{2}\left(e^{m}-1\right)}\right| .
$$

## 6. Concluding Remarks

In the present work we have constructed a new subclass $\zeta_{\Sigma}(x, \alpha, \delta, \mu)$ of normalized analytic and bi-univalent functions governed with the zero-truncated Poisson distribution series and Gegenbauer polynomials. For functions belonging to this class, we have made estimates of Taylor-Maclaurin coefficients, $\left|a_{2}\right|$ and $\left|a_{3}\right|$, and solved the Fekete-Szegő functional problem. Furthermore, by suitably specializing the parameters $\delta$ and $\mu$, one can deduce the results for the subclasses $\zeta_{\Sigma}(x, \alpha, \mu)$ and $\zeta_{\Sigma}(x, \alpha)$ which are defined, respectively, in Examples 1 and 2.

The results offered in this paper would lead to other different new results for the classes $\zeta_{\Sigma}(x, 1 / 2, \delta, \mu)$ for Legendre polynomials and $\zeta_{\Sigma}(x, 1, \delta, \mu)$ for Chebyshev polynomials.

It remains an open problem to derive estimates on the bounds of $\left|a_{n}\right|$ for $n \geq 4, n \in \mathbb{N}$, for the subclasses that have been introduced here.
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#### Abstract

The logarithmic coefficients are very essential in the problems of univalent functions theory. The importance of the logarithmic coefficients is due to the fact that the bounds on logarithmic coefficients of $f$ can transfer to the Taylor coefficients of univalent functions themselves or to their powers, via the Lebedev-Milin inequalities; therefore, it is interesting to investigate the Hankel determinant whose entries are logarithmic coefficients. The main purpose of this paper is to obtain the sharp bounds for the second Hankel determinant of logarithmic coefficients of strongly starlike functions and strongly convex functions.
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## 1. Introduction

Let $\mathcal{A}$ stand for the standard class of analytic functions of the form

$$
\begin{equation*}
f(z)=z+\sum_{k=2}^{\infty} a_{k} z^{k}, \quad z \in \mathbb{U}=\{z \in \mathbb{C}:|z|<1\} \tag{1}
\end{equation*}
$$

and let $\mathcal{S}$ be the class of functions in $\mathcal{A}$, which are univalent in $\mathbb{U}$.
A function $f$ of the form (1) is said to be starlike of order $\alpha$ in $\mathbb{U}$ if

$$
\Re\left\{\frac{z f^{\prime}(z)}{f(z)}\right\}>\alpha \quad(z \in \mathbb{U})
$$

The set of all such functions is denoted by $\mathcal{S}^{*}(\alpha)$.
Next, by $\mathcal{K}(\alpha)$, we denote the class of convex functions of order $\alpha$ in $\mathbb{U}$ that satisfy the following inequality:

$$
\Re\left\{1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right\}>\alpha \quad(z \in \mathbb{U})
$$

A function $f$ of the form (1) is said to be strongly starlike of order $\alpha,(0<\alpha \leq 1)$, in $\mathbb{U}$ if

$$
\begin{equation*}
\left|\arg \frac{z f^{\prime}(z)}{f(z)}\right|<\frac{\pi \alpha}{2} \quad(z \in \mathbb{U}) \tag{2}
\end{equation*}
$$

The set of all such functions is denoted by $\mathcal{S}_{s}^{*}(\alpha)$. Moreover, a function $f$ of the form (1) is said to be strongly convex of order $\alpha,(0<\alpha \leq 1)$, in $\mathbb{U}$ if

$$
\begin{equation*}
\left|\arg \left(1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right)\right|<\frac{\pi \alpha}{2} \quad(z \in \mathbb{U}) \tag{3}
\end{equation*}
$$

The set of all such functions is denoted by $\mathcal{K}_{\mathcal{C}}(\alpha)$.
The class $\mathcal{S}_{s}^{*}(\alpha)$ was independently introduced by Brannan and Kirwan [1] and Stankiewicz [2] (see also [3]). Clearly, $\mathcal{S}_{s}^{*}(1)=\mathcal{S}^{*}$ is the class of starlike functions and $\mathcal{K}_{c}^{*}(1)=\mathcal{K}$ is the class of convex functions in $\mathbb{U}$. We should observe that as $\alpha$ increases the sets $\mathcal{S}^{*}(\alpha)$ and $\mathcal{K}(\alpha)$ become smaller; however as $\alpha$ increases the sets $\mathcal{S}_{s}^{*}(\alpha)$ and $\mathcal{K}_{c}(\alpha)$ become larger. Furthermore, although the sharp coefficient bounds of the functions in the classes $\mathcal{S}^{*}(\alpha)$ and $\mathcal{K}(\alpha)$ are known, sharp coefficient bounds for the functions in the sets $\mathcal{S}_{s}^{*}(\alpha)$ and $\mathcal{K}_{c}(\alpha)$ are much harder to obtain, and only partial results are known $[1,4]$.

Let $\mathcal{P}$ denote the class of analytic functions $p(z)$ in $\mathbb{U}$ satisfying $p(0)=1$ and $\Re(p(z))>0$. Thus, if $p \in \mathcal{P}$, then have the following form:

$$
\begin{equation*}
p(z)=1+\sum_{k=1}^{\infty} c_{k} z^{k}, \quad z \in \mathbb{U} . \tag{4}
\end{equation*}
$$

Functions in $\mathcal{P}$ are called Carathedory functions.
Associated with each $f \in \mathcal{S}$, is a well-defined logarithmic function

$$
\begin{equation*}
\mathcal{F}_{f}:=\log \frac{f(z)}{z}=2 \sum_{k=1}^{\infty} \gamma_{k} z^{k}, \quad z \in \mathbb{U} . \tag{5}
\end{equation*}
$$

The numbers $\gamma_{k}$ are called the logarithmic coefficients of $f$. The logarithmic coefficients are very essential in the problems of univalent functions coefficients. The importance of the logarithmic coefficients is due to the fact that the bounds on logarithmic coefficients of $f$ can transfer to the Taylor coefficients of univalent functions themselves or to their powers, via the Lebedev-Milin inequalities.

Relatively little exact information is known about the logarithmic coefficients of $f$ when $f \in \mathcal{S}$. The logarithmic coefficients of the Koebe function $\mathcal{K}(z)=z(1-z)^{-2}$ are $\gamma_{k}=1 / k$. Because of the extremal properties of the Koebe function, one could expect that $\gamma_{k} \leq 1 / k$, for each $f \in \mathcal{S}$; however, this conjecture is false even in the case $k=2$. For the whole class $\mathcal{S}$, the sharp estimates of single logarithmic coefficients are known only for

$$
\left|\gamma_{1}\right| \leq 1 \quad \text { and } \quad\left|\gamma_{2}\right| \leq \frac{1}{2}+\frac{1}{e^{2}}=0.6353 \ldots
$$

and are unknown for $k \geq 3$. Recently, logarithmic coefficients have been studied by various authors and upper bounds of logarithmic coefficients of functions in some important subclasses of $\mathcal{S}$ have been obtained (e.g., [5-10]). For a summary of some of the significant results concerning the logarithmic coefficients for univalent functions, we refer to [11].

For $q, n \in \mathbb{N}$, the Hankel determinant $H_{q, n}(f)$ of $f \in \mathcal{A}$ of form (1) is defined as

$$
H_{q, n}(f)=\left|\begin{array}{cccc}
a_{n} & a_{n+1} & \cdots & a_{n+q-1} \\
a_{n+1} & a_{n+2} & \cdots & a_{n+q} \\
\vdots & \vdots & & \vdots \\
a_{n+q-1} & a_{n+q} & \cdots & a_{n+2(q-1)}
\end{array}\right|
$$

The Hankel determinant $H_{2,1}(f)=a_{3}-a_{2}^{2}$ is the well-known Fekete-Szegö functional. The second Hankel determinant $H_{2,2}(f)$ is given by $H_{2,2}(f)=a_{2} a_{4}-a_{3}^{2}$.

The problem of computing the upper bound of $H_{q, n}$ over various subfamilies of $\mathcal{A}$ is interesting and widely studied in the literature on the geometric function theory of complex analysis. The upper bounds of $H_{2,2}, H_{3,1}$ and higher-order Hankel determinants for subclasses of analytic functions were obtained by various authors [12-24].

Very recently, Kowalczyk and Lecko [25] introduced the Hankel determinant $H_{q, n}\left(F_{f} / 2\right)$, which are logarithmic coefficients of $f$, i.e.,

$$
H_{q, n}\left(F_{f} / 2\right)=\left|\begin{array}{cccc}
\gamma_{n} & \gamma_{n+1} & \cdots & \gamma_{n+q-1} \\
\gamma_{n+1} & \gamma_{n+2} & \cdots & \gamma_{n+q} \\
\vdots & \vdots & & \vdots \\
\gamma_{n+q-1} & \gamma_{n+q} & \cdots & \gamma_{n+2(q-1)}
\end{array}\right|
$$

For a function $f \in \mathcal{S}$ given in (1), by differentiating (5) one can obtain the following:

$$
\begin{equation*}
\gamma_{1}=\frac{1}{2} a_{2}, \gamma_{2}=\frac{1}{2}\left(a_{3}-\frac{1}{2} a_{2}^{2}\right), \gamma_{3}=\frac{1}{2}\left(a_{4}-a_{2} a_{3}+\frac{1}{3} a_{2}^{3}\right) . \tag{6}
\end{equation*}
$$

Therefore, the second Hankel determinant of $F_{f} / 2$ can be obtained by

$$
\begin{equation*}
H_{2,1}\left(F_{f} / 2\right)=\gamma_{1} \gamma_{3}-\gamma_{2}^{2}=\frac{1}{4}\left(a_{2} a_{4}-a_{3}^{2}+\frac{1}{12} a_{2}^{4}\right) \tag{7}
\end{equation*}
$$

Furthermore, if $f \in \mathcal{S}$, then for

$$
f_{\theta}(z)=e^{-i \theta} f\left(e^{i \theta} z\right) \quad(\theta \in \mathbb{R})
$$

we find that (see [26])

$$
H_{2,1}\left(\frac{F_{f_{\theta}}}{2}\right)=e^{4 i \theta} H_{2,1}\left(\frac{F_{f}}{2}\right)
$$

Kowalczyk and Lecko [26] obtained sharp bounds for $H_{2,1}\left(F_{f} / 2\right)$ for the classes of starlike and convex functions of order $\alpha$. The problem of computing the sharp bounds of $H_{2,1}\left(F_{f} / 2\right)$ for starlike and convex functions with respect to symmetric points in the open unit disk has been considered by Allu and Arora [27].

In this paper, we calculate the sharp bounds for $H_{2,1}\left(F_{f} / 2\right)=\gamma_{1} \gamma_{3}-\gamma_{2}^{2}$ for the classes $\mathcal{S}_{s}^{*}(\alpha)$ and $\mathcal{K}_{c}(\alpha)$.

To establish our main results, we will require the following Lemmas:
Lemma 1 ([28] (see also [26])). If $p \in \mathcal{P}$ is of the form (4) with $c_{1} \geq 0$, then

$$
\begin{align*}
& c_{1}=2 d_{1} \\
& c_{2}=2 d_{1}^{2}+2\left(1-d_{1}^{2}\right) d_{2}  \tag{8}\\
& c_{3}=2 d_{1}^{3}+4\left(1-d_{1}^{2}\right) d_{1} d_{2}-2\left(1-d_{1}^{2}\right) d_{1} d_{2}^{2}+2\left(1-d_{1}^{2}\right)\left(1-\left|d_{2}\right|^{2}\right) d_{3}
\end{align*}
$$

for some $d_{1} \in[0,1]$ and $d_{2}, d_{3} \in \overline{\mathbb{U}}=\{z \in \mathbb{C}:|z| \leq 1\}$.
For $d_{1} \in \mathbb{U}$ and $d_{2} \in \partial \mathbb{U}=\{z \in \mathbb{C}:|z|=1\}$, there is a unique function $p \in \mathcal{P}$ with $c_{1}$ and $c_{2}$ as in (8), namely

$$
p(z)=\frac{1+\left(\overline{d_{1}} d_{2}+d_{1}\right) z+d_{2} z^{2}}{1+\left(\overline{d_{1}} d_{2}-d_{1}\right) z-d_{2} z^{2}}, \quad z \in \mathbb{U}
$$

Lemma 2 ([29]). Given real numbers $A, B, C$, let

$$
Y(A, B, C)=\max \left\{\left|A+B z+C z^{2}\right|+1-|z|^{2}: z \in \overline{\mathbb{U}}\right\} .
$$

I. If $A C \geq 0$, then

$$
Y(A, B, C)= \begin{cases}|A|+|B|+|C|, & |B| \geq 2(1-|C|) \\ 1+|A|+\frac{B^{2}}{4(1-|C|)}, & |B|<2(1-|C|) .\end{cases}
$$

II. If $A C<0$, then

$$
Y(A, B, C)= \begin{cases}1-|A|+\frac{B^{2}}{4(1-|C|)}, & -4 A C\left(C^{-2}-1\right) \leq B^{2} \wedge|B|<2(1-|C|) \\ 1+|A|+\frac{B^{2}}{4(1+|C|)}, & B^{2}<\min \left\{4(1+|C|)^{2},-4 A C\left(C^{-2}-1\right)\right\} \\ R(A, B, C), & \text { otherwise. }\end{cases}
$$

where

$$
R(A, B, C)= \begin{cases}|A|+|B|-|C|, & |C|(|B|+4|A|) \leq|A B| \\ -|A|+|B|+|C|, & |A B| \leq|C|(|B|-4|A|) \\ (|A|+|C|) \sqrt{1-\frac{B^{2}}{4 A C}}, & \text { otherwise. }\end{cases}
$$

## 2. Second Hankel Determinant of Logarithmic Coefficients for the Class $\mathcal{S}_{S}^{*}(\alpha)$

Theorem 1. Let $\alpha \in(0,1]$. If $f \in \mathcal{S}_{s}^{*}(\alpha)$, then

$$
\begin{equation*}
\left|\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right| \leq \frac{\alpha^{2}}{4} . \tag{9}
\end{equation*}
$$

This inequality is sharp. Equality holds for the function

$$
\begin{equation*}
f(z)=z \exp \int_{0}^{z} \frac{\left(1-u^{2}\right)^{-2 \alpha}-1}{u} \mathrm{~d} u, \quad z \in \mathbb{U} \tag{10}
\end{equation*}
$$

Proof. Let $\alpha \in(0,1]$ and $f \in \mathcal{S}_{S}^{*}(\alpha)$ be of the form (1). Then by (2) we have

$$
\begin{equation*}
\frac{z f^{\prime}(z)}{f(z)}=(p(z))^{\alpha}, \quad z \in \mathbb{U} \tag{11}
\end{equation*}
$$

for some function $p \in \mathcal{P}$ of the form (4). Since the class $\mathcal{P}$ and the functional $\left|H_{2,1}\left(F_{f} / 2\right)\right|$ are rotationally invariant, we may assume that $c_{1} \in[0,2]$ (i.e., in view of (8) that $d_{1} \in[0,1]$ ). Equating the coefficients, we obtain

$$
\begin{align*}
& a_{2}=\alpha c_{1} \\
& a_{3}=\frac{\alpha}{2}\left(c_{2}-\frac{1-3 \alpha}{2} c_{1}^{2}\right)  \tag{12}\\
& a_{4}=\frac{\alpha}{3}\left(c_{3}+\frac{5 \alpha-2}{2} c_{1} c_{2}+\frac{17 \alpha^{2}-15 \alpha+4}{12} c_{1}^{3}\right) .
\end{align*}
$$

Hence by using (6)-(8) we obtain

$$
\begin{align*}
\gamma_{1} \gamma_{3}-\gamma_{2}^{2}= & \frac{1}{4}\left(a_{2} a_{4}-a_{3}^{2}+\frac{1}{12} a_{2}^{4}\right) \\
= & \frac{\alpha^{2}}{576}\left[(7+\alpha)(1-\alpha) c_{1}^{4}-12(1-\alpha) c_{1}^{2} c_{2}+48 c_{1} c_{3}-36 c_{2}^{2}\right] \\
= & \frac{\alpha^{2}}{36}\left[\left(4-\alpha^{2}\right) d_{1}^{4}+6 \alpha\left(1-d_{1}^{2}\right) d_{1}^{2} d_{2}-\left(1-d_{1}^{2}\right)\left[12 d_{1}^{2}+9\left(1-d_{1}^{2}\right)\right] d_{2}^{2}\right.  \tag{13}\\
& \left.\quad+12\left(1-d_{1}^{2}\right)\left(1-\left|d_{2}\right|^{2}\right) d_{1} d_{3}\right]
\end{align*}
$$

Now, we may have the following cases on $d_{1}$ :
Case 1. Suppose that $d_{1}=1$. Then by (13) we obtain

$$
\left|\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right|=\frac{\alpha^{2}}{36}\left(4-\alpha^{2}\right)
$$

Case 2. Suppose that $d_{1}=0$. Then by (13) we obtain

$$
\left|\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right|=\frac{\alpha^{2}}{4}\left|d_{2}\right|^{2} \leq \frac{\alpha^{2}}{4}
$$

Case 3. Suppose that $d_{1} \in(0,1)$. By the fact that $\left|d_{3}\right| \leq 1$, applying the triangle inequality to (13) we can write

$$
\begin{aligned}
\left|\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right| & =\left|\frac{\alpha^{2}\left(1-d_{1}^{2}\right)}{3}\left[\frac{4-\alpha^{2}}{12\left(1-d_{1}^{2}\right)} d_{1}^{4}+\frac{\alpha}{2} d_{1}^{2} d_{2}-\frac{12 d_{1}^{2}+9\left(1-d_{1}^{2}\right)}{12} d_{2}^{2}+\left(1-\left|d_{2}\right|^{2}\right) d_{1} d_{3}\right]\right| \\
& \leq \frac{\alpha^{2} d_{1}\left(1-d_{1}^{2}\right)}{3}\left[\left|\frac{4-\alpha^{2}}{12\left(1-d_{1}^{2}\right)} d_{1}^{3}+\frac{\alpha}{2} d_{1} d_{2}-\frac{12 d_{1}^{2}+9\left(1-d_{1}^{2}\right)}{12 d_{1}} d_{2}^{2}\right|+1-\left|d_{2}\right|^{2}\right] \\
& =\frac{\alpha^{2} d_{1}\left(1-d_{1}^{2}\right)}{3}\left[\left|A+B d_{2}+C d_{2}^{2}\right|+1-\left|d_{2}\right|^{2}\right]
\end{aligned}
$$

where

$$
A=\frac{4-\alpha^{2}}{12\left(1-d_{1}^{2}\right)} d_{1}^{3} \quad B=\frac{\alpha}{2} d_{1} \quad C=-\frac{d_{1}^{2}+3}{4 d_{1}} .
$$

Since $A C<0$, we apply Lemma 2 only for the case II.
We consider the following sub-cases.
3 (a) Since

$$
-4 A C\left(\frac{1}{C^{2}}-1\right)-B^{2}=\frac{\left(4-\alpha^{2}\right) d_{1}^{2}\left(d_{1}^{2}+3\right)}{12\left(1-d_{1}^{2}\right)}\left(\frac{16 d_{1}^{2}}{\left(d_{1}^{2}+3\right)^{2}}-1\right)-\frac{\alpha^{2} d_{1}^{2}}{4} \leq 0
$$

equivalent to $\left(1-\alpha^{2}\right) d_{1}^{2} \leq 9$, which evidently holds for $d_{1} \in(0,1)$. Further, the inequality $|B|<2(1-|C|)$ is equivalent to $3+(1+\alpha) d_{1}^{2}-4 d_{1}<0$ which is false for $d_{1} \in(0,1)$.

3 (b) Since

$$
4(1+|C|)^{2}=\frac{\left(d_{1}^{2}+4 d_{1}+3\right)^{2}}{4 d_{1}^{2}}>0
$$

and

$$
-4 A C\left(\frac{1}{C^{2}}-1\right)=\frac{\left(4-\alpha^{2}\right) d_{1}^{2}\left(d_{1}^{2}-9\right)}{12\left(d_{1}^{2}+3\right)}<0
$$

we see that the inequality

$$
\frac{\alpha^{2} d_{1}^{2}}{4}<\min \left\{4(1+|C|)^{2},-4 A C\left(\frac{1}{C^{2}}-1\right)\right\}
$$

is false for $d_{1} \in(0,1)$.
3 (c) The inequality

$$
|C|(|B|+4|A|)-|A B|=\frac{\left(d_{1}^{2}+3\right)}{4 d_{1}}\left(\frac{\alpha d_{1}}{2}+\frac{\left(4-\alpha^{2}\right) d_{1}^{3}}{3\left(1-d_{1}^{2}\right)}\right)-\frac{\alpha\left(4-\alpha^{2}\right) d_{1}^{4}}{24\left(1-d_{1}^{2}\right)} \leq 0
$$

is equivalent to

$$
d^{4}\left(8+\alpha^{3}-2 \alpha^{2}-7 \alpha\right)+d^{2}\left(24-6 \alpha^{2}-6 \alpha\right)+9 \alpha \leq 0 .
$$

It is easy to verify that

$$
\begin{aligned}
d^{4}\left(8+\alpha^{3}-2 \alpha^{2}-7 \alpha\right)+d^{2}\left(24-6 \alpha^{2}\right. & -6 \alpha)+9 \alpha \\
& >d^{4}\left(32+\alpha^{3}-8 \alpha^{2}-13 \alpha\right)+9 \alpha>0
\end{aligned}
$$

for $d_{1} \in(0,1)$. Thus, the inequality $|C|(|B|+4|A|) \leq|A B|$ does not hold for $\alpha \in(0,1]$ and $d_{1} \in(0,1)$.

3 (d) We can write

$$
\begin{aligned}
|A B|-|C|(|B|-4|A|) & =\frac{\alpha\left(4-\alpha^{2}\right) d_{1}^{4}}{24\left(1-d_{1}^{2}\right)}-\frac{\left(d_{1}^{2}+3\right)}{4 d_{1}}\left(\frac{\alpha d_{1}}{2}-\frac{\left(4-\alpha^{2}\right) d_{1}^{3}}{3\left(1-d_{1}^{2}\right)}\right) \\
& =\frac{1}{24(1-t)}\left(K_{1} t^{2}+L_{1} t+M_{1}\right)
\end{aligned}
$$

where $t=d_{1}^{2} \in(0,1)$ and

$$
\begin{aligned}
K_{1} & =-\alpha^{3}-2 \alpha^{2}+7 \alpha+8 \\
L_{1} & =6\left(4+\alpha-\alpha^{2}\right) \\
M_{1} & =-9 \alpha .
\end{aligned}
$$

It is easy to see that $K_{1}>0, L_{1}>0$ and $M_{1}<0$, for $\alpha \in(0,1]$.
For the equation $K_{1} t^{2}+L_{1} t+M_{1}$, we have $\Delta=144\left(4+4 \alpha-\alpha^{3}\right)>0$. Since $K_{1}>0$, $\frac{M_{1}}{K_{1}}<0$ and $K_{1}+L_{1}+M_{1}=32-\alpha^{3}-8 \alpha^{2}+4 \alpha>0$, for $\alpha \in(0,1]$, the equation $K_{1} t^{2}+$ $L_{1} t+M_{1}$ has positive unique root such that

$$
0<t_{1}=\frac{-L_{1}+\sqrt{\Delta}}{2 K_{1}}<1
$$

Therefore, for $d_{1}^{*}=\sqrt{t_{1}}$, it follows that $|A B|=|C|(|B|-4|A|)$.
Moreover, $|A B| \leq|C|(|B|-4|A|)$, when $d_{1} \in\left(0, d_{1}^{*}\right]$, and $|A B| \geq|C|(|B|-4|A|)$, when $d_{1} \in\left[d_{1}^{*}, 1\right)$.

Then for $d_{1} \in\left(0, d_{1}^{*}\right]$, we can write from (14) and Lemma 2, we obtain

$$
\left|\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right| \leq \frac{\alpha^{2} d_{1}\left(1-d_{1}^{2}\right)}{3}(-|A|+|B|+|C|)=\Phi\left(d_{1}\right)
$$

where

$$
\Phi\left(d_{1}\right)=\frac{\alpha^{2}}{36}\left(-\left(4-\alpha^{2}\right) d_{1}^{4}+3(1+2 \alpha) d_{1}^{2}\left(1-d_{1}^{2}\right)+9\left(1-d_{1}^{2}\right)\right)
$$

Since

$$
\Phi^{\prime}\left(d_{1}\right)=\frac{-\alpha^{2} d_{1}}{9}\left[\left(7+6 \alpha-\alpha^{2}\right) d_{1}^{2}+3(1-\alpha)\right]<0
$$

for $d_{1} \in\left[0, d_{1}^{*}\right], \Phi$ is a decreasing function on $\left[0, d_{1}^{*}\right]$. This implies that

$$
\left|\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right| \leq \Phi(0)=\frac{\alpha^{2}}{4}
$$

3 (e) Next consider the case $d_{1} \in\left[d_{1}^{*}, 1\right]$. Using the last case of Lemma 2,

$$
\left|\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right| \leq \frac{\alpha^{2} d_{1}\left(1-d_{1}^{2}\right)}{3}\left((|A|+|C|) \sqrt{1-\frac{B^{2}}{4 A C}}\right)=\Psi\left(d_{1}\right)
$$

where

$$
\Psi\left(d_{1}\right)=\frac{\alpha^{2}}{18}\left[9+\left(1-\alpha^{2}\right) d_{1}^{4}-6 d_{1}^{2}\right] \sqrt{\frac{\left(1-\alpha^{2}\right) d_{1}^{2}+3}{\left(4-\alpha^{2}\right)\left(d_{1}^{2}+3\right)}} .
$$

To find the maximum of the function $\Psi\left(d_{1}\right)$ on the interval $d_{1} \in\left[d_{1}^{*}, 1\right]$, let us investigate the derivative of $\Psi\left(d_{1}\right)$ :

$$
\begin{aligned}
\Psi^{\prime}\left(d_{1}\right) & =\frac{-d_{1}^{2} \alpha^{2}}{18\left(4-\alpha^{2}\right)\left(d_{1}^{2}+3\right)^{2}} \sqrt{\frac{\left(4-\alpha^{2}\right)\left(d_{1}^{2}+3\right)}{\left(1-\alpha^{2}\right) d_{1}^{2}+3}} \\
& \left.\times\left[4\left(3-\left(1-\alpha^{2}\right) d_{1}^{2}\right)\left(d_{1}^{2}+3\right)\left(\left(1-\alpha^{2}\right) d_{1}^{2}+3\right)+3 \alpha^{2}\left(9+\left(1-\alpha^{2}\right) d_{1}^{4}-6 d_{1}^{2}\right)\right)\right]<0,
\end{aligned}
$$

since

$$
4\left(3-\left(1-\alpha^{2}\right) d_{1}^{2} \geq 8+4 \alpha^{2}>0\right.
$$

and

$$
9+\left(1-\alpha^{2}\right) d_{1}^{4}-6 d_{1}^{2} \geq 9-d_{1}^{2}\left(6-\left(1-\alpha^{2}\right) d_{1}^{2}\right)=3+\left(1-\alpha^{2}\right) d_{1}^{2}>0
$$

for $\alpha \in(0,1]$ and $d_{1} \in\left[d_{1}^{*}, 1\right]$. Thus $\Psi$ is a decreasing function on $\left[d_{1}^{*}, 1\right]$.
Furthermore, $\Phi\left(d_{1}^{*}\right)=\Psi\left(d_{1}^{*}\right)$. This implies that

$$
\left|\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right| \leq \Psi\left(d_{1}\right) \leq \Psi\left(d_{1}^{*}\right)=\Phi\left(d_{1}^{*}\right) \leq \Phi(0)=\frac{\alpha^{2}}{4} .
$$

Summarizing parts from Cases $1-3$, it follows the desired inequality.
In order to show that the inequality is sharp, let us set $c_{1}=0$ and $d_{2}=1$ into (8). Then, we obtain $c_{2}=2$ and $c_{3}=0$. Hence by (12) we have $a_{2}=a_{4}=0$ and $a_{3}=\alpha$. This shows that equality is attained for the function given in (10).

This completes the proof of the theorem.
For $\alpha=1$ we obtain the bounds for the class $\mathcal{S}^{*}$ of starlike functions given in [25].
Corollary 1. Let $f(z) \in \mathcal{S}^{*}$. Then

$$
\left|\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right| \leq \frac{1}{4}
$$

The inequality is sharp.

## 3. Second Hankel Determinant of Logarithmic Coefficients for the Class $\mathcal{K}_{c}(\alpha)$

Theorem 2. Let $\alpha \in(0,1]$. If $f \in \mathcal{K}_{c}(\alpha)$, then

$$
\left|\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right| \leq \begin{cases}\frac{\alpha^{2}}{36}, & 0<\alpha \leq \frac{1}{3}  \tag{15}\\ \frac{\alpha^{2}\left(13 \alpha^{2}+18 \alpha+17\right)}{144\left(\alpha^{2}+6 \alpha+4\right)}, & \frac{1}{3}<\alpha \leq 1\end{cases}
$$

The inequalities in (15) are sharp.
Proof. Let $\alpha \in(0,1]$ and $f \in \mathcal{K}_{c}(\alpha)$ be of the form (1). Then, by (3), we have

$$
\begin{equation*}
1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}=(p(z))^{\alpha}, \quad z \in \mathbb{U} \tag{16}
\end{equation*}
$$

for some function $p \in \mathcal{P}$ of the form (4). As in the proof of Theorem 1 , we may assume that $c_{1} \in[0,2]$ (i.e., in view of (8) that $d_{1} \in[0,1]$ ). Equating the coefficients, we obtain

$$
\begin{align*}
& a_{2}=\frac{\alpha}{2} c_{1} \\
& a_{3}=\frac{\alpha}{6}\left(c_{2}-\frac{1-3 \alpha}{2} c_{1}^{2}\right)  \tag{17}\\
& a_{4}=\frac{\alpha}{144}\left(\left(17 \alpha^{2}-15 \alpha+4\right) c_{1}^{3}+6(5 \alpha-2) c_{1} c_{2}+12 c_{3}\right)
\end{align*}
$$

Hence, by using (6)-(8) we obtain

$$
\begin{align*}
\gamma_{1} \gamma_{3}-\gamma_{2}^{2}= & \frac{1}{4}\left(a_{2} a_{4}-a_{3}^{2}+\frac{1}{12} a_{2}^{4}\right) \\
= & \frac{\alpha^{2}}{2304}\left[\left(\alpha^{2}-6 \alpha+4\right) c_{1}^{4}+4(3 \alpha-2) c_{1}^{2} c_{2}+24 c_{1} c_{3}-16 c_{2}^{2}\right] \\
= & \frac{\alpha^{2}}{144}\left[\left(2+\alpha^{2}\right) d_{1}^{4}+6 \alpha\left(1-d_{1}^{2}\right) d_{1}^{2} d_{2}-\left(1-d_{1}^{2}\right)\left[6 d_{1}^{2}+4\left(1-d_{1}^{2}\right)\right] d_{2}^{2}\right.  \tag{18}\\
& \left.\quad+6\left(1-d_{1}^{2}\right)\left(1-\left|d_{2}\right|^{2}\right) d_{1} d_{3}\right]
\end{align*}
$$

Now, we may have the following cases on $d_{1}$ :
Case 1. Suppose that $d_{1}=1$. Then, by (18) we obtain

$$
\left|\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right|=\frac{\alpha^{2}}{144}\left(2+\alpha^{2}\right)
$$

Case 2. Suppose that $d_{1}=0$. Then, by (18) we obtain

$$
\left|\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right|=\frac{\alpha^{2}}{36}\left|d_{2}\right|^{2} \leq \frac{\alpha^{2}}{36} .
$$

Case 3. Suppose that $d_{1} \in(0,1)$. By the fact that $\left|d_{3}\right| \leq 1$, applying the triangle inequality to (18) we can write

$$
\begin{align*}
\left|\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right| & =\left\lvert\, \frac{\alpha^{2}}{144}\left[\left(2+\alpha^{2}\right) d_{1}^{4}+6 \alpha\left(1-d_{1}^{2}\right) d_{1}^{2} d_{2}\right.\right. \\
& \left.-\left(1-d_{1}^{2}\right)\left[6 d_{1}^{2}+4\left(1-d_{1}^{2}\right)\right] d_{2}^{2}+6\left(1-d_{1}^{2}\right)\left(1-\left|d_{2}\right|^{2}\right) d_{1} d_{3}\right] \mid \\
& \leq \frac{\alpha^{2} d_{1}\left(1-d_{1}^{2}\right)}{24}\left[\left|\frac{\left(2+\alpha^{2}\right)}{6\left(1-d_{1}^{2}\right)} d_{1}^{3}+\alpha d_{1} d_{2}-\frac{4+2 d_{1}^{2}}{6 d_{1}} d_{2}^{2}\right|+1-\left|d_{2}\right|^{2}\right]  \tag{19}\\
& =\frac{\alpha^{2} d_{1}\left(1-d_{1}^{2}\right)}{24}\left[\left|A+B d_{2}+C d_{2}^{2}\right|+1-\left|d_{2}\right|^{2}\right]
\end{align*}
$$

where

$$
A=\frac{2+\alpha^{2}}{6\left(1-d_{1}^{2}\right)} d_{1}^{3} \quad B=\alpha d_{1} \quad C=-\frac{2+d_{1}^{2}}{3 d_{1}}
$$

Since $A C<0$, we apply Lemma 2 only for the case II.
We consider the following sub-cases.
3 (a) Note that

$$
\begin{aligned}
-4 A C\left(\frac{1}{C^{2}}-1\right)-B^{2} & =\frac{-d_{1}^{2}\left[d_{1}^{2}\left(7 \alpha^{2}-4\right)+26 \alpha^{2}+16\right]}{9\left(d_{1}^{2}+2\right)} \\
& =\frac{-d_{1}^{2}\left[\alpha^{2}\left(7 d_{1}^{2}+26\right)+4\left(4-d_{1}^{2}\right)\right]}{9\left(d_{1}^{2}+2\right)} \leq 0
\end{aligned}
$$

for $d_{1} \in(0,1)$ and $\alpha \in(0,1]$. On the other hand, we have

$$
|B|-2(1-|C|)=\frac{d_{1}^{2}(3 \alpha+2)-6 d_{1}+4}{3 d_{1}}
$$

Since $\Delta=4(1-12 \alpha) \leq 0$ for $\frac{1}{12} \leq \alpha<1$, we have

$$
d_{1}^{2}(3 \alpha+2)-6 d_{1}+4 \geq 0
$$

Further, since $\Delta=4(1-12 \alpha)>0$ for $0<\alpha<\frac{1}{12}$, the equation

$$
d_{1}^{2}(3 \alpha+2)-6 d_{1}+4=0
$$

has the roots

$$
s_{1,2}=\frac{3 \pm \sqrt{1-12 \alpha}}{3 \alpha+2}
$$

which are greater than 1 . So

$$
d_{1}^{2}(3 \alpha+2)-6 d_{1}+4>0
$$

for $d_{1} \in(0,1)$ and $\alpha \in(0,1]$.
Consequently $|B|<2(1-|C|)$ does not hold for $d_{1} \in(0,1)$ and $\alpha \in(0,1]$.
3 (b) Since

$$
4(1+|C|)^{2}=\frac{4\left(d_{1}^{2}+3 d_{1}+2\right)^{2}}{9 d_{1}^{2}}>0
$$

and

$$
-4 A C\left(\frac{1}{C^{2}}-1\right)=-\frac{2 d_{1}^{2}\left(4-d_{1}^{2}\right)\left(\alpha^{2}+2\right)}{9\left(d_{1}^{2}+2\right)}<0
$$

we see that the inequality

$$
\alpha^{2} d_{1}^{2}<\min \left\{4(1+|C|)^{2},-4 A C\left(\frac{1}{C^{2}}-1\right)\right\}
$$

is false for $d_{1} \in(0,1)$.
3 (c) We can write

$$
|C|(|B|+4|A|)-|A B|=\frac{1}{18\left(1-d_{1}^{2}\right)}\left(K_{2} d_{1}^{4}+L_{2} d_{1}^{2}+M_{2}\right)
$$

where

$$
\begin{aligned}
K_{2} & =-3 \alpha^{3}+4 \alpha^{2}-12 \alpha+8 \\
L_{2} & =8 \alpha^{2}-6 \alpha+16 \\
M_{2} & =12 \alpha
\end{aligned}
$$

It is easy to see that $L_{2}>0$ and $M_{2}>0$, for $\alpha \in(0,1]$.
There are two cases according to the sign of $K_{2}$ :
(i) If $K_{2} \geq 0$, then we have

$$
|C|(|B|+4|A|)-|A B|=\frac{1}{18\left(1-d_{1}^{2}\right)}\left(K_{2} d_{1}^{4}+L_{2} d_{1}^{2}+M_{2}\right)>0
$$

(ii) If $K_{2}<0$, then using the fact that $\alpha \in(0,1]$ and $d_{1} \in(0,1)$, we can write

$$
\begin{aligned}
|C|(|B|+4|A|)-|A B| & =\frac{1}{18\left(1-d_{1}^{2}\right)}\left(K_{2} d_{1}^{4}+L_{2} d_{1}^{2}+M_{2}\right) \\
& >\frac{1}{18\left(1-d_{1}^{2}\right)}\left(K_{2}+L_{2} d_{1}^{2}+M_{2}\right) \\
& =\frac{1}{18\left(1-d_{1}^{2}\right)}\left(L_{2} d_{1}^{2}-3 \alpha^{3}+4 \alpha^{2}+8\right) \\
& \geq \frac{1}{18\left(1-d_{1}^{2}\right)}\left(L_{2} d_{1}^{2}+5+4 \alpha^{2}\right)>0
\end{aligned}
$$

Therefore, the inequality $|C|(|B|+4|A|) \leq|A B|$ does not hold for $\alpha \in(0,1]$ and $d_{1} \in(0,1)$.
3 (d) We can write

$$
\begin{aligned}
|A B|-|C|(|B|-4|A|) & =\frac{\alpha\left(\alpha^{2}+2\right)}{6\left(1-d_{1}^{2}\right)} d_{1}^{4}-\frac{d_{1}^{2}+2}{3 d_{1}}\left(\alpha d_{1}-4 \frac{\alpha^{2}+2}{6\left(1-d_{1}^{2}\right)} d_{1}^{3}\right) \\
& =\frac{1}{18(1-t)}\left(K_{3} t^{2}+L_{3} t+M_{3}\right)
\end{aligned}
$$

where $t=d_{1}^{2} \in(0,1)$ and

$$
\begin{aligned}
K_{3} & =3 \alpha^{3}+4 \alpha^{2}+12 \alpha+8 \\
L_{3} & =8 \alpha^{2}+6 \alpha+16 \\
M_{3} & =-12 \alpha .
\end{aligned}
$$

It is easy to see that $K_{3}>0, L_{3}>0$ and $M_{3}<0$, for $\alpha \in(0,1]$.
For the equation $K_{3} t^{2}+L_{3} t+M_{3}=0$, we have $\Delta>0$. Since $\frac{M_{3}}{K_{3}}<0$ and $K_{3}+L_{3}+$ $M_{3}>0$, for $\alpha \in(0,1]$, the equation $K_{3} t^{2}+L_{3} t+M_{3}=0$ has a unique positive root $t_{1}<1$.

Thus, the inequality $|A B|-|C|(|B|-4|A|) \leq 0$ holds for $\left(0, d_{1}^{* *}\right]$, where $d_{1}^{* *}=\sqrt{t_{1}}$. So we can write from (19) and Lemma 2,

$$
\begin{aligned}
\left|\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right| & \leq \frac{\alpha^{2} d_{1}\left(1-d_{1}^{2}\right)}{24}(-|A|+|B|+|C|) \\
& =\frac{\alpha^{2}}{144} \Phi_{1}\left(d_{1}\right)
\end{aligned}
$$

where

$$
\Phi_{1}\left(d_{1}\right)=\left(D d_{1}^{4}+E d_{1}^{2}+4\right)
$$

and

$$
\begin{aligned}
D & =-\left(\alpha^{2}+6 \alpha+4\right) \\
E & =6 \alpha-2 .
\end{aligned}
$$

If $\Phi_{1}^{\prime}\left(d_{1}\right)=2 d_{1}\left(2 D d_{1}^{2}+E\right)=0$, then $d_{1}^{2}=-\frac{E}{2 D}$. So if $E=6 \alpha-2>0$, i.e., $\frac{1}{3}<\alpha \leq 1$, then we have a critical point:

$$
\begin{equation*}
\xi=\sqrt{-\frac{E}{2 D}}=\sqrt{\frac{3 \alpha-1}{\alpha^{2}+6 \alpha+4}} . \tag{20}
\end{equation*}
$$

Since

$$
\begin{aligned}
K_{3} \xi^{4}+L_{3} \xi^{2}+M_{3} & =K_{3}\left(\frac{3 \alpha-1}{\alpha^{2}+6 \alpha+4}\right)^{2}+L_{3}\left(\frac{3 \alpha-1}{\alpha^{2}+6 \alpha+4}\right)+M_{3} \\
& =\frac{39 \alpha^{5}+28 \alpha^{4}-243 \alpha^{3}-296 \alpha^{2}-156 \alpha-56}{\left(\alpha^{2}+6 \alpha+4\right)^{2}} \\
& \leq \frac{-243 \alpha^{3}-296 \alpha^{2}-89 \alpha-56}{\left(\alpha^{2}+6 \alpha+4\right)^{2}} \\
& <0
\end{aligned}
$$

we have $0<\xi<d_{1}^{* *}$; therefore, we obtain

$$
\begin{aligned}
\left|\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right| & \leq \frac{\alpha^{2}}{144} \Phi_{1}(\xi) \\
& =\frac{\alpha^{2}\left(13 \alpha^{2}+18 \alpha+17\right)}{144\left(\alpha^{2}+6 \alpha+4\right)}
\end{aligned}
$$

for $\frac{1}{3}<\alpha \leq 1$.
Furthermore, if $0<\alpha \leq \frac{1}{3}$, then the function $\Phi_{1}\left(d_{1}\right)$ is decreasing on $\left(0, d_{1}^{* *}\right]$. Thus we have

$$
\begin{aligned}
\left|\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right| & \leq \frac{\alpha^{2}}{144} \Phi_{1}\left(d_{1}\right) \\
& \leq \frac{\alpha^{2}}{36}
\end{aligned}
$$

3 (e) Next consider the case $d_{1} \in\left[d_{1}^{* *}, 1\right]$. Using the last case of the Lemma 2,

$$
\begin{aligned}
\left|\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right| & \leq \frac{\alpha^{2} d_{1}\left(1-d_{1}^{2}\right)}{24}\left((|A|+|C|) \sqrt{1-\frac{B^{2}}{4 A C}}\right) \\
& =\frac{\alpha^{2}}{144} \Psi_{1}\left(d_{1}\right)
\end{aligned}
$$

where

$$
\Psi_{1}\left(d_{1}\right)=\left(\alpha^{2} d_{1}^{4}-2 d_{1}^{2}+4\right) \sqrt{1+\frac{9 \alpha^{2}\left(1-d_{1}^{2}\right)}{2\left(\alpha^{2}+2\right)\left(d_{1}^{2}+2\right)}} .
$$

To find the maximum of the function $\Psi_{1}\left(d_{1}\right)$ on the interval $d_{1} \in\left[d_{1}^{* *}, 1\right]$, let us investigate the derivative of $\Psi_{1}\left(d_{1}\right)$ :

$$
\begin{aligned}
\Psi_{1}^{\prime}\left(d_{1}\right)= & \frac{-d_{1}}{\left(\alpha^{2}+2\right)\left(d_{1}^{2}+2\right)^{2}} \sqrt{\frac{\left(\alpha^{2}+2\right)\left(d_{1}^{2}+2\right)}{\left(4-7 \alpha^{2}\right) d_{1}^{2}+13 \alpha^{2}+8}} \times \\
& \left\{4\left(d_{1}^{2}+2\right)\left(1-\alpha^{2} d_{1}^{2}\right)\left[\left(4-7 \alpha^{2}\right) d_{1}^{2}+13 \alpha^{2}+8\right]+\left(\alpha^{2} d_{1}^{4}-2 d_{1}^{2}+4\right) 27 \alpha^{2}\right\} .
\end{aligned}
$$

Since for $d_{1} \in\left[d_{1}^{* *}, 1\right]$

$$
\left(4-7 \alpha^{2}\right) d_{1}^{2}+13 \alpha^{2}+8=\alpha^{2}\left(13-7 d_{1}^{2}\right)+4\left(d_{1}^{2}+2\right)>0
$$

and

$$
\left(\alpha^{2} d_{1}^{4}-2 d_{1}^{2}+4\right)=4-d_{1}^{2}\left(2-\alpha^{2} d_{1}^{2}\right) \geq 4-\left(2-\alpha^{2} d_{1}^{2}\right)=2+\alpha^{2} d_{1}^{2}>0
$$

for $\alpha \in(0,1]$ and $d_{1} \in\left[d_{1}^{* *}, 1\right]$. Thus $\Psi_{1}\left(d_{1}\right)$ is a decreasing function on the interval $\left[d_{1}^{* *}, 1\right]$. This implies that

$$
\left|\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right| \leq \frac{\alpha^{2}}{144} \Psi_{1}\left(d_{1}\right) \leq \frac{\alpha^{2}}{144} \Psi_{1}\left(d_{1}^{* *}\right)=\frac{\alpha^{2}}{144} \Phi_{1}\left(d_{1}^{* *}\right)
$$

Summarizing parts from Cases $1-3$, it follows the desired inequalities.
To show the sharpness for the case $0<\alpha \leq \frac{1}{3}$, consider the function

$$
p_{1}(z)=\frac{1-z^{2}}{1+z^{2}}, \quad(z \in \mathbb{U})
$$

It is obvious that the function $p_{1}$ is in $\mathcal{P}$ with $c_{1}=c_{3}=0$ and $c_{2}=-2$. The corresponding function $f_{1}$ can be obtained from (16). Hence, by (17) we have $a_{2}=a_{4}=0$ and $a_{3}=-\frac{\alpha}{3}$. From (18) we obtain

$$
\left|\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right|=\frac{\alpha^{2}}{36},
$$

for $0<\alpha \leq \frac{1}{3}$.
For the case $\frac{1}{3}<\alpha \leq 1$, consider the function

$$
p_{2}(z)=\frac{1-z^{2}}{1-2 \xi z+z^{2}}, \quad(z \in \mathbb{U})
$$

where $\xi$ is given in (20). From Lemma 1, it is obvious that the function $p_{2}$ is in $\mathcal{P}$. The corresponding function $f_{2}$ can be obtained from (16), having the following coefficients:

$$
\begin{aligned}
& a_{2}=\alpha \xi \\
& a_{3}=\frac{1}{3} \alpha\left((1+3 \alpha) \xi^{2}-1\right) \\
& a_{4}=\frac{1}{18} \alpha \xi\left(\left(17 \alpha^{2}+15 \alpha+4\right) \xi^{2}-15 \alpha-3\right)
\end{aligned}
$$

Hence from (18) we obtain

$$
\left|\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right|=\frac{\alpha^{2}\left(13 \alpha^{2}+18 \alpha+17\right)}{144\left(\alpha^{2}+6 \alpha+4\right)} .
$$

This completes the proof.

For $\alpha=1$ we obtain the bounds for the class $\mathcal{K}$ of convex functions given in [25].
Corollary 2. Let $f(z) \in \mathcal{K}$. Then

$$
\left|\gamma_{1} \gamma_{3}-\gamma_{2}^{2}\right| \leq \frac{1}{33} .
$$

The inequality is sharp.

## 4. Discussion

In this work, we have obtained the sharp bounds for the second Hankel determinant of logarithmic coefficients of strongly starlike functions and strongly convex functions. Because of the importance of the logarithmic coefficients of univalent functions, our results provide a basis for research on the Hankel determinant of the logarithmic coefficients of the class of strongly starlike and strongly convex functions and other classes associated with these classes. Furthermore, our results could also inspire further studies taking other subclasses of $\mathcal{S}$ into consideration and/or obtaining the bounds for higher-order Hankel determinants.
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#### Abstract

We determine in this paper new results about the radius of uniform convexity of two kinds of normalization of the Bessel function $J_{v}$ in the case $v \in(-2,-1)$, and provide an alternative proof regarding the radius of convexity of order alpha. We then compare results regarding the convexity and uniform convexity of the considered functions and determine interesting connections between them.
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## 1. Introduction

Let $U(r)=\{z \in \mathbb{C}:|z|<r\}$ be the disk, centered at zero, of radius $r$, where $r>0$.
We denote by $U(r)=U(0, r)$.
We say that a function $f$ of the form

$$
\begin{equation*}
f(z)=z+a_{2} z^{2}+\ldots \tag{1}
\end{equation*}
$$

is convex on $U(r)$ if and only if $f(U(r))$ is a convex domain in the set $\mathbb{C}$ and the function $f$ is univalent.

We know that the function $f$ is convex on $U(r)$ if and only if

$$
\operatorname{Re}\left(1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right)>0, z \in U(r)
$$

We say that $f$ is a convex function of order $\alpha$ on $U(r)$ if

$$
\operatorname{Re}\left(1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right)>\alpha, \quad z \in U(r)
$$

The radius of convexity of order $\alpha$ for $f$ is defined by the equality

$$
\begin{equation*}
r_{f}^{c}(\alpha)=\sup \left\{r \in(0, \infty): \operatorname{Re}\left(1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right)>\alpha, \quad z \in U(r)\right\} . \tag{2}
\end{equation*}
$$

We say that $f$ is uniformly convex in the disk $U(r)$ if the function $f$ has the form in (1), it is a convex function, and it has the property that the arc $f(\gamma)$ is convex for every circular arc $\gamma$ contained in the disk $U(r)$ with center $\zeta$, also in $U(r)$. The function $f$ is uniformly convex in the disk $U(r)$ if and only if

$$
\operatorname{Re}\left(1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right)>\left|\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right|, \quad z \in U(r)
$$

We know that the radius of uniform convexity is defined by

$$
\begin{equation*}
r_{f}^{u c}(\alpha)=\sup \left\{r \in(0, \infty): \operatorname{Re}\left(1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right)>\left|\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right|, z \in U(r)\right\} \tag{3}
\end{equation*}
$$

The Bessel function of the first kind is defined by

$$
J_{v}(z)=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!\Gamma(n+v+1)}(z / 2)^{2 n+v}
$$

Consider the following normalized forms:

$$
\begin{equation*}
g_{v}(z)=2^{v} \Gamma(1+v) z^{1-v} J_{v}(z)=z-\frac{1}{4(v+1)} z^{3}+\ldots, \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{v}(z)=2^{v} \Gamma(1+v) z^{1-v / 2} J_{v}\left(z^{\frac{1}{2}}\right)=z-\frac{1}{4(v+1)} z^{2}+\ldots, \tag{5}
\end{equation*}
$$

where $v$ is a real number and $-2<v<-1$, and $g_{v}$ and $h_{v}$ are entire functions.
This article can be considered a continuation of previous papers [1,2] which dealt with geometric properties of Bessel functions.

For more details about the geometric properties of Bessel functions, interested readers are referred to the following papers: [1,3-13].

The aim of this work is to determine the radius of convexity of order $\alpha, r_{f}^{c}(\alpha)$ for $f=g_{v}$ and $f=h_{v}$ and the radius of uniform convexity $r_{f}^{u c}(\alpha)$ for the case $v \in(-2,-1)$ and to derive an interesting connection between the convexity and uniform convexity.

In the next section, we provide several results which are necessary later in this work.

## 2. Preliminaries

Lemma 1 ([14], p. 483, Hurwitz). If $v \in(-2,-1)$, then $J_{v}(z)$ has exactly two purely imaginary conjugate complex zeros, and all the other zeros are real.

The zeros $z^{-v} J_{v}(z)$ are taken to be $\pm j_{v, n}$, where $n \in \mathbb{N}^{*}=\{1,2,3, \ldots\}$. We may suppose, without restricting the generality, that $j_{v, 1}=i a, a>0$, and $0<a<j_{v, 2}<j_{v, 3}<$ $\cdots<j_{v, n}<\cdots$.

Lemma 2 ([14], p. 502). The following equality holds

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{j_{v, n}^{2}}=\frac{1}{4(v+1)} \tag{6}
\end{equation*}
$$

Lemma 3 ([8]). In the notations of Lemma 2, we have

$$
\begin{equation*}
\frac{z g_{v}^{\prime}(z)}{g_{v}(z)}=1-2 \sum_{n=1}^{\infty} \frac{z^{2}}{j_{v, n}^{2}-z^{2}} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{z h_{v}^{\prime}(z)}{h_{v}(z)}=1-\sum_{n=1}^{\infty} \frac{z}{j_{v, n}^{2}-z} \tag{8}
\end{equation*}
$$

The series are uniformly convergent on every compact subset of $\mathbb{C} \backslash\left\{ \pm j_{v, n}: n \in \mathbb{N}^{*}\right\}$.

Lemma 4 ([9]). If $v \in \mathbb{C}, \delta \in \mathbb{R}$, and $\delta>\rho \geq|v|$, then

$$
\left|\frac{v}{\delta-v}\right| \leq \frac{\rho}{\delta-\rho} \text { and }\left|\frac{v}{(\delta-v)^{2}}\right| \leq \frac{\rho}{(\delta-\rho)^{2}}
$$

Proof. The following implications hold

$$
|\delta-v| \geq \delta-\rho \Rightarrow \frac{1}{|\delta-v|} \leq \frac{1}{\delta-\rho} \Rightarrow\left|\frac{1}{(\delta-v)^{2}}\right| \leq \frac{1}{(\delta-\rho)^{2}}
$$

If the last two inequalities are multiplied by the inequality $|v| \leq \rho$, we obtain the desired results.

Lemma 5. If $v \in \mathbb{C}, \delta, \gamma \in \mathbb{R}, \gamma \geq \delta>\rho \geq|v|$, then

$$
\begin{equation*}
\left|\frac{v^{2}}{(\delta+v)(\gamma-v)}\right| \leq \frac{\rho^{2}}{(\delta-\rho)(\gamma+\rho)} \tag{9}
\end{equation*}
$$

Proof. We can prove the second inequality of the following equivalence:

$$
\begin{equation*}
\left|\frac{1}{(\delta+v)(\gamma-v)}\right| \leq \frac{1}{(\delta-\rho)(\gamma+\rho)} \Leftrightarrow(\delta-\rho)(\gamma+\rho) \leq|(\delta+v)(\gamma-v)| \tag{10}
\end{equation*}
$$

where $\gamma \geq \delta>\rho \geq|v|$.
We prove the inequality (10) in two steps.
Let $v=x+i y$; then, it is obvious that

$$
\begin{equation*}
|(\delta+v)(\gamma-v)|=\sqrt{\left[(\delta+x)^{2}+y^{2}\right]\left[\left(+y^{2}+\gamma-x\right)^{2}\right]} \geq|(\gamma-x)(\delta+x)| \tag{11}
\end{equation*}
$$

where $\gamma \geq \delta>\rho \geq \sqrt{x^{2}+y^{2}}$.
On the other hand, a simple calculation results in

$$
\begin{equation*}
(\delta+x)(\gamma-x) \geq(\delta-\rho)(\gamma+\rho), x \in[-\rho, \rho] . \tag{12}
\end{equation*}
$$

It is easily seen that (11) and (12) imply the second inequality of (10). Finally, multiplying the inequality $\rho^{2} \geq|v|^{2}$ by the first inequality of (10), we obtain (9) and the proof is complete.

Lemma 6. If $v \in \mathbb{C}, \delta, \gamma \in \mathbb{R}$, and $\gamma \geq \delta>\rho \geq|v|$, then

$$
\begin{equation*}
\left|\frac{2 v^{2}[2 \gamma \delta+(\gamma-\delta) v]}{(\gamma-v)^{2}(\delta+v)^{2}}\right| \leq \frac{2 r^{2}[2 \gamma \delta-(\gamma-\delta) \rho]}{(\gamma+\rho)^{2}(\delta-\rho)^{2}} \tag{13}
\end{equation*}
$$

Proof. The inequality obviously holds provided that $\gamma=\delta$ (see (10)), thus, we have to prove it in the case that $\gamma>\delta$.

We can then prove the following inequality:

$$
\begin{equation*}
\left|\frac{2 \gamma \delta+(\gamma-\delta) v}{(\delta+v)(\gamma-v)}\right| \leq \frac{2 \gamma \delta-(\gamma-\delta) \rho}{(\delta-\rho)(\gamma+\rho)}, \quad \gamma \geq \delta>\rho \geq|v| \tag{14}
\end{equation*}
$$

We define $z=x+i y$ and define the mapping

$$
\phi:[-\rho, \rho] \rightarrow \mathbb{R}, \phi(y)=\frac{(\omega+x)^{2}+y^{2}}{\left[(\delta+x)^{2}+y^{2}\right]\left[(\gamma-x)^{2}+y^{2}\right]}, \omega=\frac{2 \gamma \delta}{\gamma-\delta}
$$

Then, we have

$$
\phi^{\prime}(y)=2 y \frac{\left[(\delta+x)^{2}+y^{2}\right]\left[(\gamma-x)^{2}+y^{2}\right]-\left[(\delta+x)^{2}+(\gamma-x)^{2}+2 y^{2}\right]\left[(\omega+x)^{2}+y^{2}\right]}{\left[(\delta+x)^{2}+y^{2}\right]^{2}\left[(\gamma-x)^{2}+y^{2}\right]^{2}} .
$$

As $\phi^{\prime}(y)<0, y \in(0, \rho)$ and $\phi^{\prime}(y)>0, y \in(-\rho, 0)$, it follows that

$$
\begin{equation*}
\phi(y) \leq \phi(0)=\frac{(\omega+x)^{2}}{\left[(\delta+x)^{2}\right]\left[(\gamma-x)^{2}\right]}, y \in[-\rho, \rho] \tag{15}
\end{equation*}
$$

We can determine the maximum of the function

$$
\varphi:[-\rho, \rho] \rightarrow \mathbb{R}, \quad \varphi(x)=\frac{\omega+x}{(\delta+x)(\gamma-x)}
$$

We have

$$
\varphi^{\prime}(x)=\frac{x^{2}+2 \omega x-\gamma \delta}{(\delta+x)^{2}(\gamma-x)^{2}}
$$

The derivative $\varphi^{\prime}(x)=0$ has one positive root, $x_{1}=\sqrt{\omega^{2}+\gamma \delta}-\omega$, and one negative root, $x_{2}=-\sqrt{\omega^{2}+\gamma \delta}-\omega$. As $x_{2}<-r$ and $x_{1} \in(-\rho, \rho)$, it follows the inequality

$$
\begin{equation*}
\frac{\omega+x}{(\delta+x)(\gamma-x)}=\varphi(x) \leq \max \{\varphi(-\rho), \varphi(\rho)\}=\varphi(-\rho)=\frac{\omega-\rho}{(\delta-\rho)(\gamma+\rho)} \tag{16}
\end{equation*}
$$

for every $x \in[-\rho, \rho]$. From (15) and (16), we have (14). Finally, multiplying the inequalities (14), $\left|v^{2}\right| \leq \rho^{2}$ and the first inequality of (10), we infer (13).

Lemma 7. If the functions $g_{v}$ and $h_{v}$ are defined by (4) and (5), respectively, then

$$
\begin{gather*}
\frac{z g_{v}^{\prime \prime}(z)}{g_{v}^{\prime}(z)}=z \frac{z J_{v+2}(z)-3 J_{v+1}(z)}{J_{v}(z)-z J_{v+1}(z)} .  \tag{17}\\
\frac{z h_{v}^{\prime \prime}(z)}{h_{v}^{\prime}(z)}=\frac{z J_{v+2}\left(z^{\frac{1}{2}}\right)-4 z^{\frac{1}{2}} J_{v+1}\left(z^{\frac{1}{2}}\right)}{4 J_{v}\left(z^{\frac{1}{2}}\right)-2 z^{\frac{1}{2}} J_{v+1}\left(z^{\frac{1}{2}}\right)} . \tag{18}
\end{gather*}
$$

Proof. We differentiate the equality (4), and at the second time we differentiate it logarithmically. After multiplying by $z$, we obtain the following equality:

$$
\frac{z g_{v}^{\prime \prime}(z)}{g_{v}^{\prime}(z)}=\frac{z^{2} J_{v}^{\prime \prime}(z)+2 z(1-v) J_{v}^{\prime}(z)+v(v-1) J_{v}(z)}{z J_{v}^{\prime}(z)+(1-v) J_{v}(z)}
$$

The function $J_{v}$ is a solution of the Bessel differential equation; thus, we can replace the function $z^{2} J_{v}^{\prime \prime}$ using the equality $z^{2} J_{v}^{\prime \prime}(z)=\left(v^{2}-z^{2}\right) J_{v}(z)-z J_{v}^{\prime}(z)$, and it follows that

$$
\frac{z g_{v}^{\prime \prime}(z)}{g_{v}^{\prime}(z)}=\frac{z(1-2 v) J_{v}^{\prime}(z)+\left(2 v^{2}-v-z^{2}\right) J_{v}(z)}{z J_{v}^{\prime}(z)+(1-v) J_{v}(z)} .
$$

In the second step, we use the following well-known equality: $z J_{v}^{\prime}(z)=v J_{v}(z)-$ $z J_{v+1}(z)$, and infer

$$
\frac{z g_{v}^{\prime \prime}(z)}{g_{v}^{\prime}(z)}=\frac{z(2 v-1) J_{v+1}(z)-z^{2} J_{v}(z)}{J_{v}(z)-z J_{v+1}(z)} .
$$

Finally, we replace $z J_{v}(z)$ in the numerator by $z J_{v}(z)=2(v+1) J_{v+1}(z)-z J_{v+2}(z)$, and obtain (17).

We differentiate equality (5) twice, similarly to the case of the function $g_{v}$, and obtain

$$
\frac{z h_{v}^{\prime \prime}(z)}{h_{v}^{\prime}(z)}=\frac{v(v-2) J_{v}\left(z^{\frac{1}{2}}\right)+(3-2 v) z^{\frac{1}{2}} J_{v}^{\prime}\left(z^{\frac{1}{2}}\right)+z J_{v}^{\prime \prime}\left(z^{\frac{1}{2}}\right)}{2(2-v) J_{v}\left(z^{\frac{1}{2}}\right)+2 z^{\frac{1}{2}} J_{v}^{\prime}\left(z^{\frac{1}{2}}\right)}
$$

We use the equality $z J_{v}^{\prime \prime}\left(z^{\frac{1}{2}}\right)=\left(v^{2}-z\right) J_{v}\left(z^{\frac{1}{2}}\right)-z^{\frac{1}{2}} J_{v}^{\prime}\left(z^{\frac{1}{2}}\right)$, and obtain

$$
\frac{z h_{v}^{\prime \prime}(z)}{h_{v}^{\prime}(z)}=\frac{\left(2 v^{2}-2 v-z\right) J_{v}\left(z^{\frac{1}{2}}\right)+(2-2 v) z^{\frac{1}{2}} J_{v}^{\prime}\left(z^{\frac{1}{2}}\right)}{2(2-v) J_{v}\left(z^{\frac{1}{2}}\right)+2 z^{\frac{1}{2}} J_{v}^{\prime}\left(z^{\frac{1}{2}}\right)} .
$$

Now, using the equality $z^{\frac{1}{2}} J_{v}^{\prime}\left(z^{\frac{1}{2}}\right)=v J_{v}\left(z^{\frac{1}{2}}\right)-z^{\frac{1}{2}} J_{v+1}\left(z^{\frac{1}{2}}\right)$, we infer

$$
\begin{equation*}
\frac{z h_{v}^{\prime \prime}(z)}{h_{v}^{\prime}(z)}=\frac{(2 v-2) z^{\frac{1}{2}} J_{v+1}\left(z^{\frac{1}{2}}\right)-z J_{v}\left(z^{\frac{1}{2}}\right)}{4 J_{v}\left(z^{\frac{1}{2}}\right)-2 z^{\frac{1}{2}} J_{v+1}\left(z^{\frac{1}{2}}\right)} \tag{18}
\end{equation*}
$$

and combining this with the equality $z^{\frac{1}{2}} J_{v}\left(z^{\frac{1}{2}}\right)=2(v+1) J_{v+1}\left(z^{\frac{1}{2}}\right)-z^{\frac{1}{2}} J_{v+2}\left(z^{\frac{1}{2}}\right)$, follows.

## 3. Main Results

Theorem 1. If $\alpha \in[0,1)$ and $v \in(-2,-1)$, then the radius of convexity of order $\alpha$ for the mapping $g_{v}$ is $r_{v}^{c}(\alpha)=r_{1}$, where $r_{1}$ is the unique root of the equation

$$
\begin{equation*}
1+r \frac{I_{v+2}(r)+3 I_{v+1}(r)}{I_{v+1}(r)+r I_{v}(r)}=\alpha \tag{19}
\end{equation*}
$$

in the interval $(0, a)$.
Proof. According to the proof of Theorem 1 [2], the equalities

$$
\frac{z g_{v}^{\prime}(z)}{g_{v}(z)}=1-2 \sum_{n=1}^{\infty} \frac{z^{2}}{j_{v, n}^{2}-z^{2}}, \sum_{n=1}^{\infty} \frac{1}{j_{v, n}^{2}}=\frac{1}{4(v+1)}
$$

imply

$$
\frac{z g_{v}^{\prime}(z)}{g_{v}(z)}=1-\frac{a^{2}}{2(1+v)} \frac{z^{2}}{a^{2}+z^{2}}-2 \sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \frac{z^{4}}{\left(a^{2}+z^{2}\right)\left(j_{v, n}^{2}-z^{2}\right)}
$$

The logarithmic differentation of this equality leads to

$$
\begin{array}{r}
1-\frac{a^{2}}{2(1+v)} \frac{z^{2}}{a^{2}+z^{2}}-2 \sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \frac{z g_{v}^{\prime \prime}(z)}{g_{v}^{\prime}(z)}= \\
\frac{a^{2}}{\left(a^{2}+z^{2}\right)\left(j_{v, n}^{2}-z^{2}\right)}-  \tag{20}\\
\frac{a^{2} z^{2}}{1+v}\left(a^{2}+z^{2}\right)^{2} \\
1-\frac{a^{2}}{2(1+v)} \frac{z^{2}}{a^{2}+z^{2}}-2 \sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \frac{2 z^{4}\left[2 a^{2} j_{\nu, n}^{2} \frac{\left.a^{2}+z^{2}\left(j_{v, n}^{2}-a^{2}\right)\right]}{\left(a^{2}+z^{2}\right)^{2}\left(j_{v, n}^{2}-z^{2}\right)^{2}} \frac{z^{2}}{j_{v, n}^{2}} \frac{z^{2}}{\left(a^{2}+z^{2}\right)\left(j_{v, n}^{2}-z^{2}\right)}\right.}{}
\end{array}
$$

It is proven in Theorem 1 [2] that the radius of starlikeness, $r_{g_{v}}^{*}$, for the function $g_{v}$ is the smallest root of the equation

$$
\begin{array}{r}
1+\frac{a^{2}}{2(1+v)} \frac{r^{2}}{a^{2}-r^{2}} \\
-2 \sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \frac{r^{4}}{\left(a^{2}-r^{2}\right)\left(j_{v, n}^{2}+r^{2}\right)}=i r \frac{g_{v}^{\prime}(i r)}{g_{v}(i r)}=0,
\end{array}
$$

in the interval $(0, a)$. Thus, we have

$$
\begin{equation*}
0<r_{g_{v}}^{*}<a<j_{v, 2}<j_{v, 3}<\cdots<j_{v, n}<\cdots . \tag{21}
\end{equation*}
$$

Taking into account that $v+1<0$, the equality (20) implies the following inequality:

$$
\begin{array}{r}
1+\frac{a^{2}}{2(1+v)}\left|\frac{z^{2}}{a^{2}+z^{2}}\right|-2 \sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}}\left|\frac{z^{4}}{g_{v}\left(a^{2}+z^{2}\right)\left(j_{v, n}^{2}-z^{2}\right)}\right|- \\
\frac{-\frac{a^{2}}{1+v}\left|\frac{a^{2} z^{2}}{\left(a^{2}+z^{2}\right)^{2}}\right|+2 \sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{\prime}}\left|\frac{2 z^{4}\left[2 a^{2} j_{v, n}^{2}+z^{2}\left(j_{v, n}^{2}-a^{2}\right)\right]}{\left(a^{2}+z^{2}\right)^{2}\left(j_{v, n}^{2}-z^{2}\right)^{2}}\right|}{1+\frac{a^{2}}{2(1+v)}\left|\frac{z^{2}}{a^{2}+z^{2}}\right|-2 \sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}}\left|\frac{z^{4}}{\left(a^{2}+z^{2}\right)\left(j_{v, n}^{2}-z^{2}\right)}\right|} \tag{22}
\end{array}
$$

for every $z \in U\left(r_{v}^{*}\right)$.
Using $\delta=a^{2}, \rho=r^{2}$ and $v=z^{2}$ in Lemma 4, we obtain

$$
\begin{array}{r}
\frac{a^{2}}{2(1+v)}\left|\frac{z^{2}}{a^{2}+z^{2}}\right| \geq \frac{a^{2}}{2(1+v)} \frac{r^{2}}{a^{2}-r^{2}} \text { and } \frac{a^{2}}{2(1+v)}\left|\frac{z^{2}}{\left(a^{2}+z^{2}\right)^{2}}\right| \geq  \tag{23}\\
\frac{a^{2}}{\left(a^{2}-r^{2}\right)^{2}} \frac{r^{2}}{2(1+v)}
\end{array}
$$

In a similar manner, Lemma 5 and Lemma 6 imply that

$$
\begin{array}{r}
\left|\frac{z^{4}}{\left(a^{2}+z^{2}\right)\left(j_{v, n}^{2}-z^{2}\right)}\right| \leq \frac{r^{4}}{\left(a^{2}-r^{2}\right)\left(j_{v, n}^{2}+r^{2}\right)}  \tag{24}\\
\left|\frac{2 z^{4}\left[2 a^{2} j_{v, n}^{2}+z^{2}\left(j_{v, n}^{2}-a^{2}\right)\right]}{\left(a^{2}+z^{2}\right)^{2}\left(j_{v, n}^{2}-z^{2}\right)^{2}}\right| \leq \frac{2 r^{4}\left[2 a^{2} j_{v, n}^{2}-r^{2}\left(j_{v, n}^{2}-a^{2}\right)\right]}{\left(a^{2}-r^{2}\right)^{2}\left(j_{v, n}^{2}+r^{2}\right)^{2}} .
\end{array}
$$

Now, inequalities (22)-(24) imply the following inequality:

$$
\begin{array}{r}
\operatorname{Re}\left(1+\frac{z g_{v}^{\prime \prime}(z)}{g_{v}^{\prime}(z)}\right) \geq \\
1+\frac{a^{2}}{2(1+v)} \frac{r^{2}}{a^{2}-r^{2}}-2 \sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \frac{r^{4}}{\left(a^{2}-r^{2}\right)\left(j_{v, n}^{2}+r^{2}\right)}-  \tag{25}\\
\frac{-\frac{a^{2}}{1+v} \frac{a^{2} r^{2}}{\left(a^{2}-r^{2}\right)^{2}}+2 \sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \frac{2 r^{4}\left[2 a^{2} j_{v, n}^{2}-r^{2}\left(j_{v, n}^{2}-a^{2}\right)\right]}{\left(a^{2}-r^{2}\right)^{2}\left(j_{v, n}^{2}+r^{2}\right)^{2}}}{1+\frac{a^{2}}{2(1+v)} \frac{z^{2}}{a^{2}-r^{2}}-2 \sum_{n=2}^{\infty} \frac{a^{2}+j_{\nu, n}^{2}}{j_{v, n}^{2}} \frac{r^{4}}{\left(a^{2}-r^{2}\right)\left(j_{v, n}^{2}+r^{2}\right)}}=1+\frac{i r g_{v}^{\prime \prime}(i r)}{g_{v}^{\prime}(i r)}=\Phi(r),
\end{array}
$$

provided that $a>r_{g_{v}}^{*}>|z|$, where $r_{g_{v}}^{*}$ verifies the inequalities (21).
The following equalities hold: $\Phi(0)=1$ and $\lim _{r} \gamma_{8 v}^{*} \Phi(r)=-\infty$. Consequently, equation $1+\frac{i r g_{v}^{\prime \prime}(i r)}{g_{\nu}^{\prime}(i r)}=\alpha$ has a real root in the interval $\left(0, r_{g_{v}}^{*}\right)$. The smallest positive real root of the equation $1+\frac{i r g_{\nu}^{\prime \prime}(i r)}{g_{\nu}^{\nu}(i r)}=\alpha$ is denoted by $r_{g_{\nu}}^{c}(\alpha)$, and this root is the radius of convexity of order $\alpha$ of the function $g_{v}$. The first equality of Lemma 7 and the equality $J_{\nu}(i z)=i^{v} I_{\nu}(z)$ imply that the equation $1+\frac{i r g_{\nu}^{\prime \prime}(i r)}{g_{\nu}^{\prime}(i r)}=\alpha$ is equivalent to (19).

We determine the radius of uniform convexity of the mapping $g_{v}$ in the next theorem.

Theorem 2. If $v \in(-2,-1)$, then the radius of uniform convexity for the mapping $g_{v}$ is $r_{v}^{*}(\alpha)=$ $r_{2}$, where $r_{2}$ is the smallest positive root of the equation

$$
\begin{equation*}
\frac{1}{2}+r \frac{I_{v+2}(r)+3 I_{v+1}(r)}{I_{v+1}(r)+r I_{v}(r)}=0 \tag{26}
\end{equation*}
$$

in the interval $\left(0, r_{v}^{*}\right)$.
Proof. Equality (20) implies the following inequality:

$$
\begin{array}{r}
-\frac{a^{2}}{2(1+v)}\left|\frac{z^{2}}{a^{2}+z^{2}}\right|+2 \sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}}\left|\frac{z g_{v}^{\prime \prime}(z)}{g_{v}^{\prime}(z)}\right| \leq \\
\frac{-\frac{a^{2}}{1+v}\left|\frac{a^{2} z^{2}}{\left(a^{2}+z^{2}\right)\left(j_{v, n}^{2}-z^{2}\right)}\right|+2 \sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}}\left|\frac{2 z^{4}\left[2 a^{2} j_{v, n}^{2}+z^{2}\left(j_{v, n}^{2}-a^{2}\right)\right]}{\left(a^{2}+z^{2}\right)^{2}\left(j_{v, n}^{2}-z^{2}\right)^{2}}\right|}{1+\frac{a^{2}}{2(1+v)}\left|\frac{z^{2}}{a^{2}+z^{2}}\right|-2 \sum_{n=2}^{\infty} \frac{a^{2}+j j_{v, n}^{2}}{j_{\nu, n}^{2}}\left|\frac{z^{4}}{\left(a^{2}+z^{2}\right)\left(j_{v, n}^{2}-z^{2}\right)}\right|} . \tag{27}
\end{array}
$$

We can again use inequalities (22) and (23), and in combination with (27), we have

$$
\begin{aligned}
& \left|\frac{z g_{v}^{\prime \prime}(z)}{g_{v}^{\prime}(z)}\right| \leq-\frac{a^{2}}{2(1+v)} \frac{r^{2}}{a^{2}-r^{2}}+2 \sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \frac{r^{4}}{\left(a^{2}-r^{2}\right)\left(j_{v, n}^{2}+r^{2}\right)}+ \\
& \quad \frac{-\frac{a^{2}}{1+v} \frac{a^{2} r^{2}}{\left(a^{2}-r^{2}\right)^{2}}+2 \sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \frac{2 r^{4}\left[2 a^{2} j_{v, n}^{2}-r^{2}\left(j_{v, n}^{2}-a^{2}\right)\right]}{\left(a^{2}-r^{2}\right)^{2}\left(j_{v, n}^{2}+r^{2}\right)^{2}}}{1+\frac{a^{2}}{2(1+v)} \frac{z^{2}}{a^{2}-r^{2}}-2 \sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \frac{r^{4}}{\left(a^{2}-r^{2}\right)\left(j_{v, n}^{2}+r^{2}\right)}}=-\frac{g_{v}^{\prime \prime}(i r)}{g_{v}^{\prime}(i r)} .
\end{aligned}
$$

Inequalities (25) and (27) imply

$$
\begin{equation*}
\operatorname{Re}\left(1+\frac{z g_{v}^{\prime \prime}(z)}{g_{v}^{\prime}(z)}\right)-\left|\frac{z g_{v}^{\prime \prime}(z)}{g_{v}^{\prime}(z)}\right| \geq 1+2 \frac{i r g_{v}^{\prime \prime}(i r)}{g_{v}^{\prime}(i r)}, z \in U\left(r_{v}^{*}\right) \tag{28}
\end{equation*}
$$

The smallest positive root of the equation $1+2 \frac{i r g_{\nu}^{\prime \prime}(i r)}{g_{\nu}^{\prime}(i r)}=0$ in the interval $\left(0, r_{v}^{*}\right)$ is denoted by $r_{v}^{u c}$. According to (28), the value $r_{v}^{u c}$ is the biggest with the property that

$$
\operatorname{Re}\left(1+\frac{z g_{v}^{\prime \prime}(z)}{g_{v}^{\prime}(z)}\right)-\left|\frac{z g_{v}^{\prime \prime}(z)}{g_{v}^{\prime}(z)}\right|>0, z \in U\left(r_{v}^{u c}\right)
$$

Lemma 7 and the equality $J_{\nu}(i z)=i^{\nu} I_{\nu}(z)$ imply that the equation $1+2 \frac{i r g_{\nu}^{\prime \prime}(i r)}{g_{\nu}^{\prime}(i r)}=0$ is equivalent to (26), completing the proof.

Theorems 1 and 2 imply the following result.
Corollary 1. The mapping $g_{v}$ is uniformly convex in the disk $U(r)$ if and only if it is convex of order $\frac{1}{2}$.

Theorem 3. If $\alpha \in[0,1)$ and $v \in(-2,-1)$, then the radius of convexity of order $\alpha$ for the mapping $h_{v}$ is $r_{h_{v}}^{c}(\alpha)=r_{3}$, where $r_{3}$ is the smallest real root of the equation

$$
\begin{equation*}
1+\frac{r I_{v+2}\left(r^{\frac{1}{2}}\right)+4 r^{\frac{1}{2}} I_{v+1}\left(r^{\frac{1}{2}}\right)}{4 I_{v}\left(r^{\frac{1}{2}}\right)+2 r^{\frac{1}{2}} I_{v+1}\left(r^{\frac{1}{2}}\right)}=\alpha \tag{29}
\end{equation*}
$$

in the interval $\left(0, r_{h_{v}}^{*}\right)$.

Proof. According to the proof of Theorem 2 [2], the equalities

$$
\frac{z h_{v}^{\prime}(z)}{h_{v}(z)}=1-\sum_{n=1}^{\infty} \frac{z}{j_{v, n}^{2}-z}, \sum_{n=1}^{\infty} \frac{1}{j_{v, n}^{2}}=\frac{1}{4(v+1)}
$$

imply

$$
\frac{z h_{v}^{\prime}(z)}{h_{v}(z)}=1-\frac{a^{2}}{4(v+1)} \cdot \frac{z}{a^{2}+z}-\sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \cdot \frac{z^{2}}{\left(a^{2}+z\right)\left(j_{v, n}^{2}-z\right)}
$$

where $z \in U(0, r)$.
The logarithmic differentiation of the equality leads to

$$
\begin{align*}
1+\frac{z h_{v}^{\prime \prime}(z)}{h_{v}^{\prime}(z)}= & 1-\frac{a^{2}}{4(v+1)} \cdot \frac{z}{a^{2}+z}-\sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \cdot \frac{z^{2}}{\left(a^{2}+z\right)\left(j_{v, n}^{2}-z\right)}- \\
- & \frac{\frac{a^{2}}{4(1+v)} \cdot \frac{a^{2} z}{\left(a^{2}+z\right)^{2}}+\sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \cdot \frac{z^{2}\left[2 a^{2} j_{v, n}^{2}+z\left(j_{v, n}^{2}-a^{2}\right)\right]}{\left(j_{v, n}^{2}-z\right)^{2}\left(a^{2}+z\right)^{2}}}{1-\frac{a^{2}}{4 a^{2}+z} \cdot \frac{z}{(v+1)}-\sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \cdot \frac{z^{2}}{\left(j_{v, n}^{2}-z\right)\left(a^{2}+z\right)}} . \tag{30}
\end{align*}
$$

It is proven in [2] that the radius of starlikeness, $r_{h_{v}}^{*}$, for function $h_{v}$ is the smallest root of the equation

$$
\frac{-r h_{v}^{\prime}(-r)}{h_{v}(-r)}=0, r \in\left(0, a^{2}\right), z \in U(0, r)
$$

However,

$$
\begin{gathered}
\frac{-r h_{v}^{\prime}(-r)}{h_{v}(-r)}=1+\frac{a^{2}}{4(v+1)} \cdot \frac{r}{a^{2}-r}- \\
-\sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \cdot \frac{r^{2}}{\left(a^{2}-r\right)\left(j_{v, n}^{2}+r\right)}=0, r \in\left(0, a^{2}\right) .
\end{gathered}
$$

Taking into the account that $v+1<0$, we obtain from relation (30)

$$
\begin{gather*}
\operatorname{Re}\left(1+\frac{z h_{v}^{\prime \prime}(z)}{h_{v}^{\prime}(z)}\right) \geq \frac{a^{2}}{4(v+1)} \cdot\left|\frac{z}{a^{2}+z}\right|-\sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \cdot\left|\frac{z^{2}}{\left(a^{2}+z\right)\left(j_{v, n}^{2}-z\right)}\right|- \\
-\frac{\frac{-a^{2}}{4(v+1)} \cdot\left|\frac{a^{2} z}{\left(a^{2}+z\right)^{2}}\right|+\sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \cdot\left|\frac{z^{2}\left[2 a^{2} j_{v, n}^{2}+z\left(j_{v, n}^{2}-a^{2}\right)\right]}{\left(a^{2}+z\right)^{2}\left(j_{v, n}^{2}-z\right)^{2}}\right|}{1+\frac{a^{2}}{4(v+1)} \cdot\left|\frac{z}{a^{2}+z}\right|-\sum_{n}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \cdot\left|\frac{z^{2}}{\left(a^{2}+z\right)\left(j_{v, n}^{2}-z\right)}\right|} \tag{31}
\end{gather*}
$$

and $z \in U(0, r), r \in\left(0, r_{h_{v}}^{*}\right)$. We obtain from Lemmas 4 and 5 the following inequality:

$$
\begin{gather*}
\operatorname{Re}\left(1+\frac{z h_{v}^{\prime \prime}(z)}{h_{v}^{\prime}(z)}\right) \geq 1+\frac{a^{2}}{4(v+1)} \cdot \frac{r}{a^{2}-r}-\sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \cdot \frac{r^{2}}{\left(a^{2}-r\right)\left(a^{2}+r\right)}- \\
-\frac{-\frac{a^{2}}{4(v+1)} \cdot \frac{a^{2} r}{\left(a^{2}-r\right)^{2}}+\sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \cdot \frac{r^{2}\left[2 a^{2} j_{v, n}^{2}-r\left(j_{\nu, n}^{2}-a^{2}\right)\right]}{\left(a^{2}-r\right)^{2}\left(j_{v, n}^{2}+r\right)^{2}}}{1+\frac{a^{2}}{4(v+1)} \cdot \frac{r}{a^{2}-r}-\sum_{n=2}^{\infty} \frac{a^{2}+j_{\nu, n}^{2}}{j_{v, n}^{2}} \cdot \frac{r^{2}}{\left(a^{2}-r\right)\left(j_{v, n}^{2}-r\right)}}=  \tag{32}\\
=1-\frac{r h_{v}^{\prime \prime}(-r)}{h_{v}^{\prime}(-r)}=\psi(r), a>r_{h_{v}}^{*}>|z|,
\end{gather*}
$$

similarly to the proof of Theorem 1. The mapping

$$
\psi:\left(0, r_{h_{v}}^{*}\right) \rightarrow \mathbb{R}, \psi(r)=1+\frac{-r h_{v}^{\prime \prime}(-r)}{h_{v}^{\prime}(-r)}
$$

is strictly decreasing, and $a>r_{h_{v}}^{*}>|z|$.
We then have $\lim _{r \nearrow r_{h_{v}^{*}}^{*}} \psi(r)=-\infty, \psi(0)=1$, and the equation

$$
1+\frac{-r h_{v}^{\prime \prime}(-r)}{h_{v}^{\prime}(-r)}=\alpha
$$

has at least one real root in the interval $\left(0, r_{h_{v}}^{*}\right)$.
The smallest positive real root of the equation $1-\frac{r h_{\nu}^{\prime \prime}(-r)}{h_{\nu}^{\prime}(-r)}=\alpha$ is denoted by $r_{h_{\nu}}^{c}(\alpha)$, and this root is the radius of convexity of order $\alpha$ of the function $h_{v}$. The second equality of Lemma 7 and the equality $J_{v}(i z)=i^{\nu} I_{v}(z)$ imply that the equation $1-\frac{r h_{\nu}^{\prime \prime}(-r)}{h_{\nu}^{\nu}(-r)}=\alpha$ is equivalent to (29).

Theorem 4. If $\alpha \in[0,1)$ and $v \in(-2,-1)$, then the radius of uniform convexity of $h_{v}$ is $r_{h_{v}}^{*}(\alpha)=r_{4}$, where $r_{4}$ is the smallest positive root of the equation

$$
\begin{equation*}
\frac{r I_{v+2}\left(r^{\frac{1}{2}}\right)+4 r^{\frac{1}{2}} I_{v+1}\left(r^{\frac{1}{2}}\right)}{4 I_{v}\left(r^{\frac{1}{2}}\right)+2 r^{\frac{1}{2}} I_{v+1}\left(r^{\frac{1}{2}}\right)}=\frac{1}{2} \tag{33}
\end{equation*}
$$

in the interval $\left(0, r_{h_{v}}^{*}\right)$.
Proof. Equality (30) implies the following inequality:

$$
\begin{align*}
\left|\frac{z h_{v}^{\prime \prime}(z)}{h_{v}^{\prime}(z)}\right| & \leq-\frac{a^{2}}{4(v+1)} \cdot\left|\frac{z}{a^{2}+z}\right|+\sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \cdot\left|\frac{z^{2}}{\left(a^{2}+z\right)\left(j_{v, n}^{2}-z\right)}\right|+ \\
& +\frac{\frac{-a^{2}}{4(v+1)} \cdot\left|\frac{a^{2} z}{\left(a^{2}+z\right)^{2}}\right|+\sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \cdot\left|\frac{z^{2}\left[2 a^{2} j_{v, n}^{2}+z\left(j_{v, n}^{2}-a^{2}\right)\right]}{\left(a^{2}+z\right)^{2}\left(j_{v, n}-z\right)^{2}}\right|}{1+\frac{a^{2}}{4(v+1)} \cdot\left|\frac{z}{a^{2}+z}\right|-\sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \cdot\left|\frac{z^{2}}{\left(a^{2}+z\right)\left(j_{v, n}^{2}-z\right)}\right|} \tag{34}
\end{align*}
$$

We obtain the following from the relation (31), Lemma 4, and the relation (34):

$$
\begin{gathered}
\left|\frac{z h_{v}^{\prime \prime}(z)}{h_{v}^{\prime}(z)}\right| \leq-\frac{a^{2}}{4(v+1)} \cdot \frac{r}{a^{2}-r}+\sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \cdot \frac{r^{2}}{\left(a^{2}-r\right)\left(j_{v, n}^{2}+r\right)}+ \\
+\frac{\frac{a^{2}}{4(v+1)} \cdot \frac{a^{2} r}{\left(a^{2}-r\right)^{2}}+\sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \cdot \frac{r^{2}\left[2 a^{2} j_{v, n}^{2}-r\left(j_{v, n}^{2}-a^{2}\right)\right]}{\left(a^{2}-r\right)^{2}\left(j_{v, n}+r\right)^{2}}}{1-\frac{a^{2}}{4\left(a^{2}-r\right)} \cdot \frac{r}{v+1}-\sum_{n=2}^{\infty} \frac{a^{2}+j_{v, n}^{2}}{j_{v, n}^{2}} \cdot \frac{r^{2}}{\left(a^{2}-r\right)\left(j_{v, n}^{2}+r\right)}}=\frac{r h_{v}^{\prime \prime}(-r)}{h_{v}^{\prime}(-r)},|z| \leq r<a^{2} .
\end{gathered}
$$

Inequalities (32) and (34) imply

$$
\begin{equation*}
\operatorname{Re}\left(1+\frac{z h_{v}^{\prime \prime}(z)}{h_{v}^{\prime}(z)}\right)-\left|\frac{z h_{v}^{\prime \prime}(z)}{h_{v}^{\prime}(z)}\right| \geq 1-\frac{2 r h_{v}^{\prime \prime}(-r)}{h_{v}^{\prime}(-r)}, z \in U\left(r_{h_{v}}^{*}\right) . \tag{35}
\end{equation*}
$$

The smallest positive root of the equation $1-\frac{2 r r_{\nu}^{\prime \prime}(-r)}{h_{\nu}^{\prime}(-r)}=0$ in the interval $\left(0, r_{h_{v}}^{*}\right)$ is denoted by $r_{h_{\nu}}^{u c}$.

According to (35), the value $r_{h_{v}}^{u c}$ is the biggest with the property that

$$
\operatorname{Re}\left(1+\frac{z h_{v}^{\prime \prime}(z)}{h_{v}^{\prime}(z)}\right)-\left|\frac{z h_{v}^{\prime \prime}(z)}{h_{v}^{\prime}(z)}\right|>0, z \in U\left(r_{h_{v}}^{u c}\right) .
$$

The equation $1-\frac{2 r h_{\nu}^{\prime \prime}(-r)}{h_{\nu}^{\nu}(-r)}=0$ is equivalent to (33), completing the proof. Lemma 7 and the equality $J_{v}(i z)=i^{v} I_{\nu}(z)$ imply that the equation $1-\frac{2 r h_{\nu}^{\prime \prime}(-r)}{h_{\nu}^{\prime}(-r)}=0$ is equivalent to (33).

From Theorems 3 and 4, we obtain the following corollary.
Corollary 2. The function $h_{v}$ is uniformly convex in the disk $U(r)$ if and only if it is convex of order $\frac{1}{2}$.
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#### Abstract

Using the historically general growth condition on scalar-valued analytic functions, which have tempered distributions as boundary values, we show that vector-valued analytic functions in tubes $T^{C}=\mathbb{R}^{n}+i C$ obtain vector-valued tempered distributions as boundary values. In a certain vector-valued case, we study the structure of this boundary value, which is shown to be the Fourier transform of the distributional derivative of a vector-valued continuous function of polynomial growth. A set of vector-valued functions used to show the structure of the boundary value is shown to have a one-one and onto relationship with a set of vector-valued distributions, which generalize the Schwartz space $\mathcal{D}_{L^{2}}^{\prime}\left(\mathbb{R}^{n}\right)$; the tempered distribution Fourier transform defines the relationship between these two sets. By combining the previously stated results, we obtain a Cauchy integral representation of the vector-valued analytic functions in terms of the boundary value.
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## 1. Introduction

Tillmann [1] introduced the analysis of analytic functions, which obtain tempered distributional boundary values in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$. In [1], Tillmann worked with scalar-valued analytic functions in tubes $T^{C_{\mu}}=\mathbb{R}^{n}+i C_{\mu}$, where the $C_{\mu}=\left\{y \in \mathbb{R}^{n}:(-1)^{\mu_{j}} y_{j}>0, j=\right.$ $1, \ldots, n\}$ with $\mu=\left(\mu_{1}, \mu_{2}, \ldots, \mu_{n}\right)$ being any of the $2^{n} n$-tuples, whose components are either 0 or 1 and characterize the growth conditions on the analytic functions, which obtain the $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ boundary values. This analysis by Tillmann was motivated by the work by Köthe in $[2,3]$.

Using a more restrictive growth on the analytic functions, we showed in [4] that vectorvalued analytic functions in tubes $T^{C}=\mathbb{R}^{n}+i C$, where $C$ is an open convex cone, having this more restrictive growth obtain vector-valued tempered distributions in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$, with $\mathcal{X}$ being a specified topological vector space. In this paper, our first objective is to generalize this result of [4] to the general growth form of Tillmann for the vector-valued analytic functions. We obtain this boundary value generalization in Section 4 of this paper.

Moreover, in Section 4, we study the structure of this boundary value in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$. To do this, we first restrict the topological vector space $\mathcal{X}$ by imposing certain conditions on it to ensure that the boundary value is the Fourier transform of a distributional derivative of a continuous vector-valued function $\mathbf{g}$, which has polynomial growth in the norm of the space $\mathcal{X}$. By further restricting $\mathcal{X}$ to be a Hilbert space, we show that function $\mathbf{g}$ is in a set that has a one-one and onto relationship with a set of vector-valued distributions, which generalize the $\mathcal{D}_{L^{2}}^{\prime}\left(\mathbb{R}^{n}\right)$ distributions of Schwartz. The relationship between these two sets is obtained using the tempered distribution Fourier transform; the proof of this relationship is proved in Section 3 of this paper. Using the relationships of these noted two sets, we are able to obtain an additional structure of the tempered distribution boundary value of the analytic functions in Section 4.

A few papers have been written concerning the construction of a Cauchy integral for tempered distributions. All of these papers concern scalar-valued analytic functions
and scalar-valued tempered distributions. The first paper known to this author was by J. Sebastião e Silva [5] (Section 5) and concerned scalar-valued analytic functions and tempered distributions in one dimension. An associated analysis by Sebastião e Silva is contained in [6]. Carmichael [7] defined a Cauchy integral for tempered distributions in the $\mathbb{C}^{n}$ setting corresponding to analytic functions in each of the $2^{n}$ quadrant tubes $T^{C_{\mu}} \subset \mathbb{C}^{n}$ and showed that the analytic functions with growth, such as that of Tillmann in $(\mathbb{C}-\mathbb{R})^{n}$ could be recovered as the defined Cauchy integral of the tempered distribution boundary value; the results of [7] can be extended to the vector-valued analytic functions in $T^{C_{\mu}}$ and the tempered distribution setting considered in this paper by the same techniques as those of [7]. The Cauchy integrals introduced by Sebastião e Silva in [5] and by Carmichael in [7] are in fact equivalence classes of analytic functions defined by an integral involving the Cauchy kernel.

Vladimirov [8-10] defined a Cauchy integral for tempered distributions associated with analytic functions in general tubes $T^{C}=\mathbb{R}^{n}+i C \subset \mathbb{C}^{n}$ corresponding to open convex cones $C$ with the functions satisfying a growth condition similar to that of Tillmann. Vladimirov has shown that the analytic functions that he has considered can be recovered by a Cauchy integral involving the tempered distribution boundary values of the analytic functions. An associated analysis by Vladimirov is contained in [11,12]. The works mentioned in this paragraph and the previous paragraph all concern scalar-valued analytic functions and scalar-valued tempered distributions.

In Section 5 of this paper, we build on our analysis of Sections 3 and 4 to obtain a Cauchy integral representation of the vector-valued analytic functions, which are shown to have tempered vector-valued distributions as the boundary values in Section 4. The proof of our result here and the form of the Cauchy integral representation are substantially different from any of the previous results concerning Cauchy integral representation of the analytic functions having tempered distribution boundary values.

## 2. Definitions and Notation

Throughout, $\mathcal{X}$ will denote a topological vector space with the stated appropriate properties corresponding to the results that we wish to prove. For $\mathcal{X}$ being a normed space, we denote the norm by $\mathcal{N}$. $\Theta$ will denote the zero element of $\mathcal{X}$; and if $\mathcal{X}$ is a Hilbert space, we denote the space by $\mathcal{H}$. For integration of the vector-valued functions and vector-valued analytic functions, we refer to Dunford and Schwartz [13]. For foundational information concerning vector-valued distributions, we refer to Schwartz [14,15].

The $n$-dimensional notation to be used in this paper will be the same as in $[16,17]$. Note $\overline{0}=(0,0, \ldots, 0)$ is the origin in $\mathbb{R}^{n}$. The information concerning cones $C \subset \mathbb{R}^{n}$ needed is explicitly stated in [16] (Section 2) and [17] (Chapter 1). We do not repeat the definitions and notations concerning cones as stated in [16] (Section 2), and we ask the reader to refer to this reference.

The $L^{p}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ functions, $1 \leq p \leq \infty$, with values in a Banach space $\mathcal{X}$ and their norm $|\mathbf{h}|_{p}$ [13] (p. 119) are noted in [13] (Chapter III). The Fourier transform on $L^{1}\left(\mathbb{R}^{n}\right)$ or $L^{1}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ is given in [17] (p. 3). All Fourier (inverse Fourier) transforms on scalar or vectorvalued functions will be denoted $\hat{\phi}(x)=\mathcal{F}[\phi(t) ; x]\left(\mathcal{F}^{-1}[\phi(t) ; x]\right)$. As stated in [18,19], the Plancherel theory is not true for vector-valued functions, except when $\mathcal{X}=\mathcal{H}$, a Hilbert space. The Plancherel theory is complete in the $L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ setting in that the inverse Fourier transform is the inverse mapping of the Fourier transform with $\mathcal{F}^{-1} \mathcal{F}=I=\mathcal{F} \mathcal{F}^{-1}$ with $I$ being the identity mapping.

We denote $\mathcal{S}\left(\mathbb{R}^{n}\right)$ as the tempered functions with associated distributions being $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ or associated vector-valued distributions being $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$. The Fourier (inverse Fourier) transform on $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ and $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ is the usual definition and is given in [14] (p. 73).

## 3. Fourier and Inverse Fourier Transform on a Function Subset of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$

Let $\mathcal{X}$ be a Banach space. We defined the space $\mathcal{S}_{p}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right), 1 \leq p<\infty$, in [16]. We repeat the definition here because of the importance of these functions for our results in this paper.

Definition 1. For a Banach space $\mathcal{X}, \mathcal{S}_{p}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right), 1 \leq p<\infty$, is the set of all measurable functions $\boldsymbol{g}(t), t \in \mathbb{R}^{n}$, with values in $\mathcal{X}$ such that there exists a real number $m \geq 0$ for which $\left(1+|t|^{p}\right)^{-m} \boldsymbol{g}(t) \in L^{p}\left(\mathbb{R}^{n}, \mathcal{X}\right)$.

Note that $m$ can be taken as a nonnegative integer in Definition 1. As noted in [16], $\mathcal{S}_{p}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right) \subset \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right), 1 \leq p<\infty$. The spaces $\mathcal{S}_{p}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ will be important in this paper.

Throughout this paper, the differential operator $D_{t}, t \in \mathbb{R}^{n}$ will take the form

$$
D_{t}=\frac{-1}{2 \pi i}\left(\frac{\partial}{\partial t_{1}}, \frac{\partial}{\partial t_{2}}, \ldots, \frac{\partial}{\partial t_{n}}\right) .
$$

Thus, for $\alpha$ being any $n$-tuple of nonnegative integers,

$$
D_{t}^{\alpha}=\left(\frac{-1}{2 \pi i}\right)^{|\alpha|}\left(\frac{\partial^{\alpha_{1}}}{\partial t_{1}^{\alpha_{1}}}, \frac{\partial^{\alpha_{2}}}{\partial t_{2}^{\alpha_{2}}}, \ldots, \frac{\partial^{\alpha_{n}}}{\partial t_{n}^{\alpha_{n}}}\right) .
$$

The goal of this section is to show a one-one and onto relationship between the set of functions $\mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ and another subset of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$, where $\mathcal{H}$ is a Hilbert space. This relationship is obtained by both the Fourier and inverse Fourier transforms in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. We define the space that has this stated relationship to $\mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$, as follows.

Definition 2. Let $m$ be any nonnegative integer. The set of Hilbert space $\mathcal{H}$-valued generalized functions in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ of the form

$$
V_{t}=\sum_{|\alpha| \leq m} D_{t}^{\alpha} \boldsymbol{g}_{\alpha}(t)
$$

where $\boldsymbol{g}_{\alpha} \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right),|\alpha| \leq m$, will be denoted as $L 2\left(\mathbb{R}^{n}, \mathcal{H}\right)$.
We emphasize that $L 2\left(\mathbb{R}^{n}, \mathcal{H}\right) \subset \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. When $\mathcal{H}=\mathbb{C}^{1}$, note that $L 2\left(\mathbb{R}^{n}, \mathbb{C}^{1}\right)=$ $\mathcal{D}_{L^{2}}^{\prime}\left(\mathbb{R}^{n}\right)$, the Schwartz space of distributions contained in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ of the form of finite sums of distributional derivatives of $L^{2}\left(\mathbb{R}^{n}\right)$ functions. For $\phi \in \mathcal{D}_{L^{2}}\left(\mathbb{R}^{n}\right)$, the Schwartz space that is the set of test functions for $\mathcal{D}_{L^{2}}^{\prime}\left(\mathbb{R}^{n}\right)$, the application $\langle V, \phi\rangle, V \in \mathcal{D}_{L^{2}}^{\prime}\left(\mathbb{R}^{n}\right)$, yields a complex number. In exactly the same way, for $V \in L 2\left(\mathbb{R}^{n}, \mathcal{H}\right)$ and $\phi \in \mathcal{D}_{L^{2}}\left(\mathbb{R}^{n}\right)$, the application $\langle V, \phi\rangle$ yields an element of $\mathcal{H}$; and the algebraic and differentiation calculations on the form $\langle V, \phi\rangle$ hold for $V \in L 2\left(\mathbb{R}^{n}, \mathcal{H}\right)$, as usual, just as these calculations hold on the form $\langle V, \phi\rangle$ for $V \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ and $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. This is an important note in relation to our construction of the Cauchy integral (later in this paper).

We now obtain the relationship between $\mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ and $L 2\left(\mathbb{R}^{n}, \mathcal{H}\right)$ for any Hilbert space $\mathcal{H}$.

Lemma 1. The $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ Fourier transform maps $\mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ one-one and onto $\operatorname{L2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. The $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ inverse Fourier transform maps $L 2\left(\mathbb{R}^{n}, \mathcal{H}\right)$ one-one and onto $\mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$.

Proof. Let the function $\mathbf{g} \in \mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. From Definition 1, there is a real number $m \geq 0$ for which $\left(1+|t|^{2}\right)^{-m} \mathbf{g}(t) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$, and $m$ can be taken as a nonnegative integer. Since $\mathbf{g} \in \mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right) \subset \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$, the Fourier transform of $\mathbf{g}$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ is an element of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$; we put $V_{x}=\mathcal{F}[\mathbf{g}]_{x}$. Let $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$, and let $\Delta$ denote the Laplace operator in the variable $x \in \mathbb{R}^{n}$. Using integration by parts, we have

$$
\begin{align*}
& \left\langle V_{x}, \phi(x)\right\rangle=\langle\mathbf{g}(t), \mathcal{F}[\phi(x) ; t]\rangle \\
& =\left\langle\frac{\mathbf{g}(t)}{\left(1+|t|^{2}\right)^{m}}, \int_{\mathbb{R}^{n}} \phi(x)\left(1+|t|^{2}\right)^{m} e^{2 \pi i\langle x, t\rangle} d x\right\rangle  \tag{1}\\
& =\left\langle\frac{\mathbf{g}(t)}{\left(1+|t|^{2}\right)^{m}}, \mathcal{F}\left[\left(1-\left(4 \pi^{2}\right)^{-1} \Delta\right)^{m} \phi(x) ; t\right]\right\rangle \\
& =\left\langle\mathcal{F}\left[\frac{\mathbf{g}(t)}{\left(1+|t|^{2}\right)^{m}} ; x\right],\left(1-\left(4 \pi^{2}\right)^{-1} \Delta\right)^{m} \phi(x)\right\rangle .
\end{align*}
$$

Since $\left(1+|t|^{2}\right)^{-m} \mathbf{g}(t) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$, then $\mathbf{h}(x)=\mathcal{F}\left[\left(1+|t|^{2}\right)^{-m} \mathbf{g}(t) ; x\right] \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. From (1), we have

$$
\left\langle V_{x}, \phi(x)\right\rangle=\left\langle\left(1-\left(4 \pi^{2}\right)^{-1} \Delta\right)^{m} \mathbf{h}(x), \phi(x)\right\rangle,
$$

and $V_{x}=\mathcal{F}[\mathbf{g}]_{x}=\left(1-\left(4 \pi^{2}\right)^{-1} \Delta\right)^{m} \mathbf{h}(x) \in L 2\left(\mathbb{R}^{n}, \mathcal{H}\right)$. Thus, the $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ Fourier transform maps $\mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ to $L 2\left(\mathbb{R}^{n}, \mathcal{H}\right)$.

We now desire to prove that any element of $L 2\left(\mathbb{R}^{n}, \mathcal{H}\right)$ is the $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ Fourier transform of an element in $\mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. Let $V \in L 2\left(\mathbb{R}^{n}, \mathcal{H}\right)$ and $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. By Definition 2, there is a nonnegative integer $m$, such that

$$
V_{t}=\sum_{|\alpha| \leq m} D_{t}^{\alpha} \mathbf{g}_{\alpha}(t)
$$

with $\mathbf{g}_{\alpha}(t) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right),|\alpha| \leq m$. Since $L 2\left(\mathbb{R}^{n}, \mathcal{H}\right) \subset \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right), \mathcal{F}^{-1}[V]_{x}$ exists in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$, and we have for the nonnegative integer $m$

$$
\begin{aligned}
& \left\langle\mathcal{F}^{-1}[V]_{x}, \phi(x)\right\rangle=\sum_{|\alpha| \leq m}\left\langle D_{t}^{\alpha} \mathbf{g}_{\alpha}(t), \mathcal{F}^{-1}[\phi(x) ; t]\right\rangle \\
& =\sum_{|\alpha| \leq m}(-1)^{|\alpha|}\left\langle\mathbf{g}_{\alpha}(t), D_{t}^{\alpha} \int_{\mathbb{R}^{n}} \phi(x) e^{-2 \pi i\langle x, t\rangle} d x\right\rangle \\
& =\sum_{|\alpha| \leq m}(-1)^{|\alpha|}\left\langle\mathbf{g}_{\alpha}(t),(-1 / 2 \pi i)^{|\alpha|} \int_{\mathbb{R}^{n}} \phi(x)(-2 \pi i)^{|\alpha|} x^{\alpha} e^{-2 \pi i\langle x, t\rangle} d x\right\rangle \\
& =\sum_{|\alpha| \leq m}\left\langle(-1)^{|\alpha|} \mathbf{g}_{\alpha}(t), \int_{\mathbb{R}^{n}} x^{\alpha} \phi(x) e^{-2 \pi i\langle x, t\rangle} d x\right\rangle \\
& =\sum_{|\alpha| \leq m}\left\langle(-1)^{|\alpha|} \mathbf{g}_{\alpha}(t), \mathcal{F}^{-1}\left[x^{\alpha} \phi(x) ; t\right]\right\rangle \\
& =\sum_{|\alpha| \leq m}\left\langle\mathcal{F}^{-1}\left[(-1)^{|\alpha|} \mathbf{g}_{\alpha}(t) ; x\right], x^{\alpha} \phi(x)\right\rangle .
\end{aligned}
$$

For each $\alpha,|\alpha| \leq m$, put $\mathbf{h}_{\alpha}(x)=\mathcal{F}^{-1}\left[(-1)^{|\alpha|} \mathbf{g}_{\alpha}(t) ; x\right]$. We have $\mathbf{h}_{\alpha}(x) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right),|\alpha| \leq$ $m$, since each $\mathbf{g}_{\alpha}(t) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$; moreover, $\sum_{|\alpha| \leq m} \mathbf{h}_{\alpha}(x) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. Thus, we have

$$
\begin{align*}
& \left\langle\mathcal{F}^{-1}[V]_{x}, \phi(x)\right\rangle=\sum_{|\alpha| \leq m}\left\langle\mathbf{h}_{\alpha}(x), x^{\alpha} \phi(x)\right\rangle \\
& =\left\langle\sum_{|\alpha| \leq m} x^{\alpha} \mathbf{h}_{\alpha}(x), \phi(x)\right\rangle, \tag{2}
\end{align*}
$$

and $\mathcal{F}^{-1}[V]_{x}=\sum_{|\alpha| \leq m} x^{\alpha} \mathbf{h}_{\alpha}(x)$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. For the $L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ norm $|\cdot|_{2}$ and the order $m$ of the summation defining $V$, we consider

$$
\begin{equation*}
\left|\left(1+|x|^{2}\right)^{-m-2} \sum_{|\alpha| \leq m} x^{\alpha} \mathbf{h}_{\alpha}(x)\right|_{2} . \tag{3}
\end{equation*}
$$

For $|\alpha| \leq m$, note that $\left|x^{\alpha}\right| \leq|x|^{|\alpha|} \leq(1+|x|)^{|\alpha|} \leq(1+|x|)^{m}$. Since $(1+|x|)^{m} \leq 2^{m}$ if $|x| \leq 1$ and $(1+|x|)^{m} \leq\left(1+|x|^{2}\right)^{m}$ if $|x| \geq 1$, then

$$
\begin{aligned}
& \left|x^{\alpha}\left(1+|x|^{2}\right)^{-m-2}\right| \leq(1+|x|)^{m}\left(1+|x|^{2}\right)^{-m-2} \\
& \leq \max _{x \in \mathbb{R}^{n}}\left\{2^{m},\left(1+|x|^{2}\right)^{m}\right\}\left(1+|x|^{2}\right)^{-m-2} \\
& \leq \max \left\{2^{m}, 1\right\}=2^{m}
\end{aligned}
$$

for $|\alpha| \leq m$ since $m \geq 0$ is a nonnegative integer. Thus, for the $L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ norm in (3), we have

$$
\begin{equation*}
\left|\left(1+|x|^{2}\right)^{-m-2} \sum_{|\alpha| \leq m} x^{\alpha} \mathbf{h}_{\alpha}(x)\right|_{2} \leq 2^{m}\left|\sum_{|\alpha| \leq m} \mathbf{h}_{\alpha}(x)\right|_{2}<\infty \tag{4}
\end{equation*}
$$

since $\sum_{|\alpha| \leq m} \mathbf{h}_{\alpha}(x) \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. Recalling (2), we have by (4) that $\mathcal{F}^{-1}[V]_{x}=\sum_{|\alpha| \leq m} x^{\alpha} \mathbf{h}_{\alpha}(x) \in$ $\mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ for any $V \in L 2\left(\mathbb{R}^{n}, \mathcal{H}\right)$; and $V_{t}=\mathcal{F}\left[\sum_{|\alpha| \leq m} x^{\alpha} \mathbf{h}_{\alpha}(x)\right]_{t}$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. Thus, the $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ Fourier transform maps $\mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ onto $L 2\left(\mathbb{R}^{n}, \mathcal{H}\right)$; the fact that this mapping is one-one follows directly from the fact that the Fourier transform is a one-one mapping on $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. The same statements and proofs as in this proof of Lemma 1 for the Fourier transform hold in exactly the same way for the inverse Fourier transform on $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$; and we have that the $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ inverse Fourier transform maps $L 2\left(\mathbb{R}^{n}, \mathcal{H}\right)$ one-one and onto $\mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. The proof of Lemma 1 is complete.

Let $C$ be a regular cone in $\mathbb{R}^{n}$; that is, $C$ is an open convex cone in $\mathbb{R}^{n}$, which does not contain any entire straight line. $C^{*}=\left\{t \in \mathbb{R}^{n}:\langle t, y\rangle \geq 0\right.$ for all $\left.y \in C\right\}$ is the dual cone of $C$. We consider now the Cauchy kernel

$$
K(z-t)=\int_{C^{*}} e^{2 \pi i\langle z-t, u\rangle} d u, z \in T^{C}=\mathbb{R}^{n}+i C, t \in \mathbb{R}^{n}
$$

The ultradistributional test function spaces $\mathcal{D}\left(*, L^{p}\right) \subset \mathcal{D}_{L^{p}}\left(\mathbb{R}^{n}\right), 1<p \leq \infty$, where $*$ is Beurling $\left(M_{p}\right)$ or Roumieu $\left\{M_{p}\right\}$, defined in [17] (Section 2.3, p. 21). For $C$ being a regular cone, we proved in [17] (Section 4.1, Theorem 4.1.1) that $K(z-\cdot) \in \mathcal{D}\left(*, L^{p}\right) \subset \mathcal{D}_{L^{p}}\left(\mathbb{R}^{n}\right)$ for $z \in T^{C}, 1<p \leq \infty$, under specified conditions on the sequence $M_{p}$ of positive numbers, which we assume here. (See [17] (pp. 13-14, Theorem 4.1.1) for assumptions on the sequence $M_{p}$.) The Schwartz space $\mathcal{D}_{L^{2}}^{\prime}\left(\mathbb{R}^{n}\right)$ consists of finite sums of distributional derivatives of $L^{2}\left(\mathbb{R}^{n}\right)$ functions; thus, the space $L 2\left(\mathbb{R}^{n}, \mathcal{H} \mid\right)$ is the extension of $\mathcal{D}_{L^{2}}^{\prime}\left(\mathbb{R}^{n}\right)$ to vector-valued distributions with values in $\mathcal{H}$. Thus, for $p=2$, we emphasize that the form $\left\langle V_{t}, K(z-t)\right\rangle, z \in T^{C}$, is well defined for $V \in L 2\left(\mathbb{R}^{n}, \mathcal{H}\right)$, and yields an element of $\mathcal{H}$; the algebraic and differentiation calculations on the form $\langle V, \phi\rangle$ hold for $V \in L 2\left(\mathbb{R}^{n}, \mathcal{H}\right)$ and $\phi \in \mathcal{D}_{L^{2}}\left(\mathbb{R}^{n}\right)$, as usual, just as these calculations hold for the form $\langle V, \phi\rangle$ for $V \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ and $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. We use this information in Section 5 of this paper.

## 4. Boundary Values in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$

Let $C$ be an open convex cone in $\mathbb{R}^{n}$. In [4] (Theorem 8), we proved that an analytic function $f(z), z \in T^{C}$, with values in a specified topological vector space $\mathcal{X}$ and satisfying a certain norm growth obtained a vector-value-tempered distributional boundary value, as $y \rightarrow \overline{0}, y \in C^{\prime} \subset \subset C$, for any compact subcone $C^{\prime}$ of $C$. The norm growth used in [4] (Theorem 8) was not as general as the growth of Tillmann [1] in which the original tempered distributional boundary value results in the scalar-valued case were obtained. In this section, we extend the result [4] (Theorem 8) by assuming a norm growth on the analytic function equivalent to that of Tillmann [1]; our result here also contains new information concerning the boundary value. As a corollary of our result, we obtain a precise representation of the boundary value when the conditions on the topological vector space $\mathcal{X}$ are restricted.

Following Vladimirov [11] (p. 230), we shall use the term "spectral function" but will extend the definition of this term to the vector-valued case. For an analytic function
$\mathbf{f}(z), z \in T^{C}=\mathbb{R}^{n}+i C \subset \mathbb{C}^{n}$, with values in a topological vector space $\mathcal{X}$, the spectral function of $\mathbf{f}(z)$ is that vector-valued distribution $V \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$, such that $e^{-2 \pi\langle y, t\rangle} V_{t} \in$ $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right), y \in C$; and $\mathbf{f}(x+i y)=\mathcal{F}\left[e^{-2 \pi\langle y, t\rangle} V_{t}\right]_{x}$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ for $z=x+i y \in T^{C}$.

We begin by assuming that the topological vector space $\mathcal{X}$ is locally convex, separable, and quasi-complete where quasi-complete is in the sense of Schwartz [15] (p. 198). We further assume that $\mathcal{X}$ is a normed space with norm $\mathcal{N}$. These stated assumptions on $\mathcal{X}$ were the assumptions under which we obtained [4] (Theorem 8) and are the assumptions on the topological vector space $\mathcal{X}$ under which we obtain Theorem 1 below.

Throughout the paper, by $y \rightarrow \overline{0}, y \in C$, we mean that $y \rightarrow \overline{0}, y \in C^{\prime} \subset \subset C$ for every compact subcone $C^{\prime} \subset \subset C$.

The following theorem generalizes and extends [4] (Theorem 8) for $\mathcal{X}$, satisfying the properties noted above.

Theorem 1. Let $C$ be an open convex cone. Let $f(z)$ be analytic in $T^{C}$ and have values in $\mathcal{X}$. Let

$$
\begin{equation*}
\mathcal{N}(f(x+i y)) \leq M(1+|z|)^{q}|y|^{-r}, z=x+i y \in T^{C} \tag{5}
\end{equation*}
$$

where $M>0$ is a real constant, $q$ is a nonnegative integer, $r>1$ is an integer, and $M, q$, and $r$ are independent of $z=x+i y \in T^{C}$. There exists an element $U \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$, such that

$$
\begin{equation*}
\lim _{y \rightarrow \overline{0}, y \in C} f(x+i y)=U \tag{6}
\end{equation*}
$$

in the weak and strong topologies of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$. Further, $U=\mathcal{F}[V]$ with $V \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ being the spectral function of $f(z), z \in T^{C}$, such that $\operatorname{supp}(V) \subseteq C^{*}$.

Proof. We apply the proofs of [4] (Theorems 3 and 8). Note that in the second sentence of the proof of [4] (Theorem 8) that the value of $\eta \geq 1$ is arbitrary but fixed; in the present proof, we simply take $\eta=1$, where it is appropriate to use $\eta=1$. Let $\lambda>0$; put $\rho=\sigma+i \lambda, \sigma \in \mathbb{R}^{1} ;$ and define $\mathbf{f}^{\prime}(\rho ; x, y)=\mathbf{f}(x+\rho y), y \in \operatorname{pr}(C)$, where $\operatorname{pr}(C)$ denotes the projection of $C$, which is the intersection of $C$ with the unit sphere in $\mathbb{R}^{n}$. (Thus, $|y|=1$ if $y \in \operatorname{pr}(C)$.) $\mathbf{f}^{\prime}(\rho ; x, y)$ is an analytic function of $\rho$ in the half plane $\lambda=\operatorname{Im}(\rho)>0$ and has values in $\mathcal{X}$. We have $\mathbf{f}^{\prime}(\rho ; x, y)=\mathbf{f}(x+\rho y)=\mathbf{f}((x+\sigma y)+i \lambda y), \lambda>0$, for $z=x+i y$ with $y \in \operatorname{pr}(C)$; and note that $\lambda y \in C$ for $\lambda>0$ and $y \in \operatorname{pr}(C)$. Now for $y=\operatorname{Im}(z) \in \operatorname{pr}(C)$ and $0<\lambda \leq \eta=1$ we have

$$
\begin{align*}
& \mathcal{N}\left(\mathbf{f}^{\prime}(\rho ; x, y)\right) \leq M(1+|(x+\sigma y)+i \lambda y|)^{q}|\lambda y|^{-r} \\
& =M\left(1+\left(\lambda^{2}+|x+\sigma y|^{2}\right)^{1 / 2}\right)^{q} \lambda^{-r} \\
& \leq M\left(1+\left(1+(|x|+|\sigma|)^{2}\right)^{1 / 2}\right)^{q} \lambda^{-r}  \tag{7}\\
& \leq M\left(1+\left((1+|x|+|\sigma|)^{2}\right)^{1 / 2}\right)^{q} \lambda^{-r} \\
& =M(2+|x|+|\sigma|)^{q} \lambda^{-r}
\end{align*}
$$

which is of the form, with norm $\mathcal{N}$ replacing the absolute value, of [4] (15), which is used in exactly the same way in the proof of [4] (Theorem 8) as in the proof of [4] (Theorem 3). Thus, for $y=\operatorname{Im}(z) \in \operatorname{pr}(C)$ and $0<\lambda \leq \eta=1$ the bound on $\mathcal{N}\left(\mathbf{f}^{\prime}(\rho ; x, y)\right)$ is in the proper form to proceed with the proof of this present Theorem 1 exactly as in the form of the proofs of [4] (Theorems 3 and 8). We obtain the structured function of the form $\Lambda^{(-r-1)} \mathbf{f}^{\prime}(\rho ; x, y), y \in \operatorname{pr}(C)$, which satisfies the growth (similar to [4] (37))

$$
\mathcal{N}\left(\Lambda^{(-r-1)} \mathbf{f}^{\prime}(\rho ; x, y)\right) \leq M^{(r+1)}(2+|x|+|\sigma|)^{q}(2+|\sigma|)^{r+1}
$$

for $0<\lambda \leq \eta=1$ where $M^{(r+1)}$ is a positive constant, and obtains the representation (similar to [4] (38))

$$
\mathbf{f}(x+\rho y)=\mathbf{f}^{\prime}(\rho ; x, y)=\frac{\partial^{r+1}\left(\Lambda^{(-r-1)} \mathbf{f}^{\prime}(\rho ; x, y)\right)}{\partial \sigma^{r+1}}, \sigma=\operatorname{Re}(\rho) .
$$

Now, we proceed in our proof of Theorem 1 in exactly the same way as in [4] (Theorem 8) (p.328) to obtain the desired boundedness properties leading to the existence of an element $V \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$, such that $e^{-2 \pi\langle y, t\rangle} V_{t} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right), y \in C$, and $\mathbf{f}(z)=\mathcal{F}\left[e^{-2 \pi\langle y, t\rangle} V_{t}\right]_{x}, z=$ $x+i y \in T^{C}$, in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ from the results of Schwartz [14] (Prop. 22, p. 76). (These results of Schwartz [14] (Prop. 22, p. 76) were obtained in their original scalar-valued case in [20]; the related results were then obtained by Lions [21]). Thus, $V \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ is the spectral function of $f(z), z \in T^{C}$. The remainder of the proof of [4] (Theorem 8, pp. 329-330) and the succeeding discussion after the conclusion of the proof of [4] (Theorem 8) can be applied to the present proof of Theorem 1 in the same way to yield that, in fact, $V \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ and that

$$
\begin{equation*}
\lim _{y \rightarrow \overline{0}, y \in C} \mathbf{f}(x+i y)=\lim _{y \rightarrow \overline{0}, y \in C} \mathcal{F}\left[e^{-2 \pi\langle y, t\rangle} V_{t}\right]=\mathcal{F}[V]=U \tag{8}
\end{equation*}
$$

in the weak topology of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$. However, $\mathcal{S}\left(\mathbb{R}^{n}\right)$ is a Montel space; thus, the convergence in (8) is in the strong topology of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ as well. We emphasize that $V \in$ $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ and that $U=\mathcal{F}[V] \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ is the desired boundary value in (6) as obtained in (8).

We now prove that $\operatorname{supp}(V) \subseteq C^{*}$. Let $t_{0} \in C_{*}=\mathbb{R}^{n} \backslash C^{*} ; C_{*}$ is an open set in $\mathbb{R}^{n}$ since $C^{*}$ is a closed set. From the definition of $C^{*}$, for $t_{0} \in C_{*}$, there is a point $y_{0} \in C$, such that $\left\langle y_{0}, t_{0}\right\rangle<0$. Using the fact that $C_{*}$ is open and the continuity of $\left\langle t, y_{0}\right\rangle$ at $t_{0} \in C_{*}$ as a function of $t$, there is a fixed $\tau>0$ and a fixed neighborhood $N\left(t_{0} ; \gamma\right)=\left\{t \in \mathbb{R}^{n}:\left|t-t_{0}\right|<\gamma, \gamma>0\right\} \subset C_{*}$, such that $\left\langle t, y_{0}\right\rangle<-\tau<0$ for all $t \in N\left(t_{0} ; \gamma\right)$. Let $\phi \in \mathcal{D}\left(\mathbb{R}^{n}\right)$, such that $\operatorname{supp}(\phi) \subset N\left(t_{0}, \gamma\right)$. Recall that $V \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$, such that $e^{-2 \pi\langle y, t\rangle} V_{t} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right), y \in C$, and $\mathbf{f}(x+i y)=\mathcal{F}\left[e^{-2 \pi\langle y, t\rangle} V_{t}\right]_{x}, z=x+i y \in T^{C}$, in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$. Thus $e^{-2 \pi\langle y, t\rangle} V_{t}=\mathcal{F}^{-1}[\mathbf{f}(x+i y)]_{t}, x+i y \in T^{C}$, in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$; or $V_{t}=$ $e^{2 \pi\langle y, t\rangle} \mathcal{F}^{-1}[(x+i y)]_{t}, x+i y \in T^{C}$, in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$. Let $y=\beta y_{0}, y_{o} \in C, \beta>0$, now. We have $y=\beta y_{o} \in C$ and

$$
\begin{align*}
& \langle V, \phi\rangle=\left\langle e^{2 \pi\left\langle\beta y_{o}, t\right\rangle} \mathcal{F}^{-1}\left[\mathbf{f}\left(x+i \beta y_{o}\right]_{t}, \phi(t)\right\rangle\right. \\
& =\left\langle\mathcal{F}^{-1}\left[\mathbf{f}\left(x+i \beta y_{o}\right]_{t}, e^{2 \pi\left\langle\beta y_{o}, t\right\rangle} \phi(t)\right\rangle\right.  \tag{9}\\
& =\left\langle\mathbf{f}\left(x+i \beta y_{o}\right), \mathcal{F}^{-1}\left[e^{2 \pi\left\langle\beta y_{o}, t\right\rangle} \phi(t) ; x\right]\right\rangle \\
& =\int_{\mathbb{R}^{n}} \mathbf{f}\left(x+i \beta y_{o}\right) \int_{\operatorname{supp}(\phi)} e^{2 \pi\left\langle\beta y_{o}, t\right\rangle} \phi(t) e^{-2 \pi i\langle x, t\rangle} d t d x
\end{align*}
$$

for the function $\phi \in \mathcal{D}\left(\mathbb{R}^{n}\right)$ chosen above. Using integration by parts and letting $\Delta$ denote the Laplacian in the $t \in \mathbb{R}^{n}$ variable, we have for any positive integer $m$

$$
\begin{align*}
& \mathcal{N}\left(\int_{\mathbb{R}^{n}} \mathbf{f}\left(x+i \beta y_{o}\right) \int_{\operatorname{supp}(\phi)} e^{2 \pi\left\langle\beta y_{o}, t\right\rangle} \phi(t) e^{-2 \pi i\langle x, t\rangle} d t d x\right)  \tag{10}\\
& =\mathcal{N}\left(\int_{\mathbb{R}^{n}} \frac{\mathbf{f}\left(x+i \beta y_{o}\right)}{\left(1+|x|^{2}\right)^{m}} \int_{\operatorname{supp}(\phi)} e^{2 \pi\left\langle\beta y_{o}, t\right\rangle} \phi(t)\left(1+|x|^{2}\right)^{m} e^{-2 \pi i\langle x, t\rangle} d t d x\right) \\
& =\mathcal{N}\left(\int_{\mathbb{R}^{n}} \frac{\mathbf{f}\left(x+i \beta y_{o}\right)}{\left(1+|x|^{2}\right)^{m}} \int_{\operatorname{supp}(\phi)}\left(1-\frac{\Delta}{4 \pi^{2}}\right)^{m}\left(e^{2 \pi\left\langle\beta y_{o}, t\right\rangle} \phi(t)\right) e^{-2 \pi i\langle x, t\rangle} d t d x\right) .
\end{align*}
$$

(For the present, the positive integer $m$ is arbitrary; later, we explicitly choose $m$ to obtain the desired convergence of all integrals through Equation (15) below). For the interior integral over $\operatorname{supp}(\phi)$ in (10), we note that by applying $\left(1-\left(\Delta / 4 \pi^{2}\right)\right)^{m}$ to the product $e^{2 \pi\left\langle\beta y_{o}, t\right\rangle} \phi(t)$ and then bounding the terms in the resulting sum, including the terms involving $2 \pi$ or it powers, we obtain a finite sum of terms involving powers of $\beta\left(y_{o}\right)_{j}, j=1, \ldots, n$, multiplied by $e^{2 \pi\left\langle\beta y_{0}, t\right\rangle}$, where $\left(y_{0}\right)_{j}$ is the $j$ th component of $y_{0}, j=1, \ldots, n$, and multiplied by bounds on $\phi(t)$ or one of its partial derivatives with $e^{2 \pi\left\langle\beta y_{o}, t\right\rangle}$ in each term of the sum. Of course, the boundedness of $\phi(t)$ and any of its partial derivatives are valid because of the compact support of $\phi(t)$. Moreover, note that $\left|\beta\left(y_{0}\right)_{j}\right| \leq \beta\left|y_{0}\right|, j=1, \ldots, n$. Thus, since the interior
integral in (10) is over $\operatorname{supp}(\phi) \subset N\left(t_{o} ; \gamma\right)$, we obtain the following bound on this interior integral:

$$
\begin{align*}
& \left|\int_{\text {supp }(\phi)}\left(1-\frac{\Delta}{4 \pi^{2}}\right)^{m}\left(e^{2 \pi\left\langle\beta y_{o}, t\right\rangle} \phi(t)\right) e^{-2 \pi i\langle x, t\rangle} d t\right| \\
& \leq \int_{\text {supp }(\phi)}\left|\left(1-\frac{\Delta}{4 \pi^{2}}\right)^{m}\left(e^{2 \pi\left\langle\beta y_{o}, t\right\rangle} \phi(t)\right)\right| d t  \tag{11}\\
& \leq T_{\text {supp }(\phi)}\left(1+\beta\left|y_{o}\right|\right)^{4(m+1)} \sup _{t \in \operatorname{supp}(\phi)} e^{2 \pi\left\langle\beta y_{o}, t\right\rangle}
\end{align*}
$$

where $T_{\text {supp }(\phi)}$ is a positive constant depending only on $\operatorname{supp}(\phi)$. Using (11) in (10), we have

$$
\begin{align*}
& \mathcal{N}\left(\int_{\mathbb{R}^{n}} \frac{\mathbf{f}\left(x+i \beta y_{o}\right)}{\left(1+|x|^{2}\right)^{m}} \int_{\text {supp }(\phi)}\left(1-\frac{\Delta}{4 \pi^{2}}\right)^{m}\left(e^{2 \pi\left\langle\beta y_{o}, t\right\rangle} \phi(t)\right) e^{-2 \pi i\langle x, t\rangle} d t d x\right) \\
& \leq T_{\text {supp }(\phi)}\left(1+\beta\left|y_{o}\right|\right)^{4(m+1)} \sup _{t \in \operatorname{supp}(\phi)} e^{2 \pi\left\langle\beta y_{o}, t\right\rangle} \int_{\mathbb{R}^{n}} \frac{\mathcal{N}\left(\mathbf{f}\left(x+i \beta y_{o}\right)\right)}{\left(1+|x|^{2}\right)^{m}} d x \tag{12}
\end{align*}
$$

where $y_{0} \in C, \beta>0$ is arbitrary, and $\operatorname{supp}(\phi) \subset N\left(t_{0} ; \gamma\right) \subset C_{*}, t_{0} \in C_{*}, \gamma>0$ and fixed. As noted before, since $\left\langle y_{0}, t_{0}\right\rangle<0$ and $C_{*}$ is open, by the continuity of $\left\langle t, y_{0}\right\rangle$ at $t_{0} \in C_{*}$ as a function of $t \in \mathbb{R}^{n}$, the fixed $\tau>0$ is chosen and the fixed $N\left(t_{0} ; \gamma\right) \subset C_{*}$ is chosen, such that $\left\langle t, y_{0}\right\rangle<-\tau<0$ for all $t \in N\left(t_{0} ; \gamma\right) \subset C_{*}$. Since $\operatorname{supp}(\phi) \subset N\left(t_{0} ; \gamma\right)$, we have

$$
\sup _{t \in \operatorname{supp}(\phi)} e^{2 \pi\left\langle\beta y_{o}, t\right\rangle} \leq e^{-2 \pi \tau \beta}
$$

which yields from (12)

$$
\begin{align*}
& \mathcal{N}\left(\int_{\mathbb{R}^{n}} \frac{\mathbf{f}\left(x+i \beta y_{o}\right)}{\left(1+|x|^{2}\right)^{m}} \int_{\operatorname{supp}(\phi)}\left(1-\frac{\Delta}{4 \pi^{2}}\right)^{m}\left(e^{2 \pi\left\langle\beta y_{o}, t\right\rangle} \phi(t)\right) e^{-2 \pi i\langle x, t\rangle} d t d x\right) \\
& \leq T_{\text {supp }(\phi)} e^{-2 \pi \tau \beta}\left(1+\beta\left|y_{o}\right|\right)^{4(m+1)} \int_{\mathbb{R}^{n}} \frac{\mathcal{N}\left(\mathbf{f}\left(x+i \beta y_{o}\right)\right)}{\left(1+|x|^{2}\right)^{m}} d x \tag{13}
\end{align*}
$$

where $y_{0} \in C, \tau>0$, and $\gamma>0$ are fixed and are independent of the arbitrary $\beta>0$. We now bound the integral on the right of the inequality in (13) using the assumed growth (5) on $\mathbf{f}(z), z \in T^{C} ;(13)$ holds for all $\beta>0$. To obtain the $\operatorname{supp}(V)$ containment result, we are going to let $\beta \rightarrow \infty$ in (13); thus, we may assume that $\beta>1$ in the remainder of this proof. By simple calculations and for $\beta>1$, we have

$$
1+\left|x+i \beta y_{o}\right|=\beta\left(\frac{1}{\beta}+\left(\left(\frac{|x|}{\beta}\right)^{2}+\left|y_{o}\right|^{2}\right)^{1 / 2}\right) \leq \beta\left(1+\left(|x|^{2}+\left|y_{o}\right|^{2}\right)^{1 / 2}\right)
$$

and

$$
\left(1+\left|x+i \beta y_{o}\right|\right)^{q} \leq \beta^{q}\left(1+\left(|x|^{2}+\left|y_{o}\right|^{2}\right)^{1 / 2}\right)^{q} \leq \beta^{q}\left(1+\left|y_{o}\right|+|x|\right)^{q} .
$$

Hence, from (5),

$$
\mathcal{N}\left(\mathbf{f}\left(x+i \beta y_{o}\right)\right) \leq M \beta^{q}\left(1+\left|y_{o}\right|+|x|\right)^{q}\left|\beta y_{o}\right|^{-r}
$$

and

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \frac{\mathcal{N}\left(\mathrm{f}\left(x+i \beta y_{o}\right)\right)}{\left(1+|x|^{2}\right)^{m}} d x \leq M \beta^{q-r}\left|y_{o}\right|^{-r} \int_{\mathbb{R}^{n}} \frac{\left(1+\left|y_{o}\right|+|x|\right)^{q}}{\left(1+|x|^{2}\right)^{m}} d x . \tag{14}
\end{equation*}
$$

Combining (10), (12), (13), and (14) yields

$$
\begin{align*}
& \mathcal{N}\left(\int_{\mathbb{R}^{n}} \mathbf{f}\left(x+i \beta y_{o}\right) \int_{\text {supp }(\phi)} e^{2 \pi\left\langle\beta y_{o}, t\right\rangle} \phi(t) e^{-2 \pi i\langle x, t\rangle} d t d x\right)  \tag{15}\\
& \leq M T_{\text {supp }(\phi)}\left(1+\beta\left|y_{o}\right|\right)^{4(m+1)} \beta^{q-r}\left|y_{o}\right|^{-r} e^{-2 \pi \tau \beta} \int_{\mathbb{R}^{n}} \frac{\left(1+\left|y_{o}\right|+|x|\right)^{q}}{\left(1+|x|^{2}\right)^{m}} d x .
\end{align*}
$$

The positive integer $m$ in (15) was introduced in (10), and at that point in the proof, $m$ was arbitrary. We now choose $m$, such that $m>2(q+n+1)$. With this choice of $m$, the integral in (15) converges where $y_{o} \in C$ is a fixed point in $C$; further, with this choice of $m$, all calculations from (10) leading to (15) are valid and the integrals converge. Because of the exponential term $e^{-2 \pi \tau \beta}$, where $\tau>0$ is fixed and now $\beta>1$ is arbitrary, the right side of (15) has limit 0 as $\beta \rightarrow \infty$. Thus, from (9) $\langle V, \phi\rangle=\Theta$ for $\phi \in \mathcal{D}\left(\mathbb{R}^{n}\right)$, such that $\operatorname{supp}(\phi) \subset N\left(t_{0}, \gamma\right) \subset C_{*}$ for $t_{0}$ being an arbitrary but fixed point in the open set $C_{*}=\mathbb{R}^{n} \backslash C^{*}$. That is, for each fixed point, $t_{0} \in C_{*}=\mathbb{R}^{n} \backslash C^{*}$, with $C_{*}$ being an open set, there is a neighborhood $N\left(t_{0} ; \gamma\right) \subset C_{*}$ of $t_{0}$, such that for all $\phi \in \mathcal{D}\left(\mathbb{R}^{n}\right)$ with $\operatorname{supp}(\phi) \subset N\left(t_{0} ; \gamma\right)$, we have $\langle V, \phi\rangle=\Theta$. Thus, $V$ vanishes on a neighborhood of each point of $C_{*}$; this proves that $V$ vanishes on the open set $C_{*}=\mathbb{R}^{n} \backslash C^{*}$. Thus, $\operatorname{supp}(V) \subseteq C^{*}$, which is a closed set in $\mathbb{R}^{n}$. The proof of Theorem 1 is complete.

Yoshinaga [22] (Proposition 3) provides a representation of the tempered vectorvalued distributions in the case of the topological vector space $\mathcal{X}$ being a complete space of type (DF). Yoshinaga's result is as follows for $\mathcal{X}$, being a complete space of type (DF): $V \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$, if and only if there exists a continuous function $\mathbf{g}$ on $\mathbb{R}^{n}$ with values in $\mathcal{X}$, an integer $k \geq 0$, and a n-tuple $\alpha$ of nonnegative integers, such that $V=D^{\alpha} \mathbf{g}$ and $\left\{\mathbf{g}(t) /\left(1+|t|^{2}\right)^{k n} ; t \in \mathbb{R}^{n}\right\}$ is a bounded subset of $\mathcal{X}$. (In fact, in Yoshinaga's symbolism, $\alpha=(k, k, \ldots, k)$.)

The functions $\mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ of Definition 1 are an integral part of the following corollary to Theorem 1; recall that these functions are defined by the necessity for $\mathcal{X}$ being a Banach space. We know that a Banach space satisfies all of the conditions on $\mathcal{X}$ stated prior to Theorem 1 and also is a complete norm space of type (DF); since a Hilbert space is a Banach space, a Hilbert space also satisfies all of these stated conditions on $\mathcal{X}$. Thus, the abovestated result of Yoshinaga and Theorem 1 of this paper both hold for $\mathcal{X}$ being a Banach or Hilbert space.

We obtain a corollary of Theorem 1 now in which more precise information is obtained concerning the spectral function $V$ and the boundary value $U$ of Theorem 1 .

Corollary 1. Let $C$ be an open convex cone and $\mathcal{X}$ be a Banach space. Let $f(z)$ be analytic in $T^{C}=\mathbb{R}^{n}+i C$, have values in $\mathcal{X}$, and satisfy (5). There is a continuous function $g \in \mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ with $\operatorname{supp}(\boldsymbol{g}) \subseteq C^{*}$ a.e. and an n-tuple a of nonnegative integers, such that the spectral function $V \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ of Theorem 1 has the form $V_{t}=D_{t}^{\alpha} \boldsymbol{g}(t)$, and there is $U=\mathcal{F}[V] \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ such that

$$
\lim _{y \rightarrow \overline{0}, y \in C} f(x+i y)=U
$$

in the weak and strong topologies of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$. Further, for $\mathcal{X}=\mathcal{H}$ being a Hilbert space, we have $\mathcal{F}[g] \in L 2\left(\mathbb{R}^{n}, \mathcal{H}\right)$; and the boundary value $U \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ has the form

$$
\begin{equation*}
U_{x}=x^{\alpha} \mathcal{F}[g]_{x}=x^{\alpha}\left(1-\frac{\Delta}{4 \pi^{2}}\right)^{m} \boldsymbol{h}(x) \tag{16}
\end{equation*}
$$

in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ where $\boldsymbol{h} \in L^{2}\left(\mathbb{R}^{n}, \mathcal{X}\right), \alpha$ is an $n$-tuple of nonnegative integers, and $m \geq 0$ is a real number that can be taken to be a nonnegative integer.

Proof. We apply the results of Theorem 1 and consider the spectral function $V \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ obtained in Theorem 1 where $\mathcal{X}$ is a Banach space in this corollary. As per the result of Yoshinaga [22] (Proposition 3) stated above, there is a continuous function $\mathbf{g}$ on $\mathbb{R}^{n}$
with values in $\mathcal{X}$, an n-tuple $\alpha$ of nonnegative integers, and an integer $k \geq 0$, such that $V_{t}=D_{t}^{\alpha} \mathbf{g}(t)$ and $\left\{\frac{\mathbf{g}(t)}{\left(1+\mid t t^{2}\right)^{k n}} ; t \in \mathbb{R}^{n}\right\}$ is a bounded subset of $\mathcal{X}$. (In Yoshinaga's symbolism, $\alpha$ is the $n$-tuple with all components being $k$.) Thus, there is a real constant $R>0$, such that

$$
\mathcal{N}\left(\frac{\mathbf{g}(t)}{\left(1+|t|^{2}\right)^{k n}}\right)=\frac{\mathcal{N}(\mathbf{g}(t))}{\left(1+|t|^{2}\right)^{k n}} \leq R, t \in \mathbb{R}^{n}
$$

For the integer $k \geq 0$, we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}}\left(\mathcal{N}\left(\frac{\mathbf{g}(t)}{\left(1+|t|^{2}\right)^{(k+2) n}}\right)\right)^{2} d t \\
& =\int_{\mathbb{R}^{n}}\left(\frac{1}{\left(1+|t|^{2}\right)^{2 n}}\right)^{2}\left(\mathcal{N}\left(\frac{\mathbf{g}(t)}{\left(1+|t|^{2}\right)^{k n}}\right)\right)^{2} d t \\
& \leq R^{2} \int_{\mathbb{R}^{n}} \frac{1}{\left(1+|t|^{2}\right)^{4 n}} d t<\infty
\end{aligned}
$$

which proves that $\mathbf{g} \in \mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$. Further, $\operatorname{supp}(\mathbf{g}) \subseteq C^{*}$ a.e. since $\operatorname{supp}(V) \subseteq C^{*}$. From Theorem 1, the boundary value $U \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ in (6) is $U=\mathcal{F}[V]$, the Fourier transform of the spectral function $V \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$. Moreover, from Theorem 1, the boundary value $U$ is obtained in both the weak and strong topologies of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$.

Now, let $\mathcal{X}=\mathcal{H}$, a Hilbert space, in this Corollary 1. Since $\mathbf{g} \in \mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$, then $\mathcal{F}[\mathbf{g}] \in L 2\left(\mathbb{R}^{n}, \mathcal{H}\right)$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ by Lemma 1 . We know from the above that the boundary value $U \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ is $U=\mathcal{F}[V]$, and $V \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ has the form $V_{t}=D_{t}^{\alpha} \mathbf{g}(t)$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. Let $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. We have

$$
\begin{aligned}
& \langle U, \phi\rangle=\langle\mathcal{F}[V], \phi\rangle=\langle V, \hat{\phi}\rangle=\left\langle D_{t}^{\alpha} \mathbf{g}(t), \hat{\phi}(t)\right\rangle \\
& =(-1)^{|\alpha|} \int_{\mathbb{R}^{n}} \mathbf{g}(t) D_{t}^{\alpha} \int_{\mathbb{R}^{n}} \phi(x) e^{2 \pi i\langle x, t\rangle} d x d t \\
& =(-1)^{|\alpha|} \int_{\mathbb{R}^{n}} \mathbf{g}(t) \int_{\mathbb{R}^{n}} \phi(x)(-1 / 2 \pi i)^{|\alpha|}(2 \pi i)^{|\alpha|} x^{\alpha} e^{2 \pi i\langle x, t\rangle} d x d t \\
& =\left\langle\mathbf{g}(t), \mathcal{F}\left[x^{\alpha} \phi(x) ; t\right]\right\rangle=\left\langle\mathcal{F}[\mathbf{g}]_{x}, x^{\alpha} \phi(x)\right\rangle=\left\langle x^{\alpha} \mathcal{F}[\mathbf{g}]_{x}, \phi(x)\right\rangle .
\end{aligned}
$$

Thus, $U_{x}=x^{\alpha} \mathcal{F}[\mathbf{g}]_{x}$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ with $\mathbf{g} \in \mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. Since $\mathbf{g} \in \mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$, by definition there is a real number $m \geq 0$, such that $\mathbf{g}(t) /\left(1+|t|^{2}\right)^{m} \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$, and $m$ can be taken to be a nonnegative integer. We have-by the proof of Lemma 1 -that $\mathcal{F}[\mathbf{g}]_{x}=$ $\left(1-\left(4 \pi^{2}\right)^{-1} \Delta\right)^{m} \mathbf{h}(x) \in L 2\left(\mathbb{R}^{n}, \mathcal{H}\right)$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$, where $\mathbf{h} \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ and $\Delta$ is the Laplace operator in the $x \in \mathbb{R}^{n}$ variable. Combining equalities, we have

$$
U_{x}=x^{\alpha} \mathcal{F}[\mathbf{g}]_{x}=x^{\alpha}\left(1-\frac{\Delta}{4 \pi^{2}}\right)^{m} \mathbf{h}(x)
$$

in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ with $\mathbf{h} \in L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$, which is (16). The proof is complete.

## 5. Cauchy Integral

A Cauchy integral of tempered distributions $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ has been defined in one and many dimensions. Of course, the main problem in making such a definition is that the Cauchy kernel is not a tempered function in $\mathcal{S}\left(\mathbb{R}^{n}\right)$; an arbitrary element of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ applied to the Cauchy kernel is not well defined.

Let $C$ be a regular cone in $\mathbb{R}^{n}$; that is, $C$ is an open convex cone that does not contain an entirely straight line. With $C^{*}$ being the dual cone of $C$, the Cauchy kernel function is

$$
K(z-t)=\int_{C^{*}} e^{2 \pi i\langle z-t, u\rangle} d u, z \in T^{C}, t \in \mathbb{R}^{n}
$$

as defined in Section 3. For the tube $T^{C}$ being the upper or lower half-planes in $\mathbb{C}^{1}$ or the tube defined by one of the $2^{n}$ quadrant cones $C_{\mu}=\left\{y \in \mathbb{R}^{n}:(-1)^{\mu_{j}} y_{j}>0, j=1, \ldots, n\right\}$
where $\mu$ is any of the $2^{n} n$-tuples whose components are either 0 or 1 , the Cauchy kernel takes the usual form. In order to generate an element of $\mathcal{S}\left(\mathbb{R}^{n}\right)$ from the Cauchy kernel in the half plane setting in $\mathbb{C}^{1}$ and the tube defined by a quadrant cone, one divides the Cauchy kernel by a certain specifically chosen polynomial.

Sebastião e Silva [5] introduced a Cauchy integral for tempered distributions in the half-plane setting. Carmichael [7] defined a Cauchy integral for tempered distributions in the $\mathbb{C}^{n}$ setting corresponding to analytic functions in the quadrant cone setting $T^{C_{\mu}}$ in $\mathbb{C}^{n}$ and showed that the analytic functions in $(\mathbb{C}-\mathbb{R})^{n}$, which have distributional boundary values in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$, can be recovered as the Cauchy integral of the boundary value; the results of [7] can be extended to the vector-valued tempered distributions considered in this paper by the same techniques as those in [7]. The Cauchy integrals introduced by both Sebastião e Silva and Carmichael are in fact equivalence classes of analytic functions defined by an integral involving the Cauchy kernel. Vladimirov [8-10] has defined a Cauchy integral for tempered distributions associated with analytic functions in general tubes $T^{C}=\mathbb{R}^{n}+i C \subset \mathbb{C}^{n}$ corresponding to regular cones $C$ similar to the analytic functions we considered in this paper. Vladimirov showed that the analytic functions that he considered can be recovered by a Cauchy integral involving the tempered distributional boundary values of the analytic functions. The papers mentioned in this paragraph all concern scalar-valued analytic functions and distributions.

In this section, we build on our analyses of Sections 3 and 4 to obtain a Cauchy integral representation of the vector-valued analytic functions, which we considered in Theorem 1 and in Corollary 1. The proof of our results here-and the forms of our results-are different from any of the previous results concerning the Cauchy integral of the tempered distribution representation of the analytic functions. By our technique here, we do not need to divide the Cauchy kernel or the boundary value in (16) by a specified form of the polynomial and do not need to apply other special features of proof previously used by the authors in order to obtain that our Cauchy integral is well defined and that the analytic function considered is represented by a Cauchy integral involving the boundary value.

The Cauchy integral representation of the analytic functions that we considered in this paper follows. Note that cone $C$ in the following result is assumed to be a regular cone. In Theorem 1 and Corollary 1, we assumed that cone $C$ was an open convex cone. However, an open convex cone could contain an entirely straight line; in this case, the dual cone has measure 0 and $K(z-t)=0, z \in T^{C}, t \in \mathbb{R}^{n}$. To avoid this triviality, we assume that cone $C$ in the following Cauchy integral representation is a regular cone.

Theorem 2. Let $C$ be a regular cone in $\mathbb{R}^{n}$ and $\mathcal{H}$ be a Hilbert space. Let $f(z)$ be analytic in $T^{C}=\mathbb{R}^{n}+i C$, have values in $\mathcal{H}$, and satisfy (5). There is a continuous function $g \in \mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ with $\operatorname{supp}(\boldsymbol{g}) \subseteq C^{*}$ a.e. and an n-tuple $\alpha$ of nonnegative integers, such that

$$
\begin{equation*}
f(z)=z^{\alpha}\left\langle\mathcal{F}[\boldsymbol{g}]_{v}, K(z-v)\right\rangle, z \in T^{C} \tag{17}
\end{equation*}
$$

in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. Further,

$$
\begin{equation*}
\left\langle\mathcal{F}[g]_{v}, K(z-v)\right\rangle=\Theta, z \in T^{-C}, \tag{18}
\end{equation*}
$$

in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$.
Proof. From Theorem 1, there is an element $V \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$, the spectral function of $\mathbf{f}(z), z \in T^{C}$, such that $e^{-2 \pi\langle y, t\rangle} V_{t} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right), y \in C ; \operatorname{supp}(V) \subseteq C^{*}$; and $\mathbf{f}(z)=$ $\mathcal{F}\left[e^{-2 \pi\langle y, t\rangle} V_{t}\right]_{x}, y \in C$, in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$. Further, by Corollary 1 , there is a continuous function $\mathbf{g} \in \mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ with $\operatorname{supp}(\mathbf{g}) \subseteq C^{*}$ a.e. and an n-tuple $\alpha$ of nonnegative integers, such that $V_{t}=D_{t}^{\alpha} \mathbf{g}(t), t \in \mathbb{R}^{n}$. Now, let $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ and $z=x+i y \in T^{C}$. Recall that we have defined the differential operator $D$ to be $D_{t}=(-1 / 2 \pi i)\left(\frac{\partial}{\partial t_{1}}, \ldots, \frac{\partial}{\partial t_{n}}\right)$. We have

$$
\begin{align*}
& \langle\mathbf{f}(x+i y), \phi(x)\rangle=\left\langle\mathcal{F}\left[e^{-2 \pi\langle y, t\rangle} V_{t}\right]_{x}, \phi(x)\right\rangle \\
& =\left\langle e^{-2 \pi\langle y, t\rangle} V_{t}, \hat{\phi}(t)\right\rangle=\left\langle V_{t}, \int_{\mathbb{R}} \phi(x) e^{2 \pi i\langle z, t\rangle} d x\right\rangle \\
& =\left\langle D_{t}^{\alpha} \mathbf{g}(t), \int_{\mathbb{R}^{n}} \phi(x) e^{2 \pi i\langle z, t\rangle} d x\right\rangle  \tag{19}\\
& =(-1)^{|\alpha|} \int_{\mathbb{C}^{*}} \mathbf{g}(t) \int_{\mathbb{R}^{n}} \phi(x)(-1 / 2 \pi i)^{|\alpha|}(2 \pi i)^{|\alpha|} z^{\alpha} e^{2 \pi i\langle z, t\rangle} d x d t \\
& =\int_{C^{*}} \mathbf{g}(t) \int_{\mathbb{R}^{n}} \phi(x) z^{\alpha} e^{-2 \pi\langle y, t\rangle} e^{2 \pi i\langle x, t\rangle} d x d t \\
& =\int_{C^{*}} e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t) \mathcal{F}\left[z^{\alpha} \phi(x) ; t\right] d t \\
& =\left\langle z^{\alpha} \mathcal{F}\left[I_{C^{*}}(t) e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t)\right]_{x}, \phi(x)\right\rangle
\end{align*}
$$

where $I_{C^{*}}(t)$ is the characteristic function of $C^{*}$. We have proven in [17] (Lemma 4.2.1, p. 62) that $I_{C^{*}}(t) e^{-2 \pi\langle y, t\rangle} \in L^{p}, y \in C$, for all $p, 1 \leq p \leq \infty$. Since $\mathbf{g} \in \mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$, then $\mathcal{F}[\mathbf{g}]_{x} \in L 2\left(\mathbb{R}^{n}, \mathcal{H}\right)$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ by Lemma 1 . Recall also from Section 3 that the Cauchy kernel $K(z-\cdot) \in \mathcal{D}\left(*, L^{p}\right) \subset \mathcal{D}_{L^{p}}\left(\mathbb{R}^{n}\right), 1<p \leq \infty$, for $z \in T^{C}$ with $C$ being a regular cone and that an element of $L 2\left(\mathbb{R}^{n}, \mathcal{H}\right)$ applied to $K(z-\cdot), z \in T^{C}$, is a well-defined function of $z \in T^{C}$. Continuing (19) and using convolution, we now have

$$
\begin{align*}
& \langle\mathbf{f}(x+i y), \phi(x)\rangle=\left\langle z^{\alpha}\left(\mathcal{F}[\mathbf{g}] * \mathcal{F}\left[I_{C^{*}}(t) e^{-2 \pi\langle y, t\rangle}\right]\right)_{x}, \phi(x)\right\rangle \\
& =\left\langle z^{\alpha}\left\langle\mathcal{F}[\mathbf{g}]_{v}, \mathcal{F}\left[I_{C^{*}}(t) e^{-2 \pi\langle y, t\rangle}\right]_{(x-v)}\right\rangle, \phi(x)\right\rangle \\
& =\left\langle z^{\alpha}\left\langle\mathcal{F}[\mathbf{g}]_{v}, \int_{\mathcal{C}^{*}} e^{2 \pi i\langle z-v, t\rangle} d t\right\rangle, \phi(x)\right\rangle  \tag{20}\\
& =\left\langle z^{\alpha}\left\langle\mathcal{F}[\mathbf{g}]_{v}, K(z-v)\right\rangle, \phi(x)\right\rangle
\end{align*}
$$

where $I_{C^{*}}(t)$ is the characteristic function of $C^{*}$. Since $\mathbf{g} \in \mathcal{S}_{2}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$, then $\mathcal{F}[\mathbf{g}] \in$ $L 2\left(\mathbb{R}^{n}, \mathcal{H}\right)$ by Lemma 1 ; and as previously noted, $\mathcal{F}[\mathbf{g}]$ applied to the Cauchy kernel is a well-defined function of $z \in T^{C}$ and is an analytic function of $z \in T^{C}$ with values in $\mathcal{H}$. Thus, from (20) we have obtained

$$
\mathbf{f}(z)=z^{\alpha}\left\langle\mathcal{F}[\mathbf{g}]_{v}, K(z-v)\right\rangle, z \in T^{C},
$$

in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$, and (17) is obtained.
To prove (18), first note that for a regular cone, $C,-C$ is also a regular cone; and $(-C)^{*}$ $=-C^{*}$. Thus, for $z \in T^{-C}$ and $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$,

$$
\begin{align*}
& \left\langle\left\langle\mathcal{F}[\mathbf{g}]_{v}, K(z-v)\right\rangle, \phi(x)\right\rangle=\left\langle\left\langle\mathcal{F}[\mathbf{g}]_{v}, \int_{-C^{*}} e^{-2 \pi\langle y, t\rangle} e^{2 \pi i\langle x-v, t\rangle} d t\right\rangle, \phi(x)\right\rangle \\
& =\left\langle\left\langle\mathcal{F}[\mathbf{g}]_{v}, \mathcal{F}\left[I_{-C^{*}}(t) e^{-2 \pi\langle y, t\rangle}\right]_{(x-v}\right\rangle, \phi(x)\right\rangle  \tag{21}\\
& =\left\langle\left\langle\left(\mathcal{F}[\mathbf{g}] * \mathcal{F}\left[I_{-C^{*}}(t) e^{-2 \pi\langle y, t\rangle}\right]\right)_{x}\right\rangle, \phi(x)\right\rangle \\
& =\left\langle\mathcal{F}\left[I_{-C^{*}}(t) e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t)\right]_{x}, \phi(x)\right\rangle .
\end{align*}
$$

Now $I_{-C^{*}}(t)=0$ if $t \notin-C^{*}$ and, hence, if $t \in C^{*}$. This fact coupled with the fact that $\operatorname{supp}(\mathbf{g}) \subseteq C^{*}$ a.e. yields $I_{-C^{*}}(t) e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t)=\Theta$ a.e. for $t \in \mathbb{R}^{n}$ and $y \in-C$. Hence $\mathcal{F}\left[I_{-C^{*}}(t) e^{-2 \pi\langle y, t\rangle} \mathbf{g}(t)\right]_{x}=\Theta, x \in \mathbb{R}^{n}, y \in-C$, in (21). Thus, from (21), we have $\left\langle\mathcal{F}[\mathbf{g}]_{v}, K(z-v)\right\rangle=\Theta, z \in T^{-C}$, in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$; and (18) is obtained.

## 6. Conclusions

Tillmann [1] obtained the original analysis concerning the scalar-valued tempered distributions $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ as boundary values of analytic functions. We proved a boundary value result concerning vector-valued tempered distributions $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{X}\right)$ as boundary values of
vector-valued analytic functions in [4] (Theorem 8) but used a norm growth condition on the analytic functions, which was a special case for the growth of Tillmann. We desired to obtain a result, such as [4] (Theorem 8), but under the general norm growth on the analytic function, which was equivalent to the growth of Tillmann. We achieved this first goal of this paper in Theorem 1 for vector-valued analytic functions $\mathbf{f}(z)$ on tubes $T^{C}=\mathbb{R}^{n}+i C$ with $C$ being an open convex cone. The values of the analytic functions and the tempered distributions were in a very general type of topological vector space. We achieved additional information in Theorem 1 concerning the spectral function of the analytic function.

We asked if additional information concerning the spectral function and the boundary value could be obtained if the topological vector space $\mathcal{X}$ was restricted somewhat. We obtained the desired information in Corollary 1 by restricting $\mathcal{X}$ to be a Banach space and then a Hilbert space; we showed the structure of the spectral function and the boundary value in these cases for $\mathcal{X}$. Integral to this analysis was the Lemma 1 result, which proved the relation under the Fourier transform between two important subsets of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ for our results in Corollary 1. It is important to note that the reason to restrict to Hilbert space $\mathcal{H}$ (which we do in our results) is that the Plancherel theory for the Fourier transform of the functions holds if and only if the functions have value in the Hilbert space.

The second principal goal of this paper was to obtain a Cauchy integral representation of the analytic functions considered in Theorem 1 and Corollary 1. Sebastião e Silva, Carmichael, and Vladimirov have obtained and studied the Cauchy integral of tempered distributions $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ in the scalar-valued case and in one and several dimensions; see the papers of these authors in the references. Their analyses basically concerned dividing the Cauchy kernel or the boundary value by a suitable polynomial whose order was large enough to make the quotient when evaluated by the tempered distribution to be well defined, or used other special features of proof that we do not use here.

In Section 5 of this paper, we constructed our Cauchy integral used in the representation of the assumed analytic function in a different manner by using the general known structure of the spectral function and our proven structure of the tempered distributional boundary value in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ for $\mathcal{H}$ being a Hilbert space. The analytic function obtaining the boundary value in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ was shown to be equated to the product of a polynomial and the constructed Cauchy integral.

This paper concerns theoretical mathematics, yet the topics considered find applications in mathematical physics and in mathematics that are applied to physical problems. We survey historically some areas of application in the scalar-valued case. We recall the work of Streater and Wightman [23] in studying quantum field theory. In a field theory, the "vacuum expectation values" are tempered distributions, which are boundary values in the tempered distribution topology of analytic functions with the analytic functions being Fourier-Laplace transforms. In addition, a field theory can be recovered from its "vacuum expectation values"; see [23] (Chapter 3). A similar field theory analysis using boundary values of analytic functions is contained in the work by Simon [24]. We also reference Raina [25] concerning "form factor bounds" in particle physics in which tempered distributional boundary values, which are of a special form, imply that the analytic functions that obtain these boundary values are Hardy $H^{p}$ functions; this fact is then used in the analysis of the "form factor bounds". See also the associated papers listed in the references of [25].

As noted in Vladimirov [8], scalar-valued analytic functions of the type that we considered in this paper can arise in applying the Fourier-Laplace transform to convolution equations, which describe linear homogeneous processes with causality that find application in the quantum field theory, theory of electrical circuits, scattering of electromagnetic waves, and linear thermodynamic systems; refer to the list of references in [8]. We also note paper [26] by Vladimirov, concerning the linear conjugacy of scalar-valued analytic functions of several complex variables, which are again of the type that we considered in this paper with respect to growth. The linear conjugacy analysis involves scalar-valued tempered distributional boundary values of analytic functions represented as Fourier-

Laplace integrals. Vladimirov [26] (p. 207) states that many problems arising in mathematical physics reduce to the problem of linear conjugacy involving tempered distributions; Vladimirov [26] provides examples of such problems.

The survey of applications above (concerning the type of analysis used in this paper) involve scalar-valued functions and distributions. Yet, a close consideration of the linear conjugacy problem of [26], together with the vector-valued analysis of this paper, leads one to believe that the linear conjugacy problem can be extended to the vector-valued case. Further, in an analysis of the stated applications above, one must sometimes obtain a distributional solution of a partial differential equation; such calculations can be extended to the vector-valued case. We suggest that the considerable related analyses to the results of this paper and the results of related references in this paper can be achieved in the vector-valued case and will work toward this end in the future.

Funding: This research received no external funding.
Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: Not applicable.
Conflicts of Interest: The author declares no conflict of interest.

## References

1. Tillmann, H.-G. Darstellung der Schwartzschen Distributionen durch analytische Funktionen. Math. Z. 1961, 77, 106-124. [CrossRef]
2. Köthe, G. Die Randverteilungen analytischer Funktionen. Math. Z. 1952, 57, 13-33. [CrossRef]
3. Köthe, G. Dualität in der Funktionentheorie. J. Reine Angew. Math. 1953, 191, 30-49. [CrossRef]
4. Carmichael, R.D.; Walker, W.W. Representation of distributions with compact support. Manuscr. Math. 1974, 11, 305-338. [CrossRef]
5. Sebastião e Silva, J. Les séries de multipôles des physiciens et la théorie des ultradistributions. Math. Annalen 1967, 174, 109-142. [CrossRef]
6. Sebastião e Silva, J. Les fonctions analytiques comme ultra-distributions dan le calcul opérationnel. Math. Annalen 1958, 136, 58-96. [CrossRef]
7. Carmichael, R.D. n-dimensional Cauchy integral of tempered distributions. J. Elisha Mitchell Sci. Soc. 1977, 93, 115-135.
8. Vladimirov, V.S. Generalization of the Cauchy-Bochner integral representation. Math. USSR Izv. 1969, 3, 87-104. [CrossRef]
9. Vladimirov, V.S. On Cauchy-Bochner representations. Math. USSR Izv. 1972, 6, 529-535. [CrossRef]
10. Vladimirov, V.S. The Laplace transform of tempered distributions. Glob. Anal. Appl. Int. Sem. Course Trieste. 1974, III, 243-270.
11. Vladimirov, V.S. Methods of the Theory of Functions of Many Complex Variables; The M.I.T. Press: Cambridge, MA, USA, 1966.
12. Vladimirov, V.S. Generalized Functions in Mathematical Physics; Mir Publishers: Moscow, Russia, 1979.
13. Dunford, N.; Schwartz, J. Linear Operators Part I; Interscience Publishers Inc.: New York, NY, USA, 1966.
14. Schwartz, L. Théorie des Distributions a Valeurs Vectorielles I. Ann. Inst. Fourier 1957, 7, 1-149. [CrossRef]
15. Schwartz, L. Théorie des Distributions a Valeurs Vectorielles II. Ann. Inst. Fourier 1958, 8, 1-209. [CrossRef]
16. Carmichael, R.D. Generalized vector-valued Hardy functions. Axioms 2022, 11, 39. [CrossRef]
17. Carmichael, R.D.; Kamiński, A.; Pilipović, S. Boundary Values and Convolution in Ultradistribution Spaces; World Scientific Publishing: Singapore, 2007.
18. Arendt, W.; Batty, C.;Hieber, M.; Neubrander, F. Vector-Valued Laplace Transforms and Cauchy Problems, 2nd ed.; Birkhauser/Springer: Basel, Switzerland, 2011.
19. Kwapień, S. Isomorphic characterizations of inner product spaces by orthogonal series with vector valued coefficients. Studia Math. 1972, 44, 583-595. [CrossRef]
20. Schwartz, L. Transformation de Laplace des distributions. Comm. Sém. Math. Univ. Lund (Tome Suppl.) 1952, 196-206.
21. Lions, J.L. Supports dans la Tranformation de Laplace. J. Analyse Math. 1952-1953, 11, 369-380. [CrossRef]
22. Yoshinaga, K. Values of vector-valued distributions and smoothness of semi-group distributions. Bull. Kyushu Inst. Tech. 1965, 12, 1-27.
23. Streater, R.F.; Wightman, A.S. PCT, Spin and Statistics, and All That; W. A. Benjamin, Inc.: New York, NY, USA, 1964.
24. Simon, B. The $P(\Phi)_{2}$ Euclidean (Quantum) Field Theory; Princeton University Press: Princeton, NJ, USA, 1974.
25. Raina, A.K. On the role of Hardy spaces in form factor bounds. Lett. Math. Phys. 1978, 2, 513-519. [CrossRef]
26. Vladimirov, V.S. Problems of linear conjugacy of holomorphic functions of several complex variables. Amer. Math. Soc. Transl. 1968, 71, 203-232.

# On Special Fuzzy Differential Subordinations Obtained for Riemann-Liouville Fractional Integral of Ruscheweyh and Sălăgean Operators 

Alina Alb Lupaş (D)<br>Department of Mathematics and Computer Science, University of Oradea, 1 Universitatii Street, 410087 Oradea, Romania; alblupas@gmail.com


#### Abstract

New results concerning fuzzy differential subordination theory are obtained in this paper using the operator denoted by $D_{z}^{-\lambda} L_{\alpha}^{n}$, previously introduced by applying the Riemann-Liouville fractional integral to the convex combination of well-known Ruscheweyh and Sălăgean differential operators. A new fuzzy subclass $D L_{n}^{\mathcal{F}}(\delta, \alpha, \lambda)$ is defined and studied involving the operator $D_{z}^{-\lambda} L_{\alpha}^{n}$. Fuzzy differential subordinations are obtained considering functions from class $D L_{n}^{\mathcal{F}}(\delta, \alpha, \lambda)$ and the fuzzy best dominants are also given. Using particular functions interesting corollaries are obtained and an example shows how the obtained results can be applied.
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## 1. Introduction

The concept of fuzzy set, introduced by Lotfi A. Zadeh in 1965 [1], has opened the way for a new theory called fuzzy set theory. It has developed intensely, nowadays having applications in many branches of science and technology.

The fuzzy set concept was applied for developing new directions of study in many mathematical theories. In geometric function theory, it was used for introducing the new concepts of fuzzy subordination [2] and fuzzy differential subordinations [3] as generalizations of the classical notion of differential subordination due to Miller and Mocanu [4,5]. The main aspects regarding the theory of differential subordination can be found in [6]. Steps in the evolution of the theory of fuzzy differential subordination can be followed in [7].

The general context of the study presented in this paper contains notions familiar to geometric function theory merged with fuzzy set theory. We first present the main classes of analytic functions involved and the definitions regarding fuzzy differential subordination theory.
$U=\{z \in \mathbb{C}:|z|<1\}$ represents the unit disc of the complex plane and $\mathcal{H}(U)$ the space of holomorphic functions in $U$.

Consider $\mathcal{A}=\left\{f \in \mathcal{H}(U): f(z)=z+a_{2} z^{2}+\ldots, z \in U\right\}$, and $\mathcal{H}[a, m]=\{f \in$ $\left.\mathcal{H}(U): f(z)=a+a_{m} z^{m}+a_{m+1} z^{m+1}+\ldots, z \in U\right\}$, for $a \in \mathbb{C}$ and $m \in \mathbb{N}$.

We remember the usual definitions needed for fuzzy differential subordination:
Definition 1 ([8]). A fuzzy subset of $X$ is a pair $\left(M, F_{A}\right)$, with $M=\left\{x \in X: 0<F_{M}(x) \leq 1\right\}$ the support of the fuzzy set and $F_{M}: X \rightarrow[0,1]$ the membership function of the fuzzy set. It is denoted $M=\operatorname{supp}\left(M, F_{M}\right)$.

Remark 1. When $M \subset X$, we have $F_{M}(x)=\left\{\begin{array}{l}1, \text { if } x \in M, \\ 0, \text { if } x \notin M .\end{array}\right.$

Evidently $F_{\varnothing}(x)=0, x \in X$, and $F_{X}(x)=1, x \in X$.
Definition 2 ([2]). Let $D \subset \mathbb{C}$ and let $z_{0} \in D$ be a fixed point. We take the functions $f, g \in \mathcal{H}(D)$. The function $f$ is said to be fuzzy subordinate to $g$ and we write $f \prec_{\mathcal{F}} g$, if there exists a function $F: \mathbb{C} \rightarrow[0,1]$ such that $f\left(z_{0}\right)=g\left(z_{0}\right)$ and $F_{f(D)} f(z) \leq F_{g(D)} g(z), z \in D$.

Remark 2. (1) If $g$ is univalent, then $f \prec_{\mathcal{F}} g$ if and only if $f\left(z_{0}\right)=g\left(z_{0}\right)$ and $f(D) \subset g(D)$.
(2) Such a function $F: \mathbb{C} \rightarrow[0,1]$ can be consider $F(z)=\frac{|z|}{1+|z|}, F(z)=\frac{1}{1+\mid z z}$.
(3) If $D=U$ the conditions become $f(0)=g(0)$ and $f(U) \subset g(U)$, which is equivalent to the classical definition of subordination.

Definition 3 ([3]). Consider $h$ an univalent function in $U$ and $\psi: \mathbb{C}^{3} \times U \rightarrow \mathbb{C}$, such that $h(0)=\psi(a, 0 ; 0)=a$. When the fuzzy differential subordination

$$
\begin{equation*}
F_{\psi\left(\mathbb{C}^{3} \times U\right)} \psi\left(p(z), z p^{\prime}(z), z^{2} p^{\prime \prime}(z) ; z\right) \leq F_{h(U)} h(z), \quad z \in U, \tag{1}
\end{equation*}
$$

is satisfied for an analytic function $p$ in $U$, such that $p(0)=a$, then $p$ is called a fuzzy solution of the fuzzy differential subordination. A fuzzy dominant of the fuzzy solutions of the fuzzy differential subordination is an univalent function $q$ for which $F_{p(U)} p(z) \leq F_{q(U)} q(z), z \in U$, for all $p$ satisfying (1). The fuzzy best dominant of (1) is a fuzzy dominant $\widetilde{q}$, such that $F_{\widetilde{q}(U)} \tilde{q}(z) \leq$ $F_{q(U)} q(z), z \in U$, for all fuzzy dominants $q$ of (1).

Lemma 1 ([6]). Consider $h \in \mathcal{A}$. If $\operatorname{Re}\left(\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)}+1\right)>-\frac{1}{2}, z \in U$, then $\frac{1}{z} \int_{0}^{z} h(t) d t$ is a convex function, $z \in U$.

Lemma 2 ([9]). Consider a convex function $h$ with $h(0)=a$, and $\gamma \in \mathbb{C}^{*}$ such that Re $\gamma \geq 0$. When $p \in \mathcal{H}[a, m], \psi: \mathbb{C}^{2} \times U \rightarrow \mathbb{C}, \psi\left(p(z), z p^{\prime}(z) ; z\right)=\frac{1}{\gamma} z p^{\prime}(z)+p(z)$ is an analytic function in $U$ and

$$
F_{\psi\left(\mathbb{C}^{2} \times U\right)}\left(\frac{1}{\gamma} z p^{\prime}(z)+p(z)\right) \leq F_{h(U)} h(z), \quad z \in U
$$

then

$$
F_{p(U)} p(z) \leq F_{g(U)} g(z) \leq F_{h(U)} h(z), \quad z \in U,
$$

with the convex function $g(z)=\frac{\gamma}{m z^{\frac{\gamma}{m}}} \int_{0}^{z} h(t) t^{\frac{\gamma}{m}-1} d t, z \in U$ as the fuzzy best dominant.
Lemma 3 ([9]). Consider a convex function $g$ in $U$ and define $h(z)=m \alpha z g^{\prime}(z)+g(z), z \in U$, with $m \in \mathbb{N}$ and $\alpha>0$.

$$
\begin{aligned}
& \text { If } p(z)=g(0)+p_{m} z^{m}+p_{m+1} z^{m+1}+\ldots, z \in U \text {, is a holomorphic function in } U \text { and } \\
& \qquad F_{p(U)}\left(p(z)+\alpha z p^{\prime}(z)\right) \leq F_{h(U)} h(z), \quad z \in U,
\end{aligned}
$$

then we obtain the sharp result

$$
F_{p(U)} p(z) \leq F_{g(U)} g(z), z \in U .
$$

The original results exposed in this paper are obtained using the well-known Ruscheweyh and Sălăgean differential operators combined with Riemann-Liouville fractional integral. The resulting operator was introduced in [10], where it was used for obtaining results involving classical differential subordination theory. The necessary definitions are reminded:

Definition 4 (Ruscheweyh [11]). The Ruscheweyh operator $R^{n}$ is introduced by $R^{n}: \mathcal{A} \rightarrow \mathcal{A}$,

$$
\begin{aligned}
R^{0} f(z)= & f(z) \\
R^{1} f(z)= & z f^{\prime}(z) \\
& \cdots \\
(n+1) R^{n+1} f(z)= & n R^{n} f(z)+z\left(R^{n} f(z)\right)^{\prime},
\end{aligned}
$$

for $f \in \mathcal{A}, n \in \mathbb{N}, z \in U$.
Remark 3. For a function $f(z)=z+\sum_{j=2}^{\infty} a_{j} z^{j} \in \mathcal{A}$, the Ruscheweyh operator can be written using the following form $R^{n} f(z)=z+\sum_{j=2}^{\infty} \frac{\Gamma(n+j)}{\Gamma(n+1) \Gamma(j)} a_{j} z^{j}, z \in U$, where $\Gamma$ denotes the gamma function.

Definition 5 (Sălăgean [12]). The Sălăgean operator $S^{n}$ is introduced by $S^{n}: \mathcal{A} \rightarrow \mathcal{A}$,

$$
\begin{aligned}
S^{0} f(z)= & f(z), \\
S^{1} f(z)= & z f^{\prime}(z), \\
& \cdots \\
S^{n+1} f(z)= & z\left(S^{n} f(z)\right)^{\prime},
\end{aligned}
$$

for $f \in \mathcal{A}, n \in \mathbb{N}, z \in U$.
Remark 4. For a function $f(z)=z+\sum_{j=2}^{\infty} a_{j} z^{j} \in \mathcal{A}$, the Sălăgean operator can be written using the following form $S^{n} f(z)=z+\sum_{j=2}^{\infty} j^{n} a_{j} z^{j}, z \in U$.

Definition 6 ([13]). Define the linear operator $L_{\alpha}^{n}: \mathcal{A} \rightarrow \mathcal{A}$, given by

$$
L_{\alpha}^{n} f(z)=\alpha S^{n} f(z)+(1-\alpha) R^{n} f(z), \quad z \in U,
$$

where $\alpha \geq 0, n \in \mathbb{N}$.
Remark 5. For a function $f(z)=z+\sum_{j=2}^{\infty} a_{j} z^{j} \in \mathcal{A}$, the defined operator can be written using the following form $L_{\alpha}^{n} f(z)=z+\sum_{j=2}^{\infty}\left[\alpha j^{n}+(1-\alpha) \frac{\Gamma(n+j)}{\Gamma(n+1) \Gamma(j)}\right] a_{j} z^{j}, z \in U$.

We also remind the definition of Riemann-Liouville fractional integral:
Definition 7 ([14]). The Riemann-Liouville fractional integral of order $\lambda$ applied to an analytic function $f$ is defined by

$$
D_{z}^{-\lambda} f(z)=\frac{1}{\Gamma(\lambda)} \int_{0}^{z} \frac{f(t)}{(z-t)^{1-\lambda}} d t
$$

with $\lambda>0$.
In [10] we defined the Riemann-Liouville fractional integral applied to the operator $L_{\alpha}^{n}$ as follows:

Definition 8 ([10]). The Riemann-Liouville fractional integral applied to the differential operator $L_{\alpha}^{n} f$ is introduced by

$$
\begin{gathered}
D_{z}^{-\lambda} L_{\alpha}^{n} f(z)=\frac{1}{\Gamma(\lambda)} \int_{0}^{z} \frac{L_{\alpha}^{n} f(t)}{(z-t)^{1-\lambda}} d t= \\
\frac{1}{\Gamma(\lambda)} \int_{0}^{z} \frac{t}{(z-t)^{1-\lambda}} d t+\sum_{j=2}^{\infty}\left(\alpha j^{n}+(1-\alpha) \frac{\Gamma(n+j)}{\Gamma(n+1) \Gamma(j)}\right) a_{j} \int_{0}^{z} \frac{t^{j}}{(z-t)^{1-\lambda}} d t
\end{gathered}
$$

where $\alpha \geq 0, \lambda>0$ and $n \in \mathbb{N}$.

Remark 6. For a function $f(z)=z+\sum_{j=2}^{\infty} a_{j} z^{j} \in \mathcal{A}$, the Riemann-Liouville fractional integral of $L_{\alpha}^{n} f$ has the following form

$$
D_{z}^{-\lambda} L_{\alpha}^{n} f(z)=\frac{1}{\Gamma(2+\lambda)} z^{1+\lambda}+\sum_{j=2}^{\infty}\left[\frac{\alpha j^{m} \Gamma(j+1)}{\Gamma(j+\lambda+1)}+\frac{(1-\alpha) j \Gamma(m+j)}{\Gamma(m+1) \Gamma(j+\lambda+1)}\right] a_{j} z^{j+\lambda}
$$

and $D_{z}^{-\lambda} L_{\alpha}^{n} f(z) \in \mathcal{H}[0, \lambda+1]$.
The results exposed in this paper follow a line of research concerned with fuzzy differential subordinations which is popular nowadays, namely introducing new operators and using them for defining and studying new fuzzy classes of functions.

Fuzzy differential subordinations involving Ruscheweyh and Sălăgean differential operators were obtained in many studies, such as [15]. New operators introduced using fractional integral and applied in fuzzy differential subordination theory were studied in [16] where Riemann-Liouville fractional integral is applied for Gaussian hypergeometric function and in [17] where Riemann-Liouville fractional integral is combined with confluent hypergeometric function.

Motivated by the nice results obtained in fuzzy differential subordination theory using Ruscheweyh and Sălăgean differential operators and fractional integral applied to different known operators, the study presented in this paper uses the previously defined operator $D_{z}^{-\lambda} L_{\alpha}^{n}$ given in Definition 8 applied for obtaining new fuzzy differential subordinations. In the next section, a new fuzzy class will be defined and studied in order to obtain fuzzy differential subordinations inspired by recently published studies concerned with the same topic seen in [18-20].

The main results contained in Section 2 of the paper, begin with the definition of a new fuzzy class $D L_{n}^{\mathcal{F}}(\delta, \alpha, \lambda)$ for which the operator $D_{z}^{-\lambda} L_{\alpha}^{n}$ given in Definition 8 is used. The property of this class to be convex is proved and certain fuzzy differential subordinations involving functions from the class and the operator $D_{z}^{-\lambda} L_{\alpha}^{n}$ are obtained. The fuzzy best dominants are given for the considered fuzzy differential subordinations in theorems which generate interesting corollaries when specific functions with remarkable geometric properties are used as fuzzy best dominants. An example is also shown in order to prove the applicability of the new results.

## 2. Main Results

The usage of the operator $D_{z}^{-\lambda} L_{\alpha}^{n}$ seen in Definition 8 defines a new fuzzy subclass of analytic functions as follows:

Definition 9. The class $D L_{n}^{\mathcal{F}}(\delta, \alpha, \lambda)$ is composed of all functions $f \in \mathcal{A}$ with the property

$$
F_{\left(D_{z}^{-\lambda} L_{\alpha}^{n} f\right)^{\prime}(U)}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\right)^{\prime}>\delta, \quad z \in U,
$$

where $n \in \mathbb{N}, \delta \in[0,1), \alpha \geq 0, \lambda>0$.
We begin studying this subclass of functions:
Theorem 1. $D L_{n}^{\mathcal{F}}(\delta, \alpha, \lambda)$ is a convex set.
Proof. Taking the functions

$$
f_{k}(z)=z+\sum_{j=2}^{\infty} a_{j k} z^{j}, \quad k=1,2, \quad z \in U,
$$

belonging to the class $D L_{n}^{\mathcal{F}}(\delta, \alpha, \lambda)$, we have to prove that the function

$$
h(z)=\gamma_{1} f_{1}(z)+\gamma_{2} f_{2}(z)
$$

belongs to the class $D L_{n}^{\mathcal{F}}(\delta, \alpha, \lambda)$ with $\gamma_{1}, \gamma_{2} \geq 0, \gamma_{1}+\gamma_{2}=1$.
We have $h^{\prime}(z)=\left(\gamma_{1} f_{1}+\gamma_{2} f_{2}\right)^{\prime}(z)=\gamma_{1} f_{1}^{\prime}(z)+\gamma_{2} f_{2}^{\prime}(z), z \in U$, and $\left(D_{z}^{-\lambda} L_{\alpha}^{n} h(z)\right)^{\prime}=\left(D_{z}^{-\lambda} L_{\alpha}^{n}\left(\gamma_{1} f_{1}+\gamma_{2} f_{2}\right)(z)\right)^{\prime}=\gamma_{1}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f_{1}(z)\right)^{\prime}+\gamma_{2}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f_{2}(z)\right)^{\prime}$.
and we can write
$F_{\left(D_{z}^{-\lambda} L_{\alpha}^{n} h\right)^{\prime}(U)}\left(D_{z}^{-\lambda} L_{\alpha}^{n} h(z)\right)^{\prime}=F_{\left(D_{z}^{-\lambda} L_{\alpha}^{n}\left(\gamma_{1} f_{1}+\gamma_{2} f_{2}\right)\right)^{\prime}(U)}\left(D_{z}^{-\lambda} L_{\alpha}^{n}\left(\gamma_{1} f_{1}+\gamma_{2} f_{2}\right)(z)\right)^{\prime}=$ $F_{\left(D_{z}^{-\lambda} L_{\alpha}^{n}\left(\gamma_{1} f_{1}+\gamma_{2} f_{2}\right)\right)^{\prime}(U)}\left(\gamma_{1}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f_{1}(z)\right)^{\prime}+\gamma_{2}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f_{2}(z)\right)^{\prime}\right)=$
$\left.\frac{{ }_{F}\left(\gamma_{1} D_{z}^{-\lambda} L_{\alpha}^{n} f_{1}\right)^{\prime}(u)}{}\left(\gamma_{1}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f_{1}(z)\right)^{\prime}\right)+F_{\left(\gamma_{2} D_{z}^{-\lambda} L_{\alpha}^{n} f_{2}\right)^{\prime}(u)}\left(\gamma_{2}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f_{2}(z)\right)^{\prime}\right) \right\rvert\,$
$\frac{F_{\left(D_{z}^{-\lambda} L_{\alpha}^{n} f_{1}\right)^{\prime}(U)}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f_{1}(z)\right)^{\prime}+F\left(D_{z}^{-\lambda} L_{\alpha}^{n} f_{2}\right)^{\prime}(U)}{2}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f_{2}(z)\right)^{\prime}$.
Having $f_{1}, f_{2} \in D L_{n}^{\mathcal{F}}(\delta, \alpha, \lambda)$ we get $\delta<F_{\left(D_{z}^{-\lambda} L_{\alpha}^{n} f_{1}\right)^{\prime}(U)}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f_{1}(z)\right)^{\prime} \leq 1$ and $\delta<$ $F_{\left(D_{z}^{-\lambda} L_{\alpha}^{n} f_{2}\right)^{\prime}(U)}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f_{2}(z)\right)^{\prime} \leq 1, z \in U$.

In these conditions $\left.\delta<\frac{F_{\left(D_{z}^{-\lambda} L_{\alpha}^{n} f_{1}\right)^{\prime}(U)}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f_{1}(z)\right)^{\prime}+F\left(D_{z}^{-\lambda} L_{\alpha}^{n} f_{2}\right)^{\prime}(U)}{2}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f_{2}(z)\right)^{\prime}\right) \leq 1$ and we get $\delta<F_{\left(D_{z}^{-\lambda} L_{\alpha}^{n} h\right)^{\prime}(U)}\left(D_{z}^{-\lambda} L_{\alpha}^{n} h(z)\right)^{\prime} \leq 1$, equivalently with $h \in D L_{n}^{\mathcal{F}}(\delta, \alpha, \lambda)$ and $D L_{n}^{\mathcal{F}}(\delta, \alpha, \lambda)$ is a convex set.

We give fuzzy differential subordinations obtained for the operator $D_{z}^{-\lambda} L_{a}^{n}$.
Theorem 2. Considering a convex function $g$ in $U$ and defining $h(z)=g(z)+\frac{1}{c+2} z g^{\prime}(z)$, with $c>0, z \in U$, when $f \in D L_{n}^{\mathcal{F}}(\delta, \alpha, \lambda)$ and $G(z)=\frac{c+2}{z^{c+1}} \int_{0}^{z} t^{c} f(t) d t, z \in U$, then

$$
\begin{equation*}
F_{\left(D_{z}^{-\lambda} L_{a}^{n} f\right)^{\prime}(U)}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\right)^{\prime} \leq F_{h(U)} h(z), \quad z \in U, \tag{2}
\end{equation*}
$$

implies the sharp result

$$
F_{\left(D_{z}^{-\lambda} L_{a}^{n} G\right)^{\prime}(U)}\left(D_{z}^{-\lambda} L_{\alpha}^{n} G(z)\right)^{\prime} \leq F_{g(U)} g(z), \quad z \in U
$$

Proof. Differentiating relation

$$
z^{c+1} G(z)=(c+2) \int_{0}^{z} t^{c} f(t) d t
$$

considering $z$ as variable, we get $(c+1) G(z)+z G^{\prime}(z)=(c+2) f(z)$ and

$$
(c+1) D_{z}^{-\lambda} L_{\alpha}^{n} G(z)+z\left(D_{z}^{-\lambda} L_{\alpha}^{n} G(z)\right)^{\prime}=(c+2) D_{z}^{-\lambda} L_{\alpha}^{n} f(z), \quad z \in U,
$$

and differentiating it again with respect to $z$, we obtain

$$
\left(D_{z}^{-\lambda} L_{\alpha}^{n} G(z)\right)^{\prime}+\frac{1}{c+2} z\left(D_{z}^{-\lambda} L_{\alpha}^{n} G(z)\right)^{\prime \prime}=\left(D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\right)^{\prime}, \quad z \in U
$$

and the inequality (2) representing the fuzzy differential subordination can be written

$$
F_{D_{z}^{-\lambda} L_{\alpha}^{n} G(U)}\left(\frac{1}{c+2} z\left(D_{z}^{-\lambda} L_{\alpha}^{n} G(z)\right)^{\prime \prime}+\left(D_{z}^{-\lambda} L_{\alpha}^{n} G(z)\right)^{\prime}\right) \leq F_{g(U)}\left(\frac{1}{c+2} z g^{\prime}(z)+g(z)\right)
$$

Denoted

$$
p(z)=\left(D_{z}^{-\lambda} L_{\alpha}^{n} G(z)\right)^{\prime}, \quad z \in U
$$

where $p \in \mathcal{H}[1, n]$, we obtain

$$
F_{p(U)}\left(\frac{1}{c+2} z p^{\prime}(z)+p(z)\right) \leq F_{g(U)}\left(\frac{1}{c+2} z g^{\prime}(z)+g(z)\right), \quad z \in U
$$

Applying Lemma 3, we get

$$
F_{\left(D_{z}^{-\lambda} L_{\alpha}^{n} G\right)^{\prime}(U)}\left(D_{z}^{-\lambda} L_{\alpha}^{n} G(z)\right)^{\prime} \leq F_{g(U)} g(z), \quad z \in U,
$$

and $g$ is the best dominant.
We give an inclusion result for the class $D L_{n}^{\mathcal{F}}(\delta, \alpha, \lambda)$ :
Theorem 3. Taking $h(z)=\frac{1+(2 \delta-1) z}{1+z}$ and $G(z)=\frac{c+2}{z^{c+1}} \int_{0}^{z} t^{c} f(t) d t, z \in U$, with $\delta \in[0,1)$, $c>0, n \in \mathbb{N}, \alpha \geq 0, \lambda>0$, then

$$
\begin{equation*}
G\left[D L_{n}^{\mathcal{F}}(\delta, \alpha, \lambda)\right] \subset D L_{n}^{\mathcal{F}}\left(\delta^{*}, \alpha, \lambda\right) \tag{3}
\end{equation*}
$$

where $\delta^{*}=2 \delta-1+2(2+c)(1-\delta) \int_{0}^{1} \frac{t^{c+1}}{t+1} d t$.
Proof. Making the same steps such as in the proof of Theorem 2, taking account the hypothesis of Theorem 3 and that $h(z)=\frac{1+(2 \delta-1) z}{1+z}$ is a convex function, we obtain

$$
F_{p(U)}\left(\frac{1}{c+2} z p^{\prime}(z)+p(z)\right) \leq f_{h(U)} h(z)
$$

with $p(z)=\left(D_{z}^{-\lambda} L_{\alpha}^{n} G(z)\right)^{\prime}, z \in U$.
Applying Lemma 2, we get

$$
F_{\left(D_{z}^{-\lambda} L_{\alpha}^{n} G\right)^{\prime}(U)}\left(D_{z}^{-\lambda} L_{\alpha}^{n} G(z)\right)^{\prime} \leq F_{g(U)} g(z) \leq F_{h(U)} h(z)
$$

where

$$
g(z)=\frac{2+c}{n z^{\frac{2+c}{n}}} \int_{0}^{z} t^{\frac{2+c}{n}-1} \frac{1+(2 \delta-1) t}{1+t} d t=(2 \delta-1)+\frac{2(c+2)(1-\delta)}{n z^{\frac{c+2}{n}}} \int_{0}^{z} \frac{t^{\frac{2+c}{n}-1}}{t+1} d t
$$

Since the function $g$ is convex and $g(U)$ is symmetric with respect to the real axis, we can write

$$
\begin{equation*}
F_{D_{z}^{-\lambda} L_{\alpha}^{n} G(U)}\left(D_{z}^{-\lambda} L_{\alpha}^{n} G(z)\right)^{\prime} \geq \min _{|z|=1} F_{g(U)} g(z)=F_{g(U)} g(1) \tag{4}
\end{equation*}
$$

and $\delta^{*}=g(1)=2 \delta-1+\frac{2(2+c)(1-\delta)}{n} \int_{0}^{1} \frac{\frac{2+c}{n}-1}{t+1} d t$, that give the inclusion (3).
Theorem 4. Taking a convex function $g$ with the property $g(0)=0$, define $h(z)=g(z)+z g^{\prime}(z)$, $z \in U$. When $f \in \mathcal{A}, n \in \mathbb{N}, \alpha \geq 0, \lambda>0$, and the fuzzy differential subordination holds

$$
\begin{equation*}
F_{\left(D_{z}^{-\lambda} L_{\alpha}^{n} f\right)^{\prime}(U)}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\right)^{\prime} \leq F_{h(U)} h(z), \quad z \in U \tag{5}
\end{equation*}
$$

then we get the sharp result

$$
F_{D_{z}^{-\lambda} L_{\alpha}^{n} f(U)} \frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z} \leq F_{g(U)} g(z), \quad z \in U
$$

Proof. Considering $p(z)=\frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z} \in \mathcal{H}[0, \lambda]$, we can write $z p(z)=D_{z}^{-\lambda} L_{\alpha}^{n} f(z), z \in U$, and differentiating it we get $z p^{\prime}(z)+p(z)=\left(D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\right)^{\prime}, z \in U$.

The inequality (5) can be written as following

$$
F_{p(U)}\left(z p^{\prime}(z)+p(z)\right) \leq F_{h(U)} h(z)=F_{g(U)}\left(z g^{\prime}(z)+g(z)\right), \quad z \in U
$$

and applying Lemma 3, we get the sharp result

$$
F_{\left(D_{z}^{-\lambda} L_{\alpha}^{n} f\right)^{\prime}(U)} \frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z} \leq F_{g(U)} g(z), \quad z \in U .
$$

Example 1. Consider

$$
g(z)=\frac{-2 z}{1+z}
$$

a convex function in $U$ and we obtain that $g(0)=0, g^{\prime}(z)=\frac{-2}{(1+z)^{2}}$. Define

$$
h(z)=g(z)+z g^{\prime}(z)=\frac{-2 z}{1+z}-\frac{2 z}{(1+z)^{2}}=\frac{-2 z^{2}-4 z}{(1+z)^{2}} .
$$

Take $\alpha=2, n=1, f(z)=z+z^{2}, z \in U$, and after a short computation we obtain

$$
L_{2}^{1} f(z)=z+2 z^{2}
$$

and

$$
\begin{aligned}
D_{z}^{-\lambda} L_{2}^{1} f(z)= & \frac{1}{\Gamma(\lambda)} \int_{0}^{z} \frac{L_{2}^{1} f(t)}{(z-t)^{1-\lambda}} d t=\frac{1}{\Gamma(\lambda)} \int_{0}^{z} \frac{t+2 t^{2}}{(z-t)^{1-\lambda}} d t \\
& =\frac{1}{\Gamma(\lambda+2)} z^{1+\lambda}+\frac{4}{\Gamma(\lambda+3)} z^{2+\lambda}
\end{aligned}
$$

and differentiating it

$$
\left(D_{z}^{-\lambda} L_{2}^{1} f(z)\right)^{\prime}=\frac{1}{\Gamma(\lambda+1)} z^{\lambda}+\frac{4}{\Gamma(\lambda+2)} z^{\lambda+1}
$$

Applying Theorem 4 we get the following fuzzy differential subordination

$$
\frac{1}{\Gamma(1+\lambda)} z^{\lambda}+\frac{4}{\Gamma(2+\lambda)} z^{1+\lambda} \prec_{\mathcal{F}} \frac{-2 z^{2}-4 z}{(1+z)^{2}}, z \in U,
$$

induce the following fuzzy differential subordination

$$
\frac{1}{\Gamma(2+\lambda)} z^{\lambda}+\frac{4}{\Gamma(3+\lambda)} z^{1+\lambda} \prec_{\mathcal{F}} \frac{-2 z}{1+z^{\prime}}, z \in U .
$$

Theorem 5. Taking a holomorphic function $h$, such that $h(0)=0$ and $\operatorname{Re}\left(1+\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)}\right)>-\frac{1}{2}$, $z \in U$, when $f \in \mathcal{A}, n \in \mathbb{N}, \alpha \geq 0, \lambda>0$, and the fuzzy differential subordination holds

$$
\begin{equation*}
F_{\left(D_{z}^{-\lambda} L_{\alpha}^{n} f\right)^{\prime}(U)}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\right)^{\prime} \leq F_{h(U)} h(z), \quad z \in U, \tag{6}
\end{equation*}
$$

then

$$
F_{D_{z}^{-\lambda} L_{\alpha}^{n} f(U)} \frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z} \leq F_{q(U)} q(z), \quad z \in U,
$$

where the fuzzy best dominant $q(z)=\frac{1}{z} \int_{0}^{z} h(t) d t$ is convex.

Proof. Considering $\operatorname{Re}\left(1+\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)}\right)>-\frac{1}{2}, z \in U$, and using Lemma 1, we deduce that $q(z)=\frac{1}{z} \int_{0}^{z} h(t) d t$ is a convex function and it is a solution of the differential equation defining the fuzzy differential subordination (6) $z q^{\prime}(z)+q(z)=h(z)$, therefore it is the fuzzy best dominant.

Differentiating $z p(z)=D_{z}^{-\lambda} L_{\alpha}^{n} f(z)$, we get $\left(D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\right)^{\prime}=z p^{\prime}(z)+p(z), z \in U$, and (6) can be written

$$
F_{p(U)}\left(z p^{\prime}(z)+p(z)\right) \leq F_{h(U)} h(z), \quad z \in U .
$$

Applying Lemma 3, we get

$$
F_{D_{z}^{-\lambda} L_{\alpha}^{n} f(U)} \frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z} \leq F_{q(U)} q(z), \quad z \in U .
$$

Corollary 1. Taking the convex function in $U, h(z)=\frac{1+(2 \delta-1) z}{1+z}$, with $\delta \in[0,1)$, when $f \in \mathcal{A}$ and the fuzzy differential subordination holds

$$
\begin{equation*}
F_{\left(D_{z}^{-\lambda} L_{\alpha}^{n} f\right)^{\prime}(U)}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\right)^{\prime} \leq F_{h(U)} h(z), z \in U, \tag{7}
\end{equation*}
$$

then

$$
F_{D_{z}^{-\lambda} L_{\alpha}^{n} f(U)} \frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z} \leq F_{q(U)} q(z), z \in U,
$$

where the fuzzy best dominant $q(z)=2 \delta-1+2(1-\delta) \frac{\ln (z+1)}{z}, z \in U$, is convex.
Proof. Taking $h(z)=\frac{1+(2 \delta-1) z}{1+z}$, we obtain $h(0)=1, h^{\prime}(z)=\frac{-2(1-\delta)}{(1+z)^{2}}$ and $h^{\prime \prime}(z)=\frac{4(1-\delta)}{(1+z)^{3}}$, therefore $\operatorname{Re}\left(\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)}+1\right)=\operatorname{Re}\left(\frac{1-z}{1+z}\right)=\operatorname{Re}\left(\frac{1-\rho \cos \theta-i \rho \sin \theta}{1+\rho \cos \theta+i \rho \sin \theta}\right)=\frac{1-\rho^{2}}{1+2 \rho \cos \theta+\rho^{2}}>0>-\frac{1}{2}$.

Following the same steps like in the proof of Theorem 5 with $p(z)=\frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z}$, the fuzzy differential subordination (7) can be written

$$
F_{D_{z}^{-\lambda} L_{\alpha}^{n} f(U)}\left(z p^{\prime}(z)+p(z)\right) \leq F_{h(U)} h(z), \quad z \in U .
$$

Applying Lemma 2 for $m=1$ and $\gamma=1$, we obtain

$$
F_{D_{z}^{-\lambda} L_{\alpha}^{n} f(U)} \frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z} \leq F_{q(U)} q(z),
$$

where

$$
\begin{gathered}
q(z)=\frac{1}{z} \int_{0}^{z} h(t) d t=\frac{1}{z} \int_{0}^{z} \frac{1+(2 \delta-1) t}{t+1} d t= \\
2 \delta-1+\frac{2(1-\delta)}{z} \int_{0}^{z} \frac{1}{t+1} d t=2 \delta-1+2(1-\delta) \frac{\ln (z+1)}{z}, \quad z \in U .
\end{gathered}
$$

Example 2. Consider

$$
h(z)=\frac{-2 z}{1+z}
$$

and we obtain that $h(0)=0, h^{\prime}(z)=\frac{-2}{(1+z)^{2}}$ and $h^{\prime \prime}(z)=\frac{4}{(1+z)^{3}}$.
Taking account that

$$
\operatorname{Re}\left(1+\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)}\right)=\operatorname{Re}\left(\frac{1-z}{1+z}\right)=\operatorname{Re}\left(\frac{1-\rho \cos \theta-i \rho \sin \theta}{1+\rho \cos \theta+i \rho \sin \theta}\right)
$$

$$
=\frac{1-\rho^{2}}{1+2 \rho \cos \theta+\rho^{2}}>0>-\frac{1}{2}
$$

$h$ is a convex function in $U$.
Taking $\alpha=2, n=1, f(z)=z+z^{2}, z \in U$, as in Example 1, we have

$$
L_{2}^{1} f(z)=z+2 z^{2}
$$

and

$$
D_{z}^{-\lambda} L_{2}^{1} f(z)=\frac{1}{\Gamma(\lambda+2)} z^{1+\lambda}+\frac{4}{\Gamma(\lambda+3)} z^{2+\lambda}
$$

and differentiating it

$$
\left(D_{z}^{-\lambda} L_{2}^{1} f(z)\right)^{\prime}=\frac{1}{\Gamma(\lambda+1)} z^{\lambda}+\frac{4}{\Gamma(\lambda+2)} z^{\lambda+1}
$$

Additionally, we get

$$
q(z)=\frac{1}{z} \int_{0}^{z} \frac{-2 t}{1+t} d t=\frac{2 \ln (1+z)}{z}-2
$$

Applying Theorem 5 we get the following fuzzy differential subordination

$$
\frac{1}{\Gamma(1+\lambda)} z^{\lambda}+\frac{4}{\Gamma(2+\lambda)} z^{1+\lambda} \prec_{\mathcal{F}} \frac{2 z}{1+z^{\prime}}, z \in U,
$$

induce the following fuzzy differential subordination

$$
\frac{1}{\Gamma(2+\lambda)} z^{1+\lambda}+\frac{4}{\Gamma(3+\lambda)} z^{2+\lambda} \prec_{\mathcal{F}} \frac{2 \ln (1+z)}{z}-2, z \in U .
$$

Theorem 6. Taking a convex function $g$ with the property $g(0)=0$ and defining $h(z)=z g^{\prime}(z)+$ $g(z), z \in U$, when $f \in \mathcal{A}, n \in \mathbb{N}, \alpha \geq 0, \lambda>0$, and the fuzzy differential subordination

$$
\begin{equation*}
F_{D_{z}^{-\lambda} L_{\alpha}^{n} f(U)}\left(\frac{z D_{z}^{-\lambda} L_{\alpha}^{n+1} f(z)}{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}\right)^{\prime} \leq F_{h(U)} h(z), \quad z \in U \tag{8}
\end{equation*}
$$

holds, then we obtain the sharp result

$$
F_{D_{z}^{-\lambda} L_{\alpha}^{n} f(U)} \frac{z D_{z}^{-\lambda} L_{\alpha}^{n+1} f(z)}{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)} \leq F_{g(U)} g(z), \quad z \in U
$$

Proof. Considering $p(z)=\frac{D_{z}^{-\lambda} L_{\alpha}^{n+1} f(z)}{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}$ and differentiating it we get $z p^{\prime}(z)+p(z)=$ $\left(\frac{z L_{\alpha}^{n+1} f(z)}{L_{\alpha}^{n} f(z)}\right)^{\prime}$. With this notation, inequality (8) can be written as

$$
F_{p(U)}\left(z p^{\prime}(z)+p(z)\right) \leq F_{h(U)} h(z)=F_{g(U)}\left(z g^{\prime}(z)+g(z)\right), \quad z \in U .
$$

Applying Lemma 3, we get

$$
F_{D_{z}^{-\lambda} L_{\alpha}^{n} f(U)} \frac{D_{z}^{-\lambda} L_{\alpha}^{n+1} f(z)}{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)} \leq F_{g(U)} g(z), \quad z \in U .
$$

Example 3. Consider

$$
g(z)=\frac{-2 z}{1+z}
$$

and

$$
h(z)=g(z)+z g^{\prime}(z)=\frac{-2 z^{2}-4 z}{(1+z)^{2}}
$$

as given in Example 1.
Taking $\alpha=2, n=1, f(z)=z+z^{2}, z \in U$, as in Example 1, we get

$$
L_{2}^{1} f(z)=z+2 z^{2}
$$

and

$$
L_{2}^{2} f(z)=z+2 z^{2}
$$

and applying Riemann-Liouville fractional integral of order $\lambda$ we have

$$
D_{z}^{-\lambda} L_{2}^{1} f(z)=\frac{1}{\Gamma(\lambda+2)} z^{1+\lambda}+\frac{4}{\Gamma(\lambda+3)} z^{2+\lambda}=D_{z}^{-\lambda} L_{2}^{2} f(z) .
$$

Applying Theorem 6 we get the following fuzzy differential subordination

$$
1 \prec_{\mathcal{F}} \frac{-2 z^{2}-4 z}{(1+z)^{2}}, z \in U,
$$

induce the following fuzzy differential subordination

$$
z \prec \mathcal{F} \frac{-2 z}{1+z}, z \in U .
$$

Theorem 7. Taking a convex function $g$ with the property $g(0)=0$ and defining $h(z)=$ $\lambda z g^{\prime}(z)+g(z), z \in U, \alpha \geq 0, \lambda, \delta>0$, when $f \in \mathcal{A}$ and the fuzzy differential subordination

$$
\begin{equation*}
F_{D_{z}^{-\lambda} L_{\alpha}^{n} f(U)}\left(\left(\frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z}\right)^{\delta-1}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\right)^{\prime}\right) \leq F_{h(U)} h(z), \quad z \in U \tag{9}
\end{equation*}
$$

holds, then we obtain the sharp result

$$
F_{D_{z}^{-\lambda} L_{\alpha}^{n} f(U)}\left(\frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z}\right)^{\delta} \leq F_{g(U)} g(z), \quad z \in U .
$$

Proof. Considering $p(z)=\left(\frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z}\right)^{\delta} \in \mathcal{H}[0, \lambda \delta]$, and differentiating it we obtain

$$
\begin{aligned}
z p^{\prime}(z)= & \delta\left(\frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z}\right)^{\delta-1}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\right)^{\prime}-\delta\left(\frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z}\right)^{\delta} \\
& =\delta\left(\frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z}\right)^{\delta-1}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\right)^{\prime}-\delta p(z)
\end{aligned}
$$

and $\frac{1}{\delta} z p^{\prime}(z)+p(z)=\left(\frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z}\right)^{\delta-1}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\right)^{\prime}, z \in U$.
Inequality (9) can be written

$$
F_{p(U)}\left(\frac{1}{\delta} z p^{\prime}(z)+p(z)\right) \leq F_{h(U)} h(z)=F_{g(U)}\left(\lambda z g^{\prime}(z)+g(z)\right), \quad z \in U .
$$

Applying Lemma 3 for $\alpha=\frac{1}{\delta}$ and $m=\lambda \delta$, we get

$$
F_{D_{z}^{-\lambda} L_{\alpha}^{n} f(U)}\left(\frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z}\right)^{\delta} \leq F_{g(U)} g(z), \quad z \in U
$$

Example 4. Consider

$$
g(z)=\frac{-2 z}{1+z}
$$

and

$$
h(z)=g(z)+z g^{\prime}(z)=\frac{-2 z^{2}-4 z}{(1+z)^{2}}
$$

as given in Example 1.
Taking $\alpha=2, n=1, f(z)=z+z^{2}, z \in U$, as in Example 1, we obtain

$$
L_{2}^{1} f(z)=z+2 z^{2}
$$

and

$$
D_{z}^{-\lambda} L_{2}^{1} f(z)=\frac{1}{\Gamma(\lambda+2)} z^{1+\lambda}+\frac{4}{\Gamma(\lambda+3)} z^{2+\lambda}
$$

and differentiating it

$$
\left(D_{z}^{-\lambda} L_{2}^{1} f(z)\right)^{\prime}=\frac{1}{\Gamma(\lambda+1)} z^{\lambda}+\frac{4}{\Gamma(\lambda+2)} z^{\lambda+1}
$$

Applying Theorem 7 we get the following fuzzy differential subordination

$$
\left(\frac{1}{\Gamma(\lambda+2)} z^{\lambda}+\frac{4}{\Gamma(\lambda+3)} z^{1+\lambda}\right)^{\delta-1}\left(\frac{1}{\Gamma(1+\lambda)} z^{\lambda}+\frac{4}{\Gamma(2+\lambda)} z^{1+\lambda}\right) \prec_{\mathcal{F}} \frac{-2 z^{2}-4 z}{(1+z)^{2}}, z \in U,
$$

induce the following fuzzy differential subordination

$$
\left(\frac{1}{\Gamma(\lambda+2)} z^{\lambda}+\frac{4}{\Gamma(\lambda+3)} z^{1+\lambda}\right)^{\delta} \prec_{\mathcal{F}} \frac{-2 z}{1+z}, z \in U .
$$

Theorem 8. Considering a holomorphic function $h$, such that $h(0)=0$ and $\operatorname{Re}\left(1+\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)}\right)>$ $-\frac{1}{2}, z \in U$, when $f \in \mathcal{A}, \alpha \geq 0, \lambda, \delta>0$, and the fuzzy differential subordination

$$
\begin{equation*}
F_{D_{z}^{-\lambda} L_{\alpha}^{n} f(U)}\left(\left(\frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z}\right)^{\delta-1}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\right)^{\prime}\right) \leq F_{h(U)} h(z), \quad z \in U, \tag{10}
\end{equation*}
$$

holds, then

$$
F_{D_{z}^{-\lambda} L_{\alpha}^{n} f(U)}\left(\frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z}\right)^{\delta} \leq F_{q(U)} q(z), \quad z \in U,
$$

where the fuzzy best dominant $q(z)=\frac{1}{z} \int_{0}^{z} h(t) d t$ is convex.
Proof. Considering $p(z)=\left(\frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z}\right)^{\delta} \in \mathcal{H}[0, \lambda \delta]$, after differentiating it and making an easy computation, we get

$$
\frac{1}{\delta} z p^{\prime}(z)+p(z)=\left(\frac{D_{z}^{-\lambda} L_{\alpha}^{n}(z)}{z}\right)^{\delta-1}\left(D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\right)^{\prime}, \quad z \in U
$$

and inequality (10) can be written

$$
F_{p(U)}\left(\frac{1}{\delta} z p^{\prime}(z)+p(z)\right) \leq F_{h(U)} h(z), \quad z \in U .
$$

Applying Lemma 2, we obtain

$$
F_{D_{z}^{-\lambda} L_{\alpha}^{n} f(U)}\left(\frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z}\right)^{\delta} \leq F_{q(U)} q(z), \quad z \in U .
$$

Taking into account that $\operatorname{Re}\left(1+\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)}\right)>-\frac{1}{2}, z \in U$, applying Lemma 1 we obtain that $q(z)=\frac{1}{z} \int_{0}^{z} h(t) d t$ is a convex function and it is a solution of the differential equation of the fuzzy differential subordination (10) $z q^{\prime}(z)+q(z)=h(z)$, thus it is the fuzzy best dominant.

Example 5. Considering

$$
h(z)=\frac{-2 z}{1+z}
$$

as in Example 2, a convex function which satisfy conditions from Theorem 8 , and taking $\alpha=2$, $n=1, f(z)=z+z^{2}, z \in U$, we obtain

$$
L_{2}^{1} f(z)=z+2 z^{2}
$$

and

$$
D_{z}^{-\lambda} L_{2}^{1} f(z)=\frac{1}{\Gamma(\lambda+2)} z^{1+\lambda}+\frac{4}{\Gamma(\lambda+3)} z^{2+\lambda}
$$

and differentiating it

$$
\left(D_{z}^{-\lambda} L_{2}^{1} f(z)\right)^{\prime}=\frac{1}{\Gamma(\lambda+1)} z^{\lambda}+\frac{4}{\Gamma(\lambda+2)} z^{\lambda+1}
$$

Additionally, we get

$$
q(z)=\frac{1}{z} \int_{0}^{z} \frac{-2 t}{1+t} d t=\frac{2 \ln (1+z)}{z}-2 .
$$

Applying Theorem 8 we get the following fuzzy differential subordination

$$
\left(\frac{1}{\Gamma(\lambda+2)} z^{\lambda}+\frac{4}{\Gamma(\lambda+3)} z^{1+\lambda}\right)^{\delta-1}\left(\frac{1}{\Gamma(1+\lambda)} z^{\lambda}+\frac{4}{\Gamma(2+\lambda)} z^{1+\lambda}\right) \prec_{\mathcal{F}} \frac{2 z}{1+z^{\prime}}, z \in U,
$$

induce the following fuzzy differential subordination

$$
\left(\frac{1}{\Gamma(\lambda+2)} z^{\lambda}+\frac{4}{\Gamma(\lambda+3)} z^{1+\lambda}\right)^{\delta} \prec_{\mathcal{F}} \frac{2 \ln (1+z)}{z}-2, z \in U .
$$

Theorem 9. Considering a convex function $g$ with the property $g(0)=\frac{1}{\lambda+1}$ and defining $h(z)=$ $z g^{\prime}(z)+g(z), z \in U, \lambda>0, \alpha \geq 0, n \in \mathbb{N}$, when $f \in \mathcal{A}$ and the fuzzy differential subordination

$$
F_{D_{z}^{-\lambda} L_{\alpha}^{n} f(U)}\left(1-\frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\left(D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\right)^{\prime \prime}}{\left[\left(D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\right)^{\prime}\right]^{2}}\right) \leq F_{h(U)} h(z), \quad z \in U,
$$

holds, then we obtain the sharp result

$$
F_{D_{z}^{-\lambda} L_{\alpha}^{n} f(U)}\left(\frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z\left(D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\right)^{\prime}}\right) \leq F_{g(U)} g(z), \quad z \in U .
$$

Proof. Differentiating $p(z)=\frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z\left(D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\right)^{\prime}}$ we obtain $z p^{\prime}(z)+p(z)=1-$ $\frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\left(D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\right)^{\prime \prime}}{\left[\left(D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\right)^{\prime}\right]^{2}}, z \in U$.

Using this notation, the fuzzy differential subordination can be written

$$
F_{p(U)}\left(z p^{\prime}(z)+p(z)\right) \leq F_{h(U)} h(z)=F_{g(U)}\left(z g^{\prime}(z)+g(z)\right), \quad z \in U,
$$

and applying Lemma 3, we obtain the sharp result

$$
F_{D_{z}^{-\lambda} L_{\alpha}^{n} f(U)}\left(\frac{D_{z}^{-\lambda} L_{\alpha}^{n} f(z)}{z\left(D_{z}^{-\lambda} L_{\alpha}^{n} f(z)\right)^{\prime}}\right) \leq F_{g(U)} g(z), \quad z \in U .
$$

## 3. Conclusions

Applying the theory of fuzzy differential subordination, we studied a subclass of analytic function $D L_{n}^{\mathcal{F}}(\delta, \alpha, \lambda)$ newly introduced regarding the operator $D_{z}^{-\lambda} L_{\alpha}^{n}$. Several interesting properties are obtained for the defining subclass $D L_{n}^{\mathcal{F}}(\delta, \alpha, \lambda)$. New fuzzy differential subordinations are obtained for $D_{z}^{-\lambda} L_{\alpha}^{n}$. To show how the results would be applied it is give an example. The operator $D_{z}^{-\lambda} L_{\alpha}^{n}$ introduced in Definition 8 and the subclass $D L_{n}^{\mathcal{F}}(\delta, \alpha, \lambda)$ introduced in Definition 9 can be objects in other future studies. Other subclasses of analytic functions can be introduced regarding this operator and some properties for these subclasses can be investigated regarding coefficient estimates, closure theorems, distortion theorems, neighborhoods, and the radii of starlikeness, convexity, or close-to-convexity.

The dual theory of fuzzy differential superordination introduced in [21] could be used for obtaining similar results involving the operator $D_{z}^{-\lambda} L_{\alpha}^{n}$ and the class $L_{n}^{\mathcal{F}}(\delta, \alpha, \lambda)$ which could be combined with the results presented here for sandwich-type theorems, as seen in [17].
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#### Abstract

In the present paper, due to beta negative binomial distribution series and Laguerre polynomials, we investigate a new family $\mathcal{F}_{\Sigma}(\delta, \eta, \lambda, \theta ; h)$ of normalized holomorphic and bi-univalent functions associated with Ozaki close-to-convex functions. We provide estimates on the initial Taylor-Maclaurin coefficients and discuss Fekete-Szegő type inequality for functions in this family.
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## 1. Introduction

Consider the set $\mathcal{A}$ of functions $f$ which are holomorphic in the unit disk $\mathbb{D}=\{|z|<1\}$ in the complex plane $\mathbb{C}$, of the form:

$$
\begin{equation*}
f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n}, \quad z \in \mathbb{D} \tag{1}
\end{equation*}
$$

Let $\mathcal{S}$ be the subset of $\mathcal{A}$ which contains univalent functions in $\mathbb{D}$ having the form (1). As we can see in [1], due to the Koebe one-quarter theorem, every function $f \in \mathcal{S}$ has an inverse $f^{-1}$ such that $f^{-1}(f(z))=z,(z \in \mathbb{D})$ and $f\left(f^{-1}(w)\right)=w,\left(|w|<r_{0}(f), r_{0}(f) \geq \frac{1}{4}\right)$. With $f$ on the form (1), we have

$$
\begin{equation*}
f^{-1}(w)=w-a_{2} w^{2}+\left(2 a_{2}^{2}-a_{3}\right) w^{3}-\left(5 a_{2}^{3}-5 a_{2} a_{3}+a_{4}\right) w^{4}+\cdots, \quad|w|<r_{0}(f) \tag{2}
\end{equation*}
$$

We called a function $f \in \mathcal{A}$ as bi-univalent in $\mathbb{D}$, if both $f$ and $f^{-1}$ are univalent in $\mathbb{D}$. The set of bi-univalent functions in $\mathbb{D}$ is denoted by $\Sigma$.

In recent years, Srivastava et al. [2] reconsidered the study of holomorphic and biunivalent functions. In this sense, we pursued a kind of surveys represented by those of Ali et al. [3], Bulut et al. [4], Srivastava et al. [5] and others (see, for example, [6-18]).

The polynomial solution $\phi(\tau)$ of the differential equation (see [19])

$$
\tau \phi^{\prime \prime}+(1+\gamma-\tau) \phi^{\prime}+n \phi=0
$$

consists on the generalized Laguerre polynomial $L_{n}^{\gamma}(\tau)$, where $\gamma>-1$ and $n$ is nonnegative integers.

We defined by

$$
\begin{equation*}
H_{\gamma}(\tau, z)=\sum_{n=0}^{\infty} L_{n}^{\gamma}(\tau) z^{n}=\frac{e^{-\frac{\tau z}{1-z}}}{(1-z)^{\gamma+1}} \tag{3}
\end{equation*}
$$

the generating function of generalized Laguerre polynomial $L_{n}^{\gamma}(\tau)$, where $\tau \in \mathbb{R}$ and $z \in \mathbb{D}$. Similarly, the generalized Laguerre polynomials is given by the following recurrence relations:

$$
L_{n+1}^{\gamma}(\tau)=\frac{2 n+1+\gamma-\tau}{n+1} L_{n}^{\gamma}(\tau)-\frac{n+\gamma}{n+1} L_{n-1}^{\gamma}(\tau) \quad(n \geq 1)
$$

with the initial conditions

$$
\begin{equation*}
L_{0}^{\gamma}(\tau)=1, \quad L_{1}^{\gamma}(\tau)=1+\gamma-\tau \quad \text { and } \quad L_{2}^{\gamma}(\tau)=\frac{\tau^{2}}{2}-(\gamma+2) \tau+\frac{(\gamma+1)(\gamma+2)}{2} \tag{4}
\end{equation*}
$$

Obviously, if $\gamma=0$ the generalized Laguerre polynomial implies the simple Laguerre polynomial, i.e., $L_{n}^{0}(\tau)=L_{n}(\tau)$.

Consider two functions $f$ and $g$ holomorphic in $\mathbb{D}$. We say that the function $f$ is subordinate to $g$, if there exists a function $w$, holomorphic in $\mathbb{D}$ with $w(0)=0$, and $|w(z)|<$ $1,(z \in \mathbb{D})$ such that $f(z)=g(w(z))$. We denote this relation by $f \prec g$ or $f(z) \prec g(z)(z \in$ $\mathbb{D})$. In addition, if the function $g$ is univalent in $\mathbb{D}$, then we get the following equivalence (see [20]), $f(z) \prec g(z) \Longleftrightarrow f(0)=g(0)$ and $f(\mathbb{D}) \subset g(\mathbb{D})$.

From a theoretical standpoint, the Poisson, Pascal, logarithmic, binomial and Borel distributions have all been examined in some depth in geometric function theory (see for example [21-26]).

For a discrete random variable $x$, we say that it has a beta negative binomial distribution if it takes the values $0,1,2,3, \cdots$ with the probabilities

$$
\frac{B(\eta+\theta, \lambda)}{B(\eta, \lambda)}, \theta \frac{B(\eta+\theta, \lambda+1)}{B(\eta, \lambda)}, \quad \frac{1}{2} \theta(\theta+1) \frac{B(\eta+\theta, \lambda+2)}{B(\eta, \lambda)}, \cdots,
$$

respectively, where $\eta, \theta$ and $\lambda$ are the parameters.

$$
\begin{aligned}
\operatorname{Prob}(x=\tau) & =\binom{\theta+\tau-1}{\tau} \frac{B(\eta+\theta, \lambda+\tau)}{B(\eta, \lambda)} \\
& =\frac{\Gamma(\theta+\tau)}{\tau!\Gamma(\theta)} \frac{\Gamma(\eta+\theta) \Gamma(\lambda+\tau) \Gamma(\eta+\lambda)}{\Gamma(\eta+\theta+\lambda+\tau) \Gamma(\eta) \Gamma(\lambda)} \\
& =\frac{(\eta)_{\theta}(\theta)_{\tau}(\lambda)_{\tau}}{(\eta+\lambda)_{\theta}(\theta+\eta+\lambda)_{\tau} \tau!}
\end{aligned}
$$

where $(\alpha)_{n}$ is the Pochhammer symbol defined by

$$
(\alpha)_{n}=\frac{\Gamma(\alpha+n)}{\Gamma(\alpha)}= \begin{cases}1 & (n=0) \\ \alpha(\alpha+1) \ldots(\alpha+n-1) & (n \in \mathbb{N})\end{cases}
$$

Wanas and Al-Ziadi [27] developed the following power series whose coefficients are beta negative binomial distribution probabilities:

$$
\mathfrak{X}_{\eta, \lambda}^{\theta}(z)=z+\sum_{n=2}^{\infty} \frac{(\eta)_{\theta}(\theta)_{n-1}(\lambda)_{n-1}}{(\eta+\lambda)_{\theta}(\theta+\eta+\lambda)_{n-1}(n-1)!} z^{n} \quad(z \in \mathbb{D} ; \eta, \lambda, \theta>0) .
$$

By the well-known ratio test, we deduce that the radius of convergence of the above power series is infinity.

We recall the linear operator $\mathfrak{B}_{\eta, \lambda}^{\theta}: \mathcal{A} \longrightarrow \mathcal{A}$, as can be found in (see [27])

$$
\mathfrak{B}_{\eta, \lambda}^{\theta} f(z)=\mathfrak{X}_{\eta, \lambda}^{\theta}(z) * f(z)=z+\sum_{n=2}^{\infty} \frac{(\eta)_{\theta}(\theta)_{n-1}(\lambda)_{n-1}}{(\eta+\lambda)_{\theta}(\theta+\eta+\lambda)_{n-1}(n-1)!} a_{n} z^{n} \quad z \in \mathbb{D},
$$

where $(*)$ represents the Hadamard product (or convolution) of two series.

## 2. Main Results

We open the main section by introducing the family $\mathcal{F}_{\Sigma}(\delta, \eta, \lambda, \theta ; h)$ as follows:
Definition 1. Suppose that $\frac{1}{2} \leq \delta \leq 1, \eta, \lambda, \theta>0$ and $h$ is analytic in $\mathbb{D}, h(0)=1$. We say that the function $f \in \Sigma$ is in the family $\mathcal{F}_{\Sigma}(\delta, \eta, \lambda, \theta ; h)$ if the following subordinations hold:

$$
\frac{2 \delta-1}{2 \delta+1}+\frac{2}{2 \delta+1}\left(1+\frac{z\left(\mathfrak{B}_{\eta, \lambda}^{\theta} f(z)\right)^{\prime \prime}}{\left(\mathfrak{B}_{\eta, \lambda}^{\theta} f(z)\right)^{\prime}}\right) \prec h(z)
$$

and

$$
\frac{2 \delta-1}{2 \delta+1}+\frac{2}{2 \delta+1}\left(1+\frac{w\left(\mathfrak{B}_{\eta, \lambda}^{\theta} f^{-1}(w)\right)^{\prime \prime}}{\left(\mathfrak{B}_{\eta, \lambda}^{\theta} f^{-1}(w)\right)^{\prime}}\right) \prec h(w),
$$

where $f^{-1}$ is given by (2).
For $\delta=\frac{1}{2}$ in Definition 1, the family $\mathcal{F}_{\Sigma}(\delta, \eta, \lambda, \theta ; h)$ reduces to the family $\mathcal{S}_{\Sigma}(\eta, \lambda, \theta ; h)$ of bi-starlike functions such that the following subordinations hold:

$$
1+\frac{z\left(\mathfrak{B}_{\eta, \lambda}^{\theta} f(z)\right)^{\prime \prime}}{\left(\mathfrak{B}_{\eta, \lambda}^{\theta} f(z)\right)^{\prime}} \prec h(z)
$$

and

$$
1+\frac{w\left(\mathfrak{B}_{\eta, \lambda}^{\theta} f^{-1}(w)\right)^{\prime \prime}}{\left(\mathfrak{B}_{\eta, \lambda}^{\theta} f^{-1}(w)\right)^{\prime}} \prec h(w)
$$

Theorem 1. Suppose that $\frac{1}{2} \leq \delta \leq 1$ and $\eta, \lambda, \theta>0$. If $f \in \Sigma$ of the form (1) is in the family $\mathcal{F}_{\Sigma}(\delta, \eta, \lambda, \theta ; h)$, with $h(z)=1+e_{1} z+e_{2} z^{2}+\cdots$, then

$$
\begin{equation*}
\left|a_{2}\right| \leq \frac{(2 \delta+1) \Gamma(\eta+\theta+\lambda+1) \Gamma(\eta) \Gamma(\lambda)\left|e_{1}\right|}{4 \theta \Gamma(\eta+\theta) \Gamma(\lambda+1) \Gamma(\eta+\lambda)}=\frac{\left|e_{1}\right|}{\mathrm{Y}} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|a_{3}\right| \leq \min \left\{\max \left\{\left|\frac{e_{1}}{\Phi}\right|,\left|\frac{e_{2}}{\Phi}+\frac{\Psi e_{1}^{2}}{\mathrm{Y}^{2} \Phi}\right|\right\}, \max \left\{\left|\frac{e_{1}}{\Phi}\right|,\left|\frac{e_{2}}{\Phi}-\frac{(2 \Phi-\Psi) e_{1}^{2}}{\mathrm{Y}^{2} \Phi}\right|\right\}\right\} \tag{6}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathrm{Y}=\frac{4 \theta \Gamma(\eta+\theta) \Gamma(\lambda+1) \Gamma(\eta+\lambda)}{(2 \delta+1) \Gamma(\eta+\theta+\lambda+1) \Gamma(\eta) \Gamma(\lambda)} \\
& \Phi=\frac{6 \theta(\theta+1) \Gamma(\eta+\theta) \Gamma(\lambda+2) \Gamma(\eta+\lambda)}{(2 \delta+1) \Gamma(\eta+\theta+\lambda+2) \Gamma(\eta) \Gamma(\lambda)},  \tag{7}\\
& \Psi=\frac{8 \theta^{2} \Gamma^{2}(\eta+\theta) \Gamma^{2}(\lambda+1) \Gamma^{2}(\eta+\lambda)}{(2 \delta+1) \Gamma^{2}(\eta+\theta+\lambda+1) \Gamma^{2}(\eta) \Gamma^{2}(\lambda)} .
\end{align*}
$$

Proof. Assume that $f \in \mathcal{F}_{\Sigma}(\delta, \eta, \lambda, \theta ; h)$. Then, there exist two holomorphic functions $\phi, \psi: \mathbb{D} \longrightarrow \mathbb{D}$ given by

$$
\begin{equation*}
\phi(z)=r_{1} z+r_{2} z^{2}+r_{3} z^{3}+\cdots \quad(z \in \mathbb{D}) \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi(w)=s_{1} w+s_{2} w^{2}+s_{3} w^{3}+\cdots \quad(w \in \mathbb{D}) \tag{9}
\end{equation*}
$$

with $\phi(0)=\psi(0)=0,|\phi(z)|<1,|\psi(w)|<1, z, w \in \mathbb{D}$ such that

$$
\begin{equation*}
1+\frac{2}{2 \delta+1} \frac{z\left(\mathfrak{B}_{\eta, \lambda}^{\theta} f(z)\right)^{\prime \prime}}{\left(\mathfrak{B}_{\eta, \lambda}^{\theta} f(z)\right)^{\prime}}=1+e_{1} \phi(z)+e_{2} \phi^{2}(z)+\cdots \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
1+\frac{2}{2 \delta+1} \frac{w\left(\mathfrak{B}_{\eta, \lambda}^{\theta} f^{-1}(w)\right)^{\prime \prime}}{\left(\mathfrak{B}_{\eta, \lambda}^{\theta} f^{-1}(w)\right)^{\prime}}=1+e_{1} \psi(w)+e_{2} \psi^{2}(w)+\cdots \tag{11}
\end{equation*}
$$

Using (8)-(11), one obtains

$$
\begin{equation*}
1+\frac{2}{2 \delta+1} \frac{z\left(\mathfrak{B}_{\eta, \lambda}^{\theta} f(z)\right)^{\prime \prime}}{\left(\mathfrak{B}_{\eta, \lambda}^{\theta} f(z)\right)^{\prime}}=1+e_{1} r_{1} z+\left[e_{1} r_{2}+e_{2} r_{1}^{2}\right] z^{2}+\cdots \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
1+\frac{2}{2 \delta+1} \frac{w\left(\mathfrak{B}_{\eta, \lambda}^{\theta} f^{-1}(w)\right)^{\prime \prime}}{\left(\mathfrak{B}_{\eta, \lambda}^{\theta} f^{-1}(w)\right)^{\prime}}=1+e_{1} s_{1} w+\left[e_{1} s_{2}+e_{2} s_{1}^{2}\right] w^{2}+\cdots \tag{13}
\end{equation*}
$$

Since $|\phi(z)|<1$ and $|\psi(w)|<1, z, w \in \mathbb{D}$, we deduce

$$
\begin{equation*}
\left|r_{j}\right| \leq 1 \quad \text { and } \quad\left|s_{j}\right| \leq 1(j \in \mathbb{N}) \tag{14}
\end{equation*}
$$

In view of (12) and (13), after simplifying, we obtain

$$
\begin{equation*}
\frac{4 \theta \Gamma(\eta+\theta) \Gamma(\lambda+1) \Gamma(\eta+\lambda)}{(2 \delta+1) \Gamma(\eta+\theta+\lambda+1) \Gamma(\eta) \Gamma(\lambda)} a_{2}=e_{1} r_{1}, \tag{15}
\end{equation*}
$$

$$
\begin{aligned}
& \frac{6 \theta(\theta+1) \Gamma(\eta+\theta) \Gamma(\lambda+2) \Gamma(\eta+\lambda)}{(2 \delta+1) \Gamma(\eta+\theta+\lambda+2) \Gamma(\eta) \Gamma(\lambda)} a_{3}-\frac{8 \theta^{2} \Gamma^{2}(\eta+\theta) \Gamma^{2}(\lambda+1) \Gamma^{2}(\eta+\lambda)}{(2 \delta+1) \Gamma^{2}(\eta+\theta+\lambda+1) \Gamma^{2}(\eta) \Gamma^{2}(\lambda)} a_{2}^{2} \\
& =e_{1} r_{2}+e_{2} r_{1}^{2}
\end{aligned}
$$

$$
\begin{equation*}
-\frac{4 \theta \Gamma(\eta+\theta) \Gamma(\lambda+1) \Gamma(\eta+\lambda)}{(2 \delta+1) \Gamma(\eta+\theta+\lambda+1) \Gamma(\eta) \Gamma(\lambda)} a_{2}=e_{1} s_{1} \tag{17}
\end{equation*}
$$

and

$$
\begin{aligned}
& \frac{6 \theta(\theta+1) \Gamma(\eta+\theta) \Gamma(\lambda+2) \Gamma(\eta+\lambda)}{(2 \delta+1) \Gamma(\eta+\theta+\lambda+2) \Gamma(\eta) \Gamma(\lambda)}\left(2 a_{2}^{2}-a_{3}\right)-\frac{8 \theta^{2} \Gamma^{2}(\eta+\theta) \Gamma^{2}(\lambda+1) \Gamma^{2}(\eta+\lambda)}{(2 \delta+1) \Gamma^{2}(\eta+\theta+\lambda+1) \Gamma^{2}(\eta) \Gamma^{2}(\lambda)} a_{2}^{2} \\
& =e_{1} s_{2}+e_{2} s_{1}^{2} .
\end{aligned}
$$

From (15) and (17), we derive inequality (5). Applying (7), then (15) and (16) become

$$
\begin{equation*}
\mathrm{Y} a_{2}=e_{1} r_{1}, \quad \Phi a_{3}-\Psi a_{2}^{2}=e_{1} r_{2}+e_{2} r_{1}^{2} \tag{19}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\frac{\Phi}{e_{1}} a_{3}=r_{2}+\left(\frac{e_{2}}{e_{1}}+\frac{\Psi e_{1}}{\mathrm{Y}^{2}}\right) r_{1}^{2} \tag{20}
\end{equation*}
$$

and on using the known sharp result ([28], p. 10):

$$
\begin{equation*}
\left|r_{2}-\mu r_{1}^{2}\right| \leq \max \{1,|\mu|\} \tag{21}
\end{equation*}
$$

for all $\mu \in \mathbb{C}$, we obtain

$$
\begin{equation*}
\left|\frac{\Phi}{e_{1}}\right|\left|a_{3}\right| \leq \max \left\{1,\left|\frac{e_{2}}{e_{1}}+\frac{\Psi e_{1}}{\mathrm{Y}^{2}}\right|\right\} . \tag{22}
\end{equation*}
$$

Similarly, (17) and (18) become

$$
\begin{equation*}
-\mathrm{Y} a_{2}=e_{1} s_{1}, \quad \Phi\left(2 a_{2}^{2}-a_{3}\right)-\Psi a_{2}^{2}=e_{1} s_{2}+e_{2} s_{1}^{2} \tag{23}
\end{equation*}
$$

These equalities provide

$$
\begin{equation*}
-\frac{\Phi}{e_{1}} a_{3}=s_{2}+\left(\frac{e_{2}}{e_{1}}-\frac{(2 \Phi-\Psi) e_{1}}{\mathrm{Y}^{2}}\right) s_{1}^{2} . \tag{24}
\end{equation*}
$$

Applying (21), we deduce

$$
\begin{equation*}
\left|\frac{\Phi}{e_{1}}\right|\left|a_{3}\right| \leq \max \left\{1,\left|\frac{e_{2}}{e_{1}}-\frac{(2 \Phi-\Psi) e_{1}}{\mathrm{Y}^{2}}\right|\right\} . \tag{25}
\end{equation*}
$$

Inequality (6) follows from (22) and (25).
Furthermore, we use the generating function (3) of the generalized Laguerre polynomials $L_{n}^{\gamma}(\tau)$ as $h(z)$. As a consequence, from (4), we obtain $e_{1}=1+\gamma-\tau$ and $e_{2}=\frac{\tau^{2}}{2}-(\gamma+2) \tau+\frac{(\gamma+1)(\gamma+2)}{2}$, and then, Theorem 1 is reduced to the following corollary.

Corollary 1. If $f \in \Sigma$ of the form (1) is in the class $\mathcal{F}_{\Sigma}\left(\delta, \eta, \lambda, \theta ; H_{\gamma}(\tau, z)\right)$, then

$$
\left|a_{2}\right| \leq \frac{(2 \delta+1) \Gamma(\eta+\theta+\lambda+1) \Gamma(\eta) \Gamma(\lambda)|1+\gamma-\tau|}{4 \theta \Gamma(\eta+\theta) \Gamma(\lambda+1) \Gamma(\eta+\lambda)}=\frac{|1+\gamma-\tau|}{\mathrm{Y}}
$$

and

$$
\begin{aligned}
\left|a_{3}\right| \leq & \min \left\{\max \left\{\left|\frac{1+\gamma-\tau}{\Phi}\right|,\left|\frac{\frac{\tau^{2}}{2}-(\gamma+2) \tau+\frac{(\gamma+1)(\gamma+2)}{2}}{\Phi}+\frac{\Psi(1+\gamma-\tau)^{2}}{\mathrm{Y}^{2} \Phi}\right|\right\}\right. \\
& \left.\max \left\{\left|\frac{1+\gamma-\tau}{\Phi}\right|, \left.\frac{\frac{\tau^{2}}{2}-(\gamma+2) \tau+\frac{(\gamma+1)(\gamma+2)}{2}}{\Phi}-\frac{(2 \Phi-\Psi)(1+\gamma-\tau)^{2}}{\mathrm{Y}^{2} \Phi} \right\rvert\,\right\}\right\}
\end{aligned}
$$

for all $\delta, \eta, \lambda, \theta$ such that $\frac{1}{2} \leq \delta \leq 1$ and $\eta, \lambda, \theta>0$, where $\mathrm{Y}, \Phi, \Psi$ are defined by (7) and $H_{\gamma}(\tau, z)$ is given by (3).

In the following theorem, we develop "the Fekete-Szegő Problem" for the family $\mathcal{F}_{\Sigma}(\delta, \eta, \lambda, \theta ; h)$.

Theorem 2. If $f \in \Sigma$ of the form (1) is in the class $\mathcal{F}_{\Sigma}(\delta, \eta, \lambda, \theta ; h)$, then

$$
\begin{equation*}
\left|a_{3}-\eta a_{2}^{2}\right| \leq \frac{\left|e_{1}\right|}{\Phi} \min \left\{\max \left\{1,\left|\frac{e_{2}}{e_{1}}+\frac{(\Psi+\eta \Phi) e_{1}}{\mathrm{Y}^{2}}\right|\right\}, \max \left\{1,\left|\frac{e_{2}}{e_{1}}-\frac{(2 \Phi-\Psi-\eta \Phi) e_{1}}{\mathrm{Y}^{2}}\right|\right\}\right\} \tag{26}
\end{equation*}
$$

for all $\delta, \eta, \lambda, \theta$ such that $\frac{1}{2} \leq \delta \leq 1$ and $\eta, \lambda, \theta>0$, where $\mathrm{Y}, \Phi, \Psi$ are defined by (7).
Proof. According to the notations from the proof of Theorem 1 and from (19) and (20), we obtain

$$
\begin{equation*}
a_{3}-\eta a_{2}^{2}=\frac{e_{1}}{\Phi}\left(r_{2}+\left(\frac{e_{2}}{e_{1}}+\frac{(\Psi+\eta \Phi) e_{1}}{\mathrm{Y}^{2}}\right) r_{1}^{2}\right) \tag{27}
\end{equation*}
$$

Applying the well-known sharp result $\left|r_{2}-\mu r_{1}^{2}\right| \leq \max \{1,|\mu|\}$, one obtains

$$
\begin{equation*}
\left|a_{3}-\eta a_{2}^{2}\right| \leq \frac{\left|e_{1}\right|}{\Phi} \max \left\{1,\left|\frac{e_{2}}{e_{1}}+\frac{(\Psi+\eta \Phi) e_{1}}{\mathrm{Y}^{2}}\right|\right\} \tag{28}
\end{equation*}
$$

Similarly, from (23) and (24), we derive

$$
\begin{equation*}
a_{3}-\eta a_{2}^{2}=-\frac{e_{1}}{\Phi}\left(s_{2}+\left(\frac{e_{2}}{e_{1}}-\frac{(2 \Phi-\Psi-\eta \Phi) e_{1}}{\mathrm{Y}^{2}}\right) s_{1}^{2}\right) \tag{29}
\end{equation*}
$$

and in view of $\left|s_{2}-\mu s_{1}^{2}\right| \leq \max \{1,|\mu|\}$, we get

$$
\begin{equation*}
\left|a_{3}-\eta a_{2}^{2}\right| \leq \frac{\left|e_{1}\right|}{\Phi} \max \left\{1,\left|\frac{e_{2}}{e_{1}}-\frac{(2 \Phi-\Psi-\eta \Phi) e_{1}}{\mathrm{Y}^{2}}\right|\right\} \tag{30}
\end{equation*}
$$

Inequality (26) follows from (28) and (30).
Corollary 2. If $f \in \Sigma$ of the form (1) is in the class $\mathcal{F}_{\Sigma}\left(\delta, \eta, \lambda, \theta ; H_{\gamma}(\tau, z)\right)$, then

$$
\begin{aligned}
& \left|a_{3}-\eta a_{2}^{2}\right| \\
\leq & \frac{|1+\gamma-\tau|}{\Phi} \min \left\{\max \left\{1, \left.\frac{\frac{\tau^{2}}{2}-(\gamma+2) \tau+\frac{(\gamma+1)(\gamma+2)}{2}}{1+\gamma-\tau}+\frac{(\Psi+\eta \Phi)(1+\gamma-\tau)}{\mathrm{Y}^{2}} \right\rvert\,\right\},\right. \\
& \left.\max \left\{1,\left|\frac{\frac{\tau^{2}}{2}-(\gamma+2) \tau+\frac{(\gamma+1)(\gamma+2)}{2}}{1+\gamma-\tau}-\frac{(2 \Phi-\Psi-\eta \Phi)(1+\gamma-\tau)}{\mathrm{Y}^{2}}\right|\right\}\right\},
\end{aligned}
$$

for all $\delta, \eta, \lambda, \theta$ such that $\frac{1}{2} \leq \delta \leq 1$ and $\eta, \lambda, \theta>0$, where $\mathrm{Y}, \Phi, \Psi$ are given by (7) and $H_{\gamma}(\tau, z)$ is given by (3).

## 3. Conclusions

In the present survey, we considered a certain class of bi-univalent functions, denoted by $\mathcal{F}_{\Sigma}(\delta, \eta, \lambda, \theta ; h)$, representable in the form of a Hadamard product of two power series. The coefficients of the first one, developed by Wanas and Al-Ziadi in [27], are beta negative binomial distribution probabilities. Furthermore, the Fekete-Szegő Problem was developed, by making use of the newly introduced family. Consequently, inequalities of Fekete-Szegő type were obtained in the special case of generalized Laguerre polynomials.
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#### Abstract

The notion of $k$-symbol special functions has recently been introduced. This new concept offers many interesting geometric properties for these special functions including logarithmic convexity. The aim of the present paper is to exploit essentially two-dimensional wave propagation in the earth-ionosphere wave path using $k$-symbol Airy functions (KAFs) in the open unit disk. It is shown that the standard wave-mode working formula may be determined by orthogonality considerations without the use of intricate justifications of the complex plane. By taking into account the symmetry-convex depiction of the KAFs, the formula combination is derived.
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## 1. Introduction

When Diaz and Pariguan [1] were assessing Feynman integrals, they introduced and researched $k$-gamma functions. Because they provide a generic integral representation of the relevant functions, these integrals are fundamentally important in high-energy physics [2]. K-gamma functions have since been developed which have a variety of consequences for mathematics and applications. In light of significant applications in quantum chemistry, Karwowski and Witek [3] employed $k$-special functions for determining the solution of the complex Schrodinger equation for the harmonium and similar designs. In their collected papers, there is a great deal of attention to the theory of measurement and combination versions for the $k$-maximizing factorial numbers that are used as examples as well as to the combinatorics of the Pochhammer $k$-symbol.

K-gamma functions were employed for combination analysis by Lackner and Lackner [4] in light of significant applications in statistics. Applications of various $k$-gamma function types have eliminated the major concerns, and, as a result, multiple publications analyzing $k$-gamma functions have been made available. Fractional calculus plays a vital role in simulating real-world issues [5]. It is perhaps surprising that $k$-gamma functions and associated $k$-Pochhammer symbols are also used in the field of fractional calculus functions. Fractional kinetic equations, including $k$-Mittag-Leffler functions, have been solved by Agarwal et al. [6]. In [7], Set et al. employed the $k$-calculus equivalent of the RiemannLiouville singular kernel. More in-depth discussion can be found in [8,9]. Review of the literature on $k$-gamma functions has led us to conclude that, on the one hand, $k$-gamma functions have stimulated the study of mathematical ideas using novel methods, and on
the other hand, that the application of these functions in diverse situations is fundamental. The $k$-symbol calculus has recently been proposed as a tool for modifying, generalizing, and analyzing classes of analytic functions, such as differential, integral, and convolution operators in the open unit disk [10-13].

Airy functions (AFs), which are the solutions of $\aleph^{\prime \prime}(\xi)-\xi \aleph(\xi)=0$, and Legendre functions, are frequently used in place of the propagating wave functions in the approximate solution due to their asymptotic expansions. In their investigation on the optics of a raindrop, Olivier and Soares provided a thorough justification for the Airy hypothesis [14]. The theory of electromagnetic diffraction, the propagation of radio waves, the propagation of light, and physical optics are all fields in which AFs play a vital role. Additionally, they are often employed in research, as described in [15]. Applications of AFs are discussed in relation to the two characteristics of symmetry and convexity. Studies using radiation exploit the symmetry characteristic (see [16-18]). The convexity feature is used in lens research (see [19-21]).

To solve a complex $k$-symbol wave equation on the open unit disk, we use the characteristics of $k$-symbol Airy functions. We first give the $k$-symbol Airy functions in the normalized form in order to describe how the solution of the wave equation behaves. Investigation of the geometric characteristics is made easier by this. We establish that the normalized formula has several interesting special functions. We then locate the symmetryconvex representation of the KAFs to investigate the propagation of two-dimensional waves in a complicated domain. To acquire the univalent solution, which is crucial for solving the complex wave equation, we seek to demonstrate a set of necessary conditions. It is demonstrated that the fundamental working formula for the wave theory may be derived from orthogonality considerations without the need for a thorough explanation in the complex plane. The formula is coupled with consideration of the symmetry-convex representation of the KAFs. The approach is presented in Section 2, the findings are detailed and discussed in Section 3, and conclusions are drawn in Section 4.

## 2. Approaches

Different ideas that are considered in the conclusion are covered below.

### 2.1. Normalized Airy Function

The Airy functions are formulated by the integral structure

$$
\aleph(\xi)=\int_{-\infty}^{+\infty} \exp \left(i\left[\xi t+t^{3} / 3\right]\right) d t
$$

achieving the power series

$$
\begin{aligned}
& \aleph_{1}(\xi)=\left(\frac{1}{3^{2 / 3} \pi}\right) \sum_{n=0}^{\infty}\left(\frac{3^{n / 3} \Gamma\left(\frac{n+1}{3}\right) \sin \left(\frac{2(n+1) \pi}{3}\right)}{\Gamma(n+1)}\right) \xi^{n} \\
& =\left(\frac{1}{3^{2 / 3} \pi}\right)\left(\Gamma\left(\frac{1}{3}\right) \sin \left(\frac{2 \pi}{3}\right)\right)+\left(\frac{1}{3^{2 / 3} \pi}\right)\left(3^{1 / 3} \Gamma\left(\frac{2}{3}\right) \sin \left(\frac{4 \pi}{3}\right)\right) \xi \\
& +\left(\frac{1}{3^{2 / 3} \pi}\right) \sum_{n=2}^{\infty}\left(\frac{3^{n / 3} \Gamma\left(\frac{n+1}{3}\right) \sin \left(\frac{2(n+1) \pi}{3}\right)}{\Gamma(n+1)}\right) \xi^{n} \\
& =\frac{1}{\left(3^{2 / 3} \Gamma(2 / 3)\right)}-\frac{\xi}{\left(3^{1 / 3} \Gamma(1 / 3)\right)}+\frac{\xi^{3}}{\left(6 \times 3^{2 / 3} \Gamma(2 / 3)\right)}-\frac{\xi^{4}}{\left(12\left(3^{1 / 3} \Gamma(1 / 3)\right)\right)}+O\left(\xi^{5}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \aleph_{2}(\xi)=\left(\frac{1}{3^{1 / 6} \pi}\right) \sum_{n=0}^{\infty}\left(\frac{3^{n / 3} \Gamma\left(\frac{n+1}{3}\right)\left|\sin \left(\frac{2(n+1) \pi}{3}\right)\right|}{\Gamma(n+1)}\right) \xi^{n} \\
& =\left(\frac{1}{3^{1 / 6} \pi}\right)\left(\Gamma\left(\frac{1}{3}\right)\left|\sin \left(\frac{2 \pi}{3}\right)\right|\right)+\left(\frac{1}{3^{1 / 6} \pi}\right)\left(3^{1 / 3} \Gamma\left(\frac{2}{3}\right)\left|\sin \left(\frac{4 \pi}{3}\right)\right|\right) \xi \\
& +\left(\frac{1}{3^{1 / 6} \pi}\right) \sum_{n=2}^{\infty}\left(\frac{3^{n / 3} \Gamma\left(\frac{n+1}{3}\right)\left|\sin \left(\frac{2(n+1) \pi}{3}\right)\right|}{\Gamma(n+1)}\right) \xi^{n} \\
& =\frac{1}{3^{1 / 6} \Gamma(2 / 3)}+\frac{3^{1 / 6} \xi}{\Gamma(1 / 3)}+\frac{\xi^{3}}{6 \times 3^{1 / 6} \Gamma(2 / 3)}+\frac{\xi^{4}}{4 \times 3^{5 / 6} \Gamma(1 / 3)}+O\left(\xi^{5}\right) .
\end{aligned}
$$

By setting $g(0)=0$ and $g^{\prime}(0)=1$, we aim to normalize Airy functions. We can examine the geometrical structure of these functions using this technique. The normalized power series are as follows:

$$
\begin{aligned}
\mathbb{Y}_{1}(\xi) & =\left(\frac{\aleph_{1}(\xi)-\left(\frac{1}{\left(3^{2 / 3} \Gamma(2 / 3)\right)}\right)}{\left(-\frac{1}{\left(3^{1 / 3} \Gamma(1 / 3)\right)}\right)}\right) \\
& =\xi-\frac{\left.\xi^{3} \Gamma(1 / 3)\right)}{\left(6\left(3^{1 / 3} \Gamma(2 / 3)\right)\right)}+\ldots \\
& :=\xi+\sum_{n=2}^{\infty} y_{n} \xi^{n}
\end{aligned}
$$

where

$$
\begin{gathered}
y_{n}:=\left(\frac{3^{(n-1) / 3} \Gamma\left(\frac{n+1}{3}\right) \sin \left(\frac{2(n+1) \pi}{3}\right)}{\Gamma\left(\frac{2}{3}\right) \sin \left(\frac{4 \pi}{3}\right) \Gamma(n+1)}\right) \\
=-\frac{\left.2 \times 3^{n-3 / 2} \sin (2 / 3 \pi(n+1)) \Gamma((n+1) / 3)\right)}{(\Gamma(2 / 3) \Gamma(n+1))} ;
\end{gathered}
$$

and

$$
\begin{aligned}
\mathbb{Y}_{2}(\xi) & =\left(\frac{\aleph_{2}(\xi)-\left(\frac{1}{3^{1 / 6} \pi}\right)\left(\Gamma\left(\frac{1}{3}\right)\left|\sin \left(\frac{2 \pi}{3}\right)\right|\right)}{\left(\frac{1}{3^{1 / 6} \pi}\right)\left(3^{1 / 3} \Gamma\left(\frac{2}{3}\right)\left|\sin \left(\frac{4 \pi}{3}\right)\right|\right)}\right) \\
& =\xi+\sum_{n=2}^{\infty}\left(\frac{3^{(n-1) / 3} \Gamma\left(\frac{n+1}{3}\right)\left|\sin \left(\frac{2(n+1) \pi}{3}\right)\right|}{\Gamma\left(\frac{2}{3}\right)\left|\sin \left(\frac{4 \pi}{3}\right)\right| \Gamma(n+1)}\right) \xi^{n} \\
& =\xi+\frac{\left.\xi^{3} \Gamma(1 / 3)\right)}{\left(6 \times 3^{1 / 3} \Gamma(2 / 3)\right)}+\ldots \\
& =\xi+\sum_{n=2}^{\infty}\left|y_{n}\right| \xi^{n} .
\end{aligned}
$$

### 2.2. K-Symbol Calculus

The $k$-symbol gamma function $\Gamma_{k}$, often known as the motivate gamma function, is formulated as follows [1]:

$$
\Gamma_{k}(\xi)=\lim _{n \rightarrow \infty} \frac{n!k^{n}(n k)^{\frac{\tilde{z}}{k}-1}}{(\xi)_{n, k}}
$$

where

$$
(\xi)_{n, k}:=\xi(\xi+k)(\xi+2 k) \ldots(\xi+(n-1) k)
$$

and

$$
(\xi)_{n, k}=\frac{\Gamma_{k}(\xi+n k)}{\Gamma_{k}(\xi)}
$$

Based on the definition of $\Gamma_{k}$, we present the normalized $k$-symbole functions as follows:

$$
\begin{aligned}
{\left[\mathbb{Y}_{1}\right]_{k}(\xi) } & =\xi-\frac{\left.\xi^{3} \Gamma_{k}(1 / 3)\right)}{\left(6\left(3^{1 / 3} \Gamma_{k}(2 / 3)\right)\right)}+\ldots \\
& :=\xi+\sum_{n=2}^{\infty}\left[y_{n}\right]_{k} \xi^{n}
\end{aligned}
$$

where

$$
\left[y_{n}\right]_{k}:=-\frac{\left.2 \times 3^{n-3 / 2} \sin (2 / 3 \pi(n+1)) \Gamma_{k}((n+1) / 3)\right)}{\left(\Gamma_{k}(2 / 3) \Gamma_{k}(n+1)\right)}
$$

and

$$
\begin{aligned}
{\left[\mathbb{Y}_{2}\right]_{k}(\xi) } & =\xi+\frac{\left.\xi^{3} \Gamma_{k}(1 / 3)\right)}{\left(6 \times 3^{1 / 3} \Gamma_{k}(2 / 3)\right)}+\ldots \\
& =\xi+\sum_{n=2}^{\infty}\left|\left[y_{n}\right]_{k}\right| \xi^{n}
\end{aligned}
$$

The following outcomes demonstrate some characteristics of the $k$-symbol Airy functions (see Figure 1).

Proposition 1. The following outcomes are accurate for $k$-special functions

$$
\begin{aligned}
{\left[\mathbb{Y}_{1}\right]_{k}(\xi) } & =\frac{G_{k}(4 / 3) 3^{1 / 3} / G_{k}(1 / 3)}{G_{k}(5 / 3) 3^{2 / 3} / G_{k}(2 / 3)} \\
& -\frac{G_{k}(4 / 3) 3^{1 / 3} / G_{k}(1 / 3)}{3}\left(\left[I_{-1 / 3}\right]_{k}\left(\frac{2 \xi^{3 / 2}}{3}\right)\left(\xi^{3 / 2}\right)^{1 / 3}-\frac{\left.\xi\left[I_{1 / 3}\right]_{k}\left(\left(2 \xi^{3 / 2}\right) / 3\right)\right)}{\left(\xi^{3 / 2}\right)^{1 / 3}}\right)
\end{aligned}
$$

where $G_{k}$ is the $k$-Barnes function satisfying $G_{k}(n)=\frac{\left(\Gamma_{k}(n)\right)^{n-1}}{\kappa(n)}$ ( $\kappa$ is the $\kappa$ function) and $\left[I_{n}\right]_{k}(\xi)$ is the $k$-modified Bessel function.
-

$$
\begin{aligned}
{\left[\mathbb{Y}_{1}\right]_{k}(\xi) } & =-\left(1 / 3\left[J_{-1 / 3}\right]_{k}\left(2 / 3(-\xi)^{3 / 2}\right)\left((-\xi)^{3 / 2}\right)^{1 / 3}\right)\left(G_{k}(4 / 3) 3^{1 / 3} / G_{k}(1 / 3)\right. \\
& -\frac{G_{k}(4 / 3) 3^{1 / 3} / G_{k}(1 / 3)}{G_{k}(5 / 3) 3^{2 / 3} / G_{k}(2 / 3)}-\frac{\xi\left[J_{1 / 3}\right]_{k}\left(2 / 3(-\xi)^{3 / 2}\right)\left(G_{k}(4 / 3) 3^{1 / 3}\right) / G_{k}(1 / 3)}{3\left((-\xi)^{3 / 2}\right)^{1 / 3}}
\end{aligned}
$$

where $\left[J_{n}\right]_{k}(\xi)$ indicates the $k$-Bessel function.
-

$$
\left[\mathbb{Y}_{2}\right]_{k}(\xi)=\frac{\frac{\xi\left[0 F_{1}\right]_{k}\left(; 4 / 3 ; \xi^{3} / 9\right) 3^{1 / 6}}{\Gamma_{k}(1 / 3)}-\frac{1}{\Gamma_{k}(2 / 3) 3^{1 / 6}}+\frac{\left[{ }_{0} F_{1}\right]_{k}\left(; 2 / 3 ; \xi^{3} / 9\right)}{\Gamma_{k}(2 / 3) 3^{1 / 6}}}{3^{1 / 6} / \Gamma_{k}(1 / 3)}
$$

where $\left[{ }_{0} F_{1}\right]_{k}$ represents the $k$-hypergeometric function.







Figure 1. The graph of the normalized Airy functions $\mathbb{Y}_{1}, \mathbb{Y}_{2}$, respectively.

### 2.3. K-Airy Differential Operator

Using the normalized $k$-Airy functions, we then define the symmetric-convex differential operator. For an analytic function normalized in the open unit disk $\Lambda:=\{\xi \in \mathbb{C}:|\xi|<1\}$, we have the following structure:

$$
v(\xi)=\xi+\sum_{n=2}^{\infty} a_{n} \xi^{n}
$$

The following power series is produced using the convoluted operator $(*)$ and the normalized Airy function $\left[\mathbb{Y}_{1}\right]_{k}(\xi)$

$$
\left(v *\left[\mathbb{Y}_{1}\right)\right]_{k}(\xi)=\left(\left[\mathbb{Y}_{1}\right]_{k} * v\right)(\xi)=\xi+\sum_{n=2}^{\infty} a_{n}\left[y_{n}\right]_{k} \xi^{n}, \quad \xi \in \Lambda
$$

By considering the above convoluted product, we define the following normalized $k$-Airy symmetric-convex differential operator (KASCO):

$$
\begin{aligned}
{\left[\Omega_{\beta}\right]_{k}(\xi) } & =(1-\beta) \xi\left(v *\left[\mathbb{Y}_{1}\right]_{k}\right)^{\prime}(\xi)-\beta \xi\left(v *\left[\mathbb{Y}_{1}\right]_{k}\right)^{\prime}(-\zeta) \\
& =(1-\beta)\left(\xi+\sum_{n=2}^{\infty} n a_{n}\left[y_{n}\right]_{k} \xi^{n}\right)-\beta\left(-\xi+\sum_{n=2}^{\infty} n a_{n}\left[y_{n}\right]_{k}(-1)^{n} \xi^{n}\right) \\
& =\xi+\sum_{n=2}^{\infty} n a_{n}\left[y_{n}\right]_{k}\left[(1-\beta)+\beta(-1)^{n+1}\right] \xi^{n} \\
& :=\xi+\sum_{n=2}^{\infty} n a_{n}\left[y_{n}\right]_{k} \omega_{n}(\beta) \xi^{n} \quad \xi \in \Lambda
\end{aligned}
$$

where

$$
\omega_{n}(\beta):=\left[(1-\beta)+\beta(-1)^{n+1}\right] .
$$

The $m$-dimensional KASCO is illustrated as follows:

$$
\begin{aligned}
{\left[\Omega_{\beta}\right]_{k}^{2}(\zeta) } & =\left[\Omega_{\beta}\right]_{k}\left(\left[\Omega_{\beta}\right]_{k}\right)(\xi) \\
& =(1-\beta) \xi\left(\left[\Omega_{\beta}\right]_{k}\right)^{\prime}(\xi)-\beta \xi\left(\left[\Omega_{\beta}\right]_{k}\right)^{\prime}(-\xi) \\
& =(1-\beta)\left(\xi+\sum_{n=2}^{\infty} n^{2} a_{n}\left[y_{n}\right]_{k} \omega_{n}(\beta) \xi^{n}\right)-\beta\left(-\xi+\sum_{n=2}^{\infty} n^{2} a_{n}\left[y_{n}\right]_{k} \omega_{n}(\beta)(-1)^{n} \xi^{n}\right) \\
& =\xi+\sum_{n=2}^{\infty} n a_{n}\left[y_{n}\right]_{k} \omega_{n}(\beta)\left[(1-\beta)+\beta(-1)^{n+1}\right] \xi^{n} \\
& =\xi+\sum_{n=2}^{\infty} n^{2} a_{n}\left[y_{n}\right]_{k} \omega_{n}^{2}(\beta) \xi^{n} \quad \xi \in \Lambda .
\end{aligned}
$$

Generally, the $m$-formula is given by (see Figure 2)

$$
\begin{equation*}
\left[\Omega_{\beta}\right]_{k}^{m}(\xi)=\xi+\sum_{n=2}^{\infty} n^{m} a_{n}\left[y_{n}\right]_{k} \omega_{n}^{m}(\beta) \xi^{n} \quad \xi \in \Lambda . \tag{1}
\end{equation*}
$$

Note that, under the consideration data $k=1, \beta=0$ and $\left[y_{n}\right]_{k} \approx 1$, this implies the Salagean differential operator [22].


Figure 2. The graph of KASCO, when $m=k=1, \beta=1 / 2,1 / 4,3 / 4$ accordingly.

### 2.4. Univalent Solution of the $k$-Wave Equation

In an effort to develop the wave equation, we suggest utilizing the parametric Koebe function. The Koebe function is an extreme function that belongs to the family of convex univalent functions. The Koebe function $\sigma(\xi)=\xi /(1-\xi)^{2}$ maps the unit disk conformally onto the complex plane $\mathbb{C}$ with a slit along the disk $|\xi|<1 / 4$. We utilize the rotate Koebe function of the structure

$$
\sigma_{t}(\xi)=\frac{\xi}{\left(1-e^{i t} \xi\right)^{2}}=\xi+\sum_{n=2}^{\infty} n e^{i(n-1) t} \xi^{n}, \quad \xi \in \Lambda .
$$

The operator $\Omega_{\alpha}^{k}$ acts on $\sigma(\xi)$, producing the following expansion

$$
\begin{equation*}
\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)=\xi+\sum_{n=2}^{\infty} n^{1+m} e^{i(n-1) t}\left[y_{n}\right]_{k} \omega_{n}^{m}(\beta) \xi^{n} \quad \xi \in \Lambda \tag{2}
\end{equation*}
$$

Using the operator (2), we proceed to formulate the complex wave equation. The complex wave equation is considered in the formula

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial t^{2}}+\varepsilon^{2} \frac{\partial^{2}}{\partial \xi^{2}}\right)\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)=\Sigma(\xi), \tag{3}
\end{equation*}
$$

where $\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)$ indicates the $m$-iterative wave amplitude in $\Lambda$ with the convex parameter $\beta \in[0,1]$ and $\Sigma$ is known as the non-linear functional of the wave under consideration owing $\Sigma(0)=0$ and $\Sigma^{\prime}(0)=1$ (normalized function in $\Lambda$ ). A unique instance is examined in $[23]$, when $\Sigma(\xi)=0$ and $\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)=\left[\Omega_{\beta}\right]^{m}(\xi ; t)$.

We provide a univalent outcome to the wave equation. The univalent result is significant in wave equations (see [24-27]). The wave peaks necessarily travel faster than the troughs and ultimately reach these levels since the solutions to the wave equations are known to be erroneous for infinite layers as they are not univalent functions. The primary requirement to achieve an analytic univalent solution fulfilling the inequality is covered in the next section $\Re\left(\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)^{\prime}\right)>0$ where $\left.{ }^{\prime}=d / d \xi\right)$. Alternatively, the answer is a complex domain $\Lambda$ with a limited rotation function. In this instance, the gradients continue to increase, but eventually these effects start to occur, slowing this expansion. The precise behavior of the solution in $\Lambda$, which cannot be predicted from the wave equation, depends on the form of the dissipation components that are taken into account.

## 3. Results and Discussion

This section describes our findings for the univalent solution of Equation (3) for various hypotheses concerning $\Sigma$.

Proposition 2. Consider Equation (3). If the operator $\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)$ fulfils the symmetrical inequality

$$
\begin{equation*}
\Re\left(\frac{\xi\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)^{\prime}}{\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)-\left[\Omega_{\beta}\right]_{k}^{m}(-\xi ; t)}\right)>0 \tag{4}
\end{equation*}
$$

then $\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)$ is a univalent outcome for Equation (3).
Proof. The normalization formula of $\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)$ yields $\left[\left[\Omega_{\beta}\right]_{k}^{m}(0 ; t)=0\right.$ and $\left[\Omega_{\beta}\right]_{k}^{m}(0 ; t)^{\prime}=$ 1. Replacing $-\xi$ by $\xi$ in the inequality (4), we get

$$
\begin{equation*}
\Re\left(\frac{\xi\left[\Omega_{\beta}\right]_{k}^{m}(-\xi ; t)^{\prime}}{\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)-\left[\Omega_{\beta}\right]_{k}^{m}(-\xi ; t)}\right)>0 \tag{5}
\end{equation*}
$$

Combining inequalities (4) and (5), we receive

$$
\begin{equation*}
\Re\left(\frac{\xi\left(\left[\Omega_{\beta}\right]_{k}^{m}(-\xi ; t)^{\prime}-\left[\Omega_{\beta}\right]_{k}^{m}(-\xi ; t)^{\prime}\right)}{\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)-\left[\Omega_{\beta}\right]_{k}^{m}(-\xi ; t)}\right)>0 . \tag{6}
\end{equation*}
$$

This shows that $\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)-\left[\Omega_{\beta}\right]_{k}^{m}(-\xi ; t)$ is univalent in $\Lambda$. In view of the Kaplan Theorem of uni-valency [28], we obtain $\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)$ is a univalent outcome of Equation (3).

Different conditions for $\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)$ to be univalently solvable are shown in the following outcomes.

Proposition 3. For Equation (3), assume that the operator $\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)$ violates the relation

$$
\begin{equation*}
\Re\left(\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)^{\prime}+\lambda(\xi)\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)^{\prime \prime}\right)>0 \tag{7}
\end{equation*}
$$

where $\lambda(\xi)$ is an analytic function in $\Lambda$ with a non-negative real part. Then $\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)$ is a univalent outcome for Equation (3).

Proof. Assume that (7) is a true inequality. Formulate an admissible function $\Delta: \mathbb{C}^{2} \rightarrow \mathbb{C}$, as follows:

$$
\Delta(\rho, \varsigma)=\rho(\xi)+\lambda(\xi) \varsigma(\xi)
$$

In view of the assumption (7), and by letting

$$
\rho(\xi):=\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)^{\prime}, \quad \varsigma(\zeta):=\xi\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)^{\prime \prime},
$$

we have that

$$
\Re\left(\Delta\left(\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)^{\prime}, \xi\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)^{\prime \prime}\right)\right)>0
$$

According to Theorem 5 of [29], we conclude that

$$
\Re\left(\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)^{\prime}\right)>0,
$$

which leads to $\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)$ is a univalent solution of Equation (3).
Extra conditions on $\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)$ to be univalent. The following outcome is a relation between $\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)$ and $\Sigma(\xi)$ in Equation (3).

Proposition 4. Assume that Equation (3), where $\Sigma(\xi)$ is a bounded function in $\Lambda$, with

$$
\inf \left(\frac{\Sigma\left(\xi_{1}\right)-\Sigma\left(\xi_{2}\right)}{\xi_{1}-\xi_{2}}\right)>0, \quad \xi_{1}, \xi_{2} \in \Lambda .
$$

If

$$
\left|\frac{\xi}{\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)}-\frac{\xi}{\Sigma(\xi)}\right| \leq \frac{2 \inf \left(\frac{\Sigma\left(\xi_{1}\right)-\Sigma\left(\xi_{2}\right)}{\xi_{1}-\xi_{2}}\right)}{\left[\sup _{\xi \in \Lambda}(\Sigma(\xi))\right]^{2}} ;
$$

which leads to $\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)$ is a univalent solution for Equation (3).
Proof. Let $\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)=\xi+\sum_{n=2}^{\infty} \vartheta_{n} \zeta^{n}$ and $\Sigma(\xi)=\xi+\sum_{n=2}^{\infty} \varphi_{n} \xi^{n}$. Formulate the function $F: \Lambda \rightarrow \Lambda$, as follows:

$$
F(\xi)=\left[\frac{\xi}{\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)}-\frac{\xi}{\Sigma(\xi)}\right]^{\prime \prime} .
$$

Clearly, $F(\xi)$ is analytic in $\Lambda$. Integrating both sides, we get

$$
\left[\frac{\xi}{\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)}-\frac{\xi}{\Sigma(\xi)}\right]^{\prime}=\varphi_{2}-\vartheta_{2}+\int_{0}^{\xi} F(\tau) d \tau
$$

Consequently, we have

$$
\left[\frac{\xi}{\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)}-\frac{\xi}{\Sigma(\xi)}\right]=\left(\varphi_{2}-\vartheta_{2}\right) \xi+\int_{0}^{\xi} d s \int_{0}^{s} F(\tau) d \tau
$$

Therefore, a calculation gives that

$$
\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)=\frac{\Sigma(\xi)}{1+\left(\varphi_{2}-\vartheta_{2}\right) \Sigma(\xi)+\Sigma(\xi)(f(\xi) / \xi)}
$$

where

$$
f(\xi)=\int_{0}^{\xi} d s \int_{0}^{s} F(\tau) d \tau .
$$

A calculation yields that

$$
\left(\frac{f(\xi)}{\xi}\right)^{\prime}=\frac{1}{\xi^{2}} \int_{0}^{\xi} t f^{\prime \prime}(t) d t=\frac{1}{\xi^{2}} \int_{0}^{\xi} \tau F(\tau) d \tau
$$

By virtue of the assumption, we have

$$
\begin{aligned}
\left|\frac{f\left(\xi_{2}\right)}{\xi_{2}}-\frac{f\left(\xi_{1}\right)}{\xi_{1}}\right| & =\left|\int_{\xi_{1}}^{\xi_{2}}\left(\frac{f(\xi)}{\xi}\right)^{\prime} d \xi\right| \\
& \leq\left(\frac{2 \inf \left(\frac{\Sigma\left(\xi_{1}\right)-\Sigma\left(\xi_{2}\right)}{\xi_{1}-\xi_{2}}\right)}{\left[\sup _{\xi \in \Lambda}(\Sigma(\xi))\right]^{2}}\right)\left(\frac{\left|\xi_{2}-\xi_{1}\right|}{2}\right)
\end{aligned}
$$

where $\xi_{1} \neq \xi_{2}$. The next step is to prove that $\left[\Omega_{\beta}\right]_{k}^{m}\left(\xi_{1} ; t\right) \neq\left[\Omega_{\beta}\right]_{k}^{m}\left(\xi_{2} ; t\right)$ or

$$
\left|\left[\Omega_{\beta}\right]_{k}^{m}\left(\xi_{1} ; t\right)-\left[\Omega_{\beta}\right]_{k}^{m}\left(\xi_{2} ; t\right)\right|>0, \quad \xi_{1} \neq \xi_{2}
$$

$$
\left|\left[\Omega_{\beta}\right]_{k}^{m}\left(\xi_{1} ; t\right)-\left[\Omega_{\beta}\right]_{k}^{m}\left(\xi_{2} ; t\right)\right|
$$

$$
=\frac{\left|\Sigma\left(\xi_{1}\right)-\Sigma\left(\xi_{2}\right)+\Sigma\left(\xi_{2}\right) \Sigma\left(\xi_{1}\right)\left(\frac{f\left(\xi_{2}\right)}{\xi_{2}}-\frac{f\left(\xi_{1}\right)}{\xi_{1}}\right)\right|}{\left|1+\left(\varphi_{2}-\vartheta_{2}\right) \Sigma\left(\xi_{1}\right)+\Sigma\left(\xi_{1}\right)\left(\frac{f\left(\xi_{1}\right)}{\xi_{1}}\right)\right|\left|1+\left(\varphi_{2}-\vartheta_{2}\right) \Sigma\left(\xi_{2}\right)+\Sigma\left(\xi_{2}\right)\left(\frac{f\left(\xi_{2}\right)}{\xi_{2}}\right)\right|}
$$

$$
>\frac{\left|\Sigma\left(\xi_{1}\right)-\Sigma\left(\xi_{2}\right)\right|-\inf \left(\frac{\Sigma\left(\xi_{1}\right)-\Sigma\left(\xi_{2}\right)}{\xi_{1}-\xi_{2}}\right)\left(\xi_{2}-\xi_{1}\right)}{\left|1+\left(\varphi_{2}-\vartheta_{2}\right) \Sigma\left(\xi_{1}\right)+\Sigma\left(\xi_{1}\right)\left(\frac{f\left(\xi_{1}\right)}{\xi_{1}}\right)\right|\left|1+\left(\varphi_{2}-\vartheta_{2}\right) \Sigma\left(\xi_{2}\right)+\Sigma\left(\xi_{2}\right)\left(\frac{f\left(\xi_{2}\right)}{\xi_{2}}\right)\right|}
$$

$$
\geq 0
$$

Consequently, we obtain that $\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)$ is a univalent solution of Equation (3) in $\Lambda$.

Some unique examples of Proposition 4 are as follows:

Corollary 1. If

$$
\left|\left(\frac{\xi}{\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)}\right)^{\prime \prime}\right| \leq 2
$$

then $\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)$ is a univalent solution.
Proof. By putting $\Sigma(\xi)=\xi$ in Proposition 4, we have the result. Note that this result is sharp when

$$
\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)=\frac{\xi}{(1+\xi)^{2+\ell}},
$$

where

$$
\left|\left(\frac{\xi}{\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)}\right)^{\prime \prime}\right|=(2+\ell)(1+\ell)(1+\xi)^{\ell}, \quad \ell>0
$$

By Corollary 1, we have

Corollary 2. If

$$
\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)=\frac{\xi}{1+\sum_{n=1}^{\infty} b_{n} \zeta^{n}},
$$

where

$$
\sum_{n=2}^{\infty} n(n-1)\left|b_{n}\right| \leq 2,
$$

then $\left[\Omega_{\beta}\right]_{k}^{m}(\xi ; t)$ is a univalent solution.
The concluding remarks are presented below.

## Remark 1.

- Solutions that are periodic exist because $n-1$ is an integer with Keobe function. Since individual modes do not necessarily have to be periodic, this restriction is not required. Instead, the value of $t$ will be determined by the boundary conditions. Furthermore, it is asserted that $\Re(t)>0$ without sacrificing generality, and special emphasis is given to solutions that behave as $\exp (i t)$. The waves in the direction of positive $t$ are attenuated in this way. The form of the waves traveling in the direction of negative $t$ is the same (symmetric sense).
- $\quad$ The way in which the concept is developed here readily lends itself to many generalizations. This represents an intriguing situation when the height of the top border varies along the direction of propagation. The normalized analytic function is seen as a function of $\xi \in \Lambda$ to obtain the normalized univalent solution in the complex model under study.
- It may be anticipated that a waveguide with slowly changing characteristics will not differ greatly from a waveguide with a constant cross-section based on fundamental principles. The structure of the modes may be used to identify a normalized waveguide with a univalent function. The ideal ground conductivity is now standardized to a value that is very near to unity.


## 4. Conclusions

A symmetric-convex differential formula of normalized Airy functions in the open unit disk was developed. This equation was taken into account as a differential operator working on a class of normalized analytic functions. The proposed operator (KASCO) was shown to be a solution to a wave equation in the following phase of this inquiry. We provided the necessary requirements for KASCO to be a univalent solution because we sought to analyze the geometric shape of the solution (symmetry and convexity). Based on the theory of the wave equation of a complex variable, the univalent solution is a particularly delicate property. Based on the theory of geometric functions, this characteristic leads to several geometric presentations for the solution.
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#### Abstract

Fractional calculus has a number of applications in the field of science, specially in mathematics. In this paper, we discuss some applications of fractional differential operators in the field of geometric function theory. Here, we combine the fractional differential operator and the MittagLeffler functions to formulate and arrange a new operator of fractional calculus. We define a new class of normalized analytic functions by means of a newly defined fractional operator and discuss some of its interesting geometric properties in open unit disk.
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## 1. Introduction and Definitions

Let $\mathcal{A}$ denote the class of functions $\eta$ of the form

$$
\begin{equation*}
\eta(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n} \tag{1}
\end{equation*}
$$

which are analytic in the open unit disk

$$
U=\{z \in \mathbb{C}:|z|<1\}
$$

and satisfy the normalization condition

$$
\eta(0)=\eta^{\prime}(0)-1=0 .
$$

Furthermore, we denote by $\mathcal{S}$ the subclass of $\mathcal{A}$ consisting of functions of the form (1), which are also univalent in $U$.

For two functions $\eta, y \in \mathcal{A}$, we say that $\eta$ subordinated to $y$, written as

$$
\eta(z) \prec y(z),
$$

or equivalently

$$
\eta(z)=y(k(z)),
$$

where, $k(z)$ is the Schwarz function in $U$ along with the condition, (see [1])

$$
k(0)=0 \text { and }|k(z)|<1
$$

If $y$ is univalent in $U$, then

$$
\eta(z) \prec y(z) \Longleftrightarrow \eta(0)=y(0) \text { and } \eta(U) \subset y(U)
$$

The majorization of two analytic function $(\eta \ll y)$ if and only if

$$
\eta(z)=k(z) y(z), \quad z \in U
$$

and also the coefficient inequality is satisfied

$$
\left|a_{n}\right| \leq\left|b_{n}\right| .
$$

There exists a wide formation between the subordination and majorization [2] in $U$ for established different classes including the the class of starlike functions $\left(\mathcal{S}^{*}\right)$ :

$$
\operatorname{Re}\left(\frac{z \eta^{\prime}(z)}{\eta(z)}\right)>0, \quad z \in U
$$

and convex functions $(\mathcal{C})$ :

$$
1+\operatorname{Re}\left(\frac{z \eta^{\prime \prime}(z)}{\eta^{\prime}(z)}\right)>0, z \in U
$$

Related to classes $\mathcal{S}^{*}$ and $\mathcal{C}$, we define the class $\mathcal{P}$ of analytic functions $m \in \mathcal{P}$, which are normalized by

$$
m(z)=1+\sum_{n=1}^{\infty} c_{n} z^{n}
$$

such that

$$
\operatorname{Re} m(z)>0 \text { in } U \text { and } m(0)=1
$$

The convolution $(*)$ of $\eta$ and $y$, defined by

$$
(\eta * y)(z)=\sum_{n=0}^{\infty} a_{n} b_{n} z^{n}
$$

where,

$$
y(z)=\sum_{n=0}^{\infty} b_{n} z^{n}, \quad(z \in U)
$$

Srivastava et al. [3] geometrically explored the class of complex fractional operators (differential and integral) and Ibrahim [4] provided the generality for a class of analytic functions into two-dimensional fractional parameters in $U$. Number of authors used these operators to illustrate various subclasses of analytic functions, fractional analytic functions and differential equations of complex variable [5-7].

Definition 1. Pochhammer symbol $(\alpha)_{n}$ can be defined as:

$$
(\alpha)_{n}=\alpha(\alpha+1) \ldots(\alpha+n-1) \text { if } n \neq 0
$$

and

$$
(\alpha)_{n}=1 \text { if } n=0
$$

Definition 2. The $(\alpha)_{n}$ can be expressed in terms of the Gamma function as:

$$
(\alpha)_{n}=\frac{\Gamma(\alpha+n)}{\Gamma(\alpha)}, \quad(n \in \mathbb{N})
$$

In [8], Mittag-Leffler introduced Mittag-Leffler functions $\mathcal{H}_{\alpha}(z)$ as:

$$
\mathcal{H}_{\alpha}(z)=\sum_{n=0}^{\infty} \frac{1}{\Gamma(\alpha n+1)} z^{n},(\alpha \in \mathbb{C}, \operatorname{Re}(\alpha))>0
$$

and its generalization $\mathcal{H}_{\alpha, \beta}(z)$ introduced by Wiman [9] as:

$$
\begin{equation*}
\mathcal{H}_{\alpha, \beta}(z)=\sum_{n=0}^{\infty} \frac{1}{\Gamma(\alpha n+\beta)} z^{n},(\alpha, \beta \in \mathbb{C}, \operatorname{Re}(\alpha), \operatorname{Re}(\beta))>0 . \tag{2}
\end{equation*}
$$

Now we define the normalization of Mittag-Leffler function $\mathcal{M}_{\alpha, \beta}(z)$ as follows:

$$
\begin{align*}
\mathcal{M}_{\alpha, \beta}(z) & =z \Gamma(\beta) \mathcal{H}_{\alpha, \beta}(z) \\
\mathcal{M}_{\alpha, \beta}(z) & =z+\sum_{n=2}^{\infty} \frac{\Gamma(\beta)}{\Gamma(\alpha(n-1)+\beta)} z^{n} \tag{3}
\end{align*}
$$

where, $z \in U, \operatorname{Re} \alpha>0, \beta \in \mathbb{C} \backslash\{0,-1,-2, \ldots\})$.
A function $f \in \mathcal{A}$ is called bounded turning if it satisfies the condition

$$
\operatorname{Re}\left(\eta^{\prime}(z)\right)>0
$$

For $0 \leq v<1$, let $B(v)$ denote the class of functions $\eta$ of the form (1), so that $\operatorname{Re}\left(\eta^{\prime}\right)>v$ in $U$. The functions in $B(v)$ are called functions of bounded turning (c.f. [1], Vol. II). Nashiro-Warschowski Theorem (see, e.g., [1], Vol. I) stated that the functions in $B(v)$ are univalent and also close-to-convex in $U$. Now recall the definition of class $\mathcal{R}$ of bounded turning functions and can be defined as:

$$
\mathcal{R}=\left\{\eta \in \mathcal{A}: \eta^{\prime}(z) \prec \frac{1+z}{1-z^{\prime}}, \quad z \in U\right\} .
$$

In [3], Srivastava and Owa gave definitions for fractional derivative operator and fractional integral operator in the complex $z$-plane $\mathbb{C}$ as follows:

The fractional integral of order $\delta$ is defined for a function $\eta(z)$, by

$$
I_{z}^{\delta} \eta(z) \equiv I_{z}^{-\delta} \eta(z)=\frac{1}{\Gamma(\delta)} \int_{0}^{z}(z-t)^{\delta-1} \eta(t) d(t),(\delta>0)
$$

The fractional derivative operator $D_{z}$ of order $\delta$ is defined by

$$
\begin{aligned}
D_{z}^{\delta} \eta(z) & =D_{z} I_{z}^{1-\delta} \eta(z) \\
& =\frac{1}{\Gamma(1-\delta)} D_{z} \int_{0}^{z} \frac{\eta(t)}{(z-t)^{\delta}} d(t), \quad(0 \leq \delta<1) .
\end{aligned}
$$

where, the function $\eta(z)$ is analytic in the simply-connected region of the complex $z$-plane $\mathbb{C}$ containing the origin, and the multiplicity of $(z-t)^{-\delta}$ is removed by requiring $\log (z-t)$ to be real when $(z-t)>0$.

Let $\delta>0$ and $m$ be the smallest integer, and the extended fractional derivative of $\eta(z)$ of order $\delta$ is defined as:

$$
\begin{equation*}
D_{z}^{\delta} \eta(z)=D_{z}^{m} I_{z}^{m-\delta} \eta(z), 0 \leq \delta, n>-1 \tag{4}
\end{equation*}
$$

provided that it exists. We find from (4) that is

$$
D_{z}^{\delta} z^{n}=\frac{\Gamma(n+1)}{\Gamma(n+1-\delta)} z^{n-\delta}, \quad(0 \leq \delta<1, n>-1)
$$

and

$$
I_{z}^{\delta} z^{n}=\frac{\Gamma(n+1)}{\Gamma(n+1-\delta)} z^{n+\delta}, \quad(0<\delta, n>-1)
$$

Owa and Srivastava [10], defined the differential integral operator $\Omega_{z}^{\delta}: \mathcal{A} \rightarrow \mathcal{A}$ in the term of series:

$$
\begin{align*}
\Omega_{z}^{\delta} \eta(z) & =\frac{\Gamma(2-\delta)}{\Gamma(2)} z^{\delta} D_{z}^{\delta} \eta(z)  \tag{5}\\
& =z+\sum_{n=2}^{\infty} \frac{\Gamma(2-\delta) \Gamma(n+1)}{\Gamma(2) \Gamma(n+1-\delta)} a_{n} z^{n}
\end{align*}
$$

where,

$$
(\delta<2, \text { and } z \in U)
$$

Here, $D_{z}^{\delta} \eta(z)$ represents the fractional integral of $\eta(z)$ of order $\delta$ when $-\infty<\delta<0$ and a fractional derivative of $\eta(z)$ of order $\delta$ when $0 \leq \delta<2$.

Now, by using the definition of convolution on (3) and (5), we define fractional differential integral operator $\mathfrak{D}_{z}^{\delta, \alpha, \beta}: \mathcal{A} \rightarrow \mathcal{A}$, associated with normalized Mittag-Leffler function $\mathcal{M}_{\alpha, \beta}(z)$ as follows:

$$
\mathfrak{D}_{z}^{\delta, \alpha, \beta} \eta(z)=z+\sum_{n=2}^{\infty}\left(\frac{\Gamma(2-\delta) \Gamma(n+1)}{\Gamma(2) \Gamma(n+1-\delta)}\right)\left(\frac{\Gamma(\beta)}{\Gamma(\alpha(n-1)+\beta)}\right) a_{n} z^{n}
$$

where,

$$
(\delta<2, \operatorname{Re} \alpha>0, \beta \in \mathbb{C} \backslash\{0,-1,-2, \ldots\}), z \in U
$$

It is noted that

$$
\mathfrak{D}_{z}^{0,0,1} \eta(z)=\eta(z) .
$$

Again, by using fractional differential integral operator $\mathfrak{D}_{z}^{\delta, \alpha, \beta}$, we also define a linear multiplier fractional differential integral operator ${ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m}$ as follows:

$$
\begin{equation*}
{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)={ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, 1}\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m-1} \eta(z)\right), \tag{6}
\end{equation*}
$$

where,

$$
{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, 0} \eta(z)=\eta(z),
$$

and

$$
{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, 1} \eta(z)=(1-\lambda) \mathfrak{D}_{z}^{\delta, \alpha, \beta} \eta(z)+\lambda z \mathcal{D}\left(\mathfrak{D}_{z}^{\delta, \alpha, \beta} \eta(z)\right) .
$$

It is seen from $\eta(z)$ given by (1) and from (6), we have

$$
\begin{equation*}
{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)=z+\sum_{n=2}^{\infty} A(\lambda, \delta, \alpha, \beta, m, n) a_{n} z^{n}, \tag{7}
\end{equation*}
$$

where,

$$
A(\lambda, \delta, \alpha, \beta, m, n)=\left[\left(\frac{\Gamma(2-\delta) \Gamma(n+1)}{\Gamma(2) \Gamma(n+1-\delta)}\right)\left(\frac{\Gamma(\beta)}{\Gamma(\alpha(n-1)+\beta)}\right)(1-\lambda+n \lambda)\right]^{m}
$$

and

$$
(\delta<2, m \in \mathbb{N}, \lambda \geq 0, \operatorname{Re} \alpha>0, \beta \in \mathbb{C} \backslash\{0,-1,-2, \ldots\}), z \in U
$$

Remark 1. When, $\delta=0, \alpha=0$, and $\beta=1$, in (7) then it is reduced to the operator given by Al-Oboudi [11].

Remark 2. For, $\delta=0, \lambda=1, \alpha=0$, and $\beta=1$ in (7) then it is reduced to the operator given by Salagean [12].

Definition 3. A function $\eta \in \mathcal{A}$, is in the class ${ }_{\alpha}^{\beta} \mathcal{S}_{\lambda}^{* \delta, m}(\sigma)$ if and only if

$$
{ }_{\alpha}^{\beta} \mathcal{S}_{\lambda}^{* \delta, m}(\sigma)=\left\{\eta \in \mathcal{A}: \frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)} \prec \sigma(z), \sigma(0)=1\right\} .
$$

Definition 4. A function $\eta \in \mathcal{A}$, is in the class ${ }_{\beta}^{\alpha} J_{\lambda}^{\delta, m}(L, M, b)$ if and only if

$$
{ }_{\beta}^{\alpha} J_{\lambda}^{\delta, m}(L, M, b)=\left\{\eta \in \mathcal{A}: 1+\frac{1}{b}\left(\frac{2\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)-{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(-z)}\right) \prec \frac{1+L z}{1+M z}\right\} .
$$

The following lemmas will be use to prove our main results.
Lemma 1 ([13]). For $\varrho \in \mathbb{C}$ and a positive integer $n$, the class of analytic functions is given by

$$
\mathcal{H}(\eta, n)=\left\{\eta: \eta(z)=\varrho+\varrho_{n} z^{n}+\varrho_{n+1} z^{n+1}+\ldots\right\} .
$$

(i) Let $l \in \mathbb{R}$. Then

$$
\operatorname{Re}\left(\eta(z)+l z \eta^{\prime}(z)\right)>0 \longrightarrow \operatorname{Re}(\eta(z))>0 .
$$

Moreover, $l>0$ and $\eta \in \mathcal{H}(1, n)$, then there is constant $\delta>0$ and $k>0$, such that

$$
k=k(l, \delta, n)
$$

and

$$
\eta(z)+l z \eta^{\prime}(z) \prec\left(\frac{1+z}{1-z}\right)^{k} \longrightarrow \eta(z) \prec\left(\frac{1+z}{1-z}\right)^{\delta}
$$

(ii) For $\eta \in \mathcal{H}(1, n)$, and for fixed real number $l>0$ and let $c \in[0,1)$, so that

$$
\operatorname{Re}\left(\eta^{2}(z)+2 \eta(z)(z D \eta(z))\right)>c \longrightarrow \operatorname{Re}(\eta(z))>l .
$$

(iii) Let $\eta \in \mathcal{H}(\eta, n)$, with $\operatorname{Re}(\eta)>0$, then

$$
\operatorname{Re}\left(\eta(z)+z \eta^{\prime}(z)+z^{2} \eta^{\prime \prime}(z)\right)>0,
$$

or for $\mathbb{N}: U \rightarrow \mathbb{R}$, such that

$$
\operatorname{Re}\left(\eta(z)+\left(\frac{z \eta^{\prime}(z)}{\eta(z)}\right) \mathbb{N}(z)\right)>0
$$

Then

$$
\operatorname{Re}(\eta(z))>0 .
$$

## 2. Main Results

To make use of Lemma 1, first of all, we illustrate differential integral operator ${ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)$ is also bounded turning function.

Theorem 1. Let $\eta \in A$, and
(i) ${ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)$ is of bounded turning function.
(ii) $\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime} \prec\left(\frac{1+z}{1-z}\right)^{k}, k>0, z \in U$.
(iii) $\operatorname{Re}\left(\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}\left(\frac{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}{z}\right)\right)>\frac{c}{2}, c \in[0,1)$.
(iv) $\operatorname{Re}\left(z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime \prime}-\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}+2\left(\frac{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}{z}\right)\right)>0$.
(v) $\operatorname{Re}\left(\left(z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)+2\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z) / z\right)\right)>1$.

Then

$$
\left(\frac{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}{z}\right) \in \mathcal{P}(\lambda), \text { for some } \lambda \in[0,1)
$$

Proof. Define a function $m(z)$ as follows:

$$
\begin{equation*}
m(z)=\frac{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}{z}, \quad z \in U . \tag{8}
\end{equation*}
$$

Then computation implies that

$$
z m^{\prime}(z)+m(z)=\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}
$$

From the first inequality (i), we have ${ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)$ is bounding turning function, and this give us

$$
\operatorname{Re}\left(z m^{\prime}(z)+m(z)\right)>0
$$

Thus, Lemma 1, part (i) implies that

$$
\operatorname{Re}(m(z))>0
$$

Hence (i) is proved. Accordingly, part (ii) is confirmed.
By the virtue of Lemma 1 and part (i), let $l>0$, such that $k=k(l)$ and

$$
\frac{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}{z} \prec\left(\frac{1+z}{1-z}\right)^{l} .
$$

This indicates that

$$
\operatorname{Re}\left(\frac{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}{z}\right)>\lambda, \quad \lambda \in[0,1) .
$$

Suppose that

$$
\begin{align*}
& \operatorname{Re}\left(m^{2}(z)+2 m(z) . z m^{\prime}(z)\right) \\
= & 2 \operatorname{Re}\left(\frac{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}{z}\left(\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}-\frac{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}{2 z}\right)\right)>c, c \in[0,1) . \tag{9}
\end{align*}
$$

From the Lemma 1 and part (ii), there exists a fixed real number $l>0$ and satisfying the condition

$$
\operatorname{Re}(m(z))>l
$$

and

$$
m(z)=\frac{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}{z} \in \mathcal{P}(\lambda) .
$$

It follows from (9) that

$$
\operatorname{Re}\left(\left(\begin{array}{l}
\alpha \\
\beta
\end{array} \Delta_{\lambda}^{\delta, m} \eta(z)\right)\right)^{\prime}>0
$$

Taking the derivative (8), we then obtain

$$
\begin{aligned}
& \operatorname{Re}\left(m(z)+z m^{\prime}(z)+z^{2} m^{\prime \prime}(z)\right) \\
= & \operatorname{Re}\left(z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime \prime}-\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}+2\left(\frac{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}{z}\right)\right)>0 .
\end{aligned}
$$

Hence, Lemma 1 (ii) implies that

$$
\operatorname{Re}\left(\frac{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}{z}\right)>0
$$

The logarithmic differentiation of (8) yields

$$
\begin{aligned}
& \operatorname{Re}\left(m(z)+\frac{z m^{\prime}(z)}{m(z)}+z^{2} m^{\prime \prime}(z)\right) \\
= & \operatorname{Re}\left(\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{q, \lambda}^{\delta, m} \eta(z)}+2\left(\frac{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}{z}\right)-1\right)>0 .
\end{aligned}
$$

Hence, Lemma 1 (iii) implies, where $N(z)=1$,

$$
\operatorname{Re}\left(\frac{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}{z}\right)>0
$$

Now we find the upper bounds of the operator ${ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)$ by using the exponential integral in $U$, which provided $\eta \in\left({ }_{\alpha}^{\beta} \mathcal{S}_{\lambda}^{* \delta, m}(\sigma)\right)$.

Theorem 2. Let $\eta \in\left({ }_{\alpha}^{\beta} \mathcal{S}_{\lambda}^{* \delta, m}(\sigma)\right)$, where $\sigma(z)$ is convex in $U$. Then,

$$
\begin{equation*}
{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z) \prec z \exp \int_{0}^{z} \frac{\sigma(\phi(w))-1}{w} d w, \tag{10}
\end{equation*}
$$

where, $\phi(z)$ is analytic in $U$ having condition

$$
\phi(0)=0 \text { and }|\phi(z)|<1 .
$$

Furthermore, for $|z|=\xi$, we have

$$
\exp \int_{0}^{1} \frac{\sigma(\phi(-\xi))-1}{w} d \xi \leq\left|\frac{\beta_{\lambda}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}{z}\right| \leq \exp \int_{0}^{1} \frac{\sigma(\phi(\xi))-1}{w} d \xi
$$

Proof. By the hypothesis we received the following conclusion:

$$
\begin{aligned}
& \frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)} \prec \sigma(z) \\
& \frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}=\sigma(\phi(z)), z \in U,
\end{aligned}
$$

and

$$
\begin{equation*}
\frac{\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}-\frac{1}{z}=\frac{\sigma(\phi(z))-1}{z} \tag{11}
\end{equation*}
$$

Consequently, integrating (11), we obtain

$$
\begin{equation*}
\log \left(\frac{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}{z}\right)=\int_{0}^{z} \frac{\sigma(\phi(w)-1}{w} d w . \tag{12}
\end{equation*}
$$

By the definition of subordination we attain

$$
{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z) \prec z \exp \int_{0}^{z} \frac{\sigma(\Psi(w)-1}{w} d w .
$$

Hence (10) is proved.
Note that the function $\sigma(z)$ convex and symmetric with respect to real axis. That is

$$
\sigma(-\zeta|z|) \leq \operatorname{Re}\{\sigma(\Psi(\xi z)\} \leq \sigma(\xi|z|) \quad(0<\xi<1, z \in U)
$$

then we have the inequalities

$$
\sigma(-\xi) \leq \sigma(-\xi|z|), \sigma(\xi|z|) \leq \sigma(\xi) .
$$

Consequently, we obtain

$$
\int_{0}^{1} \frac{\sigma(\Psi(-\xi|z|))-1}{\xi} d \xi \leq \operatorname{Re} \int_{0}^{1} \frac{\sigma(\Psi(\xi))-1}{\xi} d \xi \leq \int_{0}^{1} \frac{\sigma(\Psi(\xi|z|))-1}{\xi} d \xi
$$

In the sight of Equation (12), we obtain

$$
\int_{0}^{1} \frac{\sigma(\Psi(-\xi|z|))-1}{\xi} d \xi \leq \log \left|\frac{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}{z}\right| \leq \int_{0}^{1} \frac{\sigma(\Psi(\xi|z|))-1}{\xi} d \xi
$$

which implies that

$$
\exp \int_{0}^{1} \frac{\sigma(\Psi(-\xi|z|))-1}{\xi} d \xi \leq\left|\frac{\beta_{\lambda}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}{z}\right| \leq \exp \int_{0}^{1} \frac{\sigma(\Psi(\xi|z|))-1}{\xi} d \xi
$$

Hence, we have

$$
\exp \int_{0}^{1} \frac{\sigma(\Psi(-\xi))-1}{\xi} d \xi \leq\left|\frac{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}{z}\right| \leq \exp \int_{0}^{1} \frac{\sigma(\Psi(\xi))-1}{\xi} d \xi
$$

Now we investigate the sufficient condition of $\eta$ to be in the class ${ }_{\beta}^{\alpha} \mathcal{S}_{\lambda}^{*, \delta, m}(\sigma)$, where $\sigma$ is convex univalent satisfying $\sigma(0)=1$.

Theorem 3. If $\eta \in A$, satisfies the inequality

$$
\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}\left(2+\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime \prime}}{\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}\right)-\left(\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}\right) \prec \sigma(z),
$$

then, $\eta \in_{\beta}^{\alpha} \mathcal{S}_{\lambda}^{*, \delta, m}(\sigma)$.
Proof. Let

$$
m(z)=\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}
$$

and $m(z)=1$ in the inequality

$$
m(z)+m(z)\left(z m^{\prime}(z)\right) \prec \sigma(z),
$$

then, we obtain

$$
\begin{aligned}
& m(z)+m(z)\left(z m^{\prime}(z)\right) \\
= & \frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)} \times\left(2+\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime \prime}}{\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}-\left(\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}\right)\right) \prec \sigma(z) .
\end{aligned}
$$

This implies that

$$
m(z)=\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)} \prec \sigma(z)
$$

that is

$$
\eta \in\left({ }_{\beta}^{\alpha} \mathcal{S}_{\lambda}^{*, \delta, m}(\sigma)\right) .
$$

Corollary 1. Let the assumption of Theorem 3. Then,

$$
\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)} \times\left(1+\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime \prime}}{\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}\right)-\left(\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}\right) \ll \sigma^{\prime}(z) .
$$

Proof. Let

$$
m(z)=\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)} .
$$

In the view of Theorem 3, we have

$$
\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)} \prec \sigma(z),
$$

where, $\sigma \in \mathbb{C}$. Then, by [2] (Theorem 3), we obtain

$$
m^{\prime}(z) \ll \sigma^{\prime}(z)
$$

for some $z \in U$, where

$$
m^{\prime}(z)=\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}\left(1+\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime \prime}}{\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}\right)-\left(\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}\right) .
$$

It is well known that the function $\sigma(z)=e^{\theta z}, 1<|\theta| \leq \frac{\pi}{2}$ is not convex in $U$, where the domain $\sigma(U)$ is lima-bean (see [13], p. 123). Now, we can find the same result of Theorem 3 as follows:

Theorem 4. If $\eta \in A$, it satisfies the inequality

$$
1+\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime \prime}}{\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}} \prec e^{\theta z}
$$

Then,

$$
\eta \in\left({ }_{\beta}^{\alpha} \mathcal{S}_{\lambda}^{*, \delta, m}\left(e^{\theta z}\right)\right)
$$

Proof. Let

$$
m(z)=\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)} .
$$

After some simple computation implies that

$$
\begin{aligned}
& m(z)+\frac{z m^{\prime}(z)}{m(z)}
\end{aligned}
$$

$$
\begin{aligned}
& =\left(1+\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime \prime}}{\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}\right) \prec e^{\theta z} .
\end{aligned}
$$

This implies that (see [13], p. 123)

$$
m(z)=\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)} \prec e^{\theta z}
$$

that is

$$
\eta \in\left({ }_{\beta}^{\alpha} \mathcal{S}_{\lambda}^{*, \delta, m}\left(e^{\theta z}\right)\right)
$$

Theorem 5. If $\eta \in\left({ }_{\beta}^{\alpha} J_{\lambda}^{\delta, m}(L, M, b)\right)$, then

$$
\mathcal{M}(z)=\frac{1}{2}[\eta(z)-\eta(-z)]
$$

satisfies

$$
\begin{aligned}
& 1+\frac{1}{b}\left(\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \mathcal{B}(z)\right)^{\prime}}{\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \mathcal{B}(z)\right)}\right) \prec \frac{1+L z}{1+M z^{\prime}}, \\
& \operatorname{Re}\left(\frac{z \mathcal{B}^{\prime}(z)}{\mathcal{B}(z)}\right) \geq \frac{1-\vartheta^{2}}{1+\vartheta^{2}}, \quad|z|=\vartheta<1 .
\end{aligned}
$$

Proof. Let $\eta \in\left({ }_{\beta}^{\alpha}{ }_{\lambda}^{\delta, m}(L, M, b)\right)$, then there occurs a function $J(z)$ such that

$$
\begin{aligned}
b(J(z)-1) & =\frac{2 z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)-{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(-z)}, \\
b(J(-z)-1) & =\frac{2 z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(-z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{q, \lambda}^{\delta, m} \eta(-z)-{ }_{\beta}^{\alpha} \Delta_{q, \lambda}^{\delta, m} \eta(z)} .
\end{aligned}
$$

This confirm that

$$
1+\frac{1}{b}\left(\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \mathcal{G}(z)\right)^{\prime}}{\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \mathcal{G}(z)\right)}-1\right)=\frac{J(z)+J(-z)}{2}
$$

However, J satisfies

$$
J(z) \prec \frac{1+L z}{1+M z},
$$

which is univalent, then we get

$$
1+\frac{1}{b}\left(\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \mathcal{G}(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \mathcal{G}(z)}-1\right) \prec \frac{1+L z}{1+M z} .
$$

Additionally, $\mathcal{G}(z)$ is starlike in $z$, and which implies that

$$
h(z)=\frac{z \mathcal{G}(z)^{\prime}}{\mathcal{G}(z)} \prec \frac{1-z^{2}}{1+z^{2}} .
$$

Hence, their exist a Schwarz function $w(z)$, such that $|w(z)| \leq|z|<1, k(0)=0$, we get

$$
h(z) \prec \frac{1-w(z)^{2}}{1+w(z)^{2}}
$$

which leads to

$$
w(\zeta)^{2}=\frac{1-h(\zeta)}{1+h(\zeta)}, \quad \zeta \in z,|\zeta|=r<1
$$

A simple calculation yields

$$
\left|\frac{1-h(\zeta)}{1+h(\zeta)}\right|=|w(\zeta)|^{2} \leq|\zeta|^{2}
$$

Therefore, we get the following inequalities:

$$
\begin{aligned}
\left|h(\zeta)-\frac{1+|\zeta|^{4}}{1-|\zeta|^{4}}\right|^{2} & \leq \frac{4|\zeta|^{4}}{\left(1-|\zeta|^{4}\right)^{2}} \\
\left|h(\zeta)-\frac{1+|\zeta|^{4}}{1-|\zeta|^{4}}\right| & \leq \frac{2|\zeta|^{2}}{\left(1-|\zeta|^{4}\right)}
\end{aligned}
$$

Thus, we have

$$
\operatorname{Re}\left(\frac{z \mathcal{G}^{\prime}(z)}{\mathcal{G}(z)}\right) \geq \frac{1-\vartheta^{2}}{1+\vartheta^{2}}, \quad|\zeta|=\vartheta<1 .
$$

This completes the proof of Theorem 5.
Example 1. Let

$$
\begin{aligned}
\frac{z \eta^{\prime}(z)}{\eta(z)} & =\frac{z\left({ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)\right)^{\prime}}{{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)}, \\
{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z) & =\frac{z}{(1-z)^{2}}, \eta \in \mathcal{A} .
\end{aligned}
$$

Then the solution of $\frac{z \eta^{\prime}(z)}{\eta(z)}=\frac{1+z}{1-z}$ is formulated as follows:

$$
{ }_{\beta}^{\alpha} \Delta_{\lambda}^{\delta, m} \eta(z)=\frac{z}{(1-z)^{2}}, \quad \eta \in \mathcal{A} .
$$

Moreover, the solution of the equation

$$
\eta(z)+\frac{z \eta^{\prime}(z)}{\eta(z)}=\frac{1+z}{1-z}
$$

is approximated to

$$
\eta(z)=\frac{z}{1-z}
$$

## 3. Conclusions

Many researchers have discussed some applications of fractional differential operator in different areas of mathematics. In this paper, we combined fractional differential operator and the Mittag-Leffler functions and formulated a new operator of fractional calculus for a class of normalized functions in the open unit disk. We considered this operator on the two classes of analytic functions and investigated some of its applications in the field of geometric function theory. The suggested operator can be utilized to define some more classes of analytic functions or to generalize other types of differential operators.

[^0]Data Availability Statement: No data were used to support this study.
Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Goodman, A.W. Univalent Functions; Polygonal Publishing House: Washington, NJ, USA, 1983; Volumes I-II.
2. Campbell, D.M. Majorization-subordination theorems for locally univalent functions, II. Can. J. Math. 1973, 25, 420-425. [CrossRef]
3. Srivastava, H.M.; Owa, S. (Eds.) Univalent functions, fractional calculus, and associated generalized hypergeometric functions. In Univalent Functions, Fractional Calculus, and Their Applications; John Wiley \& Sons: New York, NY, USA, 1989.
4. Ibrahim, R.W. On generalized Srivastava-Owa fractional operators in the unit disk. Adv. Differ. Equ. 2011, 2011, 55. [CrossRef]
5. Ibrahim, R.W. Ulam stability for fractional differential equation in complex domain. Abstr. Appl. Anal. 2012, 2012, 649517. [CrossRef]
6. Ibrahim, R.W. Generalized Ulam-Hyers stability for fractional differential equations. Int. J. Math. 2012, 23, 1250056. [CrossRef]
7. Srivastava, H.M.; Darus, M.; Ibrahim, R.W. Classes of analytic functions with fractional powers defined by means of a certain linear operators. Integral Transform. Spec. Funct. 2011, 22, 17-28. [CrossRef]
8. Mittag-Leffler, G.M. Sur la nouvelle fonction $E_{\alpha}(x)$. Comptes Rendus Acad. Sci. Paris 1903, 137, 554-558.
9. Wiman, A. Uber den fundamentalsatz in der teorie der funktionen $E(x)$. Acta Math. 1905, 29, 191-201. [CrossRef]
10. Owa, S.; Srivastava, H.M. Univalent and starlike generalized hypergeometric functions. Can. J. Math. 1987, 39, 1057-1077. [CrossRef]
11. Al-Oboudi, F.M. On univalent functions defined by a generalized Salagean operator. Int. J. Math. Math. Sci. 2004, 2004, 172525. [CrossRef]
12. Salagean, G.S. Subclasses of univalent functions. In Complex Analysis-Fifth Romanian-Finnish Seminar, Part 1; Lecture Notes in Mathematics; Springer: Berlin/Heidelberg, Germany, 1981; Volume 1013, pp. 362-372.
13. Miller, S.S.; Mocanu, P.T. Differential Subordinations: Theory and Applications; CRC Press: Boca Raton, FL, USA, 2000.

## MDPI

St. Alban-Anlage 66
4052 Basel
Switzerland
Tel. +41 616837734
Fax +41 613028918 www.mdpi.com

Axioms Editorial Office
E-mail: axioms@mdpi.com
www.mdpi.com/journal/axioms

St. Alban-Anlage 66
4052 Basel
Switzerland


[^0]:    Author Contributions: Conceptualization, S.K. and M.D.; data curation, K.M.; formal analysis, S.K. and K.M.; investigation, M.F.K.; methodology, M.F.K. and M.D.; supervision, S.H.; visualization, S.H.; writing-original draft, S.H.; writing-review and editing, M.D. All authors have read and agreed to the published version of the manuscript.

    Funding: This study supported by UKM, under grant number: FRGS/1/2019/STG06/UKM/01/.

