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Abstract: The forerunner UAV means a camera equipped drone flying in front of the advancing
first responder units to increase driver situational awareness with an aerial view of the traffic
situation and notification about imminent dangers. This article presents the software-in-the-loop
(SIL) simulation of the concept including UNREAL4-Carla as the virtual reality environment
with a firetruck driven through a game controller, the Matlab simulation of the DJI M600
forerunner hexacopter with UDP communication between firetruck and M600 and the real-time
AT processing of synthetic images to detect ground vehicles and pedestrians. The target of SIL
development is threefold. First, to test M600 autopilot and Al-based object detection in close
to realistic conditions before the real flights. Second, to make an exhaustive feasibility study of
the whole forerunner concept with several simulated situations. Third, to generate the required
large amount of image data for Al object detection tuning. After introducing all parts of the
SIL simulation the article presents an illustrative example evaluating the tracking of the ground
vehicle with the M600 and the inference system results.
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1. INTRODUCTION

The combination of ground and aerial vehicles can be
advantageous as their capabilities can complement each
other see e. g. Arbanas et al. [2018]. The concept of the
forerunner UAV is to have a drone flying in front of an
emergency ground vehicle (EGV) with a downward looking
camera and notifying the driver about any approaching
danger. This idea was introduced by the authors in Nagy.
et al. [2021] and Nagy [2021] as the first responders on their
way to the scene can suffer traffic accidents (Donoughe
et al. [2012], NHTSA [2014]) due to the lack of situational
awareness. An aerial view of traffic in front of the vehicle
can show approaching vehicles or other dangers otherwise
hidden from the driver of the EGV.

The realisation of this concept requires the drone flying in
front of the EGV at least at or beyond braking distance
to be able to notify the driver in time. The main challenge
is the fact that the EGV driver can alter the route at any
time so it is not enough to fly along a predefined route.

Free driving of the EGV, adaptive tracking with the DJI
M600 multicopter (DJI [2017]) and the collection and
processing of the aerial images are complex tasks the
integration of which needs X-in-the-loop testing (Shokry
and Hinchey [2009]). Model-in-the-loop (MIL) testing was

done for the EGV and hexacopter in Nagy [2021] by
simulating EGV motion on a fixed route and testing the
tracking control of the hexacopter.

The goal of this article is to describe the next step which
is our Software-in-the-loop (SIL) test approach including
the free driving of the EGV by a game controller in
UNREAL4-Carla environment (see Section 2), the high
fidelity simulation of the M600 in Matlab Simulink (see
Section 3), the tracking of the EGV with the same com-
munication between EGV and M600 as in the real exper-
iments (see Section 4), the collection of synthetic images
in UNREAL4-Carla and their processing on the Jetson
Xavier NX NVIDIA [2020] target hardware (see Section 5).
The article finally includes an illustrative example about
the proper operation in Section 6 and the conclusion (Sec-
tion 7).

As the flight speed of M600 is limited to 65 km/h besides
the realistic testing of the whole system another goal of
SIL simulation is to explore the resulting EGV speed
limitation required to be able to track it by the M600. A
further goal is to collect training data for neural network
development and later include a higher speed helicopter
model exploring high speed extra-urban situations finally
publishing a feasibility study from the overall forerunner
concept.
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2. THE UNREAL4-CARLA SIMULATION

The SIL simulation aims for a real-time test and demon-
stration of the on-board image processing, decision making
and M600 EGV tracking control. The environment, sensor
data and vehicle states are simulated while the payload
computer of the UAV and its software are similar to the
real mission setup.

UNREAL4-Carla simulator (Dosovitskiy et al. [2017]) is
a rich simulation environment for autonomous ground
vehicles. It consists of a high quality 3D city with Al-
controlled cars, motorbikes, and pedestrians. It also pro-
vides detailed sensor models for RGB cameras (seman-
tic segmentation available), LIDAR (semantic segmenta-
tion possible), depth camera, GNSS, IMU. Python API
is provided for manipulation of the simulation, and for
acquisition of sensor data. The SIL of this paper is the
improved realization of the simulator concept presented
in Nagy. et al. [2021]. The driver can use a gamer steering
wheel to control the EGV, while the scaled down image of
the drone camera is presented in the right bottom corner
of its view. The Matlab M600 simulation is on a separate
computer to also realize UDP wireless communication with
which the real drone gets the EGV state. In SIL a wired
UDP channel is applied instead of the wireless, but the
protocol is the exact same. This separation also decreases
the computational burden of the main simulator laptop.
We only have the Nvidia Jetson Xavier NX on-board
computer from the real hardware setup, which performs
real-time detection of 4-wheeled, 2-wheeled vehicles and
pedestrians to predict dangerous traffic situations. The
Xavier NX also presents its results on a separate screen.

There are two driving modes related to two different track-
ing concepts of the EGV. In freedrive mode, the drone flies
forward to the next (known) intersection, stops and waits
until the EGV leaves it and then overtakes the EGV to
the following intersection. However, in this case, the EGV
many times leaves behind the drone which has not enough
speed advantage to reach the next intersection in time.
In routedrive mode the drone flies only braking distance
ahead of the EGV and as approaching an intersection
it 'pulles back’ above the EGV to be able to follow any
route change. In this concept the drone does not have to
stop allowing for a smoother tracking of the EGV and
the reduction of stop/start pitching motion possible. This
concept is introduced in detail in Section 4. SIL tests also
helped us to identify design parameters such as field of
view of camera and relative altitude before real flight tests.

Fig. 1 presents the main components of the SIL. The
UNREAL4-Carla simulator is manipulated through python
modules. The non-player character(NPC) behaviour is re-
sponsible for traffic generation and manipulation. In the
SIL mode, it is the built-in NPC Al of Carla, however,
in the data collection mode, we describe perturbed tra-
jectories for specific traffic situations for an intersection.
The second python module is the main component of
the SIL that collects data from simulated sensors and
integrates the drone simulator into the Carla environment.
At each update of the simulation, this main module sends
the delta_t time with the EGV pose and velocity to the
Matlab Hexacopter model which calculates the dynamics
and control of the drone and gives back its state after the

update. The drone is moved in the Carla side according
to the Matlab simulation. In the next section the M600
Matlab simulator is briefly introduced.
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Fig. 1. Software-in-the-loop simulator setup.

3. MATLAB SIMULATION MODEL OF THE DJI
M600 HEXACOPTER UAV

The simulation of the DJI M600 hexacopter is imple-
mented in Matlab Simulink because it provides numerous
tools for system modeling, an easy-to-use interface to run
simulations and option to generate C or C++ code from
the models. The overall scheme of the hexacopter model
can be seen in Fig. 2.
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Considering the drone as a rigid body, the common govern-
ing equations (Beard and McLain [2012]) can be applied.
These are implemented in the Position Dynamics block
in Fig. 2 considering the rotor, gravity and aerodynamic
translational forces. The rotor and aerodynamic rotational
forces are considered in Attitude dynamics block having
as main component the torques produced by the rotating
blades (Mostafa Moussid [2015]):
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The Propulsion System block incorporates six BLDC mo-
tor models with parameters from the DJI M600 propulsion
system manual DJI [2016]. Weighted Control allocation
(Guillaume J. J. Ducard [2011]) is a method which defines
angular speed references for each motor while taking pre-
defined constraints like vertical speed into account. The
Control Allocation block receives control inputs, namely
altitude and orientation reference signals provided by the
Controller (including low level control tuned to have re-
alistic dynamics (on the real M600 provided by DJI) and
high level EGV tracking control introduced in Section 4).

Besides the BLDC motor parameters most of the other
parameters like dimensions, mass, torque and thrust coef-
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ficients were derived from DJI manual DJI [2018]. Others
which could not be found were set according to engineering
intuition. However, since the actual M600 Pro arrived we
are working on a detailed system identification of the
model relying on test flights done at end of 2021 and
beginning of 2022.

Regarding the high level control the freedrive concept was
introduced in Nagy [2021] (and demonstrated as Project
Forerunner [2021]). The Controller can track waypoints
while paying attention to the position of its car companion.
It utilizes simple PID controllers to achieve reference track-
ing and a state machine to successfully adapt to the car’s
speed and navigate between the predefined waypoints.
However, facing the limitations of the freedrive concept
we developed the routedrive mode introduced in the next
section.

4. ROUTEDRIVE EGV TRACKING WITH THE M600
HEXACOPTER

One of the greatest challenges in the forerunner concept is
to track the EGV flying in front of it with the possibility
of sudden route changes by its driver. Flying in front of
the EGV is inevitable if one wants to provide information
about the traffic on the route in advance. With a downward
looking camera the M600 should be at least at braking
distance ahead to provide information in time. This means
that in case of sudden route changes (unplanned turn in
an intersection) the M600 gets well behind the EGV and
so aerial view coverage is not provided until it overtakes
the EGV. Our approach to solve this is an adaptive
tracking control considering the planned route of the
EGV transmitted through wireless UDP communication
between EGV and M600 together with current EGV
position and speed.

In the routedrive concept the M600 flies in front of or
at least above the EGV considering its actual braking
distance (speed dependent) and the proximity of the
intersection. Knowing the position of the next intersection
the M600 is 'pulled back’ to be above the EGV before it
reaches the intersection and so to be able to follow any
unplanned turn.
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Fig. 3. Adaptive distance from EGV (D)

The modeling of ground vehicle braking distance was done
in detail in e. g. Bauer et al. [2019] leading to the formula
(D offset distance [m], V' vehicle speed [m/s]):

D = 0.06346V2 + 0.4727V

Far from the intersection the MG600 tries to keep this
distance in front of the EGV in the actual moving direction
of the EGV. As the M600 approaches the intersection its

distance from the intersection Dy is continuously evaluated
and below a given limit Dyyp M the reference distance
is gradually decreased to zero. Below Dprps the M600
should stay above the EGV. The whole scaling can be seen
in Fig. 3, the current parameter values for the simulated
urban scenario are: Dy = 30m and M = 3.

The DJI M600 can be controlled through forward and side
velocity, yaw angle and altitude references, that’s why our
simulation also makes control through these variables. The
altitude reference is fixed, the yaw angle is aligned with the
current moving direction of the EGV and the forward V,,
and side V,, velocity references are generated considering
the speed of the EGV, the offset distance (aligned with
EGYV moving direction) and position errors also:

V,., = CV, +0.5(CP, + D, — HC,)
V,.., = CV, +0.5(CP, + D, — HC,)

Here CV,,CV, is EGV velocity, CP,, CP, is EGV position
and HC,, HC, is M600 position vector all in M600 body
coordinate system (see Nagy [2021]). D, D, are the M600
body coordinates of the offset distance and 0.5 is a tuned
constant.

Besides the UNREAL4-Carla environment and the M600
simulation and control a crucial part is the processing
of the generated synthetic aerial images on the target
Jetson Xavier NX hardware to detect any dangerous
traffic situation in front of the EGV. Related results are
summarized in the next section.

5. OBJECT DETECTION AND HARDWARE
EXPERIENCES

Object detection was done using trained Yolo neural
networks. Two separate network architectures were trained
with birds-eye view images, one with simulated data
from the UNREAL4-Carla simulator trained for 3 classes
(vehicles, bicycles, pedestrians) and a second network
trained only for vehicles with real-life data obtained from
publicly available databases as a preparation for real-life
experiments. Inference was done on a Jetson Xavier NX
embedded device.

The database for the simulated network consisted of 1000
frames labeled by Carla, and another 500 was generated
with data augmentation by flipping the input images.
Real-life birds-eye view images were obtained from the
KIT AIS (Karlsruher Institute far Technologie [2012]),
PUCPR (Almeida et al. [2015]) and CARPK datasets,
amounting to roughly 2000 frames. During both trainings
a train/test split distribution of 70/30% was used.

A Yolov3 and a Yolov4 neural networks (see Redmon
and Farhadi [2018] and Bochkovskiy et al. [2020]) were
trained for the Carla dataset with Yolov4 showing better
inference results with only a marginal decrease in inference
fps compared to the v3 version. A Yolov4-tiny network was
also tested and although inference speed was much higher
reaching an average of 35 fps the accuracy, especially on
the real-life images was very low (below 40.0% mAP@0.5).
Table 1 shows the training results of the two networks
including the average precision (AP) of each class, the
overall mean average precision (mAP) and the Precision,
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Recall and F'1 scores of the respective networks. Inference
results can be seen in Fig. 4 and Fig. 5 class labels 0,1,2
represent vehicles, bicycles and pedestrians respectively.
Considering the real images Yolov4 showed comparable
training results to it’s simulated counterpart. Evaluation of
a Yolovh network and fine-tuning of the trained networks
with further training data especially for real-life images is
in progress.

Fig. 5. Simulation inference results 2

Table 1. Training results

Neural network Yolov3 | Yolov4
Vehicle AP 97.84% | 98.29%
Bycicle AP 86.38% | 93.09%

Pedestrian AP 59.75% | 71.51%

Overall mAP@0.50 81.32% | 87.63%
Precision 0.9 0.89
Recall 0.9 0.93
F1 score 0.9 0.91
Inference avg fps 15 12

Besides detection of the objects their tracking is also im-
portant to be able to make a decision if they decelerate to
give way to the EGV or not. As a possibility to implement
additional tracking of objects for the previously trained
Yolov4 network, experiments were made with Yolov4 Deep

SORT (Wojke et al. [2017]), an object tracking module
for Yolov4 neural networks. Early results showed that
although for the majority of the frames object tracking was
accurate there were occasions where Deep SORT failed to
detect the originally identified objects. It also drastically
reduced inference speed to an average of 6 fps. Fig. 6
depicts the tracking results of Deep SORT where labels
include the class number and the unique ID of the tracked
object. The future developments will target to have a less
computationally demanding tracker possibly integrated
with vehicle speed and acceleration estimation.

Fig. 7. The Forerunner SIL simulation at a demonstration
event.

6. ILLUSTRATIVE EXAMPLE

The whole SIL test setup can be seen in Fig. 7 showing the
Matlab simulation of M600 (developed in Nagy [2021]) on
a laptop, the UNREAL4-Carla virtual reality simulation
with the game controller and our colleague driving the
firetruck and the Jetson Xavier NX board with the pro-
cessed aerial images on the screen. A short presentation
of the Forerunner project and a video of the working SIL
setup can be seen on Youtube Project Forerunner [2021].

Fig. 8 shows the tracks of the human driven firetruck
and the waypoints placed at the intersections and one on
the curved road. Fig. 9 shows the tracking of the second
track with the routedrive method introduced in Section 4.
Note that the background images were only approximately
placed below the track in both figures.

Fig. 9 shows that along the straight streets the tracking is
pretty good, only the turns at the intersections (and the
waypoint on the curve) cause larger deviations from the
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track. The source of these deviations is that the tracking of
the velocity references by the M600 is slower than required
as shown in Fig. 10 despite the increase of the maximum
allowed pitch (and roll) angle to 40° from the DJI limit
25° in the simulation.

MNorth [m]

st track 1
= =Second track |
X Waypoints l‘

East [m]

Fig. 8. Two firetruck trajectories with waypoints in
UNREAL4-Carla

Fig. 9. Tracking of EGV trajectory

The figure also shows that starting from zero velocity
the M600 can reach the EGV and then track it. Another
important aspect of this figure is that the reference speeds
are often above 65 km/h which is the maximum speed of
the M600 (see DJI [2017]). Note that at the same time the
car rarely exceeds 50 km/h which means that significant
speed advantage of the forerunner UAV is required (of
course this also depends on control tuning). These facts
clearly show that speed limitations of multicopters can be
a major limitation in the forerunner concept. However,

there exist unmanned drones e. g. Schiebel Corporation
[2022] with airspeeds well above 200km/h so potentially
even highway forerunner applications can be covered. Our
goal with the DJI M600 is only a moderate cost proof of
concept of the forerunner UAV in low speed (possibly 20-
30 km/h) urban situations.

Vx velocity tracking
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Fig. 10. Tracking of X body velocity with M600 together

with car velocity
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Fig. 11. Reference and real distance from EGV

Finally Fig. 11 shows the reference (adaptive distance
from EGV is shown in Fig. 3) and real distance between
the EGV and M600 along the driving direction of the
EGV. The figure shows that after the initial transient the
distance is positive in most of the time so the M600 do
not get behind the EGV which means that it can always
cover some distance in front of it depending on the setting
of the camera.

Regarding the simulation the DJI M600 model (Section 3)
was developed without having access to the vehicle. The
first flight tests with the real vehicle were done at end of
2021 performing also maneuvers for system identification
which is currently in progress. The future plan is to
integrate the identified flight model of the M600 into the
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SIL and fine tune and evaluate the methods on the realistic
model strictly considering its 25° pitch (roll) and 65 km/h
speed limitations.

7. CONCLUSION

The article presents the Software-in-the-loop (SIL) simu-
lation of the forerunner UAV concept. It first introduces
the UNREAL4-Carla virtual reality solution where the
firetruck emergency ground vehicle (EGV) is driven by
a game controller. Then it briefly introduces the Matlab
simulation of the DJI M600 hexacopter (derived from
datasheets and literature) together with the tracking of
the EGV. The latter is based-on UDP communication of
planned route, actual position and velocity of the EGV to
the M600 flying forward of the EGV at least at braking
distance. The possibility of sudden EGV route changes
is handled by ’pulling’ the M600 above the EGV when
they approach an intersection. A downward looking virtual
camera is considered for traffic detection in front of the
EGYV. Vehicle detection results are presented running the
algorithms on the target hardware.

The first SIL simulation results show that the object
detection can be well tuned and can run on 12-15 fps
which can be satisfactory to decide about the motion of
any observed vehicle. However, the EGV tracking results
show that even in the urban scenario (EGV speed mostly
between 30-50 km/h) as large as 80-100 km/h hexacopter
speeds can be required to complete the task. Unfortunately
the speed limitation of the M600 is 65 km/h so its limits
were extended in the simulation to attempt to cover the
presented track.

System identification of the M600 dynamic and control
model based-on real flight tests is currently in progress.
After integrating the resulting M600 model into SIL the
system will be fine tuned and the realistic capabilities of
the M600 forerunner will be evaluated leading finally to
an exhaustive feasibility study.
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