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Abstract

With the rapid growth of logistics transportation in the framework of Industry 4.0,

automated guided vehicle (AGV) technologies have developed speedily. These sys-

tems present two coupled control problems: the control of the longitudinal velocity,

essential to ensure the application requirements such as throughput and tag time,

and the trajectory tracking control, necessary to ensure the proper accuracy in load-

ing and unloading manoeuvres. When the paths are very short or have abrupt

changes, the kinematic constraints play a restrictive role, and the tracking control

becomes more challenging. In this case, advanced control strategies such as those

based on intelligent techniques, including machine learning (ML) can be useful.

Hence, in this work, we present an intelligent hybrid control scheme that combines

reinforcement learning-based control (RLC) with conventional PI regulators to face

both control problems simultaneously. On the one hand, PIs are used to control the

speed of each wheel. On the other hand, the input reference of these regulators is

calculated by the RLC in order to reduce the guiding error of the path tracking and to

maintain the longitudinal speed. The latter is compared with a PID path following

controller. The PID regulators have been tuned by genetic algorithms. The RLC allows

the vehicle to learn how to improve the trajectory tracking in an adaptive way and

thus, the AGV can face disturbances or unknown physical system parameters that

may change due to friction and degradation of AGV mechanical components. Exten-

sive simulation experiments of the proposed intelligent control strategy on a hybrid

tricycle and differential AGV model, that considers the kinematics and the dynamics

of the vehicle, prove the efficiency of the approach when following different

demanding trajectories. The performance of the RL tracking controller in comparison

with the optimized PID gives errors around 70% smaller, and the average maximum

error is also 48% lower.
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1 | INTRODUCTION

Unmanned transport vehicles, also known as automatic guided vehicles (AGV), are commonly used in the industry to replace manned industrial

trucks and conveyors. They have proved to be an effective element in production workplaces, reducing logistical errors and operating expenses

(Espinosa et al., 2021). With the rapid growth of logistic transportation in the Industry 4.0 framework, AGV technologies have developed speedily

(Nakimuli et al., 2021).

There are different types of AGVs depending on the degree of freedom they have to navigate in the workspace, namely free navigation AGVs

and path-follower AGVs. Free navigation AGVs receive the destination point and they move freely in the workspace to get there, avoiding obsta-

cles if any. On the other hand, predefined-path AGVs must follow a reference path to reach the destination and cannot leave it. This path can be

defined with physical marks such as a magnetic tape, a painted line, a buried wire,… or by virtual paths within the navigation system (Zamora-

Cadenas et al., 2021). Free navigation AGVs normally describe a polyline path, turn on the spot and move straight ahead to reach the destination.

This freedom of movement is very useful for service robotic applications such as in offices, museum guides, and so on. However, it can be coun-

terproductive in industrial applications where it is often necessary to control a fleet of several AGVs, there may be people around, and where it is

also necessary to meet a tag time due to the production line constraints. In these cases, when a more deterministic performance is required, it is

more convenient to use pre-defined paths for AGVs.

In many industrial sectors, where these predefined-path AGVs are used such as in the automotive field, AGVs need to perform accurate

manoeuvres, to pick up trolleys, to get under racks, to pick up pallets, to stop at charging stations, …. In these cases, a small error of just

10 cm may not be tolerable, and it may cause the production to stop. Moreover, it is noteworthy to point that, when we work with large

AGVs or mobile large containers, a small lateral error, especially in curves, may become a much larger error at the edge of the AGV or the

container.

In this industrial framework, two different coupled control problems can be identified for AGVs. On the one hand, it is necessary to control

the longitudinal velocity, so the vehicle follows the speed profile required by the application. This allows the AGV to meet some requirements,

such as a specific tag time, that is set to optimize the logistic flow, and also to get the vehicle arriving at the stations within the defined accuracy

range. On the other hand, the guiding error must be minimized to prevent the vehicle from running through prohibited areas. To do so, these

AGVs typically use a proportional-integral-derivative (PID) controller to adjust the angular velocity of the whole AGV or of the traction unit,

depending on the type of AGV. It is well known that PID controllers work well with linear systems, but they may not give such good performance

for more complex problems. Indeed, in these industrial scenarios, these conventional regulators work well when the trajectories are large and

smooth. However, when the path is short or has abrupt changes, the kinematic constraints have a strong influence on the performance of the sys-

tem, hence the control becomes more challenging. In addition, these systems may be subjected to disturbances or unknown physical parameters

that may vary due to friction and degradation of AGV mechanical components. In these cases, the use of more advanced techniques such as those

based on artificial intelligence (AI) and machine learning (ML) can be useful, as proved in many control engineering complex systems (Garcia-

Auñ�on et al., 2017; Martín et al., 2016; Sierra-García & Santos, 2021a).

The hybridization of control techniques is very often the only solution to coupled control problems (Menoyo Larrazabal & Santos

Peñas, 2016; Sierra-García & Santos, 2021b). This approach allows to split the control goals and to use different techniques to address each part.

Following this perspective, in this work, we develop a hybrid control scheme that exploits reinforcement learning (RL) to reduce the trajectory

tracking guiding error of a hybrid AGV, and that combines it with conventional PI regulators that control the speed of each wheel.

The main contributions of this work can be summarized as follows:

• Proposal of a hybrid control architecture that combines RL and PI regulators for tracking and speed control of AGVs

• Validation of the proposal in simulation using the mathematical model of a hybrid AGV (Sánchez et al., 2022). This vehicle, quite common in

industry, has a complex dynamics because it is made up of a differential mobile robot and a tricycle one. The whole system is simulated consid-

ering the kinematic and dynamic physical equations.

• Definition of different demanding trajectories to test the proposal: an ellipse, a lemniscate, and two different closed polylines with abrupt

changes.

• Testing the proposal considering changes in the friction coefficients.

Considering the inverse kinematics of the traction unit, the output of the RL controller (RLC) is used to generate the appropriate reference

speed for each PI while ensuring the desired longitudinal velocity. Thus, the PI regulators make the AGV follow the longitudinal speed profile

meanwhile the RL minimizes the tracking error. The speed control shows a linear behaviour, hence the use of PID regulators to control

it. However, the strong non-linearity of some trajectories affects mostly the tracking control and is clearly present in the guiding error, thus an

RL controller is used for this control task. Several key performance indicators (KPI) related to the guiding error show that this hybrid controller

provides a better performance than the PID. In addition, it is shown that the RLC is much more robust against changes in the system friction

coefficients.
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The rest of this article is organized as follows. In Section 2, the mathematical model of the AGV is described. The RL-based controller is

explained in Section 3. Simulations results of the AGV moving in a working scenario are discussed in Section 4. The manuscript ends with the con-

clusions and future works.

2 | RELATED WORKS

AGV control can be studied at different levels. From lower to higher, we can identify path following, path planning and fleet management. Path

following is focused on the control of the AGV to minimize the guiding error once the path has been set. This control problem is mainly

addressed in predefined-path AGVs. Path planning consists in finding the best trajectories to go from the current position to the destination,

avoiding obstacles. Finally, fleet management assigns routes to multiple AGVs, schedule the resources, and control the traffic at the

intersections.

Path planning is a key research topic in autonomous vehicles field. It is difficult to plan an optimal path from a starting position to a target

point due to the complex environment that usually surrounds these types of unmanned vehicles. Different techniques have been applied to deal

with this problem, including those from the artificial intelligence and machine learning fields. In Liao et al. (2020), the SARSA algorithm based on

simulated annealing strategy has proved efficient to guide an AGV to find the optimal path in the grid large-scale state space, combining the

potential field method and deep q-network algorithm (Liao et al., 2020). The paper by (Guo et al., 2020) addressed the path planning using the

duelling double deep q-network with prioritized experience reply (Duelling DDQN-PER). The system learns how to control the AGV in a simula-

tion environment of an intelligent logistics industry. The AGV approaches the target location and avoids obstacles using multi-modal sensory envi-

ronment information. Due to the lack of a prior map, Sun and Li propose an end-to-end path planning method to make the AGV find the optimal

action from the original visual image and Light Detection and Ranging (LIDAR) information (Sun & Li, 2020). In addition, a deep reinforcement

learning (DRL) strategy is used to train the AGV, combining priority experience reply mechanism and double deep q-network with the duelling

architecture. This way the AGV has certain adaptability to face the unknown and dynamic environment. The recent paper by Yu et al. (2021)

obtains a path for an AGV in a virtual environment with unknown obstacles by an improved ant colony (ACO) algorithm. The ACO is used as train-

ing data of the reinforcement learning process to obtain the Q-table (Yu et al., 2021). During the AGV movement, the action is selected by the Q-

table until the target point is reached. More sophisticated but related techniques have been also applied to AGVs path planning and obstacle

avoiding. In (Hu, Yang, et al., 2021), the Multi-Agent Deep Deterministic Policy Gradient (MADDPG) method is proposed to solve the anti-conflict

path planning, and the Gumbel-Softmax strategy is then applied to discretize the scenario created by the node network of the magnetic nail

guided AGV. In (Van et al., 2021), an intelligent navigation system in unknown 2D environments based on DRL for an autonomous mobile robot is

presented.

RL-based path following has been applied to autonomous vehicles, although mainly marine or aerial ones. In (Zhang et al., 2020) the authors

proposed a deep interactive reinforcement learning method for path following of autonomous underwater vehicles by combining DRL and inter-

active RL. The learning method learns from both, human rewards, and environmental rewards at the same time. In (Martinsen & Lekkas, 2018),

the straight-path following problem is solved for underactuated marine vessels under the influence of unknown ocean current by RL. To do it, a

dynamic model of the Marine Systems Simulator was used to simulate the motion of a mariner-class vessel. In (Rubí et al., 2021), the authors deal

with the path following problem of a quadrotor vehicle based on DRL theory. Three different approaches of the Deep Deterministic Policy Gradi-

ent algorithm are implemented. In (Zhu et al., 2019), a path-integral-based RL algorithm is proposed for the path following strategy of an auto-

assembly mobile robot, where three kernel techniques are introduced. In (Zhao et al., 2022), authors present an adaptive optimal control to mini-

mize a cost function without discount factor. It reformulates the infinite-horizon optimal setpoint tracking problem for linear discrete-time sys-

tems with external disturbances. Then, a Q-learning algorithm is designed to learn the suboptimal control policy by using measured data. Lala

et al. validate a model-free Value Iteration Reinforcement Learning (MFVI-RL) control on a visual servo tracking system. In this case, the learning

is based on a virtual state representation reconstructed from input–output (I/O) system samples (Lala et al., 2021). In (Yeh & Yang, 2021) rein-

forcement learning methods are used to perform automatic tuning of the gains of a PID. Finally, Radac et al. describe a three-level model-free

hierarchical learning approach to solve the reference trajectory tracking problem for control systems. It consists of a low-level neural controller,

an intermediate level Model-free Iterative Learning Control, and a high level control with a library of memorized primitives (Radac &

Precup, 2016).

RL has been also explored for AGV fleet management. To mention some works, a self-adaptive traffic control model combining behaviour

trees (BTs) and reinforcement learning (RL) is proposed in (Hu, Jia, et al., 2021). The BTs are used to enumerate all the possible states in AGVs

traffic control and then, the RL model is further developed based on these. A cyber-physical system that uses multiagent system technology is

designed, where components such as AGVs and traffic commander are defined as specific agents that cooperate autonomously with each other.

In (Hu et al., 2020), an adaptive DRL-based strategy for an AGVs real-time scheduling with mixed rule is proposed. The goal is to minimize the

makespan and delay ratio. In (Xue et al., 2018), a multi-AGV flow-shop scheduling problem with a reinforcement learning method is presented.

The idea of this proposal is to obtain a AGV schedule that minimizes the average job delay and the total makespan.
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As it is possible to see, there are some papers on RL-based path-planning and fleet management, but the works on AGV path-following based

on RL are scarce, although most authors agree that AGVs need to have self-learning and adaptive capabilities to cope with changes in the partially

unknown environment which in they move.

3 | MATHEMATICAL MODEL OF THE AGV

A model of a hybrid tricycle and differential AGV has been used to implement the proposed control strategy. This type of tow AGV is widely used

in the industry. The traction unit works as a differential mobile robot. However, this part is joined to the body of the AGV by an axle on which it

pivots. On the other hand, the kinematics of the body of the AGV is like a tricycle vehicle but, in this case, instead of having a wheel to control

the steering, this is done by the traction unit. Figure 1 shows a schematic representation of the hybrid AGV.

The electromechanical model of the AGV is described by Equations (1–12). These equations are explained in more detail in (Sierra-García &

Santos, 2020a).

Dynamic equations:

MeR ¼MR�FswR � sign _θR
� �

,MeL ¼ML�FswL �sign _θL
� �

, ð1Þ

mT �Rh=2 mT �Rh=2
Ih �Rh

Lh
� Ih �Rh

Lh

2
4

3
5 €θR

€θL

" #
¼

MeRþMeLð Þ
2Rh

� frT

MeR�MeLð ÞLh
2Rh

� frR

2
664

3
775, ð2Þ

frT ¼0:5 �δair �SAGV �Caero � vh
2

� � � sign vhð Þþ9:8 �mT �Croll � sign vhð Þ, ð3Þ

frR ¼ Fvh � _ΦhþFsh � sign _Φh

� �
, ð4Þ

Kinematic equations:

vL ¼Rh � _θL,vR ¼Rh � _θR, ð5Þ

_xh ¼VLþVR

2
cos Φhð Þ, _yh ¼

VLþVR

2
sin Φhð Þ, _Φh ¼ vR�vL

Lh
, ð6Þ

_xb ¼ vhcos γð Þcos Φbð Þ, _yb ¼ vhcos γð Þsin Φbð Þ, _Φb ¼ vh
Lb

sin γð Þ, ð7Þ

vh ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_x
2

h þ _y
2

h

q
¼ vLþvR

2
, ð8Þ

F IGURE 1 Traction unit and body of the AGV.
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γ¼Φh�Φb,γmin ≤ γ ≤ γmax, ð9Þ

_xbsin Φbð Þ� _xbcos Φbð Þ¼0, ð10Þ

_xbsin Φbþ γð Þ� _xbcos Φbþ γð Þ� _ΦbLbcos Φbð Þ¼0, ð11Þ

Guiding sensor:

errgui ¼ fsen xh,yh,Φh,pathð Þ ð12Þ

where xh,yh,Φhð Þ and xb,yb,Φbð Þ denote the position (m) and orientation (rad) of the body and the traction unit, respectively. The variable vh (m/s)

is the longitudinal velocity of the traction unit, Lh (m) is the distance between the wheels in the traction unit, Lb (m) is the distance between the

rear wheels and the center of the traction unit, mT (kg) is the total mass of the system, that is, the mass of the AGV, mAGV (kg), plus the mass of

the load, mL (kg). The radius of the wheels in the traction unit is Rh (m); Ih (kg m2) is the rotational inertia of the traction unit; €θr (rad/s
2) and €θl

(rad/s2) are the angular velocities of the right and left wheel of the traction unit, respectively;MeR and MeL are the effective torques in the right

and left wheel of the traction unit, in Nm; frT (N) and frR (N) are the translational and rotational friction forces, δair (kg/m
3) is the density of the air,

and SAGV (m2) is the front surface of the AGV. The coefficients involved in the system are: Caero, the aerodynamic coefficient; Croll , the rolling coef-

ficient; Fvh and Fsh are the viscous and static friction coefficients, respectively, in the traction unit; Fvw and Fsw are the viscous and static friction

coefficients, respectively, in the wheels. The torques produced by the motors of each wheel are MR and ML, in Nm. Finally, signðÞ is the sign func-

tion. The effect of the inertia of the wheels has been neglected. It is supposed that the AGV is working in an indoor environment and hence the

wind does not affect the movement.

The parameters that have been used in the simulation are collected in Table 1.

This type of AGV can be equipped with different navigation systems or guiding sensors. In this work, a magnetic sensor placed in the front of

the traction unit has been considered. The path to be followed is drawn on the floor by a magnetic tape. This magnetic tape is very robust, it

hardly degrades with time and requires less maintenance than optical systems such as QR codes or painted lines. As it is shown in Figure 2, the

magnetic sensor provides the distance between the center of the magnetic tape and the center of the guiding sensor, what is usually called the

guiding error.

In Figure 2, P1 and P2 denote an edge and the center of the guiding sensor and are obtained considering the rotation and the translation of

the drive unit in the inertial frame (13–14). The set of points that belong to the projection of the guiding sensor are RS, giving by Equation (15).

The point where the projection of the guiding sensor intersects with the predefined path is Ps (16). As the projection of the guiding sensor

TABLE 1 Parameters of the AGV model.

Parameter Description Value/units

Lh Distance between wheels of the AGV 30 cm

Lb Distance between rear wheels and traction unit 100 cm

Rh Radius of front wheels 6 cm

Rb Radius of rear wheels 9 cm

mAGV Mass of the AGV 100 kg

Ih Inertia of traction unit 0,11 kg m2

δair Density of the air 1.225 kg/m3

SAGV Front Surface of the AGV 0.5 m2

Croll Rolling coefficient 0.01

Caero Aerodynamic coefficient 0.35

Fsh Static friction coefficient of traction unit 0.1 N

Fvh Viscous friction coefficient of traction unit 0:01 Ns/rad

Fsw Static friction coefficient of traction wheels 2.94e-2

Fvw Viscous friction coefficient of traction wheels 5e-4 Ns/rad

Kvp,KvI½ ] PID constants for velocity control of wheels [2, 0.1]

KΦp ,KΦD,KΦI½ ] PID constants for angular velocity control of the traction unit [9.8, 1, 0.1]
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with the path may intersect in more than one point, the guiding error, errgui, is defined as the minimum distance, that is, (17). The process to obtain

these values is formalized by Equations (13–17).

P1 ¼
cos Φhð Þ �sin Φhð Þ
sin Φhð Þ cos Φhð Þ

� �
Lh=2

Lh=2

� �
þ xh

yh

� �
, ð13Þ

P2 ¼
cos Φhð Þ �sin Φhð Þ
sin Φhð Þ cos Φhð Þ

� �
Lh=2

0

� �
þ xh

yh

� �
, ð14Þ

Rs ¼ x,yð Þ�ℝ2
	 

 y¼ P2:y�P1:y

P2:x�P1:x

� �
x�P1:xð ÞþP1:yg, ð15Þ

PS ¼ x,yð Þ�ℝ2
	 

 x,yð Þ�Rs^ x,yð Þ� path g, ð16Þ

errgui ¼MIN
p � PS

dist p,P2ð Þ½ �, ð17Þ

4 | CONTROL ARCHITECTURE

As said before, there are two coupled control problems in the AGV. The speed control is designed to follow the speed profile, vtREF , which depends

on the application, and the tracking control minimizes the guiding error. Both controls are important and must be simultaneously implemented.

The control of the velocity is required to meet some specific requirements of the production chain and/or the logistic process, such as the tag

time or the pace of the flow. Moreover, being able to follow the correct speed profile is key to ensure that the AGV stops at the transport stations

accurately. On the other hand, the tracking control must be also precise for safety reasons and to guarantee a correct logistic operation. Indeed, it

is necessary to prevent the AGV from operating in restricted areas; it must be able to pass through narrow corridors and to be correctly posi-

tioned at the stations; in addition, it is important to avoid unexpected safety stops that can take place if the AGV travels very close to obstacles

detected by the lidar.

Equations (1–4) showed that the relationship between the torque applied by the motors, MR and ML, to the wheels and the velocity of the

wheels, _θR and _θL, are mainly linear. The non-linearities are introduced by the kinematic equations and the paths that must be followed. Thus, in

this approach we exploit this fact by using a conventional linear PI controller to control the wheel speed; and an intelligent technique based on RL

to address the non-linearities of the tracking control. Both techniques are interconnected because the output of the RLC feeds the inputs of the

PI regulators. This way, iteration by iteration, the RLC learns to follow the path by exploring the action space in order to find the actions that most

reduce the guiding error at each state.

The intelligent hybrid control scheme is shown in Figure 3. It consists of three different controllers: the RLC and two PIs. For each wheel, a

specific PI adjusts the input torque of the motors MR,MLð Þ to follow the wheel speed reference vRREF ,vLREFð Þ, (16–19). These wheel speed

references are obtained considering the inverse kinematics of the traction unit (14–15). The inverse kinematics module receives the angular refer-

ence velocity wREF obtained by the RL controller and the longitudinal reference speed, vtREF . This way the speed profile required by the applica-

tion, vtREF , is considered in the control scheme, and the angular velocity is adjusted to follow the path correctly, solving both control problems

simultaneously.

F IGURE 2 Calculation of the guiding error.
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In turn, the reference for the angular speed of the traction unit, wREF , is obtained by the RLC to minimize the guiding error and to follow the

path. It receives the guiding error, errgui, from the guiding sensor as input. From this value, it estimates the state of the system, computes the

reward, updates the policy, and proposes the new action to be executed.

There are different options to implement this control scheme. The first alternative is that all the modules can be run in an industrial computer

or program logic controller (PLC) (Figure 4, left). This way the output of the guiding sensor and the encoders are connected to the controller. This

controller generates the pulse width modulation (PWM) signals for the motors. In the second approach, the PI controllers run in motor drives as

they usually provide this speed control feature or have the capacity to implement this function (Figure 4, right). In this topology, the main control-

ler still receives the guiding error, but it generates the speed reference to the motor drives. Normally, the motor drives also provide some interface

to notify the current speed to the main controller in order to let it know the state. The selection of the implementation mode will depend on the

interfaces available to control the motors of the vehicle.

The performance of this control strategy can be formalized by Equations (18–24).

wREF tið Þ¼ fRL errgui ti�1ð Þ,errgui ti�2ð Þ� �
, ð18Þ

vLREF tið Þ¼ vtREF tið Þ�wREF tið Þ �Lh
2

, ð19Þ

vRREF tið Þ¼ vtREF tið ÞþwREF tið Þ �Lh
2

, ð20Þ

errvL tið Þ¼ vLREF tið Þ�vL ti�1ð Þ, ð21Þ

errvR tið Þ¼ vRREF tið Þ�vR ti�1ð Þ, ð22Þ

ML tið Þ¼Kvp �errvL tið ÞþKvI �
ð
errvL tið Þdt, ð23Þ

MR tið Þ¼Kvp �errvR tið ÞþKvI �
ð
errvR tið Þdt ð24Þ

F IGURE 3 Proposed intelligent hybrid control architecture.

F IGURE 4 Implementation of the control on an industrial PC only (left) and with motor drives (right).
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The gains of the PI speed controller have been tuned by trial and error and have been set to Kvp,KvI½ � ¼ 2,0:1½ �. In addition, the desired value of

the longitudinal speed, vtREF , is usually given by the real application according to the expected logistic flow.

4.1 | Reinforcement learning controller

Iterative learning has been widely used to model learning processes (Trojaola et al., 2020). Reinforcement learning is one of these computational

learning approaches. It consists of an environment, an agent, and an interpreter. The agent, taking into consideration the current state of the envi-

ronment st and the previous rewards rt, rt�1,…rt�N½ �, selects the best action at to be carried out. This action produces an effect on the environ-

ment. This fact is observed by the interpreter who gives information about the new state, stþ1, and the reward, rtþ1, of the previous action at, to

the agent, closing the loop. Some authors consider that the interpreter is embedded in either the environment or the agent; anyway, the function

of the interpret is always present (Sierra-García & Santos, 2020b).

The discrete reinforcement learning can be expressed as follows (Sutton & Barto, 2018):

• S is a finite set of states

• A is a finite set of actions

• st is the state at t

• at is the action executed when the agent knows the environment at state st

• rtþ1 is the reward received after action at is executed in the state st.

• stþ1 is the state after action at is executed at state st.

• The environment or world is a Markov process:

MDP¼ < s0,a0,r1,s1,a1,r2,s2,a2…>

• π : S�A! 0,1½ � is the policy; this function calculates the probability of selecting an action a for every pair s,að Þ.
• pass0 ¼Pr stþ1 ¼ s0jst ¼ s^at ¼ af g is the probability that state s changes to s’ with action a

• pπ s0,a0ð Þ is the probability of selecting action a0 at state s0 under policy π

• ras ¼ E rtþ1jst ¼ s^at ¼ af g is the expected one-step reward

• Qπ
s,að Þ is the expected long-term reward.

The general objective of the reinforcement learning algorithm is to find the best policy π� that maximizes Qπ
s,að Þ for every state; formally:

π� ¼ argMAXπ Qπ
s,að Þ

h i
8s� S ð25Þ

To obtain the state of the system, the error, errgui, and its derivate, _errgui, are scaled and then discretized. After this, errD is an integer between

0 and (ne�1), and derrD is also an integer between 0 and (nde�1). There is a bi-univocal correspondence between errgui and errD since each errgui

only matches one errD, and conversely (26–27). In turn, there is a bi-univocal correspondence between _errgui and derrD. These discretized states,

errD and derrD, are linearly combined to obtain the discretized state of the system, st, in a way that ensures the bi-univocal correspondence (28).

errD ¼ INT ne
MIN emax,MAX errgui,emin

� �� ��emin

emax�emin

� �
ð26Þ

derrD ¼ INT nde
MIN demax,MAX _errgui,demin

� �� ��demin

demax�demin

� �
ð27Þ

st ¼ errD �ndeþderrD ð28Þ

Where INT(x) is the maximum integer that is smaller than x, MIN is the minimum, MAX is the maximum, and emin,emax,demin,demax,ne,nde½ � is a
set of parameters to adjust the number of states and the size of each state.

A practical way to illustrate how this state assignment works is to think about a table. The rows of the table are pointed at by errD and the

columns by derrD. If we go through the table from top to bottom, and from left to right, we can assign a unique integer to each cell in the table

using Equation (28). Thus, there exists a bi-univocal correspondence st $ errD,derrDð Þ.
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The reward strategy also considers the guiding error and its derivative. If the AGV performs an action and as a result the vehicle moves closer

to the path, this action is rewarded; otherwise, the action is punished. This can be calculated considering the sign of the derivative of the guiding

error (29).

rt ¼

� e_r rgui errgui >0

� e_r rgui



 


 errgui ¼0⋀ e_r rgui ≠0

demax errgui ¼0⋀ e_r rgui ¼0

e_r rgui errgui < 0

8>>>>>><
>>>>>>:

ð29Þ

The desirable state from the point of view of guiding error is to obtain zero error and to remain stable there. Thus, if the guiding error and the

derivative of this error are zero, this action is rewarded with the maximum value as this action tends to maintain the system in the desired state

(29). However, if the guiding error is zero but its derivative is different from zero, this action is punished as it tends to leave the zero-error state.

There are different options to update the policy and to obtain the long-term expected reward. We have used the summatory of rewards.

Using this update rule, the system is able to remember all previous rewards by accumulating them (30). This update rule has speed up the learning

in other control problems (Sierra-García & Santos, 2020c). But this update rule is only recommended if the reward calculator assigns positive and

negative rewards, as in this case. Positive values are used as rewards and negative ones as punishments. If only positive rewards are used, some

actions may be selected repeatedly and many others could be explored at a lower frequency. The use of punishments (negative rewards) prevents

some actions to be over selected in a natural way.

Qπ
st ,atð Þ ¼Qπ

st ,atð Þ þ rtþ1 ð30Þ

Once the long-expected reward is updated, the next action is obtained considering the long-expected rewards associated to the

current state, st. This action is selected by the ϵ-greedy strategy (Sutton & Barto, 2018). Each control period, a random number is generated; if

the number is below the threshold ϵ, the next action at is randomly generated. In other case, the controller selects the action with biggest

expected reward for the current state, st (31). Then this discrete action at is transformed into a reference for the angular velocity by

Equation (32).

at ¼
argMAX

a � A
Qπ

st ,að Þ
h i

randð Þ≥ ϵ

nact � randð Þ randð Þ< ϵ

8<
: ð31Þ

wREF ¼wrmin
þat wrmax �wrmin

ð Þ=nact ð32Þ

where ϵ is a real number between 0 and 1 that represents the probability to select a random action; nact is the number of actions, and [wrmin
,wrmax ]

is a set of parameters to adjust the size of the discrete actions.

As shown, the equations of the RLC (18–32) have low computational complexity and can be executed in whatever PLC or industrial PC con-

sidering this control cycle. Normally, a control cycle between 10 and 20 ms is used with this type of AGV. In the simulation experiments we have

considered a cycle time of 10 ms.

During the simulation, the sample time, Ts, is varied to reduce the discretization error, with a maximum value set to 5ms. An action is exe-

cuted within a control period, and the reward of this action is evaluated in the next control period. As the maximum sample time of the simulation

is smaller than the control period, the simulation has enough time to react to the action of the controller and to calculate the next state before

the next control period happens.

5 | RESULTS AND DISCUSSION

This intelligent control approach has been tested in simulation with the model of a hybrid AGV with the parameters listed in Table 1. The results

have been obtained using Matlab/Simulink software. Each simulation runs for 100 s, unless the AGV leaves the path and then the simulation is

stopped.

In these industrial vehicles the controller of the guiding error is normally a PID. Thus, the performance of the proposed controller is compared

with a PID regulator that follows Equation (33).
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wREF tið Þ¼Kp �errgui tið ÞþKd � ddterrgui tið ÞþKi �
ð
errgui ð33Þ

where [Kp,Kd,Ki] are the tuning parameters of the PID, that have been obtained by trial and error. Their values are [9:8,1,0:1].

The following KPIs are defined to test the performance of the controller:

MAE¼ 1
Tsim

X
i

errgui tið Þ

 

 �Ts tið Þ ð34Þ

RMSE¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Tsim

X
i

errgui tið Þ2 �Ts tið Þ
s

ð35Þ

ME¼ 1
Tsim

X
i

errgui tið Þ �Ts tið Þ ð36Þ

STD¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Tsim

X
i

errgui tið Þ�ME
 �2 �Ts tið Þ

s
ð37Þ

MAX¼ MAX
ti � Tsim

errgui tið Þ � ð38Þ

Four different paths have been used to validate the controller: an ellipse, a lemniscate, and two closed polylines. Ellipses are useful as they

can be used to approximate closed oval loops that are used in industrial applications. The lemniscate is also interesting as the curving radius

changes along the trajectory and this fact can be used for modelling paths with change of direction. It is not easy to draw curve paths with mag-

netic tapes or another guiding references; it requires some practice. For this reason, it is faster to draw polyline paths; indeed, sometimes they are

used if the technician is not very experienced with curving paths. However, these paths are not smooth and discontinuities are introduced in the

velocity, making easier for the AGV to get out of its guide. The expressions of these trajectories are as follows,

Ellipse:

x tð Þ¼ aeli �cos tð Þ ð39Þ

y tð Þ¼ beli � sin tð Þ ð40Þ

Lemniscate:

x tð Þ¼
ffiffiffi
2

p
�alem � cos tð Þ

1þ sin tð Þ^2 ð41Þ

y tð Þ¼
ffiffiffi
2

p
�alem �cos tð Þ � sin tð Þ

1þ sin tð Þ^2 ð42Þ

Polyline:

x tð Þ¼Pxi�1þ t, i¼1…M,0 > t> Pxi�Pxi�1ð Þ ð43Þ

y tð Þ¼Pyi�Pyi�1

Pxi�Pxi�1
tþPyi�1, i¼1…M,0 > t> Pxi�Pxi�1ð Þ ð44Þ

where aeli and beli are the semi-axis of the ellipse, alem is the width of the lemniscate and Px,Py½ ��ℝ2M is the set of points of the polyline. Due to

the kinematic constraints of the AGV, the path gets harder as aeli, beli, or alem get smaller and smaller. If they are too small, the AGV leaves out the

path. Several simulations have been carried out to find parameters small enough to make the trajectory tracking complex, but not too small to

make it impossible. Finally, these values have been set to [aeli,beli,alem� ¼ 1:4,0:7,2:34½ �.
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Two different polyline trajectories were selected, an 8-sided polygon (octagon) and a 24-sided polygon. The 8-sided polygon has the set of

points

Px,Pyð Þf g¼ 0,0ð Þ, 1:25,0ð Þ, 2:5,1:25ð Þ, 2:5,2:5ð Þ, 1:25,3:75ð Þ, �1:25,3:75ð Þ, �2:5,2:5ð Þ, �2:5,1:25ð Þ, �1:25,0ð Þ, 0,0ð Þf �

whereas the 24-sided polygon is defined by the set of points

Px,Pyð Þf g¼ 0,0ð Þ, 1:25,0ð Þ, 2:5,1:25ð Þ, 3:75,1:25ð Þ, 5,0ð Þ, 6:25,0ð Þ, 7:5,1:25ð Þ, 8:75,1:25ð Þ, 10,0ð Þ, 10,�1:25ð Þ, 8:75,�2:5ð Þ, 7:5,�2:5ð Þ,f

6:25,�1:25ð Þ, 5,�1:25ð Þ, 3:75,�2:5ð Þ, 2:5,�2:5ð Þ, 1:25,�1:25ð Þ, 0,�1:25ð Þ, �1:25,�2:5ð Þ, �2:5,�2:5ð Þ, �3:75,�1:25ð Þ,

�3:75,0ð Þ, �2:5,1:25ð Þ, �1:25,0ð Þ, 0,0ð Þg:

These polygons are shown in Figures 7 and 8.

5.1 | Performance of the controller

In the following experiments, we are going to evaluate the solutions proposed for the two coupled control problems involved in the AGV move-

ment: the path tracking and the longitudinal speed control. The performance of the controller is tested with the four described trajectories: ellipse,

lemniscate, octagon, and 24-sided polygons. The longitudinal reference speed of the AGV, vtREF , is a sinusoidal signal with amplitude 0.35m/s and

average value of 0.35m/s. A maximum speed of 0.7m/s, a common value for this variable in industrial applications with this type of AGV, is

allowed. Indeed, the maximum speed is 1m/s and it is only reached in long straight paths. The results show the performance obtained by the RL

controller once it has learnt to follow the path. Each training episode lasts 100 s or until the AGV goes off the path.

Figures 5-8 show the trajectory described by the traction unit of the AGV (left) and the guiding error (right), when the PID and the RL control-

lers are used. The reference path is represented in blue, the path followed by the AGV when the PID is used in yellow, and the obtained when the

RL is used in red. On the other hand, the guiding error with the PID controller is represented in red, and the guiding error with the RL-based con-

trol is represented in blue.

For the elliptical trajectory, the AGV starts at the top of the ellipse, point (0, 0.7), and moves clockwise. It is possible to observe in Figure 5,

left how the RL line and the reference are almost overlapped and cannot be distinguished in some parts of the trajectory. However, the difference

between the PID line and the reference is noticeable. Therefore, the performance of the RL controller is much better. This can be also seen in the

representation of the error signals (Figure 5, right). The RL error is below 2 cm, but with the PID the error has big peaks up to 8–10 cm. As the

AGV follows the path in clockwise direction, the negative error peaks are bigger than the positive ones.

In the case of a lemniscate trajectory, the path followed by the AGV with the PID and the RL control methods are more similar, and with both

the reference is well followed (Figure 6, left). The error with the RL controller is noisier but with a lower amplitude (Figure 6, right). Even more,

F IGURE 5 Elliptical trajectory (left) and corresponding guiding error (right).
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the mean error with the RL control is around 1 cm and the PID response error is slightly higher. The biggest error with the PID is a large negative

peak around t = 2 s, that happens when the AGV starts moving as the AGV is aligned with the x-axis and it must make an abrupt manoeuvre. This

can be also observed in Figure 6, left, considering that the AGV starts at the top right of the lemniscate, point (2.02, 1.17), moving clockwise, and

the biggest error occurs at that point, at the beginning.

In Figure 7, left, an 8-sided polygon is selected as AGV reference trajectory. The AGV starts at the point (0, 0) and the trajectory is counter

clockwise. Again, the path obtained with the RL controller follows almost perfectly the reference. Regarding the error, the oscillations with the

PID are very noticeable (Figure 7, right). Even more, although both control strategies present peaks in the error signal, the PID response has much

larger error peaks, about 10 cm or even higher. These peaks appear with both controllers because they correspond to the moments when the

AGV passes through the edges of the polygon.

As expected, when the polygon has more sides (Figure 8, left), the trajectory is more difficult to follow, and changes are more abrupt. Thus,

they are more peaks in the error (Figure 8, right). But again, the RL controller makes the AGV to better follow the reference. Thus, the

corresponding error signal is smaller. It is interesting to remark than the peaks seem to be related with the angle between the sides of the polygon,

larger angles produce more abrupt changes in the trajectory and larger peaks in the error signal. In this case the AGV starts at point (0, 0) and the

trajectory is clockwise.

F IGURE 6 Lemniscate trajectory (left) and corresponding guiding error (right).

F IGURE 7 An 8-sided polygon trajectory (left) and corresponding guiding error (right).
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In addition to the graphical results, quantitative results have been obtained. Table 2 shows the RMSE, the MAE, and the standard deviation of

the guiding error for each trajectory and controller. The PID columns represent the KPIs obtained when the PID control is applied and RL columns

when the RL controller is used. The last row indicates the average value of the previous rows. Best results have been boldfaced and the results of

the trajectory with smaller KPIs have been italicized.

From Table 2, we can confirm what we have observed in the previous figures: every KPI is smaller, that is, better, when the RL-based control-

ler is applied. The largest improvement is obtained for the ellipse, where an improvement of an 85% in MAE, an 87% in RMSE, an 87% in STD,

and 82% in MAX is obtained with the intelligent control. The average improvement is again very high, 81% in MAE, 79% in RMSE, 84% in STD,

and 63% in MAX. On the whole, the smallest KPIs are obtained for the lemniscate regardless the controller and the worst error metrics for the

polygonal trajectories. This was expected as these paths are more abrupt and thus more difficult to follow.

The RL tracking controller has also been compared with a PID optimized by genetic algorithms. RMSE has been used as function cost for the

optimization of the PID parameters. The gains of the PID have been tuned for each trajectory. Both control schemes use the same PI speed con-

troller optimized with a genetic algorithm, with gains Kvp,KvI½ � ¼ 2:34,0:1239½ �. The function cost used to optimize the speed controller is the

RMSE of the speed error. As it is possible to see in Table 3, the results obtained with the optimized PID (OPID) have improved regarding the

results of the PID of Table 2; however, RL tracking control still gives a better performance (Tables 2 and 3). Indeed (Table 3), the average MAE,

RMSE and STD is 71%, 70%, and 71% smaller than with the trajectory tracking PID control. Moreover, the RLC average MAX is 48% lower than

the PID's. It is true that the optimized PI speed controller improves slightly the results of the RL in Table 2, but not for all trajectories, thus the

global effect is not very remarkable.

These results allow us to conclude that the RL controller gives a better performance than the PID for these trajectories.

As explained before, the longitudinal target speed follows a sinusoidal profile. To test if this profile is well followed or it is affected by the

type of path, Figure 9 shows the longitudinal speed of the AGV when the RL controller is applied and Figure 10 with the PID. In both cases, it is

noticeable how the sinusoidal profile is accurately followed regardless the type of trajectory. To appreciate the small variations between the tra-

jectories a zoom is necessary. These variations are larger in the case of the RL controller and during the acceleration phases.

F IGURE 8 A 24-sided polygon trajectory (left) and corresponding guiding error (right).

TABLE 2 Comparison of KPIs for different trajectories with both controllers.

Trajectory

MAE RMSE STD MAX

PID RL PID RL PID RL PID RL

Ellipse 2.51 0.37 3.59 0.46 4.58 0.58 11.07 2.02

Le3mniscate 1.06 0.32 1.88 0.43 2.21 0.44 14.98 1.38

8-S Polygon 3.00 0.64 4.22 1.11 5.38 0.89 13.58 8.39

24-S Polygon 3.18 0.48 4.3 0.84 5.19 0.79 13.24 7.57

Average 2.44 0.45 3.50 0.71 4.34 0.68 13.21 4.84
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5.2 | Evolution of the guiding error during the learning

As it has been shown in the previous section, the performance of the RL controller is better than the PID control. Nevertheless, this is not true from the

first episode since the RL controller must learn how to control the AGV. Indeed, it learns by interacting with the system episode by episode, and the guid-

ing error is reduced and tends to converge to a value. Each episode finishes when the simulation time is completed or when the AGV loses the reference.

TABLE 3 Comparison of KPIs for different trajectories. Tracking control PID and PI speed control are optimized by genetic algorithms.

Trajectory

MAE RMSE STD MAX

OPID RL OPID RL OPID RL OPID RL

Ellipse 1.53 0.38 2.15 0.47 2.36 0.47 7.30 1.51

Lemniscate 0.63 0.29 1.14 0.41 1.14 0.41 9.45 2.72

8-S Polygon 1.67 0.51 2.50 0.87 2.50 0.86 7.71 5.43

24-S Polygon 1.85 0.49 2.65 0.83 2.65 0.79 7.71 6.92

Average 1.42 0.41 2.11 0.64 2.16 0.63 8.04 4.14

F IGURE 9 Longitudinal speed when the RL controller is used (left) and a zoom of this figure (right).

F IGURE 10 Longitudinal speed when the PID controller is used (left) and a zoom of this figure (right).
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Figure 11 shows the evolution of the MAE (left) and RMSE (right) while the system is learning. The blue lines represent the value of the KPI

for the ellipse, the red lines for the lemniscate, the pink for the 8-sided polygon, and the black one for the 24-sided polygon trajectories. The

straight lines represent the response with the RL controller and the dashed lines with the PID. As the PID does not learn, the value of the KPI for

this controller is the same for all episodes.

As expected, during the first episodes the KPIs are worse with the RL-based control. However, the error decreases fast and few episodes later

it is already smaller. For the first episodes all the trajectories give a similar error as the AGV loses soon the reference, then the error starts to

decrease until it converges to a value. Interestingly, although the values of the KPI for the lemniscate and the ellipse are quite different when the

PID is applied, the final values and the evolution of the KPIs when using the RL controller are similar. The ellipse and the lemniscate lines con-

verge, more or less, to the same value and the polygons trajectories errors tend also to converge to a similar value.

The ellipse and lemniscate lines experiment a faster learning and converge quicker than for the other trajectories; according to the figures, it takes

around five episodes and about ten episodes for the ellipse and lemniscate trajectories to converge, respectively. It seems that the control law is easier to

learn for smoother paths such as ellipses or lemniscates than for polygons with abrupt changes. Another interesting result is the fact that the MAE con-

verges faster than the RMSE. This may be explained due to the squared term in the RMSE that tends to amplify the small errors more than the MAE.

Hence, these figures confirm the results presented in Table 2. The RL controller gives smaller KPIs than the PID for all the trajectories consid-

ered. The episode when the value of the PID is overpassed depends on the type of trajectory. The AGV RL control learns quicker for the ellipse

trajectory and the slowest one is for the 24-sided polygon.

5.3 | Robustness with changes in friction

In the previous experiments, the friction coefficients have been set to the values of Table 1. In this section, we study the effect of varying these values.

We can distinguish two different frictions, the static friction experimented by each wheel when it rotates, that is called Fsw , and the static friction suf-

fered by the traction head when it rotates, called Fsh (Figure 1). These values mainly depend on the floor characteristics and may change. Among

other factors, the friction can change due to the humidity, dust, and degradation. For instance, dust in suspension that can be accumulated on the

wheel axle or on the axle of the tractor head makes the coefficient of friction increase and thus, more energy is needed to rotate the wheels.

Several simulations have been carried out, increasing the value of the friction coefficients until the AGV leaves the path without finishing one

loop. The coefficient values when this happens have been collected in Table 4. For each simulation, the friction coefficient of both wheels has

been set to the same value, Fsw . The PID columns refer to the values obtained with the PID and RL means that the RL controller is used. The RL

controller is trained during 25 episodes.

In Table 4, it is possible to observe how the values of the RL columns are much bigger than the PID ones, up to 20 times higher. This means

that the RL controller is much more robust against changes in the friction coefficients. Another interesting result is that, in general, the PID is

more sensitive to changes in the friction in the traction unit, but the RL is more sensitive to changes in the friction of the wheels.

Sometimes it can happen that one wheel gets almost stuck and the other one does not, due to dust or small parts that are on the floor. In

these cases, the coefficient of friction of one wheel is larger than the other one. To study this effect, for each trajectory we set Fsw to the 80% of

F IGURE 11 Evolution of MAE (left) and RMSE (right) for different trajectories
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the value given in Table 4, and we then define two new coefficients that will help us adjust which part of this friction is applied to the left wheel,

KswL , and to the right wheel, KswR . Both coefficients are related, and its addition is below 1. The distribution of friction coefficient in each wheel

can be determined by (45).

KswR ¼1�KswL ,FswL ¼KswL �2Fsw ,FswR ¼KswR �2Fsw ð45Þ

For each trajectory, we performed several simulations for different values of KswL , from 0.5 to 1, with a step of 0.05, until the AGV leaves the path.

The distance between 0.5 and the maximum KswL that still keeps the AGV on the path is obtained (Table 5, column DL). The same experiments

were performed for different values of KswR , from 0.5 to 1 with a step of 0.05, until the AGV leaves the path. Results of the distance between 0.5

and the maximum KswR that keeps the AGV on the path is shown in Table 5, column DR. A larger value in Table 5 indicates a better robustness

against unbalance in the wheels due to friction. Therefore, all values in the table must be less or equal to 0.5. This metric is represented by (46).

DL ¼KswL �0:5,DR ¼KswR �0:5 ð46Þ

Overall, it can be drawn that the robustness here defined with respect to friction is better when the RL controller is applied, with the only excep-

tion of the lemniscate trajectory. Moreover, it is important to note that the total Fsw is much larger in the case of RLC as we are applying the 80%

of the value of Table 5. For the lemniscate path, the PID copes much better with the left wheel unbalance, and the RL controller only gets a 60%.

This variation between left and right wheel unbalance with the PID may be explained since initially the AGV has to make a sharp turn to the right.

Thus, it is necessary a much bigger torque in the left wheel, and the corresponding excess in friction of this wheel reduces the effective torque

and complicates the manoeuvre. This is practically the only case where the PID gets a better response, in the rest it is zero or very low, only 0.05.

6 | CONCLUSIONS AND FUTURE WORKS

Pre-defined path industrial AGVs, also known as path-follower industrial AGVs, present two coupled control problems that must be simulta-

neously solved the control of the longitudinal speed and the path tracking. AGVs commonly use a PID controller to adjust the angular velocity to

follow the defined trajectory. This normally works well when paths are smooth and large. However, when the dimensions of the circuit are small

or more sophisticated trajectories are designed, with abrupt changes of direction, the performance of this conventional controller is not so good

and more advanced approaches are needed.

To face these coupled control problems, in this article, we propose a hybrid control scheme that combines RL and traditional linear control-

lers. Conventional PI controllers are used to maintain the desired speed of each wheel. These speeds are calculated to guarantee the longitudinal

TABLE 4 Comparison of friction values that make the AGV leave the path.

Trajectory

Fsh Fsw

PID RL PID RL

Ellipse 0.77 17 1.16 4.27

Lemniscate 0.98 19 0.09 4.75

8-S Polygon 0.49 12 0.6 4.15

24-S Polygon 0.49 17 0.6 2.35

TABLE 5 Comparison of unbalance in the wheel due to friction.

Trajectory

DR DL

PID RL PID RL

Ellipse 0 0.25 0 0.5

Lemniscate 0.5 0.3 0 0.35

8-S polygon 0.05 0.15 0.05 0.5

24-S polygon 0.05 0.5 0.05 0.15

16 of 18 SIERRA-GARCIA AND SANTOS



reference speed demanded by the application and the angular speed requested by the RL controller. Even more, the RLC is able to learn how to

adjust the angular speed to follow the desired path. The RLC feeds the inputs of the PI controllers, this way both control techniques are com-

bined. This hybrid control strategy is applied on a hybrid AGV that is a combination of a tricycle and a differential robot. Based on its kinematics

and dynamics, different challenging trajectories have been tested. Guiding error is used in different metrics to quantify the performance of this

control strategy and to compare it with the PID control. Extensive simulation results show how the performance of the proposed control

approach is much better than the traditional one. Considering all the trajectories, the average improvement provided by the intelligent approach is

81% better regarding the MAE, 79% better with respect to the RMSE, and 84% better in terms of STD.

In addition, quantitative results show that the intelligent RL-based control strategy gives better robustness against changes in the friction

coefficient, even when there is a high unbalance between the wheels. Indeed, the friction value that makes the AGV leave the path is around

20 times higher when the intelligent hybrid control approach is applied. This is an interesting and practical result. Another conclusion is that, as

expected, paths with polygon shapes are more difficult to follow because of the manoeuvrability of the AGV.

Among other possible future works, we may highlight the application of this control architecture to different AGVs such as forklifts and the

definition of new reward strategies. It would be also desirable to implement the controller in the PLC of an AGV prototype.
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