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Abstract

Formalization about expressive interpretations is still considered relevant due to
the complexity of music. Expressive interpretation forms an important aspect of
music, taking into consideration different conventions like genres or styles that a
performance can develop over time.

Modeling the relationship between musical expressions and structural aspects of the
acoustic information requires a minimum probabilistic and statistical foundation for
robustness, validation and reproducibility of computational applications. Therefore,
a cohesive relation and justification about the results is necessary.

This thesis is supported by the theory and applications of discriminative and gen-
erative models within the framework of machine learning and the relationship of
systematic procedures with musicology concepts using data mining.

Results were validated using statistics tests and a non-parametric experimentation
by implementing a set of metrics to measure acoustical and temporal aspects from
audio files to train a discriminative model and improve the synthesis process of a
deep neural model.

This thesis is important for the implementation of a methodology to simplify the
relationship between generative models and musicology. Additionally, the imple-
mented model presents the opportunity for the application of systematic procedures,
automation of transcriptions using music notation, aural skills training for students
in music and improving the implementation of deep neural networks using CPU
instead of GPU due to the advantages of convolutional networks by processing audio
files as vectors or matrix with a sequence of notes.
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1Introduction

1.1 Background

Artificial intelligence (AI) systems are seen as one of the most versatile tools for
optimization problems [9, 21], forecasting [15, 75, 64, 70] and learning meaningful
representations of data [69, 80]. AI has been used through the decades in music to
understand the factors involved in the music composition process by humans and
the improvement of scientific knowledge for the automation of related tasks [79,
41].

The application of AI for solving these tasks becomes suitable due to the complexity
of the concept of music and its interdisciplinary relationship with other fields such
as physics, acoustics, physiology, psychology, sociology and arts [24, 79, 10].

Most approaches in the literature focused on learning meaningful representations
for the data using supervised learning 1 techniques. Many techniques derive from a
set of rules formulated by an expert or statistics models with curated data. These
sets of rules or knowledge learned based on the experience of an expert are valid
from a qualitative stand and limit the scope and implementation of computational
models.

However, this limitation can be avoid using massive amounts of data and great
computational resources for studying the applications of AI in music, but this is not
a workable solution for laboratories and university. This strategy is impractical due
to the excessive cost of assets and continuous hours needed for the learning process
of relevant features and the high data dimensionality of audio samples in the time
domain.

In the research community, there is a tendency to show results supported by the
knowledge of an expert with ambiguous relationships to the data. This thesis aims
to analyze and find expressive descriptors related to the music composition process
with a quantitative method using discriminant features to improve the generation of
synthetic samples.

1Machine learning method with the goal of predict the value of an outcome measure based on several
input measures along with their corresponding target values.
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1.2 Motivation

According to the International Federation of the Phonographic Industry (IFPI), global
streaming revenue has grown by a 42% compound annual growth rate (CAGR) since
2015, compared to the entire recording industry’s 9% CAGR [62]. Previous market
conditions are favorable to the opportunity for the automation of music-related
tasks, such as building information retrieval tools suitable for copyright laws and
international norms related to intellectual property.

The thesis contributes with a comprehensive framework2 to improve the operational
concept of music data for applications related to analysis and synthesis supported
by machine learning methodologies. This framework could improve the teaching
quality and learning process instructed with educational tools [35] for students in
music theory, music notation and aural skills training 3 with improved peer-to-peer
interaction.

Although this research may be limited to music applications, it also opens the
possibility to the implementation and generation of synthetic dataset for medical
disciplines where the problem of unbalanced datasets is present [47] due to the
disproportion of healthy patients and patients with a confirmed diagnosis.

The thesis aims to build a model for a music system capable of analyzing and
synthesizing music recordings using an expressive descriptor 4. The system has
different different preprocessing stages, data transformations and classification
systems using machine learning methodologies. The development of this system
will contribute to understanding meaningful representations of the data for machine
learning applications in music.

1.3 Problem Statement

How to model and validate the performance music style from a composer or musician
using expressive parameters extracted automatically from audio files supported by
music theory?

2Software that is developed and used by developers to build applications.
3Aural training is a skill related to identifying if notes are in tune, rhythm of an interpretation is set

accordingly with the metric of a score.
4Vector array created using signal level features extracted from the audio samples.
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1.4 General System Description

The following system is proposed using a similar architecture to a generative ad-
versarial network as shown below in Figure 1.1. The blue block is focused on the
classification of the genres using a descriptor vector and the yellow block is focused
on validating the descriptor vector using a synthesis model to generate new samples
with similar features. The system was trained using samples from mazurka, prélude,
etude, nocturne, sonata, scherzo, ballade, impromptu and miscellaneous genres.

Fig. 1.1: General system description

1.5 Objectives

1.5.1 General Objective

To build a model for a Music system capable of analyzing music recordings in order
to extract expressive markers 5.

1.5.2 Specific Objectives

• To identify and extract audio features related to expressive audio information.

• To use the extracted audio features to model expressive markers and relate
them to the corresponding music score.

• To test and validate the performance of the model using a pre-existing dataset,
and comparing it with models from the literature.

5Markers in music are notations related to the dynamics used by the composer in the music score.

1.4 General System Description 3



1.6 Scope

• The system will aim to define objective expressive markers quantitatively as
opposed to subjective ones commonly used in literary works. These objec-
tive markers will then not consider the psychological aspects of a musical
interpretation.

• The features extracted at the information retrieval stage are limited to the
timing, dynamics and articulation. The features, are used by the implicit
model.

• The use of samples with a length over 1 minute or more to capture patterns was
limited and restricted. Therefore, one dataset was used for the experimentation,
as opposed to the original task of analyzing five datasets, each containing music
performances using piano and violin as solo instruments.

• In the state of the art, tests were performed using only classical music datasets;
At least one of the datasets will be of classical music interpreted by contempo-
rary artists.

1.7 Limitations

• Due to the nature of the music theory, validation could be necessary of coun-
selling music experts’ revision of any meta-heuristic parameter in the implicit
model to validate the system.

• The system will be focused on classical music using piano and violin instru-
ments without considering ensemble or orchestral musical performances.

• Any meta-heuristic parameter used in the implicit model does not have to be
an unbiased estimator.

4 Chapter 1 Introduction



2Theoretical Framework

2.1 Variable types and terminology

Vectors are denoted by lower case bold letters such as x, and all vectors are assumed
to be column vectors unless the dimensions refer to row vectors. A superscript T
denotes the transpose of a matrix or vector, so that xT will be a row vector. Uppercase
bold letters, such as M(n×o), denote matrices. Dimensions of matrices are added
below its instance using parenthesis to improve readability. The notation (w1, ..., wM )
denotes a row vector with M elements, while the corresponding column vector is
written as w = (w1, ..., wM )T .

The notation [a, b] is used to denote the closed interval from a to b, that is the interval
including the values a and b themselves, while (a, b) denotes the corresponding open
interval, that is the interval excluding a and b. Similarly, [a, b) denotes an interval
that includes a but excludes b.

The M × M identity 1 (or neutral) matrix (also known as the unit matrix) is
denoted IM , which will be abbreviated to I where there is no ambiguity about its
dimensionality. It has elements Iij that equal 1 if i = j and 0 if i ̸= j.

A functional is denoted f [y] where y(x) is some function. The notation g(x) =
O(f(x)) denotes that |f(x)/g(x)| is bounded as x → ∞. For instance if g(x) =
4x2 + 8, then g(x) = O(x2). The expectation of a function f(x, y) with respect
to a random variable x is denoted by Ex[f(x, y)]. In situations where there is no
ambiguity as to which variable is being averaged over, this will be simplified by
omitting the suffix, for instance E[x]. If the distribution of x is conditioned on
another variable z, then the corresponding conditional expectation will be written
Ex[f(x)|z].

Similarly, the variance is denoted var[f(x)], and for vector variables the covariance
is written cov[x, y]. Additionally, N values x1, ..., xN of a D-dimensional vector
x = (x1, ..., xD)T , can be combined into a data matrix X in which the nth row of X
corresponds to the row vector xT

n . Thus the n, i element of X corresponds to the ith

element of the nth observation xn.
1In group theory Americans called the null element the identity element.
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2.1.1 Elements of Algebra

Fundamental concepts in algebra useful to describe musical structures are group,
ring, field, module and vector space [6].

A group G is a nonempty set that follows the properties of associativity and commu-
tatitivity:

(a + b) + c = a + (b + c) (associativity)
a, b ∈ G, a + b = b + a (commutativity)

In a multiplicative way this can be written as:

(a · b) · c = a · (b · c) (associativity)
a, b ∈ G, a · b = b · a (commutativity)

A ring R is a nonempty group that in addition to the previous definitions also follows
the distributive law:

a · (b + c) = a · b + a · c and (b + c) · a = b · a + c · a (distributive law)

Let R be a ring such that (R\{0}, ·) is a group. Then R is called a division ring. if
the division ring follows the commutative property, then is called a field.

A Module is defined as an associative ring within a nonempty set M with a binary
operation + · following these assumptions:

(M, +) is also a commutative group

For every r ∈ R, m ∈ M, there exists an element r · m ∈ M

r · (a + b) = r · a + r · b for every r ∈ R, m ∈ M

r · (s · b) = (r · s) · a for every r, s ∈ R, m ∈ M

(r + s) · a = r · a + s · a for every r, s ∈ R, m ∈ M

These concepts and theorems are described in the literature like the presented in
[6, 60, 45], but some of them are omitted or assumed to be the core of theoretical
frameworks used by researchers.
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2.1.2 Elements of Statistics

The most frequent used statistics in the literature like the presented in [6] are listed
in Table 2.1

Name Definition Feature measured

Empirical distribution
function

Fn(x) = n−1
∑n

i=1 1{xi ≤ x} Portion of obs. <x

Minimum xmin = min{x1, .., xn} Smallest value

Maximum xmax = max{x1, .., xn} Largest value

Range xrange = xmax − xmin Total spread

Sample mean x = n−1 ∑n
i=1 xi Center

Sample median M = inf{x : Fn(x) ≥ 1/2} Center

Sample quantile qα = inf{x : Fn(x) ≥ α} Border of lower
100%

Lower and upper quar-
tile

Q1 = q1/4, Q2 = q3/4 Border of lower 25%
upper 75%

Sample variance s2 = (n − 1)−1 ∑n
i=1(xi − x̄)2 Variability

Sample standard devia-
tion

s = +
√

s2 Variability

Interquartile range IQR = Q2 − Q1 Variability

Sample skewness m3 = n−1 ∑n
i=1[(xi − x̄)/s]3 Asymmetry

Sample kurtosis m4 = n−1 ∑n
i=1[(xi − x̄)/s]4 − 3 Flat / sharp peak

Tab. 2.1: Descriptive statistics

2.1.3 Data representations

The plots used to analyze, compare, and visualize might depend on the metric used
for comparison among multiple audio samples or artist. Among them are line charts,
bar charts, boxplot, timeseries as presented in [37].

Additionally, piano rolls are used for convenience as a quantization technique for the
representation of raw music waveforms [59, 67]. The piano roll itself is presented in
Figure 2.1 as a sequence of notes over time. The Y-axis represents the frequency of
the note 2 over time, where the first character C represents a note and the second
character 4 indicates the octave 3 of the respective note. The X-axis represents the
times 4, where the respective pitch is being played.

2The pitch indicates how high or low the frequency of the note is being played.
3A group of twelve pitch used by the western musical system.
4A beat represents the relative position of the strongest accent or unaccented note.

2.1 Variable types and terminology 7



Fig. 2.1: Pianoroll representation

Since this thesis is limited to working with classical music composed using a piano
or raw monophonic music waveforms, the data can be represented using music
score notation as presented in Figure 2.2, this image is rendered using music21 and
musescore, which are open-source toolkits used in computational musicology.

Fig. 2.2: Score notation representation
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2.1.4 Expressiveness in Music

The communication of expressive content by music can be studied at three different
levels: considering composer message, performer expressive intentions and listener
perceptual experience [17].

In general expressiveness refers both to the means used by the performer to convey
the composer message and to his own contribution to enrich the musical message.
Additionally, Music performance includes all the human activity that lies between
the symbolic score and the music instrument [17].

Other authors prefer the broader term expressive intentions that include emotion,
affections as well as other sensorial and descriptive adjectives or actions. However,
In this thesis the term expressiveness is used to model the relationship of the features
with the score notation. Therefore, the term expressiveness will be associated
with the concept of expressive descriptor, which refers to the signal level features
extracted from music audio samples.

2.1.5 Music Performance

The concept of music performance is associated with the variations a music performer
is doing when he plays. Also this concept is referred by other authors as expressive
parameter.

There are three layers [17]:

• Physical Information: timing or performers movements. This information can
be represented by numbers.

• Symbolic Information: the score, where the notes are represented by symbols
in the common music notation.

• Expressive Information: related to the affective and emotional content of the
music.

Thus, characteristic variations or patterns attributed to a certain artist is considered
as individual style [79].

2.1 Variable types and terminology 9





3State of the Art

3.1 Expressive Music Performance

Expressive music performance refers to a meaningful set of features or data repre-
sentations that convey the most relevant attributes of a music composition over the
variations of the performance of the artist. For the analysis of these sets of features
computational models have been proposed in the literature [29] [78] [77] [79].
The computational models try to describe structure or systematic deviations over the
performance indicated by the notation of the score.

A robust computational model should have two parts or sub modules, one for the
analysis and classification of the most relevant features and another part focused
on the synthesis of these features to produce musical representations such as score
notations or audio samples.

Most computational models to analyze expressiveness in music are supported by
a supervised set of rules proposed by an expert in musicology. Other computa-
tional models are supported by data mining techniques using multiple recordings or
compositions by one or different musicians.

3.2 Computational Models to Analyze Music
Performance

There are different approaches based on supervised and unsupervised 1 learning
techniques used for the implementation of computational models capable to analyze
relevant features in music performances. The computational models used for the
analysis are focused on learning ways to represent the data, and can be grouped in
the following paradigms:

• Linear basis model (LBM).

1Machine learning methodology with the goal of finding relationship in data when there are not
targets labels or ground truth baseline.
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A linear basis modelling framework (LBM) uses a linear dependency between
a set of numeric descriptors and the musical score as proposed by M. Grachten
and G. Widmer [29]. Therefore, this a supervised learning approach. This
model is focused on the dynamic markers of the musical score. The authors
define a musical score as an ensemble of sequences as shown in the Figure 3.1
[29]. The musical score has some explicit information that can be split into
simple functions like the p and f markers which are modeled using a weighted
function for representing the structure of the performance.

Fig. 3.1: Example of basis functions using the LBM [29].

The parameters for modeling the music performance are classified as constant,
impulsive, and gradual. Depending on the timing of the annotation marker,
these parameters are represented using a step function, impulse or a ramp plus
a step function in the respective order [29].

As the authors suggest: “The central idea behind LBM is that it provides a
way to determine the optimal influence of each parameter using a set of basis
functions, in the approximation of the target” [29]. Being the target, the
function that holds a relationship between dynamic markings of the musical
score and the music performance.

• Nonlinear basis model (NBM).

A nonlinear basis model (NBM) uses an unsupervised learning approach to
infer useful representations analyzing the data over time, in other words the
model does not have a baseline to make decisions, so it needs to learn about

12 Chapter 3 State of the Art



it using the data. The nonlinear model proposed in [10] uses a multiple feed
forward neural network (FFNN).

Evaluating the model can be done using a variance-based sensitivity analysis as
proposed by [10] to consider the effects of each of the different basis functions
for modelling the performance. This evaluation can be used to understand
in a qualitative way the relationship between the dynamic markings and the
performance in music [24].

• Deep learning models.

In [28] a review about deep learning techniques for audio feature extraction is
listed. Authors apply a note centric approach to have a flexible time analysis
of the pitch and the relatives notes to the centered. Authors proposed to use a
principal component analysis to reduce the data dimensionality and limit the
usage of computational resources.

Also in [28] feature extraction techniques are used to retrieve the meaningful
information as an image, this is done to exploit the power of image representa-
tions by deep learning models in the literature.

In [77] an algorithm is proposed to analyze the melody using a set of rules
that describe and predict local timing, dynamics, and articulations related to
the notes being played by the performer. The algorithm provides a relationship
between the context and the set of notes. But authors use a psychological
perspective in order to find a feasible and practical model, referring to it as a
problem of finding partial descriptive models.

Referring to the timing, the algorithm considered in [77] uses the inter onset
interval (IOI). The length between two consecutive notes which is relative to
the tempo used by the performance. To analyze the performer style, authors
use the loudness level of the MIDI and articulation by the performer as a set of
weighted functions formulated using the musical notes as a dictionary.

3.3 Clustering Techniques

Clustering might be a standard procedure for exploratory analysis using the music
features that are more relevant, where objects in the same cluster are as similar
as possible and objects in different clusters are as dissimilar as possible. The only
caveat is that objects grouped in the same cluster might be different to the one’s
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represented by the actual music label. Therefore, the clusters provide a means for
generalizing over the data and their features only.

3.3.1 K means clustering

This is an unsupervised hard clustering method which assigns the n data objects
o1, ..., on to a predefined number of exactly k clusters C1, ..., Ck. Initial clusters
are iteratively reorganized by assigning each data point to its closest centroid and
recalculating the cluster centroids until there are no further changes 2, which means
a similarity measure is need for comparing the data points [12, 8]. The optimizing
criteria in the clustering process is the sum of squared error E between the objects
in the clusters and their respective centroids cen1, ..., cenk as follows:

E =
k∑

i=1

∑
o∈Ci

d(o, ceni)2 (3.1)

(a) Setting centroids in space (b) Clustering data points

Fig. 3.2: K means clustering

3.3.2 Agglomerative clustering

This is a hierarchical clustering technique that creates a dendrogram, which is a tree
structure containing k clusters or sets of partitions between 1 and n, where n is the
number of data points or features to cluster [46, 16]. Thus, each point or feature
begins as its own cluster and progressively join two closest clusters using a threshold
distance to reduce the number of clusters by 1 until k = 1 3.

2Charts are generated using Scikit-learn [61] library and a random generator with Numpy library.
3Charts are generated using Scikit-learn [61] library and a random generator with Numpy library.
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(a) Adding new instance to clusters (b) Clustering new points

Fig. 3.3: Agglomerative clustering

3.4 Classification Methodologies

Expressive descriptors describe meaningful relationships for the musical data from a
genre or an artist, but once the selection of these features is completed, it is a task
for classification algorithms to test their utility for real world applications.

3.4.1 Linear discriminant analysis (LDA)

The LDA is a dimensionality reduction technique that transform a series of features
into a lower dimensional space by maximizing the ratio of separability or distance
between different classes using the mean of a class regarding the other classes and
minimizing the variance of a class [71].

Previous description can be summarized in general if the original data represented
as a matrix (X ∈ RN×M ) is reduced by projecting it onto a lower dimensional space
of LDA (Vk ∈ RM×k) using the following equation:

Y = XVk (3.2)

3.4.2 K-nearest neighbor (KNN)

Nearest neighbor classifiers use a set of observation in the training set T closest in
input space to x samples to form Ŷ , which is the prediction or the expected result
for a classification. The algorithm uses a similarity metric to measure the closer
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members, which are defined as K groups [27]. After the selection of these K groups,
the algorithms start a majority voting among all the k points within a group until a
validation criteria is reached like the example presented in Figure 4 3.4 [42] . Ŷ is
defined as follows:

Ŷ (x) = 1
k

∑
xi∈Nk(x)

yi (3.3)

(a) New point added for testing (b) point assigned to class

Fig. 3.4: K-nearest neighbor classifier

3.4.3 Support vector machines (SVM)

Support Vector Machine is a machine learning technique used for classification and
regression. Support Vector Machine is based on supervised learning, which classifies
points to one of two disjoint half-spaces [34]. It uses nonlinear mapping to convert
the original data into higher dimension space [18]. Its objective is to construct a
function, which will correctly predict the classes or groups to which the new point
belongs. Using an appropriate nonlinear mapping, two data sets can always be
divided by an hyperplane. Hyperplanes separate the tuples of one class from another
and define a decision boundary [2].

(a) Linear separable classes case (b) Nonlinear separable classes case

Fig. 3.5: Support vector machines

4Charts are generated using Scikit-learn [61] library and a random generator with Numpy library.
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3.4.4 Decision Tree (DT)

This technique uses a set of rectangles to partition the feature space and then fit a
simple model with the most frequent labels in it. Given a training set S with data
attributes set A = {a1, a2, ..., an} and a nominal target attribute y from an unknown
fixed distribution D over the labeled instance space. A decision tree DT follows
the goal to classify labels with a minimal error or misclassification rate over the
distribution D [40, 66].

ϵ(DT (S), D) =
∑

<x,y>∈U

D(x, y) · L(y, DT (S)(x)) (3.4)

where L(y, DT (S)(x)) is the zero one loss function defined as:

L(y, DT (S)(x)) =
{

0 if y = DT (S)(x)
1 if y ̸= DT (S)(x)

(3.5)

A decision tree example for the classification of the iris dataset is available in [31]
and the visual representation can be found in Scikit-learn [61] documentation and
is shown in figure 3.6.

Fig. 3.6: Decision tree using iris dataset
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3.4.5 Artificial Neural Networks (ANN)

Artificial neural networks tend to mimic the way humans learn by heart. Otherwise
by learning from examples, which means that in order to make predictions or
classifications, the ANN should be trained using examples. One of the most popular
implementation is the feed-forward neural network, also known as the multilayer
perceptron [7].

Neural networks use basis functions that are based on linear combinations of fixed
nonlinear basis functions, so that each basis function is itself a nonlinear function of
a linear combination of the inputs, where the coefficients in the linear combination
are adaptive parameters. Because they can be adjusted during training.

Fig. 3.7: The Perceptron

Previous statement can be observed in the equation 3.6 where ŷ is the output, and g

is the non linearity or activation function. the other part of the equation represents
the linear combination of inputs.

Ŷ (x) = g(
m∑

i=1
xiwi) (3.6)

This model is used in the literature for information retrieval tasks, onset detection
[43] or genre classification as the application in [23] using a database of popular
songs listened in Colombia with similar acoustical features within the Merengue,
Salsa and Vallenato genres.
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3.4.6 Convolutional Neural Networks (CNN)

Convolutional Neural Networks take advantage that the input consists of images
and they reduce the architecture size in comparison to an ANN [44]. The layers of a
CNN have neurons arranged in 3 dimensions: width, height, and depth (refers to the
color channel in an image). The neurons in a layer will only be connected to a small
region of the layer, instead of all of the neurons in a fully-connected manner. The
output of a CNN is a single vector representing the classes or categories predicted or
classified.

Convolutional neural networks are invariant to certain transformation performed
over the data (images) used as input, making them really useful for classifying or
predicting new data or observations outside of the ones used in the training process.
CNN uses three mechanisms: local receptive fields, weight sharing, and subsampling
[7]. In the convolutional layer the units are organized into planes, each of which is
called a feature map.

Fig. 3.8: Convolutional network representation

Units in a feature map take inputs only from a small subregion of the image, and all
of the units in a feature map are constrained to share the same weight values. Thus
each unit becomes a feature detection map for the same input at different locations.
By applying shifting over the inputs and feature maps the CNN learns how to deal
with translations and distortions.

This model can be used for prediction [11] and the classification of genres such as
traditional western, Latin music and African music collections [14].
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3.5 Modeling with Expressiveness

Understanding the concept of expressiveness in music and music performance should
be clear up to this point, but some might think of the word "emotion" to explain
that a piece composed with a slow tempo might sound sad. The variation from the
typical performance constitutes expressiveness, regardless of its emotion. Different
strategies were present in this chapter for building computational models and
techniques to find structural parameters using clustering techniques or classification
methodologies.

Models are employed to evidence and abstract some relations that can be hypothe-
sized, discarding details that are felt to be not relevant to what is being observed
and described. Models can be used to predict the behavior in a certain condition
and compare these results with observations. In this sense, they serve to generalize
the findings and have both a descriptive and predictive value [17].

Most significantly, linear basis models, limited by the knowledge of an expert to
formulate a set of functions to model the structure of the performance and nonlinear
basis models infer useful representations over time but lack a meaningful way
to showcase the relationship of the model build with the expressiveness of the
performance. Additional resources defined a set of techniques supported by machine
learning methodologies as deep learning models. This model might have similar
pitfalls as the nonlinear models, but one advantage over the nonlinear models comes
from exploiting the power of image representations.

Method Utility

LBM Rule based approach supported by an expert knowledge

NBM Inference of relationships between score and features

Kmeans clustering
Inference of relationships among data to find similarities

Agglomerative
clustering

LDA Classification of a set of data points or features

KNN Classification and requires a similarity metric

SVM Classification and requires large data representations

DT
Classification of a set of data points or featuresANN

CNN

Tab. 3.1: Literature summary
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In summary, the limitations of the computational models in the state of the art
showcase an opportunity to build and develop computational models supported
by machine learning methodologies as long as the relationship with the expressive
descriptors is clear using systematic validations and studying the relation between
performance and operational variables by using a system capable of analyzing and
synthesizing music recordings.
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4Research Methodology

4.1 General Description

The proposed system shown in the Figure 4.1 is organized using different blocks.
The first block is the unit for the Data Processing and the Data Augmentation. This
unit is built on top of pyAudio [25] and Librosa [48]. This unit has the task of
performing the feature extraction and selection of useful data representations that
could potentially capture useful information over the music samples.

The next block is the Analysis Model, which has the task of testing the usefulness
of the previous features by classifying them into groups. This block uses different
algorithms like K-means and agglomerative clustering, which can be grouped as
linear models. In addition to those algorithms, the Analysis Model uses SVM, DT,
and ANN, which can be grouped as Non-linear models.

Fig. 4.1: General diagram of the system implemented for the analysis and synthesis of
music samples

The next unit is the Analysis Model Validation, which task is to validate the results
coming from the Analysis Model. The block unit uses cross validation accuracy and
the Cohen’s kappa coefficient. The silhouette coefficient [72] also was implemented,
but its usage only makes sense when using unlabeled data. The silhouette is used to
select the optimal number of cluster based on a metric of dissimilarity among the
groups of features.
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Last, but not least is the Synthesis Model, which uses the raw data and the features
transformations with the representative information of the music to generate new
music with a similar style. The synthesis model uses a Deep Neural Network built
with Dilated Convolutional networks for the learning process. Other modules are
subproducts or subtasks of the previous modules described above.

4.2 Databases

4.2.1 Data Acquisition

For the data acquisition stage, several resources were taken into consideration like
the databases from the International Symposium on Methodologies for Intelligent
Systems (ISMIS) and the International Conference on Music Information Retrieval
(ISMIR), but since the length of multiple music datafiles are short, the decision to
collect the data from an streaming service was taken. The streaming service that
allows downloading the raw music data is Apple Music using a paid subscription.

The databases have been used by other researchers for the task of music correspon-
dences with score notation and piece identification, which means that they have
been through a curation and labeling process by an expert. The databases selected
are mainly focused on classical music.

Database 1

Considering the different variations and different genres within classical music, the
Magaloff corpus was selected. This dataset comprises performances of virtually the
complete Chopin piano works, as played by the Russian-Georgian pianist Nikita
Magaloff (1912-1992). The music was performed in a series of concerts in Vienna,
Austria, in 1989, on a Bösendorfer SE computer-controlled grand piano [51] that
recorded the performances onto a computer hard disk. The recorded data contains
highly precise measurements of the times any keys and pedals were pressed and
released, and the intensity with which they were pressed. The data set consists of 9
genres, 158 pieces, adding up to over 320.000 performed notes, almost 10 hours of
music.

The Magaloff corpus is an unbalanced genre collection dataset of 9 genres shown in
Figure 4.2. formed with songs all being encoded in mp3 format. The frequency and
bitrate of these files are 44.100 Hz and 16 bps respectively. The Magaloff dataset
has a minimum metadata file with the year of publication and genre associated to
the audio sample file.

24 Chapter 4 Research Methodology



Fig. 4.2: Count of audio sample per genre using the Magaloff Dataset

Database 2

This database takes into consideration modal variations and it had been used for
musical score sheet notation and music alignment. The dataset can be found as
Multimodal Sheet Music Dataset [19], which comprises 479 precisely annotated
solo piano pieces by 53 composers, for a total of 1,129 pages of music and about 15
hours of aligned audio. Additionally, the music records were synthesized by doing
renditions from these scores. The database also uses nearly the complete solo piano
works by Frederic Chopin and commercial recordings by famous concert pianists.

Database 3

This database is composed of about 200 hours of piano performances captured
with fine alignment (≈ 3 ms) between note labels and audio waveforms. It is
hosted by TensorFlow in partnered with organizers of the International Piano-e-
Competition. The dataset can be found as the MAESTRO [32] (MIDI and Audio
Edited for Synchronous Tracks and Organization).

Database 4

This is a collection of 330 freely-licensed classical music recordings called MusicNet
licensed under public domain with over 1 million annotated labels indicating the
precise time of each note in every recording, instrument, and the note position in the
metrical structure of the composition. The labels are acquired from musical scores
aligned to recordings by using dynamic time warping. The labels are verified by
trained musicians with a labeling error rate of 4% estimated. The MusicNet labels
are offered to the machine learning and music communities as a resource for training
models and a common benchmark for comparing results.
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Database 5

This database consists of classical piano midi files hosted on the kaggle website,
which is known for different public and private competitions, the dataset contains
compositions of 19 famous composers and a total of 295 files.

4.3 Signal Processing and Data Augmentation

4.3.1 Feature Extraction

The frequency and bitrate of music files often are 44.100 Hz and 16 bps respectively
to save the quality and replicate it seamlessly over different devices. Since the
system should have an objective methodology to analyze the music performance,
some transformations to extract signal level features were tested. This decision was
made to check the best transformations for working on classical music and due to the
limitations of modeling music files as a time sequences, which represents a highly
computational cost. Therefore, the system should have a way to represent the data
in an efficient and meaningful manner.

4.3.1.1 Zero crossing rate

The zero-crossing rate as shown in equation 4.1 indicates the frequency of signal
amplitude sign change [5] where the k denotes the discrete time index. The time
interval between successive time indices is defined by the inverse sampling frequency
1/fs. The signal is segmented into frames x[, k] of length k. The signum function
sgn() yields 1 for positive arguments and 0 for negative arguments. The zero-
crossing rate [54] is a rough measure of the noisiness and the high frequency content
of the signal.

tzcr[λ] = 1
2(K − 1) =

K−1∑
k=1

∣∣∣∣sgn(x[λ, k]) − sgn(x[λ, k − 1])
∣∣∣∣ (4.1)

4.3.1.2 Spectral contrast

The spectral contrast describes the ratio between the magnitudes of the peaks and
the valleys within sub-bands of the frequency spectrum [3, 50] as shown in Equation
4.2.
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tsc[λ] = log(
1

αN

∑αN
i=1 xk,i

1
αN

∑αNxk,N−i+1
i=1

) (4.2)

where N is the total number in K−th sub-band, k[1, 6] this correspond to a frequency
domain division into six Octave-scale sub-bands. The strong spectral peaks roughly
correspond with harmonic components, while non-harmonic components, or noises
often appear at spectral valleys [38].

4.3.1.3 Spectral centroid

The spectral centroid determines the frequency bin around which the highest amount
of spectral energy is concentrated [54]. It is defined as the center of gravity of the
magnitude spectrum as shown in equation 4.3.

tcent[λ] =
∑M/2

µ=0 µ
∣∣X[λ, µ]

∣∣∑M/2
µ=0

∣∣X[λ, µ]
∣∣ (4.3)

Where the µ denotes the discrete frequency index. Additionally, for symmetry
reasons, the summations range from 0 to M/2 only, this is a constraint for the
Nyquist theorem. Lower values correspond to dull sounds, whereas higher values
denote brighter sounds.

4.3.1.4 Tonal centroid features

It is a planar representation of pitch relations modelled by small distances on the
plane [30]. The information is processed as a finite matrix representation with a
twelve different pitch classes. The six dimensional tonal centroid vector, ζn, for time
frame n is given by the multiplication of the chroma vector, c, and a transformation
matrix Φ as shown in equation 4.4.

ζn(d) = 1
||Cn||

11∑
l=0

Φ(d, l)cn(l) 0≤d≤5
0≤l≤11 (4.4)

where l is the chroma vector pitch class index and d denotes which of the six
dimensions of ζn is being evaluated. The transformation matrix Φ represents the six
dimensional space. This transformation can be useful for chord recognition.
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4.3.2 Feature Selection

The first step of the feature selection procedure is finding audio features containing
discriminating information. The second step consists in finding an optimal sample
window for the training and synthesis model; for that reason the criteria selected
was finding the base note of each individual sequence for any audio sample. The
base note is used as reference for getting the optimal length of samples to learn
structural patterns in the music composition process.

4.3.2.1 Time Dimension

Although data sampling does not consider any high-level knowledge about music
structure, in the literature, often an interval of 30s [74, 49] is analyzed. This number
might be associated to legal issues, because in some countries audio excerpts of
30s length could be freely distributed. Three short-term windowing (framing) were
tested to find an optimal length for working with classical music files.

Non-overlapping frames were sampled with an offset of 2 seconds to limit the
presence of silence or amplitudes close to zero. The first sample window was set
to 5 seconds, but it was not feasible to identify the base note. The second sample
window was set to 9 seconds, it was feasible identifying the base note. The third
sample window was 30 seconds, but performing Fourier analysis requires a high
computational cost in comparison to the previous sample window.

For each individual feature, the distribution of the data is described. Additionally, the
data distribution of the raw features and the normalized features are compared to
observe the influence of the scaling process over the unsupervised learning approach.
The previous comparison is done to analyze the changes over the audio features.
Additionally, the previous step has to be performed for the validation purpose of the
modelling process using machine learning.

4.3.2.2 Feature Dimension

Thus, for the purpose of dimensional reduction, saving storage requirements, com-
puting costs and increase the class separability of the genres in the datasets; the
transformations described in 4.3.1 were applied over the 30s frame sequences. This
process also provides a way to working with audio samples with different lengths by
using as much segments of frames as possible. At the same time using the selected
transformations over a sequence of frames guarantees using interpretable music
features, even after the dimensional reduction.

28 Chapter 4 Research Methodology



Finally, the estimation of statistics was performed to increase the classification quality
of the analysis model [52, 39]. As a result of testing different transformations and
statistics aggregation [55]; these combination of parameters (feature transformations
and statistics) were selected in this methodology. These are the ones that result in
better accuracy for the analysis models using audio samples from classical music.
The complete workflow is described in section 4.3 and is shown in figure 4.3.

Fig. 4.3: Data processing workflow

4.4 Data Analysis over Music Parameters

The implementation of different models was tested consequently to assert the
premise that machine learning algorithms or computational models can learn mean-
ingful representations and data structural patterns. Using the previous array of
features from the music files using the dataset described in section 4.2.1, some
machine learning models were trained and tested most significantly to validate the
utility of the suggested features as representative to contain meaningful content for
classification tasks.

The metric used for the evaluation of the models was the Cohen’s kappa coeffi-
cient [13], which expresses the level of agreement between two annotators on a
classification problem. The metric is defined as:

k = (po − pe)
(1 − pe) (4.5)

where po is the empirical probability of agreement on the label assigned to any
sample (the observed agreement ratio), and pe is the expected agreement when both
annotators assign labels randomly. pe is estimated using a per-annotator empirical
prior over the class labels [4].
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4.4.1 Linear Models for Classification

Clustering was performed using K-means and hierarchical agglomerative, both
algorithms were validated considering different partitions (k[2,10]). The APP metric
described in equation 4.7 was used instead of F-measure as external evaluation
metric for measuring the effectiveness of the algorithms [12]. This is a simple
version based on [76] considering C = {C1, ..., Ck} as the correct objects in a group;
A = {A1, ...., Ak} as alternative objects in a group to analyze the effect of the
alternatives over the correct objects in a cluster as shown in the equation 4.6 was
implemented:

APP (Ci) = C

A + 1 (4.6)

Which has the following constraints:

• If APP < 1, thus the proportion of A objects is bigger than C in the cluster. by
a 0.5 proportion.

• If APP = 1, thus the proportion of A is 0.5 the proportion of C in the cluster.
• If APP > 1, thus the proportion of A objects is lesser than C in the cluster.

In order to consider the effect of the k groups over the objects a scaling process
is applied over the previous equation alternative as shown in 4.7. This metric is
similar to the precision, but without minimizing the effects of the correct objects in
a group.

APP (Ci, k) =
k∑
i

APP (Ci)
k

(4.7)

However, the results presented in this section are limited to consider the metadata
of the different genres as the baseline for the clustering process. Thus, results for
the linear models are presented in figure 4.4. The accuracy and the Cohen’s kappa
coefficient were used to evaluate the classification of the models as presented in
table 4.1. By comparison the agglomerative clustering algorithm is overestimating
the genres with more audio samples in the training process and the k-means is
compensating this effect by identifying correctly in testing more genres.

Algorithm Avg. Accuracy Cohen’s Kappa 1

K-means clustering 0.212 0.124
Agglomerative clustering 0.127 0.018
Decision trees 0.702 0.649
Support vector machine 0.642 0.580
Artificial neural network 0.703 0.646

Tab. 4.1: Analysis models classification score

1A kappa greater than 0.5 means that the models are capable to perform a classification better than a
random classifier.
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(a) k-means clustering classification score

(b) Agglomerative clustering classification score

Fig. 4.4: Linear models for classification

4.4.2 Non Linear Models for Classification

The models selected for this subsection were the decision trees, support vector
machines and artificial neural networks as described in subsection 3.4. Results in
table 4.1 suggests that non linear models can use the selected features accordingly
to the Cohen’s kappa coefficient 2. As a consequent, the analysis models might be
used for the validation of the results of the synthesis model.

2A kappa greater than 0.5 means that the models are capable to perform a classification better than a
random classifier.
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(a) decision tree classification score

(b) support vector machine classification score

Fig. 4.5: Non-linear models for classification
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Additionally, the features that follow the Independence and Identity Distribution
(IID) assumptions are shown in table 4.2 for the validation purpose of modelling
data using machine learning approaches.

Feature Independence Identity Normalized
Zero crossing rate True True True
Spectral contrast True True True
Spectral centroid True True True
Tonal centroid features True False True

Tab. 4.2: Independece and Idendentity test

For the implementation of the decision tree the Gini impurity was used as the
information criteria for measuring the quality of a split. The minimum number
of samples required to be at a leaf node was set to 1 and the minimum number
of samples required to split an internal node was set to 2. The artificial neural
network architecture is shown in table 4.3. These hyperparameters are set based on
a exhaustive search considering 150 as the maximum number of iterations and a
tolerance of 0.001.

Layer Shape Note
Dense Layer 1024 Relu activation
Dropout 1024 0.3%
Dense Layer 64 Relu activation
Dropout 64 0.1%

Tab. 4.3: Artificial neural network architecture

(a) Artificial neural network classification score

Fig. 4.6: Non-linear models for classification
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4.5 Validation

Regarding the implementation of the previous models for the analysis, results
summarized in table 4.1 are calculated using cross validation accuracy and the
Cohen’s kappa coefficient. Results for the training are within a similar range with a
variation of 5% for the linear models and 1% for the non-linear models, therefore,
results for the training process of each model has been omitted. The feature vector
obtained in the data processing workflow (figure 4.3) is used for training the analysis
model using a split 3 considering the 20% for testing.

The cross validation [63] is implemented to deal with the issues of getting favorable
classifications by randomly selecting a particular pair of training and validation
sets. When using cross validation a test should be held out for a final evaluation
(classification), but the validation set is no longer needed when doing cross validation.
A basic implementation is shown in figure 4.7 called k-fold cross validation, where
the training set is split into k smaller sets. The resulting model is validated on the
remaining part of the data (shown in yellow folds) computing a performance metric
such as accuracy. The performance measure reported by k-fold cross-validation is
then the average of the values computed in each of the splitting (k-1 Training).

Fig. 4.7: Cross validation process

3The 80% of the data is used for training.
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4.5.1 Data Synthesis

The synthesis model is based on the proposed in [56] named WaveNet, an audio
generative model which subsequently is based on the PixelCNN architecture [57,
58]. This model learns the conditional probability distribution of the raw audio
waveforms using convolutional neural networks, where the prediction of the model
at timestamp t cannot depend of any of the future timestamp. For the previous
reason this convolutional networks are called causal convolutions. The stack of a
causal convolution is shown in Figure 4.8.

Fig. 4.8: Causal Convolution stack

The model implements residual layers 4 5 [33] and skip connections to increase
the convergence speed and propagate signals more directly to the network. The
activation unit is described as:

z = tanh(Wf,k ∗ x) ⊙ σ(Wg,k ∗ x) (4.8)

where ∗ denotes a convolution operator, ⊙ denotes an element-wise mutiplication
operator, σ is the sigmoid function, k is the layer index, f and g are the filter and
gate, respectively. W is the learnable convolution filter.

Considering the implementation of the PixelCNN used for the synthesis of images,
the equivalent of a causal convolution is a masked convolution [57] which can be
implemented by doing an element wise multiplication over the mask tensor with

4residuals layers are used to address the degradation problem due to the vanishing gradients in the
learning process of deep network models.

5residual blocks are represented by dots in the causal convolution stack.
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(a) Residual block (b) Residual layer

Fig. 4.9: Residual block architecture used in WaveNet [56]

the convolution kernel. A similar implementation for 1-D data or sequences is
accomplished by shifting the output of a normal convolution by a few timesteps. The
process of the causal convolution is shown in Figure 4.10.

Consequently, operations like shifting or applying casual convolution over a matrix
representation of a time series like a pianoroll could be implemented using machines
with a general purpose CPU. Therefore, the performance for training a model with
these architecture would be similar to using a machine with an specific GPU.
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(a) Causal Convolution dilation 1 over first layer

(b) Causal convolution dilation 2 over second layer

(c) Causal convolution dilation 4 over third layer

(d) Causal convolution dilation 8 output

Fig. 4.10: Causal convolution process
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Because models with causal convolutions do not have recurrent connections, they
are typically faster to train than recurrent neural networks (RNNs) also used to
model long term relationships on sequences.

A dilated convolution effectively allows the network to operate on a coarser 6 scale
than with a normal convolution. This is similar to pooling or strided convolutions,
but here the output has the same size as the input. As a special case, dilated
convolution with dilation 1 yields the standard convolution [56].

Raw audio is typically stored as a sequence of 16-bit integer values (one per timestep),
a softmax layer would need to output 65,536 probabilities per timestep to model
all possible values. To make the task more tractable, authors first apply a µ-law
companding transformation [36] to the data, and then quantize it to 256 possible
values using equation 4.9:

f(xt) = sign(xt)
ln(1 + µ|xt|)

ln(1 + µ) (4.9)

The conditional probability of the samples is modelled using softmax activations
functions. the softmax function generates an embedding representing the probability
associated to a note. The preference for this function over others is because a
categorical distribution is more flexible and can easily model arbitrary distributions
while making no assumptions about their shape [56].

The synthesis model architecture implemented is shown in Figure 4.11a. Since this
is a deep neural network some of the building blocks have been summarized to
fit in one page, but the internal architecture of these blocks is described in Figure
4.11b. The term filter is used to describe the dimensionality of the output space of
the convolution. Additionally, the model architecture for the convolutional layers
is restricted to kernel sizes equals to 2, strides equals to 1, paddings set to valid as
implemented using keras framework and dilatation rates are equal to 2 by the power
of the layer index.

A similar diagram can be generate using TensorFlow [1] and Graphviz [22], but
the first one does not compress some of the layer architectures while keeping the
metadata visible. For example, the stacked convolutions with increments by 2 and
other parameters of the architecture making it difficult to fit in one page.

6Coarser refers to work using a smaller sets of samples or sub-samples in the context of the training
process.
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(a) model summary (b) model architecture

Fig. 4.11: Synthesis model
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The model architecture as described in the chapter did not work as expected. In
fact, the generated audio files were not as fluid as the rendered editions or even
audible sounds sometimes. Therefore, the addition of other preprocessing and post
processing blocks were implemented.

The pre-processing stage to transform an audio file with extension type wav to a
midi is performed using Melodia toolkit [67]. The post-processing is performed
using the timidity toolkit [73].

Additionally the model implemented in this thesis, is powered by the music21 7

toolkit library [53] to parse the synthetic samples using midi or wav audio files
extension to score notation as shown in figure 4.13.

Fig. 4.12: Pre-processing and Post-processing Additional Blocks

Fig. 4.13: Score Notation Synthetic Sample

7library developed by the MIT for computer aided musicology.
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4.5.2 Design and Analysis of Experiments

Regarding the synthetic samples, the following experimentation as shown in table 4.4
was performed to test if the most relevant attributes (section 4.3.1) are present;

RGk OC XM OM

RGk+1 OC XM OM
...

...
...

...
RGk+n OC XM OM

Tab. 4.4: Design of Experiments

Where the R (random assignment), G (sample groups), O (measurement), X

(experimental condition) follow the symbolic convention used in [65], where k

represents the synthetic sample generated for a genre. n represents the total number
of genres. OC represents the classification labeled assigned to synthetic sample using
the classifier from the analysis model. XM represents a transformation of the audio
waveform to a midi file to measure in a modality the presence of expressiveness.
Finally, OM represents the measurement of some variables (pitch, step and duration
of the notes) for external validation.

Experimentation workflow:

• Select one of the datasets available.

• Generate 5 audio samples for each group (genre) in the dataset.

• Generate a Feature Vector (Signal Transformation) for each sample.

Experiment Conditions:

• Seeds for the synthesis are randomly assigned.

• Model architecture remains static.

• Synthesis process is performed using a pre-trained model using the original
data for each group (genre).

• Training for each group (genre) has been executed 5 times using random seeds
as start sequence.

– Framing is performed using a slice window of 30s and offset set to 2s.
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For this experimentation the dataset 1 defined in section 4.2 was selected because
it was the only one with audio files with longer length between 1 minutes and 5
minutes. The decision tree model was selected for the test considering the Cohen’s
kappa coefficient results in table 4.1. Results of the classification using the analysis
model are shown in table 4.5. At first glance most of the features were assigned
incorrectly.

However, the more predominant genre with right labels was the Sonata, this might
suggest a correlation to the seed assigned randomly during the synthesis. The
previous hypothesis is based on the fact that during the training process the presence
of samples belonging to the Sonata genre was lower in comparison to other samples,
discarding the idea of overfitting during the training.

right wrong samples (Feature Vector)

Ballade 7 89 96
Etude 18 77 95
Impromptu 0 96 96
Mazurka 2 93 95
Miscellaneous 10 86 96
Nocturne 2 94 96
Prelude 16 79 95
Scherzo 12 84 96
Sonata 35 61 96
Average 11.33 84.33 95.67

Tab. 4.5: Classification of Synthetic Samples using Wavenet

Results for the external validation metrics in figure 4.14 show an overlap among
the medians 8 for each of the metrics (pitch, steps and duration of the notes) after
removing the outliers using the interquartile range to filter the data. This filtering
was performed setting the lower quartile to 0.25 and the upper quartile to 0.75
equation.

The pitch is the perceptual quality of the sound as a MIDI note number. The step is
the time elapsed from the previous note or start of the track. The duration is how
long the note will be playing in seconds and is the difference between the note end
and note start times.

8The F-test was also performed, comparing the variance of the pith range across different groups
(genres), resulting in a p-value of 0.00; implying a strong rejection of the null hypothesis of no
differences in the pitch range distribution across the different synthetic samples.
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Additionally, it is noticeable the presence of silence (the absence of notes) in many
instances of time. On the other hand, the most frequent notes are presented in
figure 4.14b, this notes were parsed from the pitch distribution in figure 4.14a. For
instance, this information might display a relationship similar to a scale, that is not
the case. Actually, it just displays a range of notes used in the synthesis process.

(a) Metrics from synthetic samples using MIDI

(b) Top 15 Most Frequent Notes

Fig. 4.14: External Validation Metrics using Wavenet Model

4.5 Validation 43



4.5.3 Comparing Generative Models

In addition to the external validation metrics, other models were tested using the
same experimentation workflow summarized in table 4.4 to provide a practical and
operational context about the synthesis process and the advantage of implementing
the generative model proposed in this thesis.

Results using a Recurrent Neural Network (RNN) for the synthesis trained using
the Maestro Dataset [32] and the classification using the analysis model (DT 9) are
shown in table 4.6. Results show a lower rate of accuracy classification considering
the proportion of the labels assigned wrongly. However, there is a difference between
the wavenet model against the RNN regarding the length of the synthetic samples
after the transformation to a Feature Vector length, implying that synthetic audio
samples generated by the RNN models are shorter than the one’s generated by the
wavenet model.

right wrong samples (Feature Vector)

Ballade 8 5 13
Etude 0 14 14
Impromptu 0 14 14
Mazurka 1 26 27
Miscellaneous 0 53 53
Nocturne 0 26 26
Prelude 2 30 32
Scherzo 0 18 18
Sonata 0 9 9
Average 1.22 21.67 22.88

Tab. 4.6: Classification of Synthetic Samples using RNN

Simultaneously, both models are not capable to synthetize audio files with the
structural patterns of Impromptu genre. This might be related to the lower count of
samples in the dataset as described in figure 4.2.

Furthermore, analyzing the distribution of the range of pitch over the synthetic
samples generated by the RNN model, it seems to be an overlap between two groups
of ranges, but, performing the F-test results in a p-value of 0.00; implying a strong
rejection of the null hypothesis of no differences in the pitch range distribution
across the different synthetic samples.

9Decision Tree model.
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Lastly, after comparing the distribution of steps values by the two synthesis models
as shown in figure 4.15a, there seems to be a reduction between the magnitude of
steps for the notes using the RNN model. In contrast, the wavenet model has higher
values for steps, this could be translated to slower compositions, which are more
related to some extend of the performance in genres composed by Chopin.

(a) Metrics from synthetic samples using MIDI

(b) Top 15 Most Frequent Notes

Fig. 4.15: External Validation Metrics using RNN model
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4.5.4 Evaluation Strategy for the System

It is important to emphasize the reasons behind the usage of the synthesis model
and analysis model. The approach for evaluating the features and validating the
quality of the synthetic samples is called Analysis by synthesis [17, 26], which
seeks to explain the synthesis inference using the features of the data. Similar
implementations of the method are explained in [68, 20].

The method considers the following stages and the implementation of those in this
thesis:

• Synthesis of performances with systematic variations: accomplished by using
different seeds in the synthesis model for each genre.

• Judgment of synthesized versions: accomplished by using the analysis model
and the vector of features described in section 4.3.1 to check the relationship
of the synthetic sample with the base genre.

• Control of the reliability of the judgments followed by classifications of the
listeners: Accomplished by generating 5 music files per genre and asserting
the prediction for the next note in a sequence only if the note is part of the
main corpus of the dataset.

• Study of the relation between performance and experimental variables: Ac-
complished to some extent by using external validation metrics.

• Repetition of the previous steps until results converge.

For simplicity and considering the scope of the thesis, the only systematic variation
is introduced by changing the seed for each synthetic audio generated. Therefore,
previous evaluation tested the hypothesis regarding the utility of the proposed
metrics in 4.3.1 as expressive descriptors.
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5Results Summary

1. Identification and extraction of audio features related to expressiveness using
audio files.

Features related to the expressiveness were extracted using an algorithm built
on top of pyAudio [25] and Librosa [48] open source libraries for music
information retrieval (MIR) to measure timing and acoustical information as
described in section 4.3.1. To test or identify the usefulness of these features,
they were used as input data to train different machine learning algorithms
for the classification of the features setting a proportion of 20% for validation
in each sample population.

Each of the extracted features were transform or reduced to a vector array
containing the mean and the variance over the normalized metrics from each
sample population. This preprocessing stage allows the classifiers to reach an
accuraccy between 64% to 70% and a cohen kappa score over 0.6. This tests
were performed under difficult conditions by using an unbalanced dataset as
pointed in chapter 4.

2. Modeling Audio files with expressive markers and showing the relationship
using the musical score notation.

Deep Learning methodologies were used to implement and develop a model
capable to generate synthetic sample with expressiveness in music using signal
level features as described in 4.5.1 in conjunction with dilated causal convolu-
tional layers with the architecture shown in Figure 4.11a. the details for each
block are shown in 4.11b to guarantee the reproducibility of this work.

The model is probabilistic and autoregressive. The audio files represent time
series, that subsequently are parse to a note matrix as shown in subsection
2.1.3 with the time duration or absence of the performed notes, this is a
preprocessing stage to quantize the data. This is a limitation found over the
experimentation because the synthesis of samples using the raw audio was not
possible accordingly to preliminary experimentation and results.
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The model can synthesize audio files using the expressiveness in music audio
files by creating a discriminant model that is going to be trained using these
features as discriminant features, which subsequently are used to estimate the
probability associated with the next notes considering a previous sequence of
notes.

Results suggest smoother sequence of notes in the synthetic audio files and
notes within a range of pitch as shown in section 4.5.2. Accordingly to the
p-values of 0.00 using the F-test to compare the variance over the synthetic
samples across the different groups of study of musical genres.

Additionally, the model can generate audio files using the MIDI format and
converting them to audio files with the extension of wav or pianoroll or music
score notation by communicating with other sub-modules.

3. Test and validation of the proposed model using a pre-existing dataset and
compare it with other models from the literature.

Test and validation of the model were evaluated using a non-parametric
experiment as presented in section 4.5.2, where a discriminant model using
Decision Trees (DT) was used as an internal system to measure the effects of
the performance markers in the synthesis process. Also, the pitch, step and
duration of the notes were used for external validation.

Using this paradigm of evaluation the proposed model has an average of
11.33% of better note sequence generation as presented in figure 4.5. By
comparison, recurrent neural network has an average of 1.22% of better note
sequence generation as presented in figure 4.6.

The proposed model suggests evidence to formulate new hypothesis regarding
the synthesis process using deep neural networks. As a consequence of trying to
articulate the expressiveness in music as an operational concept by measuring
the effects over a discriminant model to test the results of a generative model.
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6Conclusion and Future Work

In this thesis, the methodology and design of experiments proposed to study the
music generation within the framework of machine learning. Essentially, focused on
the problem of finding good representation of the data to simplify the learning and
testing all assumptions and hypothesis with systematic procedures.

The proposed system for audio generation uses a processing workflow using se-
quences of an audio file by applying a slide window of 30s with an overlap of 2s.
Thus, by using temporal and frequency transformations like zero crossing rate, spec-
tral contrast, spectral centroid and tonal centroid features, a expressive descriptor
metric can be generated to improve the identification or separability of different
styles or variations of a group that can be defined as a musical genre. This metric
can be compacted as vector or matrix of features to reduce the training process of
machine learning algorithms.

Results of using the processing workflow with these features shows that the classifi-
cation accuracy and kappa of machine learning algorithms can be improved up to
70% and 0.6 respectively, even using unbalanced datasets. These results provide
evidence of the utility of the selected features for the identification and extraction of
audio features related to expressiveness in music over audio files.

Simultaneously the system uses deep convolutional networks to retain or learn
patterns of sequences of notes from an audio file. This suggests an advantage over
traditional generative models, by processing the audio files as sequences, vectors
or matrix, allowing to simplify the parallelization of tasks related to the learning
process of machine learning algorithms. This allows to synthesize music audio files
on CPU machines and reach similar speeds in comparison to running the model
using GPU.

Results suggest that using the proposed metric as measurement of expressiveness
in music over discriminative models can improve the quality of the next note in a
sequence by 6.5% overall in generative models. In contrast with the results obtained
by using other generative algorithms like RNN.
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Adding external metrics such as pitch, step and duration of the notes allows observing
that the model proposed generates music with the same style by comparing the
variance of the music notes using the F-test and having a p-value of 0.00, implying a
strong rejection of the null hypothesis of no differences in the pitch range distribution
across the different synthetic samples. Additionally, the model can work with audio
files using the wav and midi extension, piano roll and score notation to represent
the data.

The objectives set out in this thesis were successfully developed and implemented to
build a Music system capable of analyzing music recordings, extracting signal level
features to create an expressive descriptor, and synthesizing or modeling similar
music to the audio samples available.

6.1 Future Work

Future work might be related to testing the methodology using other genres besides
classical music. Additionally, find how the transformations of the time or frequency
domain affect the classification performance of the discriminative model and its
relationship with the synthesis model.

Additionally, we proposed to create a parametric experimental design with the
support of musicians and experts to evaluate the results using a mean opinion score
over the similarities between the synthetic samples against the original samples.

Alternatively, we propose to train the synthesis model using a set of rules using the
explicit form using local variations of each genre with the supervision of an expert
and test the performance using the expressive descriptor..
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